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#### Abstract

We consider the non-nonlinear optimal transportation problem of minimizing the cost functional $\mathcal{C}_{\infty}(\lambda)=\lambda$-ess $\sup _{(x, y) \in \Omega^{2}}|y-x|$ in the set of probability measures on $\Omega^{2}$ having prescribed marginals. This corresponds to the question of characterizing the measures that realize the infinite Wasserstein distance. We establish the existence of "local" solutions and characterize this class with the aid of an adequate version of cyclical monotonicity. Moreover, under natural assumptions, we show that local solutions are induced by transport maps.
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1. Introduction. In this paper, we consider the non-nonlinear optimal transportation problem that can be mathematically stated as the problem of minimizing the cost functional

$$
\begin{equation*}
\mathcal{C}_{\infty}(\lambda):=\underset{(x, y) \in \Omega^{2}}{\lambda \text {-ess sup }}|y-x| \tag{1.1}
\end{equation*}
$$

in the set of probability measures on $\Omega^{2}$ having prescribed marginals. Here, and throughout the paper, we assume that $\Omega$ is a compact subset of $\mathbb{R}^{d}, d \geq 1,|\cdot|$ denotes the usual Euclidean norm in $\mathbb{R}^{d}, \mu, \nu$ are the two (given) Borel probability measures on $\Omega$, and $\Pi(\mu, \nu)$ denotes the set of admissible transport plans, i.e., the set of Borel probability measures $\lambda$ on $\Omega^{2}:=\Omega \times \Omega$ with first marginal $\pi_{1 \#} \lambda=\mu$ and second marginal $\pi_{2 \#} \lambda=\nu$. Informally, if $\lambda$ is induced by a transport map $T: \Omega \rightarrow \Omega$, i.e., $\lambda=(i d \times T)_{\#} \mu$, then $\mathcal{C}_{\infty}(\lambda)$ is simply the maximum of the transport distances $|T(x)-x|$.

The problem formulated above corresponds to the question of characterizing the measures that realize the infinite Wasserstein distance

$$
W_{\infty}(\mu, \nu)=\inf \left\{\mathcal{C}_{\infty}(\lambda)=\underset{(x, y) \in \Omega^{2}}{\lambda-\operatorname{ess} \sup }|y-x|: \lambda \in \Pi(\mu, \nu)\right\}
$$

[^0]between $\mu$ and $\nu$. Clearly, this is the limiting case, as $p \rightarrow \infty$, of the more familiar (see, e.g., $[1,2,32]$ ) $p$-Wasserstein distance problem
$\left(P_{p}\right) \quad W_{p}(\mu, \nu)=\inf \left\{\left(\int_{\Omega^{2}}|y-x|^{p} d \lambda(x, y)\right)^{\frac{1}{p}}: \lambda \in \Pi(\mu, \nu)\right\}, \quad 1 \leq p<\infty$,
which is a model example of a Monge-Kantorovich-type optimal transport problem. Despite the close relationship, there are fundamental differences between these two problems. Most importantly, while $\left(P_{p}\right)$ is linear in $\lambda$ (removing the $1 / p$-power does not change the solution set), the mapping $\lambda \mapsto \mathcal{C}_{\infty}(\lambda)$ is not even convex. In particular, the problem $\left(P_{\infty}\right)$ is not additive, which implies that, unlike in the case of $\left(P_{p}\right)$, a restriction of an optimal transport plan need not be optimal for its own marginals.

In view of simple examples, it turns out that only imposing this "local optimality" property can lead to a satisfactory class of solutions. Hence we introduce in this paper the notion of restrictable solutions; this subclass of minimizers of (1.1) is characterized by the property that every portion of $\mu$ is transported onto its target in an optimal way; see Definition 4.1 below. The existence of a restrictable solution is obtained with the aid of approximating $\left(P_{\infty}\right)$ by the problems $\left(P_{p}\right)$. The same strategy also provides us with the notion of infinite cyclical monotonicity, which is derived from the standard $c$-cyclical monotonicity by applying it to the sequence of costs $c_{p}(x, y)=|x-y|^{p}$ and then taking the limit as $p \rightarrow \infty$. A reader familiar with the theory of infinity Laplacian and related problems [5] should recognize the analogy between restrictable solutions and absolute minimizers of supremum functionals.

It is one of the main results of this paper that restrictable and infinitely cyclically monotone solutions coincide; see Theorems 3.4 and 4.4 below. We would like to emphasize that although both of these notions are derived via an approximation argument, the proof for their equivalence is completely independent of the derivation. Moreover, this result holds without any further assumptions on the marginals $\mu$ and $\nu$. The second principal question we address in this paper is existence and uniqueness of an optimal transport map. Our main result in this direction, Theorem 5.5, states that if $\mu \ll \mathcal{L}^{d}$, then any infinitely cyclically monotone solution $\gamma$ to $\left(P_{\infty}\right)$ is induced by a map $T: \Omega \rightarrow \Omega$, i.e., $\gamma=(i d \times T)_{\#} \mu$. Regarding the question of uniqueness, we are able to show that if, in addition to the previous assumptions, the second marginal $\nu$ is discrete, then the infinitely cyclically monotone solution to $\left(P_{\infty}\right)$ is unique.

A major technical difficulty that we are facing in the proofs is the absence of a useful duality theory, which is due to the nonconvexity of the objective functional (see section 5.4). As a consequence, we must rely on ad hoc arguments designed for the problem at hand. On the other hand, it is quite clear from the proofs that the machinery we are developing applies to more general problems than just $\left(P_{\infty}\right)$. In fact, we could have just as well considered a functional $\lambda \mapsto \lambda$-ess $\sup _{(x, y) \in \Omega^{2}} c(x, y)$, where $c(x, y)$ is, say, nonnegative and lower semicontinuous to begin with. In this work we concentrate on the model case $c(x, y)=|y-x|$ so as to identify the useful tools and notions without coping with the additional technical difficulties required by a more general cost $c$, which seems to be the natural next step in this study.

Let us finish this introduction by discussing some applications in which the infinite Wasserstein distance $W_{\infty}$ appears. First on our list is the optimal design problem

$$
\begin{equation*}
\sup \left\{\frac{W_{\infty}(\mu, \nu)^{p+d}}{W_{p}(\mu, \nu)^{p}\left\|\left(\frac{d \mu}{d x}\right)^{-1}\right\|_{L^{\infty}(U)}}:(\mu, \nu) \in \mathcal{P}_{a . c .}(U) \times \mathcal{P}(\bar{U})\right\} \tag{1.2}
\end{equation*}
$$

that appears in [9] in connection with stability estimates for optimal transport maps; here $\mathcal{P}$ and $\mathcal{P}_{\text {a.c. }}$ denote the spaces of probability measures and absolutely continuous probability measures, respectively, and $\frac{d \mu}{d x}$ is the Radon-Nikodym derivative of $\mu$ with respect to the Lebesgue measure. In [9], the authors prove that if $U \subset \mathbb{R}^{d}$ is a bounded Lipschitz domain, then the estimate

$$
\begin{equation*}
W_{\infty}(\mu, \nu)^{p+d} \leq C_{p, d}(U)\left\|\left(\frac{d \mu}{d x}\right)^{-1}\right\|_{L^{\infty}(U)} W_{p}(\mu, \nu)^{p} \tag{1.3}
\end{equation*}
$$

holds for every $p>1$. The inequality (1.3) is an intrinsic counterpart of a beautiful uniform estimate for the optimal transport maps proved in [9] under stronger regularity assumptions. The optimal constant in (1.3) is given by the supremum in (1.2), and it is conjectured (based on 1-dimensional examples and remarks on increasing transport maps) that it does not blow up when $p \rightarrow 1$.

Second, during the last few years, models of branching processes using in one way or another tools from the optimal transportation theory have been proposed by several authors; see, for example, $[8,10,23,34]$. Roughly speaking, these models favor joint transportation, which in many real world situations, such as in the design of communication or irrigation networks, is more economical than individualized transportation. In particular, in [10] the authors propose minimizing a certain cost functional (which penalizes diffused measures) on the $p$-Wasserstein space of probability measures. It is remarked in [29] that this model is somewhat less realistic than the others cited above, but it has the advantage of being mathematically simpler. Moreover, as pointed out in Remark 6.2.7, Chapter 4, and section 0.2 of [29], the use of the infinite Wasserstein distance $W_{\infty}$ in the model of [10] produces results which are closer to the ones derived from the other models.

Then there are applications to PDEs. The metric structure associated with the $\infty$-Wasserstein distance is a crucial tool in proving the existence of stable solutions for a compressible fluid model of rotating binary stars in [24]. The same metric was used also to bound the growth of the wetted regions in the porous medium flow [13] and to study the long time asymptotics of nonlinear scalar conservation laws [12]. Moreover, the $\infty$-Wasserstein distance is being used in some $N$-particle approximations of the Vlaslov equations [21, 22].

Finally, in [11] the authors have considered a mathematical model of the optimal pricing policy for the use of a public transportation network. This model assumes that the price of a ticket (for the use of the network) is a function of the distance traveled. This seems reasonable in the case when each citizen is associated with a single journey, but it is not so realistic if we allow multiple journeys and an inexpensive season ticket is available. In the latter case, the price of a season ticket could be assumed to be a piecewise constant function of the maximal distance traveled, and hence it might be a good idea to insert a component similar to the functional we have considered into the model. It is also quite easy to imagine that in many other transportation problems a significant portion of the total cost is in one way or another connected with the maximal transportation distance. For example, if we assume that the physical transportation device (airplane, car, etc.) is the same for all distances, then it has to be chosen so that the longest transportation can be handled.
2. Existence of global solutions. As pointed out in the introduction, the objective functional

$$
\begin{aligned}
\lambda \mapsto \mathcal{C}_{\infty}(\lambda) & :=\underset{(x, y) \in \Omega^{2}}{\lambda \text {-ess sup }}|y-x| \\
& =\inf \left\{t \geq 0: \lambda\left(\left\{(x, y) \in \Omega^{2}:|y-x|>t\right\}\right)=0\right\}
\end{aligned}
$$

is not linear (and not even convex) in $\lambda$, contrary to what is usually the case in classical optimal transport problems. However, it is, quite interestingly, level convex in the sense that if $\lambda_{1}, \lambda_{2} \in \Pi(\mu, \nu)$, then

$$
\mathcal{C}_{\infty}\left(t \lambda_{1}+(1-t) \lambda_{2}\right) \leq \max \left\{\mathcal{C}_{\infty}\left(\lambda_{1}\right), \mathcal{C}_{\infty}\left(\lambda_{2}\right)\right\} \quad \text { for all } t \in(0,1)
$$

Note that this implies that the set of solutions to $\left(P_{\infty}\right)$ is convex. Moreover, it should be observed that $\mathcal{C}_{\infty}(\lambda)$ depends on the measure $\lambda$ only via its support. More precisely, one has

$$
\begin{equation*}
\mathcal{C}_{\infty}(\lambda)=\sup \{|y-x|:(x, y) \in \operatorname{supp}(\lambda)\} \tag{2.1}
\end{equation*}
$$

Thanks to this last property, we are in position to give the following existence result.

Proposition 2.1. Assume that $\Omega$ is a compact subset of $\mathbb{R}^{d}$ and $\mu, \nu$ are two probability measures on $\Omega$. Then the problem

$$
\left(P_{\infty}\right) \quad W_{\infty}(\mu, \nu)=\inf \left\{\mathcal{C}_{\infty}(\lambda):=\underset{(x, y) \in \Omega^{2}}{\lambda-\operatorname{ess} \sup }|y-x|: \lambda \in \Pi(\mu, \nu)\right\}
$$

admits at least one solution $\lambda \in \Pi(\mu, \nu)$.
The optimal set of $\left(P_{\infty}\right)$ may be very large thanks to (2.1).
Example 2.2. Let $\mu:=\frac{1}{2} \mathcal{L}^{2}\left\lfloor_{[0,1]^{2} \cup[2,3]^{2}}\right.$ and $\nu:=\frac{1}{2}\left(\delta_{(2,1)}+\delta_{(1,2)}\right)$. Then it is clear that the value of $\left(P_{\infty}\right)$ is $\sqrt{5}$ and that any admissible transport plan $\lambda \in \Pi(\mu, \nu)$ is a solution of $\left(P_{\infty}\right)$.

In the proof of Proposition 2.1, we shall use the following lemma.
Lemma 2.3. If the sequence $\left(\lambda_{n}\right)_{n}$ converges weakly to $\lambda$ in $\Pi(\mu, \nu)$, then for any $(x, y) \in \operatorname{supp}(\lambda)$ there exists a sequence $\left(\left(x_{n}, y_{n}\right)\right)_{n \in \mathbb{N}}$ such that

$$
\begin{equation*}
\left(x_{n}, y_{n}\right) \rightarrow(x, y) \text { as } n \rightarrow \infty \quad \text { and } \quad\left(x_{n}, y_{n}\right) \in \operatorname{supp}\left(\lambda_{n}\right) \quad \text { for all } n \in \mathbb{N} \tag{2.2}
\end{equation*}
$$

Proof. Suppose $(x, y) \in \Omega$ is such that (2.2) does not hold. Then we may assume without loss of generality that there exists $r>0$ such that $B((x, y), r) \cap \operatorname{supp}\left(\lambda_{n}\right)=\emptyset$ for any $n \in \mathbb{N}$. It then obviously follows from the weak convergence that $B((x, y), r) \cap$ $\operatorname{supp}(\lambda)=\emptyset$, which concludes the proof.

Proof of Proposition 2.1. Since the set $\Omega$ is a compact subset of $\mathbb{R}^{d}$ and the measures $\mu$ and $\nu$ are probability measures on $\Omega$, the nonempty set $\Pi(\mu, \nu)$ is compact for the weak convergence of measures (cf. [32, p. 49]). To apply the direct method of the calculus of variations, it remains to notice that $\lambda \mapsto \mathcal{C}_{\infty}(\lambda)$ is lower semicontinuous for this topology: this is a direct consequence of (2.1) and Lemma 2.3.
3. Infinitely cyclically monotone solutions. The proof of the existence of a solution to $\left(P_{\infty}\right)$ given in Proposition 2.1 is intrinsic, but one may obtain this result also via an approximation argument involving the family of problems $\left(P_{p}\right)_{p \geq 1}$ given by
$\left(P_{p}\right) \quad W_{p}(\mu, \nu)=\inf \left\{\mathcal{C}_{p}(\lambda):=\left(\int_{\Omega^{2}}|y-x|^{p} d \lambda(x, y)\right)^{\frac{1}{p}}: \lambda \in \Pi(\mu, \nu)\right\} ;$
that is, the functional $\lambda \mapsto \mathcal{C}_{p}(\lambda)$ is being minimized over the set $\Pi(\mu, \nu)$.
Alternative Proof of Proposition 2.1. Under the assumptions made on $\Omega$, $\mu$, and $\nu$, for any $p \geq 1$ the problem $\left(P_{p}\right)$ admits at least one solution $\gamma_{p} \in \Pi(\mu, \nu)$; see, e.g.,
[32, Theorem 1.3]. Since $\Pi(\mu, \nu)$ is compact, we infer that $\left(\gamma_{p}\right)_{p \geq 1}$ converges weakly (up to a subsequence) to some $\gamma_{\infty} \in \Pi(\mu, \nu)$ as $p \rightarrow \infty$. Then, for any $\lambda \in \Pi(\mu, \nu)$, we have by the optimality of $\gamma_{p}$ and Hölder's inequality that

$$
\mathcal{C}_{q}\left(\gamma_{p}\right)=\left(\int_{\Omega^{2}}|y-x|^{q} d \gamma_{p}(x, y)\right)^{\frac{1}{q}} \leq \mathcal{C}_{p}\left(\gamma_{p}\right) \leq \mathcal{C}_{p}(\lambda)
$$

for any $p \geq q \geq 1$. For a fixed $q \geq 1$, since the function $(x, y) \mapsto|y-x|^{q}$ is continuous and bounded on $\Omega^{2}$ one has $\mathcal{C}_{q}\left(\gamma_{p}\right) \rightarrow \mathcal{C}_{q}\left(\gamma_{\infty}\right)$ as $p \rightarrow \infty$. Therefore, taking the limit in $p$ and then in $q$ in the above inequality we obtain $\mathcal{C}_{\infty}\left(\gamma_{\infty}\right) \leq \mathcal{C}_{\infty}(\lambda)$. Since this holds for any $\lambda \in \Pi(\mu, \nu), \gamma_{\infty}$ is a minimizer of $\left(P_{\infty}\right)$.

The reason for considering the problems $\left(P_{p}\right)$ in this context is not merely the fact that they provide an alternative route to the existence. Namely, it is known that an element $\gamma_{p} \in \Pi(\mu, \nu)$ is a solution of $\left(P_{p}\right)$ if and only if its support is $p$-cyclically monotone; that is,

$$
\begin{equation*}
\sum_{i=1}^{n}\left|y_{i}-x_{i}\right|^{p} \leq \sum_{i=1}^{n}\left|y_{\sigma(i)}-x_{i}\right|^{p} \tag{3.1}
\end{equation*}
$$

for every $n \geq 2,\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right) \in \operatorname{supp}\left(\gamma_{p}\right)$, and for every permutation $\sigma \in \mathcal{S}_{n}$. We refer the reader, for example, to Theorem 3.2 in [2] (or to [20, 28, 33]).

By analogy with the $p$-cyclical monotonicity when $1 \leq p<\infty$, we introduce the corresponding notion for the case $p=\infty$ obtained by taking the limit in (3.1).

Definition 3.1. A transport plan $\gamma \in \Pi(\mu, \nu)$ is infinitely cyclically monotone if

$$
\max _{1 \leq i \leq n}\left|y_{i}-x_{i}\right| \leq \max _{1 \leq i \leq n}\left|y_{\sigma(i)}-x_{i}\right|
$$

for every $n \geq 2$, $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right) \in \operatorname{supp}(\gamma)$, and $\sigma \in \mathcal{S}_{n}$.
Using again the approximation of $\left(P_{\infty}\right)$ by the problems $\left(P_{p}\right)$, we obtain the existence of an infinitely cyclically monotone solution to $\left(P_{\infty}\right)$.

Theorem 3.2. For $1 \leq p<\infty$, let $\gamma_{p} \in \Pi(\mu, \nu)$ be a solution to $\left(P_{p}\right)$. Then any cluster point $\gamma_{\infty}$ of $\left(\gamma_{p}\right)_{p \geq 1}$ in $\Pi(\mu, \nu)$ as $p \rightarrow \infty$ is an infinitely cyclically monotone solution to $\left(P_{\infty}\right)$.

Proof. For simplicity, let us assume that the entire family $\left(\gamma_{p}\right)_{p \geq 1}$ converges weakly to $\gamma_{\infty} \in \Pi(\mu, \nu)$. It suffices to show that $\gamma_{\infty}$ is infinitely cyclically monotone. To this end, let $n \geq 2,\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right) \in \operatorname{supp}(\gamma)$, and $\sigma \in \mathcal{S}_{n}$. We apply Lemma 2.3 to each pair $\left(x_{i}, y_{i}\right)$ to obtain the existence of sequences $\left(x_{1}^{p}, y_{1}^{p}\right), \ldots$, $\left(x_{n}^{p}, y_{n}^{p}\right)$ such that $\left(x_{i}^{p}, y_{i}^{p}\right) \rightarrow\left(x_{i}, y_{i}\right)$ for any $i$ as $p \rightarrow \infty$, and $\left(x_{i}^{p}, y_{i}^{p}\right) \in \operatorname{supp}\left(\gamma_{p}\right)$ for all $1 \leq p<\infty$ and $i=1, \ldots, n$. Since the support of $\gamma_{p}$ is $p$-cyclically monotone, one has

$$
\sum_{i=1}^{n}\left|y_{i}^{p}-x_{i}^{p}\right|^{p} \leq \sum_{i=1}^{n}\left|y_{\sigma(i)}^{p}-x_{i}^{p}\right|^{p} \quad \text { for all } 1<p<\infty
$$

Taking the $1 / p$-power on both sides and letting $p$ go to $\infty$, one obtains the desired inequality.

Since for any $1 \leq p<\infty$ an admissible transport plan $\lambda \in \Pi(\mu, \nu)$ is a minimizer of $\left(P_{p}\right)$ if and only if it is $p$-cyclically monotone, it is natural to ask whether this still holds for $p=\infty$. It is, however, quite clear that a generic minimizer of $\left(P_{\infty}\right)$ need
not be infinitely cyclically monotone; the following gives a counterexample for this implication.

Example 3.3. As an admissible transport plan for the measures $\mu$ and $\nu$ in Example 2.2 one may take

$$
\lambda:=\frac{1}{2}\left(\mathcal{L}^{2} L_{[0,1]^{2}} \times \delta_{(2,1)}+\mathcal{L}^{2} L_{[2,3]^{2}} \times \delta_{(1,2)}\right)
$$

Then $\lambda$ is a minimizer of $\left(P_{\infty}\right)$, but it is not infinitely cyclically monotone: for example, $((0,1),(2,1))$ and $((3,2),(1,2))$ belong to $\operatorname{supp}(\lambda)$, and

$$
\max \{|(0,1)-(1,2)|,|(3,2)-(2,1)|\}<\max \{|(0,1)-(2,1)|,|(3,2)-(1,2)|\}
$$

Notice that in this case, for any $1<p<\infty$, problem $\left(P_{p}\right)$ admits a unique solution (up to a $\mu$-negligible set) (see [20]), which in fact does not depend on $p$.

On the other hand, the following result shows that the reverse implication does hold: infinite cyclical monotonicity is indeed a sufficient condition for an admissible plan to be a minimizer of $\left(P_{\infty}\right)$.

ThEOREM 3.4. Any infinitely cyclically monotone transport plan $\gamma \in \Pi(\mu, \nu)$ is a solution of the problem $\left(P_{\infty}\right)$.

Proof. We make a proof by contradiction. Let $\gamma \in \Pi(\mu, \nu)$ be infinitely cyclically monotone, and assume that

$$
\begin{equation*}
\underset{(x, y) \in \Omega^{2}}{\gamma \text {-ess supp }}|y-x| \geq 10 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma} \text {-ess suup }}|y-x| \tag{3.2}
\end{equation*}
$$

for some $\tilde{\gamma} \in \Pi(\mu, \nu)$ and $\varepsilon>0$.
Since $\Omega$ is compact, there exists a finite family $\left(c_{i}\right)_{1 \leq i \leq k}$ such that $\Omega \subset \bigcup_{i=1}^{k} B\left(c_{i}, \varepsilon\right)$. We shall denote $C:=\left\{c_{1}, \ldots, c_{k}\right\}$ and $V_{1}:=B\left(c_{1}, \varepsilon\right)$, and for any $i \in\{2, \ldots, k\}$ we set $V_{i}:=B\left(c_{i}, \varepsilon\right) \backslash \bigcup_{j=1}^{i-1} V_{j}$; without loss of generality, we assume that $V_{i} \neq \emptyset$ for all $i \in\{1, \ldots, k\}$.

Next we define two discrete measures $\gamma^{\varepsilon}$ and $\tilde{\gamma}^{\varepsilon}$ on $\Omega^{2}$ by

$$
\gamma^{\varepsilon}:=\sum_{1 \leq i, j \leq k} \gamma\left(V_{i} \times V_{j}\right) \delta_{\left(c_{i}, c_{j}\right)}
$$

and

$$
\tilde{\gamma}^{\varepsilon}:=\sum_{1 \leq i, j \leq k} \tilde{\gamma}\left(V_{i} \times V_{j}\right) \delta_{\left(c_{i}, c_{j}\right)}
$$

Notice that since $\gamma$ and $\tilde{\gamma}$ have the same marginals, the same holds for $\gamma^{\varepsilon}$ and $\tilde{\gamma}^{\varepsilon}$. In particular, one has

$$
\begin{equation*}
(x, y) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right) \Rightarrow \text { there exists } \tilde{x} \in C \text { such that }(\tilde{x}, y) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
(\tilde{x}, \tilde{y}) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right) \Rightarrow \text { there exists } y \in C \text { such that }(\tilde{x}, y) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right) \tag{3.4}
\end{equation*}
$$

The following properties will also be useful in our argument.
Claim 1. There exists $\left(x_{0}, y_{0}\right)$ in the support of $\gamma^{\varepsilon}$ such that

$$
\left|y_{0}-x_{0}\right| \geq 5 \varepsilon+\max \left\{|y-x|:(x, y) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)\right\}
$$

$C l a i m$ 2. For any $n \geq 1,\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right)$, and $\sigma \in \mathcal{S}_{n}$,

$$
\max _{1 \leq i \leq n}\left|y_{i}-x_{i}\right| \leq 4 \varepsilon+\max _{1 \leq i \leq n}\left|y_{\sigma(i)}-x_{i}\right|
$$

Above, the first claim is simply a counterpart of the antithesis (3.2) for the discretized measures, while the second says that $\gamma^{\varepsilon}$ is "almost" infinitely cyclically monotone. We postpone the verification of these two claims until the end of this proof.

Let $\left(x_{0}, y_{0}\right) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right)$ be given by Claim 1. Owing to (3.3) and (3.4), we can recursively define two sequences $\left(D_{m}\right)_{m \geq 1}$ and $\left(E_{m}\right)_{m \geq 0}$ of subsets of $C$ by setting $E_{0}:=\left\{y_{0}\right\}$, and for $m \geq 1$,

$$
D_{m}:=\left\{\tilde{x}: \text { there exists } y \in E_{m-1} \text { such that }(\tilde{x}, y) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)\right\}
$$

and

$$
E_{m}:=\left\{y: \text { there exists } \tilde{x} \in D_{m} \text { such that }(\tilde{x}, y) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right)\right\}
$$

We then set $D:=\bigcup_{m \geq 1} D_{m}$ and $E:=\bigcup_{m \geq 0} E_{m}$.
There are now two alternatives: either $x_{0}$ belongs to $D$ or not.
First case: $x_{0} \in D$. In this case, there exists $m \geq 1$ such that $x_{0} \in D_{m}$, and by going backwards from $D_{m}$ to $E_{0}$ it is possible to define two finite families $\left(x_{i}\right)_{0 \leq i \leq m}$ and $\left(y_{i}\right)_{0 \leq i \leq m-1}$ such that

$$
\text { for all } i \in\{0, \ldots, m-1\}, \quad\left(x_{i}, y_{i}\right) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right) \quad \text { and } \quad\left(x_{i+1}, y_{i}\right) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)
$$

where we have set $x_{m}:=x_{0}$. Claim 2 then yields

$$
\max _{0 \leq i \leq m-1}\left|y_{i}-x_{i}\right|-4 \varepsilon \leq \max _{0 \leq i \leq m-1}\left|y_{i}-x_{i+1}\right|
$$

Since $\max _{0 \leq i \leq m-1}\left|y_{i}-x_{i}\right| \geq\left|y_{0}-x_{0}\right|$, we infer from Claim 1 and the previous inequality that

$$
\max \left\{|y-x|:(x, y) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)\right\}+\varepsilon \leq \max _{0 \leq i \leq m-1}\left|y_{i}-x_{i+1}\right|
$$

Since $\left(x_{i+1}, y_{i}\right) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)$ for any $i \in\{0, \ldots, m-1\}$, this yields a contradiction.
Second case: $x_{0} \notin D$. From the definitions of $D$ and $E$, we notice the following two facts:

$$
\begin{equation*}
x \in D,(x, y) \in \operatorname{supp}\left(\gamma^{\varepsilon}\right) \Rightarrow y \in E \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{y} \in E,(\tilde{x}, \tilde{y}) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right) \quad \Rightarrow \quad \tilde{x} \in D \tag{3.6}
\end{equation*}
$$

As a consequence of (3.5) and since $\gamma^{\varepsilon}$ and $\tilde{\gamma}^{\varepsilon}$ have the same marginals, one has

$$
\gamma^{\varepsilon}(D \times E)=\gamma^{\varepsilon}(D \times C)=\tilde{\gamma}^{\varepsilon}(D \times C)
$$

Similarly, one has

$$
\tilde{\gamma}^{\varepsilon}(D \times E)=\tilde{\gamma}^{\varepsilon}(C \times E)=\gamma^{\varepsilon}(C \times E)
$$

We then obtain

$$
\gamma^{\varepsilon}(D \times E)=\tilde{\gamma}^{\varepsilon}(D \times C) \geq \tilde{\gamma}^{\varepsilon}(D \times E)=\gamma^{\varepsilon}(C \times E)
$$

This implies that $\gamma^{\varepsilon}((C \backslash D) \times E)=0$, whereas by hypothesis one has $\left(x_{0}, y_{0}\right) \in$ $(C \backslash D) \times E$ and $\gamma^{\varepsilon}\left(\left\{\left(x_{0}, y_{0}\right)\right\}\right)>0$ since $\left(x_{0}, y_{0}\right)$ belongs to the support of the discrete measure $\gamma^{\varepsilon}$. This yields a contradiction.

To complete the proof of Theorem 3.4, it remains to prove Claims 1 and 2.
Proof of Claim 1. We infer from (3.2) that

$$
\gamma\left(\left\{(x, y):|y-x| \geq 9 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma} \text {-ess sup }}|y-x|\right\}\right)>0
$$

As a consequence, there exist $i_{1}, i_{2} \in\{1, \ldots, k\}$ such that

$$
\gamma\left(\left(V_{i_{1}} \times V_{i_{2}}\right) \cap\left\{(x, y):|y-x| \geq 9 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma}-\operatorname{ess} \sup }|y-x|\right\}\right)>0
$$

Since $V_{m} \subset B\left(c_{m}, \varepsilon\right)$ for $m=i_{1}, i_{2}$, one then has

$$
\begin{equation*}
\left|c_{i_{2}}-c_{i_{1}}\right| \geq 7 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma}-\operatorname{ess} \sup }|y-x| \tag{3.7}
\end{equation*}
$$

and $\left(c_{i_{1}}, c_{i_{2}}\right)$ belongs to the support of $\gamma^{\varepsilon}$. On the other hand, if $\left(c_{j_{1}}, c_{j_{2}}\right)$ belongs to the support of $\tilde{\gamma}^{\varepsilon}$, then $\tilde{\gamma}\left(V_{j_{1}} \times V_{j_{2}}\right)>0$, and thus

$$
\left|c_{j_{2}}-c_{j_{1}}\right| \leq 2 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma}-\operatorname{ess} \sup }|y-x|
$$

Since this inequality holds whenever $\left(c_{j_{1}}, c_{j_{2}}\right) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)$, one has

$$
\max \left\{|y-x|:(x, y) \in \operatorname{supp}\left(\tilde{\gamma}^{\varepsilon}\right)\right\} \leq 2 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma}-\operatorname{ess} \sup }|y-x|
$$

This together with (3.7) shows that $\left(x_{0}, y_{0}\right):=\left(c_{i_{1}}, c_{i_{2}}\right)$ has the desired property.
Proof of Claim 2. Let $n \geq 1, \sigma \in \mathcal{S}_{n}$, and $\left(x_{i}, y_{i}\right)$ belong to the support of $\gamma^{\varepsilon}$ for $i \in\{1, \ldots, n\}$. For any $i \in\{1, \ldots, n\}$, one has $\left(x_{i}, y_{i}\right)=\left(c_{j_{1}}, c_{j_{2}}\right)$ for some $j_{1}, j_{2} \in$ $\{1, \ldots, k\}$ with $\gamma\left(V_{j_{1}} \times V_{j_{2}}\right)>0$, and thus there exists $\left(x_{i}^{\prime}, y_{i}^{\prime}\right) \in\left(V_{j_{1}} \times V_{j_{2}}\right) \cap \operatorname{supp}(\gamma)$. As a consequence,

$$
\left|\left|y_{r}^{\prime}-x_{s}^{\prime}\right|-\left|y_{r}-x_{s}\right|\right| \leq 2 \varepsilon \quad \text { for all } r, s \in\{1, \ldots, n\}
$$

Since $\gamma$ is infinitely cyclically monotone, we have

$$
\max _{1 \leq i \leq n}\left|y_{\sigma(i)}^{\prime}-x_{i}^{\prime}\right| \geq \max _{1 \leq i \leq n}\left|y_{i}^{\prime}-x_{i}^{\prime}\right|
$$

It follows that

$$
4 \varepsilon+\max _{1 \leq i \leq n}\left|y_{\sigma(i)}-x_{i}\right| \geq \max _{1 \leq i \leq n}\left|y_{i}-x_{i}\right|
$$

which proves the claim.
Remark 3.5. Observe that in the proof above, we in fact always have $x_{0} \in D$; that is, the first case always occurs. This is a consequence of the conservation of the masses: all the mass transported to $E$ by $\tilde{\gamma}^{\varepsilon}$ originates from $D$, while all the mass in
$D$ is transported to $E$ by $\gamma^{\varepsilon}$. Since $\gamma^{\varepsilon}$ and $\tilde{\gamma}^{\varepsilon}$ have the same marginals, this implies that both plans transport $D$ exactly to $E$. The fact that the second case never occurs in the above proof also underlies the recursive construction of Step II in the proof of Theorem A in [25], even if the arguments are different. That paper deals with the sufficiency of cyclical monotonicity for optimality in the classical case (see also [31]).

Remark 3.6. There is a variation of the self-contained proof given above that relies directly on the fact that the total cost $\mathcal{C}_{\infty}(\lambda)=\lambda$-ess $\sup _{(x, y) \in \Omega^{2}}|y-x|$ depends only on the support of $\lambda$ and not on its density. In the discrete case this means that, as far as the total cost is concerned, the exact amount of mass transferred from any given point to another is irrelevant: it matters only whether the amount is positive or not. Hence in the proof we are allowed to change the transport plans $\gamma_{\varepsilon}$ and $\tilde{\gamma}_{\varepsilon}$, along with their marginals, as long as we do not change their supports and make sure that the marginals of the new transport plans agree with each other. Now assuming that we can change the measures in such a way that all the point masses are of integer size, the problem can be interpreted as a pairing problem in which the infinite cyclical monotonicity is both a necessary and sufficient condition for optimality.

The existence of the required integer transport plans with given supports is nontrivial and follows from Dines' algorithm [17], which provides positive solutions for a system of linear equations.
4. Restrictable solutions. In the previous section, we derived the notion of infinitely cyclically monotone plans from the approximation of the problem $\left(P_{\infty}\right)$ by the family of problems $\left(P_{p}\right)$. Another interesting notion may be derived in the same way: let $1 \leq p<\infty$ and $\gamma_{p} \in \Pi(\mu, \nu)$ be a solution to $\left(P_{p}\right)$. Then it follows from the linearity of the functional

$$
\gamma \mapsto \mathcal{C}_{p}(\gamma)^{p}=\int_{\Omega^{2}}|y-x|^{p} d \lambda(x, y)
$$

that any nonzero measure $\gamma^{\prime}$ that is majorized by $\gamma_{p}$, i.e., $\gamma^{\prime}(B) \leq \gamma_{p}(B)$ for all Borel sets $B \subset \Omega \times \Omega$, is an optimal transport plan for the problem

$$
\mathcal{C}_{p}\left(\gamma^{\prime}\right)=\inf \left\{\mathcal{C}_{p}(\gamma): \gamma \in \Pi\left(\mu^{\prime}, \nu^{\prime}\right)\right\}
$$

where $\mu^{\prime}:=\pi_{1 \#} \gamma^{\prime}$ and $\nu^{\prime}:=\pi_{2 \#} \gamma^{\prime}$. In other words, optimality is automatically inherited by restriction, and hence we may say that a solution $\gamma_{p} \in \Pi(\mu, \nu)$ of $\left(P_{p}\right)$ is a restrictable solution of this problem. By analogy, we may define a similar notion of restrictable solutions for problem $\left(P_{\infty}\right)$ as follows.

Definition 4.1. A transport plan $\gamma \in \Pi(\mu, \nu)$ is a restrictable solution of $\left(P_{\infty}\right)$ if any nonzero Borel measure $\gamma^{\prime}$ in $\Omega \times \Omega$ that is majorized by $\gamma$ is a solution to the problem
$\left(P_{\infty}^{\prime}\right)$

$$
\inf \left\{\underset{(x, y) \in \Omega^{2}}{\lambda-\operatorname{ess} \sup }|y-x|: \lambda \in \Pi\left(\mu^{\prime}, \nu^{\prime}\right)\right\}
$$

where $\mu^{\prime}:=\pi_{1 \#} \gamma^{\prime}$ and $\nu^{\prime}:=\pi_{2 \#} \gamma^{\prime}$.
The reader should notice the obvious abuse of notation above, as the measures $\mu^{\prime}$ and $\nu^{\prime}$ in $\left(P_{\infty}^{\prime}\right)$ are not, in general, probability measures. However, $\mu^{\prime}(\Omega)=\nu^{\prime}(\Omega)>0$, and that is really all that is needed.

Example 4.2. It is quite clear that not every solution of $\left(P_{\infty}\right)$ is restrictable. Indeed, the optimal plan $\lambda$ considered in Example 3.3 admits the following restriction:

$$
\lambda^{\prime}:=\frac{1}{2}\left(\mathcal { L } ^ { 2 } \left\lfloor_{S_{1}} \times \frac{1}{2} \delta_{(2,1)}+\mathcal{L}^{2}\left\lfloor_{S_{2}} \times \frac{1}{2} \delta_{(1,2)}\right)\right.\right.
$$

where $S_{1}:=\left[0, \frac{1}{2}\right] \times\left[\frac{1}{2}, 1\right]$ and $S_{2}:=\left[\frac{5}{2}, 3\right] \times\left[2, \frac{5}{2}\right]$. But $\lambda^{\prime}$ is not optimal for its own marginals: a better transport plan is the one that takes all the mass that lies in $S_{1}$ to $(1,2)$ and the mass in $S_{2}$ to $(2,1)$.

Remark 4.3. The notion of a restrictable solution bears a strong resemblance to that of an absolute minimizer used in connection with the $L^{\infty}$ variational problems. We recall that a locally Lipschitz continuous function $u: D \rightarrow \mathbb{R}^{m}, m \geq 1$, is called an absolute minimizer of the functional $S(\varphi, D):=\operatorname{ess}_{\sup }^{x \in D}$ H(x, $\left.\varphi(x), D \varphi(x)\right)$ if

$$
S(u, V) \leq S(v, V)
$$

for every open $V \subset \subset D$ and $\left.v \in W^{1, \infty}(V) \cap C(\bar{V})\right)$ such that $\left.v\right|_{\partial V}=\left.u\right|_{\partial V}$. Absolute minimizers were introduced by Aronsson [3, 4]. It has turned out that this is the proper notion of a solution for this type of minimization problem in the sense that important properties such as uniqueness, regularity, and characterization via an Euler-Lagrange equation can be obtained for this class of functions. Absolute minimizers were introduced by Aronsson [3]; see also, e.g., $[6,5,30,14]$ for further details and background.

It is natural to ask whether any cluster point $\gamma_{\infty}$ of $\left(\gamma_{p}\right)_{p \geq 1}$ in $\Pi(\mu, \nu)$ as $p \rightarrow \infty$ is a restrictable solution of $\left(P_{\infty}\right)$. In view of Theorem 3.2, this can be established by showing that the restrictable solutions coincide with the class of infinitely cyclically monotone solutions.

ThEOREM 4.4. A transport plan $\gamma \in \Pi(\mu, \nu)$ is infinitely cyclically monotone if and only if it is a restrictable solution of the problem $\left(P_{\infty}\right)$.

Notice that Theorem 3.2 provides the existence of restrictable solutions to $\left(P_{\infty}\right)$.
Proof. If $\gamma \in \Pi(\mu, \nu)$ is infinitely cyclically monotone, then the same holds for any restriction $\gamma^{\prime} \leq \gamma$, and Theorem 3.4 then yields that such a restriction $\gamma^{\prime}$ is a solution of the corresponding problem $\left(P_{\infty}^{\prime}\right)$.

We now turn to the proof of the sufficiency. Let $\gamma \in \Pi(\mu, \nu)$ be a restrictable solution to $\left(P_{\infty}\right)$, and let us fix points $\left(x_{1}, y_{1}\right), \ldots,\left(x_{m}, y_{m}\right) \in \operatorname{supp}(\gamma), m \geq 2$, and a permutation $\sigma$ of $\{1, \ldots, m\}$. Without loss of generality, we may assume that $\left(x_{i}, y_{i}\right) \neq\left(x_{j}, y_{j}\right)$ whenever $i \neq j$. Then there is $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$, the sets $B_{i}:=B\left(x_{i}, \varepsilon\right) \times B\left(y_{i}, \varepsilon\right)$ are pairwise disjoint and $\gamma\left(B_{i}\right)>0$ for all $i=1, \ldots, m$.

We define two measures $\gamma^{\prime}$ and $\gamma_{\sigma}$ by setting

$$
\gamma^{\prime}:=\sum_{i=1}^{m} c_{i} \gamma \text { L }_{B_{i}} \quad \text { and } \quad \gamma_{\sigma}:=\sum_{i=1}^{m} c_{i} T_{\#}^{i} \gamma\left\lfloor_{B_{i}} .\right.
$$

Here $T_{\#}^{i} \gamma L_{B_{i}}$ is the push-forward of $\gamma L_{B_{i}}$ by the mapping $T^{i}(x, y):=\left(x, y+y_{\sigma(i)}-y_{i}\right)$, and the positive numbers

$$
c_{i}:=\frac{\min _{k} \gamma\left(B_{k}\right)}{\gamma\left(B_{i}\right)}
$$

are chosen so that $\gamma^{\prime}\left(B_{i}\right)=\min _{k} \gamma\left(B_{k}\right)>0$ is independent of $i$. Observe that the support of $T_{\#}^{i} \gamma\left\lfloor_{B_{i}}\right.$ lies in $B_{i}^{\sigma}:=B\left(x_{i}, \varepsilon\right) \times B\left(y_{\sigma(i)}, \varepsilon\right)$ and $\gamma_{\sigma}\left(B_{i}^{\sigma}\right)=\gamma^{\prime}\left(B_{i}\right)$. Moreover, the first marginals $\mu^{\prime}=\pi_{1 \#} \gamma^{\prime}$ and $\mu_{\sigma}=\pi_{1 \#} \gamma_{\sigma}$ are equal.

Since $\gamma^{\prime}$ is majorized by the restrictable solution $\gamma$, we have

$$
\underset{(x, y) \in \Omega^{2}}{\gamma^{\prime}-\text { ess sup }}|x-y|=W_{\infty}\left(\mu^{\prime}, \nu^{\prime}\right)=\inf \left\{\underset{(x, y) \in \Omega^{2}}{\tilde{\gamma}-\operatorname{ess} \sup }|x-y|: \tilde{\gamma} \in \Pi\left(\mu^{\prime}, \nu^{\prime}\right)\right\}
$$

where $\nu^{\prime}=\pi_{2 \#} \gamma^{\prime}$. On the other hand, since the supports of both $\nu^{\prime}$ and $\nu_{\sigma}=\pi_{2 \#} \gamma_{\sigma}$ are contained in the union of the balls $B\left(y_{i}, \varepsilon\right)$ and $\nu^{\prime}\left(B\left(y_{i}, \varepsilon\right)\right)=\nu_{\sigma}\left(B\left(y_{i}, \varepsilon\right)\right)$ for every $i$ by the construction of $\gamma^{\prime}$ and $\gamma_{\sigma}$, we can rearrange $\nu^{\prime}$ to $\nu_{\sigma}$ by transporting mass only within the balls $B\left(y_{i}, \varepsilon\right)$. Thereby we obtain that $W_{\infty}\left(\nu^{\prime}, \nu_{\sigma}\right) \leq 2 \varepsilon$, and hence

$$
\begin{aligned}
\underset{(x, y) \in \Omega^{2}}{\gamma^{\prime} \text {-ess sup }}|x-y| & =W_{\infty}\left(\mu^{\prime}, \nu^{\prime}\right) \leq W_{\infty}\left(\mu_{\sigma}, \nu_{\sigma}\right)+W_{\infty}\left(\nu_{\sigma}, \nu^{\prime}\right) \\
& \leq 2 \varepsilon+\underset{(x, y) \in \Omega^{2}}{\gamma_{\sigma} \text {-ess sup }}|x-y|
\end{aligned}
$$

Now clearly

$$
\underset{(x, y) \in \Omega^{2}}{\gamma^{\prime}-\text { ess sup }}|x-y| \geq \max _{1 \leq i \leq m}\left|x_{i}-y_{i}\right|
$$

and

$$
\underset{(x, y) \in \Omega^{2}}{\gamma_{\sigma} \text {-ess sup }}|x-y| \leq \max _{1 \leq i \leq m}\left|x_{i}-y_{\sigma(i)}\right|+2 \varepsilon
$$

and thus the preceding inequality yields

$$
\max _{1 \leq i \leq m}\left|x_{i}-y_{i}\right| \leq \max _{1 \leq i \leq m}\left|x_{i}-y_{\sigma(i)}\right|+4 \varepsilon
$$

Since this holds for all $\varepsilon>0$ small enough we are done.
Observe that for any $\gamma \in \Pi(\mu, \nu)$ and any Borel set $B \subset \Omega \times \Omega$ such that $\gamma(B)>0$, the measure $\gamma L_{B}$ is majorized by $\gamma$. Thus, if $\gamma$ is a restrictable solution of $\left(P_{\infty}\right)$, then each such measure $\gamma L_{B}$ is an optimal transport plan for its own marginals. It turns out that in general the converse is false; that is, this family of measures alone does not suffice for characterizing the restrictable solutions, as shown in Example 4.5. Notice that this is another difference with the case of integral costs functionals (like the costs $\mathcal{C}_{p}$ ), since for those functionals the converse would be true: if $\gamma L_{B}$ is an optimal transport plan for its own marginals for any $B \subset \Omega \times \Omega$ with $\gamma(B)>0$, then $\gamma$ is a restrictable solution.

Example 4.5. Take $\Omega=[0,1]$, and let

$$
\mu:=\frac{1}{3} \delta_{0}+\frac{2}{3} \delta_{1} \quad \text { and } \quad \nu:=\frac{2}{3} \delta_{0}+\frac{1}{3} \delta_{1}
$$

Then the plan $\gamma:=\frac{1}{3} \delta_{(0,1)}+\frac{2}{3} \delta_{(1,0)}$ is not a restrictable solution since $\gamma^{\prime}:=\frac{1}{3} \delta_{(0,1)}+$ $\frac{1}{3} \delta_{(1,0)}$ is majorized by $\gamma$, and it is clearly not an optimal transport plan for its own marginals $\mu^{\prime}=\frac{1}{3} \delta_{0}+\frac{1}{3} \delta_{1}$ and $\nu^{\prime}=\frac{1}{3} \delta_{0}+\frac{1}{3} \delta_{1}$. On the other hand, one can check that $\gamma L_{B}$ is an optimal transport plan, for its own marginals, for each Borel set $B \subset \Omega^{2}$. Notice that the only restrictable solution of $\left(P_{\infty}\right)$ in this case (which is also the unique solution to $\left(P_{p}\right)$ when $\left.p \geq 1\right)$ is $\gamma_{\infty}=\frac{1}{3} \delta_{(0,0)}+\frac{1}{3} \delta_{(1,0)}+\frac{1}{3} \delta_{(1,1)}$.

In view of the above example, and under some regularity assumption on the measures $\mu$ and $\nu$, it is possible to obtain the following refined version of Theorem 4.4.

Proposition 4.6. Let $\gamma \in \Pi(\mu, \nu)$ be an optimal transport plan, and assume that neither $\mu$ nor $\nu$ concentrates on sets of dimension $d-1$. Then the following are equivalent:
(1) $\gamma$ is infinitely cyclically monotone;
(2) for each Borel set $B \subset \Omega \times \Omega, \gamma L_{B}$ is optimal between its projections.

Proof. We need only prove that under these assumptions (2) implies (1). Assume by contradiction that $\gamma$ is not infinitely cyclically monotone. Then there exist a family $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1, \ldots, n}$ in $\operatorname{supp}(\gamma)$ and a permutation $\sigma \in \mathcal{S}_{n}$ such that

$$
\max \left\{\left|x_{1}-y_{\sigma(1)}\right|, \ldots,\left|x_{n}-y_{\sigma(n)}\right|\right\}<\max \left\{\left|x_{1}-y_{1}\right|, \ldots,\left|x_{n}-y_{n}\right|\right\}
$$

By continuity, the same inequality holds true for any family $\left\{\left(x_{i}^{\prime}, y_{i}^{\prime}\right)\right\}_{i=1, \ldots, n}$ for which $\left(x_{i}^{\prime}, y_{i}^{\prime}\right) \in B\left(x_{i}, \varepsilon\right) \times B\left(y_{i}, \varepsilon\right)$ for all $i=1, \ldots, n$ and for some small enough $\varepsilon>0$. Notice that $\gamma\left(B\left(x_{i}, \varepsilon\right) \times B\left(y_{i}, \varepsilon\right)\right)$ is positive for any $i$.

For each $i$ we define $g_{i}:[0, \varepsilon] \rightarrow \mathbb{R}^{+}$by $g_{i}(r):=\gamma\left(B\left(x_{i}, r\right) \times B\left(y_{i}, r\right)\right)$. Since $\mu$ and $\nu$ do not concentrate on sets of dimension $d-1$, the function $g_{i}$ is continuous. Let $\alpha=\min _{i} \gamma\left(B\left(x_{i}, \varepsilon\right) \times B\left(y_{i}, \varepsilon\right)\right)$, and choose $0<\tilde{\varepsilon}_{i} \leq \varepsilon$ so that $g_{i}\left(\tilde{\varepsilon}_{i}\right)=\alpha$ for all $i$; this is possible since $\lim _{r \rightarrow 0} g_{i}(r)=0$.

Following now the proof of sufficiency of the previous theorem we obtain that $\gamma L_{B}$ for $B=\bigcup_{i=1}^{n} B\left(x_{i}, \tilde{\varepsilon}_{i}\right) \times B\left(y_{i}, \tilde{\varepsilon}_{i}\right)$ and for $\varepsilon>0$ small enough is not an optimal transport between its marginals, which contradicts (2).

Remark 4.7. It is natural to ask what happens if $|x-y|$ is replaced by a more general (real-valued) cost function $c(x, y)$; that is, we consider the functional

$$
\gamma \mapsto \underset{(x, y) \in \Omega^{2}}{\gamma-\text { ess sup }} c(x, y)
$$

As expected, the basic existence results, Proposition 2.1 and Theorem 3.2, remain valid, provided that $c$ is nonnegative and lower semicontinuous with all the relevant concepts appropriately redefined: in particular, in the definition of infinite cyclical monotonicity one should replace the support of $\gamma$ with some appropriate set on which $\gamma$ is concentrated. Moreover, the proof of the equivalence of restrictable and infinitely cyclically monotone solutions works in this generality if $c(x, y)$ is (uniformly) continuous.
5. Existence and uniqueness of an optimal transport map. In this section, we prove that under reasonably weak assumptions an infinitely cyclically monotone transport plan is induced by a transport map. Moreover, we start the analysis of the uniqueness of such transport maps and then comment on our method of proof in light of the duality issue for problem $\left(P_{\infty}\right)$.
5.1. Properties of transport plans. We begin by considering some generic properties of transport plans. This subsection is largely independent of the cost, and the technique detailed below has applications also in the framework of classical transportation problems involving cost functionals in integral form; see [15].

Definition 5.1. Let $y \in \Omega$ and $r>0$, and let $\gamma \in \Pi(\mu, \nu)$ be a transport plan. We define

$$
\gamma^{-1}(B(y, r)):=\pi^{1}((\Omega \times B(y, r)) \cap \operatorname{supp} \gamma)
$$

In other words, $\gamma^{-1}(B(y, r))$ is the set of points whose mass is partially or completely transported to $B(y, r)$ by $\gamma$. We recognize the slight abuse of notation, but if $\gamma$ is thought of as a device that transports mass, then this seems justifiable. Notice also that $\gamma^{-1}(B(y, r))$ is a Borel set. In fact, it is a countable union of compact sets as shown by the equation

$$
\begin{aligned}
\pi^{1}((\Omega \times B(y, r)) \cap \operatorname{supp} \gamma) & =\pi^{1}\left(\bigcup_{n}(\Omega \times \overline{B(y, r-1 / n)}) \cap \operatorname{supp} \gamma\right) \\
& =\bigcup_{n} \pi^{1}((\Omega \times \overline{B(y, r-1 / n)}) \cap \operatorname{supp} \gamma)
\end{aligned}
$$

Since this notion is important in what follows, we recall that when $A$ is $\mathcal{L}^{d_{-}}$ measurable, one has

$$
\lim _{r \rightarrow 0} \frac{\mathcal{L}^{d}(A \cap B(x, r))}{\mathcal{L}^{d}(B(x, r))}=1
$$

for almost every $x$ in $A$ : we shall call such a point $x$ a Lebesgue point of $A$, this terminology deriving from the fact that such a point may also be considered as a Lebesgue point of $\chi_{A}$.

The following lemma, although quite simple, is the cornerstone of the proof of Theorem 5.5 below.

Lemma 5.2. Let $\gamma \in \Pi(\mu, \nu)$, and assume that $\mu \ll \mathcal{L}^{d}$. Then $\gamma$ is concentrated on a $\sigma$-compact set $R(\gamma)$ such that for all $(x, y) \in R(\gamma)$ the point $x$ is a Lebesgue point of $\gamma^{-1}(B(y, r))$ for all $r>0$.

Proof. In the following, we shall denote by $\operatorname{Leb}(E)$ the set of points $x \in E$ which are Lebesgue points of $E$. Let

$$
A:=\left\{(x, y) \in \operatorname{supp}(\gamma): \quad x \notin \operatorname{Leb}\left(\gamma^{-1}(B(y, r))\right) \text { for some } r>0\right\}
$$

we first intend to show that $\gamma(A)=0$. To this end, for each positive integer $n$ we consider a finite covering $\Omega \subset \bigcup_{i \in I(n)} B\left(y_{i}^{n}, \frac{1}{2 n}\right)$ by balls of radius $\frac{1}{2 n}$. We notice that if $(x, y) \in \operatorname{supp}(\gamma)$ and $x$ is not a Lebesgue point of $\gamma^{-1}(B(y, r))$ for some $r>0$, then for any $n \geq \frac{1}{r}$ and $y_{i}^{n}$ such that $\left|y_{i}^{n}-y\right|<\frac{1}{2 n}$ the point $x$ belongs to $\gamma^{-1}\left(B\left(y_{i}^{n}, \frac{1}{2 n}\right)\right)$ but is not a Lebesgue point of this set. Then

$$
\left.\pi^{1}(A) \subset \bigcup_{n \geq 1} \bigcup_{i \in I(n)}\left(\gamma^{-1}\left(B\left(y_{i}^{n}, \frac{1}{2 n}\right)\right)\right\rangle \operatorname{Leb}\left(\gamma^{-1}\left(B_{\gamma}\left(y_{i}^{n}, \frac{1}{2 n}\right)\right)\right)\right)
$$

Notice that the set on the right-hand side has Lebesgue measure 0 and thus $\mu$-measure 0 . It follows that $\gamma(A) \leq \gamma\left(\pi^{1}(A) \times \Omega\right)=\mu\left(\pi^{1}(A)\right)=0$.

Finally, since $\mathcal{L}^{d}\left(\pi^{1}(A)\right)=0$, there exists a sequence $\left(U_{k}\right)_{k \geq 0}$ of open sets such that

$$
\text { for all } k \geq 0, \quad \pi^{1}(A) \subset U_{k} \quad \text { and } \quad \lim _{k \rightarrow \infty} \mathcal{L}^{d}\left(U_{k}\right)=0
$$

Then the set $R(\gamma):=\operatorname{supp}(\gamma) \cap\left(\bigcup_{k \geq 0}\left(\Omega \backslash U_{k}\right) \times \Omega\right)$ has the desired properties.
The above lemma yields the introduction of the following notion.
Definition 5.3. The couple $(x, y) \in \Omega \times \Omega$ is a $\gamma$-regular point if $x \in \gamma^{-1}(B(y, r))$ is a Lebesgue point of this set for any positive $r$.

Notice that any element of the set $R(\gamma)$ of Lemma 5.2 is a $\gamma$-regular point.
For future use, we introduce a suitable notation to indicate a cone: let $x_{0}, \xi \in \mathbb{R}^{d}$ with $|\xi|=1$, and let $\delta \in[0,2]$. Then we define

$$
C\left(x_{0}, \xi, \delta\right):=\left\{x \in \mathbb{R}^{d} \backslash\left\{x_{0}\right\}: \frac{x-x_{0}}{\left|x-x_{0}\right|} \cdot \xi \geq 1-\delta\right\}
$$

Notice that if $\delta=0, C\left(x_{0}, \xi, 0\right)$ degenerates to a half-line, while in the case $\delta=2$, $C\left(x_{0}, \xi, 2\right)$ is $\mathbb{R}^{d} \backslash\left\{x_{0}\right\}$.

We now remark the following property for the regular points of a transport plan.
Proposition 5.4. Let $\left(x_{0}, y_{0}\right)$ be a $\gamma$-regular point, $r>0, \alpha \in(0,1)$, and $\delta>0$. Then for $\varepsilon>0$ sufficiently small the set of points $x \in \gamma^{-1}\left(B\left(y_{0}, r\right)\right)$ such that $x \in C\left(x_{0}, \xi, \delta\right) \cap\left(B\left(x_{0}, \varepsilon\right) \backslash B\left(x_{0}, \alpha \varepsilon\right)\right)$ has positive $\mathcal{L}^{d}$ measure.

Proof. It is enough to remark that $x_{0} \in \operatorname{Leb}\left(\gamma^{-1}\left(B\left(y_{0}, r\right)\right)\right)$ and then

$$
\lim _{\varepsilon \rightarrow 0} \frac{\mathcal{L}^{d}\left(\left(B\left(x_{0}, \varepsilon\right) \backslash B\left(x_{0}, \alpha \varepsilon\right)\right) \cap C\left(x_{0}, \xi, \delta\right) \cap \gamma^{-1}\left(B\left(y_{0}, r\right)\right)\right)}{\mathcal{L}^{d}\left(B\left(x_{0}, \varepsilon\right)\right)}=c(\alpha, \delta),
$$

where $c(\alpha, \delta):=\frac{\mathcal{L}^{d}\left(\left(B\left(x_{0}, 1\right) \backslash B\left(x_{0}, \alpha\right)\right) \cap C\left(x_{0}, \xi, \delta\right)\right)}{\mathcal{L}^{d}\left(B\left(x_{0}, 1\right)\right)}>0$.
5.2. Existence of an optimal transport map. Our main result in this subsection is the following theorem, which states that under the hypothesis that $\mu$ is absolutely continuous with respect to the Lebesgue measure $\mathcal{L}^{d}$, any optimal infinitely cyclically monotone transport plan for $\left(P_{\infty}\right)$ is induced by a transport map. This generalizes the corresponding result for the problem $\left(P_{p}\right)$ when $\left.p \in\right] 1, \infty[$ : if one assumes that

$$
\begin{equation*}
\mu(B)=0 \quad \text { whenever } \quad \mathcal{H}^{d-1}(B)<\infty \tag{5.1}
\end{equation*}
$$

then any $p$-cyclically monotone transport plan is induced by a transport map (see Remark 4.7 in [20]).

It is in doubt whether (5.1) is sufficient to ensure that the conclusion of Theorem 5.5 holds. In the case $p=1$, the hypothesis (5.1) is not sufficient to ensure that any 1 -cyclically monotone transport plan is induced by a transport map. Even worse, for $\mu=\mathcal{L}^{1} L_{[0,1]}$ and $\nu=\frac{1}{2} \mathcal{L}^{1} L_{[0,2]}$ there exists an optimal (and hence 1-cyclically monotone) transport plan which is not induced by a transport map; see [2, p. 125].

We now state the main result of this section and refer the reader to section 5.4 for further comments.

ThEOREM 5.5. Assume that $\mu \ll \mathcal{L}^{d}$, and let $\gamma \in \Pi(\mu, \nu)$ be an infinitely cyclically monotone transport plan. Then there exists a Borel transport map $T: \Omega \rightarrow \Omega$ such that $\gamma=(i d \times T)_{\#} \mu$.

Proof. By Proposition 2.1 in [1], it is sufficient to prove that $\gamma$ is concentrated on a $\gamma$-measurable graph. In view of Lemma 5.2 , it is then sufficient to prove that $R(\gamma)$ is included in a graph, or more generally that if $\left(x_{0}, y_{0}\right)$ and $\left(x_{0}, y_{0}^{\prime}\right)$ are both $\gamma$-regular points, then $y_{0}=y_{0}^{\prime}$.

We divide the proof into two parts and first show that $\left|x_{0}-y_{0}\right|=\left|x_{0}-y_{0}^{\prime}\right|$. Arguing by contradiction, we assume that $\left|x_{0}-y_{0}\right|<\left|x_{0}-y_{0}^{\prime}\right|$ and suppose for the time being that $x_{0} \neq y_{0}$. Let $\xi^{\prime}=\frac{y_{0}^{\prime}-x_{0}}{\left|y_{0}^{\prime}-x_{0}\right|}, 0<\varepsilon<\left|x_{0}-y_{0}\right|$, and $0<r<\left|y_{0}^{\prime}-x_{0}\right|-\left|y_{0}-x_{0}\right|$. We claim that for $\delta:=1-\frac{\left|x_{0}-y_{0}\right|}{\left|x_{0}-y_{0}^{\prime}\right|}$ one has

$$
\begin{equation*}
\max \left\{\left|x-y_{0}^{\prime}\right|,\left|x_{0}-y\right|\right\}<\max \left\{|x-y|,\left|x_{0}-y_{0}^{\prime}\right|\right\} \tag{5.2}
\end{equation*}
$$

for any $(x, y)$ such that $x \in C\left(x_{0}, \xi^{\prime}, \delta\right) \cap B\left(x_{0}, \varepsilon\right) \backslash B\left(x_{0}, \frac{1}{2} \varepsilon\right)$ and $y \in B\left(y_{0}, r\right)$. Indeed, take $(x, y)$ as above; it then follows from the choice of $r$ that $\left|x_{0}-y\right|<\left|x_{0}-y_{0}^{\prime}\right|$, while on the other hand

$$
\begin{aligned}
\left|x-y_{0}^{\prime}\right|^{2} & =\left|x-x_{0}\right|\left(\left|x-x_{0}\right|-2 \frac{x-x_{0}}{\left|x-x_{0}\right|} \cdot\left(y_{0}^{\prime}-x_{0}\right)\right)+\left|x_{0}-y_{0}^{\prime}\right|^{2} \\
& \leq\left|x-x_{0}\right|\left(\left|x_{0}-y_{0}\right|-2(1-\delta)\left|x_{0}-y_{0}^{\prime}\right|\right)+\left|x_{0}-y_{0}^{\prime}\right|^{2}<\left|x_{0}-y_{0}^{\prime}\right|^{2}
\end{aligned}
$$

This proves the claim. We now infer from Proposition 5.4 that the set of points $x \in \gamma^{-1}\left(B\left(y_{0}, r\right)\right)$ such that $x \in C\left(x_{0}, \xi^{\prime}, \delta\right) \cap B\left(x_{0}, \varepsilon\right) \backslash B\left(x_{0}, \frac{1}{2} \varepsilon\right)$ has positive measure when $\varepsilon$ is small enough. In particular, this set is nonempty for small $\varepsilon$, and (5.2) then clearly contradicts the infinite cyclical monotonicity of $\gamma$. As a consequence, $\left|x_{0}-y_{0}\right|=\left|x_{0}-y_{0}^{\prime}\right|$ in the case $x_{0} \neq y_{0}$.

If $x_{0}=y_{0}$, we repeat the argument above with the choices $0<\varepsilon<\frac{1}{4}\left|x_{0}-y_{0}^{\prime}\right|$, $0<r<\frac{1}{4}\left|y_{0}^{\prime}-x_{0}\right|$, and $\delta=\frac{1}{2}$. Then for any $(x, y)$ such that $x \in C\left(x_{0}, \xi^{\prime}, \delta\right) \cap$ $B\left(x_{0}, \varepsilon\right) \backslash B\left(x_{0}, \frac{1}{2} \varepsilon\right)$ and $y \in B\left(y_{0}, r\right)$, we clearly have $\left|x_{0}-y\right|<\left|x_{0}-y_{0}^{\prime}\right|$, and the other inequality $\left|x-y_{0}^{\prime}\right|^{2}<\left|x_{0}-y_{0}^{\prime}\right|^{2}$ follows as above.

We now prove by contradiction that $y_{0}=y_{0}^{\prime}$. Note that since we already know that $\left|x_{0}-y_{0}\right|=\left|x_{0}-y_{0}^{\prime}\right|$, we may assume that $\left|x_{0}-y_{0}\right|=\left|x_{0}-y_{0}^{\prime}\right|>0$. If $y_{0} \neq y_{0}^{\prime}$, we can find $\xi \in \mathbb{R}^{d}$ such that

$$
\xi \cdot \frac{x_{0}-y_{0}}{\left|x_{0}-y_{0}\right|}<0 \quad \text { and } \quad \xi \cdot \frac{x_{0}-y_{0}^{\prime}}{\left|x_{0}-y_{0}^{\prime}\right|}>0
$$

Next we choose $r>0$ such that

$$
\sup \left\{\xi \cdot \frac{x_{0}-y}{\left|x_{0}-y\right|}: y \in B\left(y_{0}, r\right)\right\}<0
$$

and $\delta>0$ such that

$$
\begin{equation*}
\alpha:=\inf \left\{\frac{x_{0}-x}{\left|x_{0}-x\right|} \cdot \frac{x_{0}-y_{0}^{\prime}}{\left|x_{0}-y_{0}^{\prime}\right|}: x \in C\left(x_{0}, \xi, \delta\right)\right\}>0 \tag{5.3}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\sup \left\{\frac{x_{0}-x}{\left|x_{0}-x\right|} \cdot \frac{x_{0}-y}{\left|x_{0}-y\right|}: x \in C\left(x_{0}, \xi, \delta\right), y \in B\left(y_{0}, r\right)\right\}<0 \tag{5.4}
\end{equation*}
$$

We now claim that for $\varepsilon>0$ small enough, (5.2) holds for any $(x, y)$ such that $x \in C\left(x_{0}, \xi, \delta\right) \cap B\left(x_{0}, \varepsilon\right) \backslash B\left(x_{0}, \frac{1}{2} \varepsilon\right)$ and $y \in B\left(y_{0}, r\right)$. Notice that this claim concludes the proof of $y_{0}=y_{0}^{\prime}$ modulo applying Proposition 5.4 as before. To verify that (5.2) holds, we first notice that (5.4) implies that

$$
\begin{equation*}
\text { for all } x \in C\left(x_{0}, \xi, \delta\right), y \in B\left(y_{0}, r\right), \quad\left|x_{0}-y\right|<|x-y| \tag{5.5}
\end{equation*}
$$

since $|x-y|^{2}=\left|x-x_{0}\right|^{2}-2\left(x_{0}-x\right) \cdot\left(x_{0}-y\right)+\left|x_{0}-y\right|^{2}$. We can also infer from (5.3) that

$$
\left|x-y_{0}^{\prime}\right|^{2} \leq\left|x-x_{0}\right|\left(\left|x_{0}-x\right|-2 \alpha\left|x_{0}-y_{0}^{\prime}\right|\right)+\left|x_{0}-y_{0}^{\prime}\right|^{2}
$$

for any $x \in C\left(x_{0}, \xi, \delta\right)$. It follows that

$$
\begin{equation*}
\text { for all } x \in C\left(x_{0}, \xi, \delta\right) \cap B\left(x_{0}, \varepsilon\right), \quad\left|x-y_{0}^{\prime}\right|<\left|x_{0}-y_{0}^{\prime}\right| \tag{5.6}
\end{equation*}
$$

whenever $0<\varepsilon<2 \alpha\left|x_{0}-y_{0}^{\prime}\right|$. We then get (5.2) from (5.5) and (5.6), which concludes the proof.
5.3. Uniqueness of the infinitely cyclically monotone transport map. We now consider the question of the uniqueness of the infinitely cyclically monotone transport map obtained in the preceding section. We recall that when (5.1) holds and $p \in] 1, \infty\left[\right.$, problem $\left(P_{p}\right)$ admits a unique (up to a $\mu$ negligible set) $p$-cyclically
monotone transport map (see, for example, [20] and section 5.4). Notice that in contrast this result does not hold for $p=1$, not even under the stronger hypothesis that $\mu \ll \mathcal{L}^{d}$, as shown by Example 1.3 in [1]: when $\mu=\mathcal{L}^{1} L_{[0,1]}$ and $\nu=\mathcal{L}^{1} L_{[1,2]}$, both transport maps $t \mapsto t+1$ and $t \mapsto 2-t$ are optimal.

In the case of problem $\left(P_{\infty}\right)$, the question of uniqueness is largely open. At the moment, we have only the following partial result stating the uniqueness of the infinitely cyclically monotone transport map under the hypothesis that $\nu$ is purely atomic with finite support.

THEOREM 5.6. Suppose that $\mu \ll \mathcal{L}^{d}$ and $\nu=\sum_{i=0}^{k} a_{i} \delta_{y_{i}}$ for some $\left(y_{i}\right)_{0 \leq i \leq k} \subset \Omega$ and positive numbers $a_{0}, \ldots, a_{k}$. Then there exists a unique (up to a $\mu$-negligible set) infinitely cyclically monotone Borel transport map $T$ from $\mu$ to $\nu$.

Proof. Suppose that there are two distinct infinitely cyclically monotone Borel transport maps $T$ and $\tilde{T}$, and let us introduce the sets

$$
U_{j}^{i}=T^{-1}\left(y_{j}\right) \cap \tilde{T}^{-1}\left(y_{i}\right)
$$

We first claim that it is possible to define a sequence of integers $(i(p))_{p \geq 0}$ such that

$$
\text { for all } \quad p \geq 0, \quad i(p) \neq i(p+1) \quad \text { and } \quad \mu\left(U_{i(p)}^{i(p+1)}\right)>0
$$

Indeed, the fact that the two transport maps are distinct means that it is possible to choose two indices $i(0) \neq i(1)$ such that $\mu\left(U_{i(0)}^{i(1)}\right)>0$. Next we notice that since $\tilde{T}$ maps $\mu$ to $\nu$,

$$
\nu\left(\left\{y_{i(1)}\right\}\right)=\sum_{p=0}^{k} \mu\left(U_{p}^{i(1)}\right) \geq \mu\left(U_{i(0)}^{i(1)}\right)+\mu\left(U_{i(1)}^{i(1)}\right)>\mu\left(U_{i(1)}^{i(1)}\right) .
$$

Since $T$ also maps $\mu$ to $\nu$, we infer from the above inequality that there exists $p \neq i(1)$ such that $\mu\left(U_{i(1)}^{p}\right)>0$ : we then set $i(2)=p$ and start again from $U_{i(1)}^{i(2)}$. By repeating the above argument we can build recursively the sequence $(i(p))_{p \geq 0}$ with the desired properties.

Since the sequence $(i(p))_{p \geq 0}$ takes its values in the finite set $\{0, \ldots, k\}$, we may assume that there exists some $m \geq 2$ such that $i(m)=i(0)$. For any $p \in\{0, \ldots, m-1\}$, the set $U_{i(p)}^{i(p+1)}$ has nonzero Lebesgue measure, so we may choose a Lebesgue point $x_{p}$ of $U_{i(p)}^{i(p+1)}$ for which $\left|y_{i(p+1)}-x_{p}\right| \neq\left|y_{i(p)}-x_{p}\right|$ and then set $x_{m}=x_{0}$. By definition,

$$
T\left(x_{p}\right)=y_{i(p)} \quad \text { and } \quad \tilde{T}\left(x_{p}\right)=y_{i(p+1)} \quad \text { for all } p \in\{0, \ldots, m-1\}
$$

Since $T$ and $\tilde{T}$ are infinitely cyclically monotone, we have

$$
\max _{0 \leq p \leq m-1}\left|y_{i(p)}-x_{p}\right| \leq \max _{0 \leq p \leq m-1}\left|y_{i(p+1)}-x_{p}\right| \leq \max _{0 \leq p \leq m-1}\left|y_{i(p)}-x_{p}\right|
$$

so that

$$
\begin{equation*}
\max _{0 \leq p \leq m-1}\left|y_{i(p)}-x_{p}\right|=\max _{0 \leq p \leq m-1}\left|y_{i(p+1)}-x_{p}\right| \tag{5.7}
\end{equation*}
$$

Then let $I:=\left\{q:\left|y_{i(q)}-x_{q}\right|=\max _{0 \leq p \leq m-1}\left|y_{i(p)}-x_{p}\right|\right\}$. We infer from (5.7) and the choice of the points $x_{p}$ that for any $q \in I$ one has $\left|y_{i(q)}-x_{q}\right|>\left|y_{i(q+1)}-x_{q}\right|$. Since $x_{q}$ is a Lebesgue point of $U_{i(q)}^{i(q+1)}$, there exists $\tilde{x} \in U_{i(q)}^{i(q+1)}$ arbitrarily close to $x_{q}$ for which

$$
\left|y_{i(q)}-\tilde{x}\right|>\left|y_{i(q)}-x_{q}\right|
$$

and thus we can choose $\tilde{x} \in U_{i(q)}^{i(q+1)}$ such that

$$
\begin{equation*}
\left|y_{i(q)}-\tilde{x}\right|>\max \left\{\left|y_{i(q+1)}-\tilde{x}\right|,\left|y_{i(q)}-x_{q}\right|\right\} \tag{5.8}
\end{equation*}
$$

We now set $\tilde{x}_{q}:=\tilde{x}$ as well as $\tilde{x}_{p}:=x_{p}$ for $p \neq q$ and notice that (5.7) should in fact also hold for this new choice of elements $\tilde{x}_{p}$ in $U_{i(p)}^{i(p+1)}$. This leads to a contradiction since we can infer from the definition of $I$, the choice of $q$, and (5.8) that

$$
\begin{aligned}
\max _{0 \leq p \leq m-1}\left|y_{i(p)}-\tilde{x}_{p}\right| & =\left|y_{i(q)}-\tilde{x}\right| \\
& >\max \left\{\left|y_{i(q+1)}-\tilde{x}\right|,\left|y_{i(q)}-x_{q}\right|\right\} \geq \max _{0 \leq p \leq m-1}\left|y_{i(p+1)}-\tilde{x}_{p}\right|
\end{aligned}
$$

This is in contradiction with (5.7) and concludes the proof of the theorem.
Remark 5.7. The construction of the sequence $\left(x_{p}\right)_{0 \leq p \leq m}$ is close to that proposed in the proof of Theorem 3.4, but it is easier since we do not need that it loops at $x_{0}$. Indeed, in the above proof we do not really need that $x_{m}=x_{0}$, and we assume this only for convenience of notation, while in the course of the proof of Theorem 3.4 we intended to use Claim 1 and then had to start from the special $x_{0}$ found there.

At the moment we are not able to generalize this result to the case where $\nu$ is any probability measure on $\Omega$. On the other hand, it is clear that the above uniqueness theorem requires that $\mu$ does not concentrate, as the following example shows.

Example 5.8. Assume that $\mu:=\mathcal{H}^{1}\left\lfloor_{[0,1] \times\{0\}}\right.$, while $\nu:=\frac{1}{2}\left(\delta_{(0,-1)}+\delta_{(0,1)}\right)$. Then any transport map $T$ (i.e., any $\mu$-measurable function for which $T_{\#} \mu=\nu$ ) is an infinitely cyclically monotone optimal transport map from $\mu$ to $\nu$.
5.4. Comments around duality. For $1 \leq p<\infty$, the mass transport problem $\left(P_{p}\right)$ may be rewritten as

$$
\begin{equation*}
W_{p}^{p}(\mu, \nu)=\inf \left\{\mathcal{C}_{p}^{p}(\lambda)=\int_{\Omega^{2}}|y-x|^{p} d \lambda(x, y): \lambda \in \Pi(\mu, \nu)\right\} \tag{p}
\end{equation*}
$$

In this form, the objective functional $\lambda \mapsto \mathcal{C}_{p}^{p}(\lambda)$ is linear over the compact convex set $\Pi(\mu, \nu)$, and it is then quite natural to associate with $\left(P_{p}\right)$ its dual problem

$$
\left(D_{p}\right) \quad \sup \left\{\int_{\Omega} \phi(x) d \mu(x)+\int_{\Omega} \psi(y) d \nu(y): \phi(x)+\psi(y) \leq|y-x|^{p}\right\}
$$

where $\phi \in L^{1}(d \mu), \psi \in L^{1}(d \nu)$, and the constraint is required to hold for $\mu$ a.e. $x$ and $\nu$ a.e. $y$. Due to the regularity of the integrand $c_{p}(x, y):=|y-x|^{p}$, the supremum of $\left(D_{p}\right)$ is achieved for a couple $\left(\varphi, \varphi^{c_{p}}\right)$ where the Kantorovich potential $\varphi$ is continuous and $c_{p}$-concave. We refer the reader, for example, to section 3 of [2], Part I of [20], section 3.3 of [26], or section 2.4 of [32] for more on the related concepts and results.

The Kantorovich dual problem $\left(D_{p}\right)$ appears to be a fundamental tool in understanding and solving the problems of the characterization, existence, and uniqueness
for an optimal transport map for $\left(P_{p}\right)$. For example, the notion of $p$-cyclical monotonicity (3.1) naturally appears via the equality $\sup \left(D_{p}\right)=\inf \left(P_{p}\right)$; see, e.g., the proof of Theorem 3.2 in [2] (an alternative and direct proofis, for example, that of Theorem 2.3 in [20]). Moreover, a key point in the construction of an optimal transport $\operatorname{map} T_{p}: \operatorname{supp}(\mu) \rightarrow \operatorname{supp}(\nu)$ for $\left(P_{p}\right)$ is to identify the directions of transportation (known as transport rays for $p=1$ ), that is, to associate with $\mu$ a.e. $x \in \operatorname{supp}(\mu)$ the direction $\frac{T_{p}(x)-x}{\left|T_{p}(x)-x\right|}$ to which the mass present at $x$ is transferred. It is now well understood that this direction may be obtained as the adequate $c_{p}$-gradient of an optimal Kantorovich potential $\varphi$ (see, e.g., [20, 19, 27] or section 2.4 of [32]). In fact, the definition as well as the regularity properties of the transport rays are deeply linked with the fact that the support of an optimal transport plan $\gamma_{p}$ for $\left(P_{p}\right)$ is $p$-cyclically monotone and thus inherits good properties from being included in the subdifferential of a $c_{p}$-concave function (which, in turn, turns out to be a Kantorovich potential; see, e.g., section 2.4 of [32]).

In light of the preceding discussion, it is natural to try to develop a duality theory for the problem $\left(P_{\infty}\right)$ as well. We hereafter informally discuss this issue.

First, in view of the Example 3.3, it does not seem realistic that one could obtain useful information from an intrinsic approach. Indeed, the optimal transport plan $\lambda$ proposed in Example 3.3 is not induced by any transport map, so we cannot expect that a dual problem directly associated with $\left(P_{\infty}\right)$ via some general construction gives information on the geometry of the optimal transport plans. On the other hand, notice that Theorems 5.5 and 5.6 do indicate that there exists a unique infinitely cyclically monotone optimal transport map for the particular problem of Example 3.3.

In view of the results of the two preceding sections, and since the notion of infinitely cyclically monotone plan was at first obtained via a limiting argument, one is led to study the asymptotic behavior of the family of dual problems $\left(D_{p}\right)$ as $p \rightarrow \infty$. But as mentioned above, $\left(D_{p}\right)$ is not directly related to $\left(P_{p}\right)$ but to a reformulation of $\left(P_{p}\right)$ which requires taking the $p$-power of the objective functional $\mathcal{C}_{p}$. As a consequence, one should in fact take the $\frac{1}{p}$-power of the objective functional of $\left(D_{p}\right)$ and then study the limiting problem as $p \rightarrow \infty$; unfortunately, our research in this direction has been unfruitful up to now. Finally, since the functional $\mathcal{C}_{p}$ is not convex in $\lambda$, the convex duality theory does not apply directly to $\left(P_{p}\right)$. But one may wonder whether it is possible to overcome this difficulty and associate with $\left(P_{p}\right)$ a dual problem with a structure similar to that of $\left(D_{p}\right)$ : this is a quite involved question known as Dudley's problem (see, e.g., equation (1.1.10) and Remark 2.6.2 in [26]), and it is out of the scope of the present study.

Despite the above difficulties, we believe that developing a duality theory for the problem $\left(P_{\infty}\right)$ is an important issue since it would yield a deeper understanding of the problem of the existence and uniqueness for a particular optimal transport map. Further explorations in this direction could follow the methods of [7, 16, 18].
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# REGULARITY UP TO THE BOUNDARY FOR NONLINEAR ELLIPTIC SYSTEMS ARISING IN TIME-INCREMENTAL INFINITESIMAL ELASTO-PLASTICITY* 
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#### Abstract

In this paper we investigate the question of higher regularity up to the boundary for quasi-linear elliptic systems which originate from the time discretization of models from infinitesimal elasto-plasticity. Our main focus lies on an elasto-plastic Cosserat model. More specifically we show that the time discretization renders $H^{2}$-regularity of the displacement and $H^{1}$-regularity for the symmetric plastic strain $\varepsilon_{p}$ up to the boundary, provided that the plastic strain of the previous time step is in $H^{1}$ as well. This result contrasts with classical Hencky and Prandtl-Reuss formulations where it is known not to hold due to the occurrence of slip lines and shear bands. Similar regularity statements are obtained for other regularizations of ideal plasticity such as viscosity or isotropic hardening. In the first part we recall the time continuous Cosserat elasto-plasticity problem, provide the update functional for one time step, and show various preliminary results for the update functional (Legendre-Hadamard/monotonicity). Using nonstandard difference quotient techniques we are able to show the higher global regularity. Higher regularity is crucial for qualitative statements of finite element convergence. As a result we may obtain estimates linear in the mesh-width $h$ in error estimates.
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## 1. Introduction.

1.1. Plasticity and Cosserat models. This article addresses the regularity question for time-incremental formulations of geometrically linear elasto-plasticity. As a representative model problem we consider generalized continua of Cosseratmicropolar type.

The basic difference of a Cosserat model as compared with classical continuum models is the appearance of a nonsymmetric stress tensor which is augmented by a generalized balance of angular momentum equation allowing one to model interaction of particles not only by surface forces (classical Cauchy continuum) but also through surface couples (Cosserat continuum). General continuum models involving independent rotations as additional degrees of freedom were first introduced by the Cosserat brothers in [15]. For an introduction to the theory of Cosserat and micropolar models we refer the reader to the introduction in [49, 43, 45, 44, 48]; see also [22, 9].

There are a great many proposals for extensions of the elastic Cosserat framework to infinitesimal elasto-plasticity. We mention only [17, 19, 31, 55]. Recently the finitestrain formulation has been put into focus; see, e.g., $[56,62,23]$ and the references therein.

[^1]The first author has also proposed an elasto-plastic Cosserat model [45, 44] in a finite-strain framework. A geometrical linearization of this model has been investigated in $[46,48]$ and is shown to be well-posed also in the rate-independent limit for both quasi-static and dynamic processes.

When it comes to numerically solving problems in elasto-plasticity, then it is common practice to discretize the time evolution in the flow rule for the plastic variable with a backward Euler method and to consider a sequence of discrete-in-time problems [50]. Provided that the elasto-plastic model has certain variational features (hyperelasticity of the elastic response, associative flow rule) it is possible to recast the problem for one time step (called the update problem in the following) itself into a variational framework: the updated displacement is obtained as a minimizer of some update functional; see, e.g., $[61,60,2,66,67]$. This line of thought can be nicely extended to finite-strain multiplicative plasticity; see [52, 37, 36, 38] and the references therein. In the geometrically linear setting the resulting variational update problem usually has the form of a quasi-linear elliptic system whose corresponding energy has only linear growth (in case of perfect plasticity).

For qualitative statements on the rate of convergence of finite element methods it is necessary to know precisely the regularity of the function to be approximated. This then is the question on the regularity of the solution of the quasi-linear elliptic system constituting the update problem.

As far as classical rate-independent (perfect) elasto-plasticity is concerned we remark that global existence for the displacement has been shown only in a very weak, measure-valued sense, while the stresses could be shown to remain in $L^{2}(\Omega)$, provided that a safe load condition is assumed. For these results we refer the reader, for example, to $[3,13,64]$. If hardening or viscosity is added, then global $H^{1}$-displacement solutions are found (see, e.g., $[1,12,11]$ ), already without safe load assumption. A complete theory for the classical rate-independent case remains, however, elusive; see also the remarks in [13].

Since classical perfect plasticity is, therefore, notoriously ill-posed (the updated displacements have derivatives only in a measure-valued sense) we focus in our investigation of higher regularity on certain modified update functionals which might allow for more regular updates. The Cosserat elasto-plastic model in [46] is our basic candidate. Based on this time-continuous model we investigate the time-incremental formulation and study the global regularity of minimizers of the corresponding update functional. In [49] this time-incremental formulation is the basis of a finite element approximation.

Our focus on Cosserat models is justified by the fact that the Cosserat-type models are today increasingly advocated as a means to regularize the pathological mesh size dependence of localization computations where shear failure mechanisms [14, 40, 4] play a dominant role; for applications in plasticity, see the nonexhaustive list $[31,19$, $55,17]$.
1.2. Outline of this contribution. Our contribution is organized as follows: first, we recall the time-continuous geometrically linear elasto-plastic Cosserat model as introduced in [45, 44] and investigated mathematically in [46, 48, 47].

Referring to the development in [49] we provide in section 2 the corresponding time-discretized formulation based on a fully implicit backward Euler discretization of the plastic flow rule in time. It is shown in [49] that at each time step $t_{n}$ the updated displacement field $u^{n}$ and the updated "Cosserat-microrotation-matrix" $A^{n}$ can equivalently be obtained from a convex minimization problem which involves only
data from the previous time step. The plastic strain $\varepsilon_{p}^{n}$ is then derived from $A^{n}$ and $u^{n}$ via a simple update formula. Furthermore, in [49] it has been shown that the update problem admits unique minimizers $u^{n} \in H^{1}\left(\Omega, \mathbb{R}^{3}\right), A^{n} \in H^{1}(\Omega, \mathfrak{s o}(3))$, and $\varepsilon_{p}^{n} \in$ $L^{2}(\Omega, \operatorname{Sym}(3))$, provided that the data coming from the previous time step are smooth enough. In order to quantify the rate of convergence of corresponding finite element methods for the update problem we investigate the regularity of the displacements $u^{n}$ by studying the corresponding weak Euler-Lagrange equations. These equations form a quasi-linear elliptic system of partial differential equations. The main result of this paper is Theorem 5.2 in section 5 , where we formulate a global regularity result for weak solutions of a rather general class of quasi-linear elliptic systems of second order. The time-incremental Cosserat plasticity formulation satisfies all the necessary assumptions of the regularity result, which allows us to show higher regularity to the extent that for all $n \in \mathbb{N}: u^{n} \in H^{2}\left(\Omega, \mathbb{R}^{3}\right), A^{n} \in H^{2}(\Omega, \mathfrak{s o}(3))$, and $\varepsilon_{p}^{n} \in$ $H^{1}(\Omega, \operatorname{Sym}(3))$ if pure Dirichlet data are assumed. Let us remark that it remains an open problem whether a similar regularity result is also valid for the time-continuous Cosserat model or other regularized time-continuous plasticity formulations.

The general quasi-linear elliptic systems, which we study in section 5 , are of the following type: Find $u \in H_{0}^{1}(\Omega)$ such that for every $v \in H_{0}^{1}(\Omega)$

$$
\int_{\Omega}\langle\mathcal{M}(x, \nabla u(x), z(x)), \nabla v(x)\rangle \mathrm{dx}=\int_{\Omega}\langle f, v\rangle \mathrm{dx}
$$

Here, $z \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$ and $f \in L^{2}\left(\Omega, \mathbb{R}^{3}\right)$ are the given data. For the Cosserat model, $z$ is identified with $\left(\varepsilon_{p}^{n}, A^{n}\right)$; the explicit structure of $\mathcal{M}=\mathcal{M}_{C}$ is given in section 2.4. It is shown that $\mathcal{M}_{C}$ is rank-one monotone in $\nabla u$ and Lipschitz continuous but not differentiable. Consequently, we assume in the general case that the function $\mathcal{M}: \Omega \times \mathbb{M}^{m \times d} \times \mathbb{R}^{N} \rightarrow \mathbb{M}^{m \times d}$ is Lipschitz continuous, is rank-one monotone in $\nabla u$, and induces a Gårding inequality. The precise conditions on $\mathcal{M}$ are formulated as R1-R3 in section 5.1. Our main result is Theorem 5.2, where we prove for smooth domains that $u \in H^{2}(\Omega)$, provided that $z \in H^{1}(\Omega)$ and $f \in L^{2}(\Omega)$. We emphasize that we do not need the differentiability of $\mathcal{M}$ and that we require $\mathcal{M}$ to be rank-one monotone, only, instead of uniformly or strongly monotone. A further new aspect compared to systems studied in the literature is the presence of the function $z$ in the definition of the differential operator.

Let us give a short overview on global regularity results for quasi-linear second order systems. Systems with quadratic growth or, more generally, with $p$ growth are studied by several authors. We mention here the books [42, 39, 6] and the paper [53], where global regularity results for systems of the type

$$
\operatorname{Div} \mathcal{M}(x, \nabla u(x))+f(x)=0,\left.\quad u\right|_{\partial \Omega}=g_{\mathrm{D}}
$$

are shown for smooth domains assuming that $\mathcal{M}$ is differentiable and strongly monotone. Further results for Lipschitz domains were obtained in [21, 20, 57], again assuming that $\mathcal{M}$ is strongly monotone (or uniformly monotone if $p \neq 2$ ), that it is differentiable, and that there is a function $W$ such that $\mathcal{M}=D W$. These results are proved with a difference quotient technique which relies on the standard finite differences $\delta_{h} u(x):=u(x+h)-u(x)$.

In [16] the authors study systems where $\mathcal{M}(x, u, \nabla u)=B(x) \nabla u+h(x, u, \nabla u)$. The main assumption in [16] is that $B$ is uniformly positive definite, $h$ is Höldercontinuous with respect to $\nabla u$, and $h(x, u, \cdot)$ is uniformly monotone in zero. They prove that the gradient of solutions belongs locally to certain Campanato-Spanne
spaces. With our main result we can treat the case where $h$ does not depend on $u$, where it is Lipschitz continuous and monotone but not necessarily uniformly monotone, and where $B$ induces a rank-one positive quadratic form. We obtain $u \in H^{2}(\Omega)$ globally.

In [58] a nonlinear elliptic system is studied which is more related to our Cosserat model. There, $\mathcal{M}$ is chosen as $\mathcal{M}(\nabla u)=\frac{h(|\varepsilon(u)|)}{|\varepsilon(u)|} \varepsilon(u)$, where $\varepsilon(u)$ is the linearized strain tensor, and it is assumed that $h$ is differentiable except for a finite number of points and that $h$ is strongly monotone. It is shown for smooth domains that $u \in$ $H^{2}(\Omega)$ by investigating the regularity of functions $u_{\delta}$ with $\operatorname{Div}\left(\delta \varepsilon\left(u_{\delta}\right)+\mathcal{M}\left(\varepsilon\left(u_{\delta}\right)\right)\right)+$ $f=0$ for $\delta \searrow 0$. The results for $u_{\delta}$ are obtained with standard finite differences. Further results for related models were obtained in [54, 7]. Let us remark that the quasi-linear system we are interested in contains the above described systems as special cases (if $p=2$ ) and that our main result is not covered by the above references. The local and global regularity of the stress fields of a class of degenerated quasi-linear elliptic systems is investigated in the papers [10, 33].

Note that higher regularity is not known to hold for the displacements of the classical limit of our formulation, which is the classical time-incremental PrandtlReuss model. In the first update step this model in turn is nothing else than the total deformation Hencky plasticity model. The Hencky model does not allow for regular displacements. Here, it is known that the displacement $u \in L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{3}\right)$ (see, e.g., [6, p. 423]), while the classical symmetric stresses satisfy $\sigma \in H_{\mathrm{loc}}^{1}(\Omega, \operatorname{Sym}(3)) \cap H^{\frac{1}{2}-\delta}(\Omega)$ for every $\delta>0$ if the data are sufficiently regular and if $\Omega$ is a Lipschitz domain. See $[59,24,5,51,18]$ for the local and [32] for the global result.

The proof of our own regularity result is split into the three classical steps. In the first step we investigate the tangential regularity of weak solutions in the case where $\Omega$ is a cube. Since we assumed rank-one monotonicity, only, we cannot apply the standard difference quotient technique in this step. Instead, we use finite differences which are based on inner variations: $\triangle_{h} u(x)=u\left(\tau_{h}(x)\right)-u(x)$, where $\tau_{h}(x)=$ $x+\varphi^{2}(x) h$ for $h \in \mathbb{R}^{d}$ and a cut-off function $\varphi$. This will be explained in more detail in Remark 5.5. Let us note that these nonstandard differences were recently applied by Nesenenko [51] in order to obtain higher local regularity for models from elasto-plasticity with linear hardening. In the second step we prove higher regularity in directions normal to the boundary. Due to the lack of differentiability of $\mathcal{M}$ we cannot apply the usual arguments (i.e., solving the equation for the normal derivatives) to obtain the differentiability of $\nabla u$ in the normal direction. Instead, we exploit the rankone monotonicity of $\mathcal{M}$ in order to get more information on the missing derivative. In the final step we prove the result for arbitrary bounded $\mathcal{C}^{1,1}$-smooth domains by the usual localization procedure. The notation is found in the appendix.
2. The infinitesimal elasto-plastic Cosserat model. In this section we recall the specific isotropic infinitesimal elasto-plastic Cosserat model which has been proposed in a finite-strain setting in [44] and which was analyzed in [46]. Moreover, we derive a discrete formulation. This section does not contain new results; it serves to provide the clear definition of the problem and to introduce some of the notation.
2.1. Time-continuous infinitesimal elasto-plastic Cosserat model. The geometrically linear time continuous system in variational form with nondissipative Cosserat effects reads as follows: for given body forces $f(t) \in L^{2}\left(\Omega, \mathbb{R}^{3}\right)$ and given Dirichlet data find the displacement $u(t) \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$, the skew-symmetric microrotation $A(t) \in H^{1}(\Omega, \mathfrak{s o}(3))$, and the symmetric plastic strain $\varepsilon_{p}(t) \in L^{2}(\Omega, \operatorname{Sym}(3))$
with

$$
\begin{align*}
& \int_{\Omega} W\left(\nabla u, A, \varepsilon_{p}(t)\right)-\langle f(t), u\rangle \mathrm{dx} \mapsto \min \quad \text { w.r.t. }(u, A) \text { at fixed } \varepsilon_{p}(t), \\
& W\left(\nabla u, A, \varepsilon_{p}\right)=\mu\left\|\operatorname{sym} \nabla u-\varepsilon_{p}\right\|^{2} \\
& \quad+\mu_{c}\|\operatorname{skew}(\nabla u-A)\|^{2}+\frac{\lambda}{2} \operatorname{tr}[\nabla u]^{2}+2 \mu L_{c}^{2}\|\nabla \operatorname{axl}(A)\|^{2}, \\
& \dot{\varepsilon_{p}}(t) \in \partial \chi\left(T_{E}(t)\right), \quad T_{E}=2 \mu\left(\varepsilon-\varepsilon_{p}\right), \quad \varepsilon_{p} \in \operatorname{Sym}(3) \cap \mathfrak{s l}(3), \quad \varepsilon_{p}(0)=\varepsilon_{p}^{0}, \\
& u_{\left.\right|_{\Gamma_{D}}}=g_{\mathrm{D}}(t, x)-x, \quad A_{\left.\right|_{\Gamma_{D}}}=\operatorname{skew}\left(\nabla g_{\mathrm{D}}(t, x)\right)_{\left.\right|_{\Gamma_{D}}} . \tag{2.1}
\end{align*}
$$

Here, $\Omega \subset \mathbb{R}^{3}$ is a bounded smooth domain and $\Gamma_{D} \subset \partial \Omega$ is that part of the boundary where Dirichlet data are prescribed. The parameters $\mu, \lambda>0$ are the Lamé constants of isotropic linear elasticity, $\mu_{c}>0$ is the Cosserat couple modulus, and $L_{c}>0$ is an internal length parameter. ${ }^{1}$ The classical symmetric elastic strain sym $\nabla u$ is denoted by $\varepsilon$. The linear operator axl : $\mathfrak{s o}(3) \rightarrow \mathbb{R}^{3}$ provides the canonical identification between the Lie algebra $\mathfrak{s o}(3)$ of skew-symmetric matrices and vectors in $\mathbb{R}^{3}$. The Lie algebra of trace-free matrices is denoted by $\mathfrak{s l}(3)$, and dev : $\mathbb{M}^{3 \times 3} \rightarrow \mathfrak{s l}(3)$, dev $X=$ $X-\frac{1}{3} \mathbb{1}$ is the orthogonal projection onto $\mathfrak{s l}(3)$. As regards the plastic flow rule, $\partial \chi$ is the subdifferential of a convex flow potential $\chi: \mathbb{M}^{3 \times 3} \rightarrow \mathbb{R}^{+}$acting on the generalized conjugate forces, i.e., the Eshelby stress tensor $T_{E}=-\partial_{\varepsilon_{p}} W\left(\nabla u, A, \varepsilon_{p}\right)$, where $W$ is the free energy used in (2.1). ${ }^{2}$

The corresponding system of partial differential equations coupled with the flow rule is given by (note that $\|A\|_{\mathbb{M}^{3 \times 3}}^{2}=2\|\operatorname{axl}(A)\|_{\mathbb{R}^{3}}^{2}$ for $A \in \mathfrak{s o}(3, \mathbb{R})$ )

$$
\begin{aligned}
\operatorname{Div} \sigma & =-f, \quad x \in \Omega, \quad \text { balance of forces, } \\
\sigma & =2 \mu\left(\varepsilon-\varepsilon_{p}\right)+2 \mu_{c}(\text { skew }(\nabla u)-A)+\lambda \operatorname{tr}[\varepsilon] \cdot \mathbb{1}, \\
-\mu L_{c}^{2} \Delta \operatorname{axl}(A) & =\mu_{c} \operatorname{axl}(\operatorname{skew}(\nabla u)-A), \quad \text { balance of angular momentum, } \\
\varepsilon_{p}(t) & \in \partial \chi\left(T_{E}\right), \quad T_{E}=2 \mu\left(\varepsilon-\varepsilon_{p}\right), \\
u_{\Gamma_{D}}(t, x) & =g_{\mathrm{D}}(t, x)-x, \quad A_{\left.\right|_{\Gamma_{D}}}=\operatorname{skew}\left(\nabla g_{\mathrm{D}}(t, x)\right)_{\left.\right|_{\Gamma_{D}}}, \\
\left.\sigma \cdot \vec{n}\right|_{\partial \Omega \backslash \Gamma_{D}}(t, x) & =0,\left.\quad \mu L_{c}^{2} \nabla \operatorname{axl}(A) \cdot \vec{n}\right|_{\partial \Omega \backslash \Gamma_{D}}(t, x)=0, \\
\varepsilon_{p}(0) & \in \operatorname{Sym}(3) \cap \mathfrak{s l}(3) .
\end{aligned}
$$

Note that in this model the force stresses $\sigma$ need not be symmetric and that the Cosserat effects, active through the microrotations $A$, appear only in the balance equations but not in the plastic flow rule since $T_{E}$ does not depend on $A$. It is worth noting that this model is intrinsically thermodynamically correct. If $\Gamma_{D}=\partial \Omega$, then the model admits global weak solutions with the regularity [46]:

$$
\begin{aligned}
& u \in L^{\infty}\left([0, T], H^{1}\left(\Omega, \mathbb{R}^{3}\right)\right), \quad A \in L^{\infty}\left([0, T], H^{1}(\Omega, \mathfrak{s o}(3))\right), \\
& \varepsilon_{p} \in L^{\infty}\left([0, T], L^{2}(\Omega, \operatorname{Sym}(3) \cap \mathfrak{s l}(3))\right) .
\end{aligned}
$$

2.2. Backward Euler time discretization of the flow rule. For a numerical treatment we consider the time discretization of the flow rule with the fully implicit backward Euler scheme. Let $0=t_{0}<t_{1}<\cdots<t_{N}=T$ be a subdivision of the

[^2]time interval $[0, T]$ with $t_{j}-t_{j-1}=\Delta t$. Let $f^{n}(x)=f\left(x, t_{n}\right)$, and assume that at time $t_{n-1}$ a sufficiently regular plastic strain field $\varepsilon_{p}^{n-1} \in \operatorname{Sym}(3) \cap \mathfrak{s l}(3)$ is given. We want to determine the updated displacement $u^{n} \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$, the updated skewsymmetric microrotation $A^{n} \in H^{1}(\Omega, \mathfrak{s o}(3))$ and the updated symmetric plastic strain $\varepsilon_{p}^{n} \in L^{2}(\Omega, \operatorname{Sym}(3) \cap \mathfrak{s l}(3))$ satisfying
\[

$$
\begin{align*}
\operatorname{Div} \sigma^{n} & =-f^{n}, \quad x \in \Omega, \\
\sigma^{n} & =2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)+2 \mu_{c}\left(\operatorname{skew}\left(\nabla u^{n}\right)-A^{n}\right)+\lambda \operatorname{tr}\left[\varepsilon^{n}\right] \cdot \mathbb{1}, \\
-\mu L_{c}^{2} \Delta \operatorname{axl}\left(A^{n}\right) & =\mu_{c} \operatorname{axl}\left(\operatorname{skew}\left(\nabla u^{n}\right)-A^{n}\right),  \tag{2.2}\\
\frac{\varepsilon_{p}^{n}-\varepsilon_{p}^{n-1}}{\Delta t} & \in \partial \chi\left(T_{E}^{n}\right), \quad T_{E}^{n}=2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right), \\
u_{\left.\right|_{\Gamma_{D}}}^{n}(x) & =g_{\mathrm{D}}^{n}(x)-x, \quad A_{\left.\right|_{\Gamma_{D}}}^{n}=\operatorname{skew}\left(\nabla g_{\mathrm{D}}^{n}(x)\right), \\
\left.\sigma^{n} \cdot \vec{n}\right|_{\partial \Omega \backslash \Gamma_{D}}(x) & =0,\left.\quad \mu L_{c}^{2} \nabla \operatorname{axl}(A)^{n} \cdot \vec{n}\right|_{\partial \Omega \backslash \Gamma_{D}}(x)=0, \\
\varepsilon_{p}^{n-1} & \in L^{2}(\Omega, \operatorname{Sym}(3) \cap \mathfrak{s l l}(3)) .
\end{align*}
$$
\]

It is possible to explicitly solve the discretized flow rule $(2.2)_{4}$ for $\varepsilon_{p}^{n}$ in terms of $\varepsilon_{p}^{n-1}$, $\varepsilon^{n}$, and $\Delta t$. To see this, consider

$$
\begin{align*}
& \frac{\varepsilon_{p}^{n}-\varepsilon_{p}^{n-1}}{\Delta t} \in \partial \chi\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)\right) \Leftrightarrow 0 \in \partial \chi\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)\right)-\frac{\varepsilon_{p}^{n}-\varepsilon_{p}^{n-1}}{\Delta t}  \tag{2.3}\\
& \quad \Leftrightarrow 0 \in \partial_{\varepsilon_{p}^{n}}\left(\mu\left\|\varepsilon_{p}^{n}-\varepsilon_{p}^{n-1}\right\|^{2}+\Delta t \chi\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)\right)\right)
\end{align*}
$$

Thus we can define the local potential for the local flow rule

$$
\begin{equation*}
V^{\mathrm{time}}\left(\varepsilon^{n}, \varepsilon_{p}^{n}, \varepsilon_{p}^{n-1}, \Delta t\right):=\mu\left\|\varepsilon_{p}^{n}-\varepsilon_{p}^{n-1}\right\|^{2}+\Delta t \chi\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)\right) \tag{2.4}
\end{equation*}
$$

It is easy to see that $V^{\text {time }}$ is strictly convex in $\varepsilon_{p}^{n}$; thus $V^{\text {time }}$ admits a unique minimizer satisfying $(2.3)_{3}$. Moreover, we have

$$
\begin{aligned}
V^{\mathrm{time}}\left(\varepsilon^{n}, \varepsilon_{p}^{n}, \varepsilon_{p}^{n-1}, \Delta t\right) & =\mu\left\|\varepsilon_{p}^{n}-\varepsilon_{p}^{n-1}\right\|^{2}+\Delta t \chi\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)\right) \\
& =\frac{1}{4 \mu}\left\|2 \mu\left(\varepsilon_{p}^{n}-\varepsilon^{n}+\varepsilon^{n}-\varepsilon_{p}^{n-1}\right)\right\|^{2}+\Delta t \chi\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)\right) \\
& =\frac{1}{4 \mu}\left\|\Sigma^{n}-\Sigma_{\text {trial }}^{n}\right\|^{2}+\Delta t \chi\left(\Sigma^{n}\right)=\tilde{V}\left(\Sigma^{n}, \Sigma_{\text {trial }}^{n}\right)
\end{aligned}
$$

where $\Sigma^{n}=2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)$ and the so-called trial stresses $\Sigma_{\text {trial }}^{n}=2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n-1}\right)$. Minimizing $V^{\text {time }}$ with respect to $\varepsilon_{p}^{n}$ is equivalent to minimizing $\tilde{V}$ with respect to $\Sigma^{n}$. Proceeding further, we specialize $\chi$. Let us define the elastic domain in stress space

$$
K:=\left\{\Sigma \in \mathbb{M}^{3 \times 3} \mid\|\operatorname{dev} \Sigma\| \leq \sigma_{\mathrm{y}}\right\}
$$

with initial yield stress $\sigma_{\mathrm{y}},\left[\sigma_{\mathrm{y}}\right]=[\mathrm{MPa}]$, and corresponding indicator function

$$
I_{K}(\Sigma)= \begin{cases}0, & \|\operatorname{dev} \Sigma\| \leq \sigma_{\mathrm{y}} \\ \infty, & \|\operatorname{dev} \Sigma\|>\sigma_{\mathrm{y}}\end{cases}
$$

and let $\chi=I_{K}$. We have therefore $\partial \chi_{\tilde{V}}=\partial I_{K}$ in the sense of the subdifferential. With this choice, the unique minimizer of $\tilde{V}$ is simply characterized by

$$
\inf _{\Sigma^{n} \in K}\left\|\Sigma^{n}-\Sigma_{\text {trial }}^{n}\right\|^{2}
$$

independent of $\Delta t$. The solution is the orthogonal projection of $\Sigma_{\text {trial }}^{n}$ onto the convex set $K$, denoted by

$$
\Sigma^{n}=P_{K}\left(\Sigma_{\text {trial }}^{n}\right) \Rightarrow 2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n}\right)=P_{K}\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n-1}\right)\right)
$$

Reintroducing the last result into the balance of forces equation (2.2) ${ }_{1}$ delivers

$$
\begin{align*}
\operatorname{Div} \sigma^{n} & =-f^{n}, \quad x \in \Omega \\
\sigma^{n} & =P_{K}\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n-1}\right)\right)+2 \mu_{c}\left(\operatorname{skew}\left(\nabla u^{n}\right)-A^{n}\right)+\lambda \operatorname{tr}\left[\varepsilon^{n}\right] \cdot \mathbb{1} . \tag{2.5}
\end{align*}
$$

This step is called return mapping [61, 60] in an engineering context of classical plasticity. At the given plastic strain of the previous time step $\varepsilon_{p}^{n-1}$ this equation is the strong form of the update problem for the force-balance equation.

Gathering the previous development the formal problem for the update consists of determining $u^{n} \in H^{1}\left(\Omega, \mathbb{R}^{3}\right), A^{n} \in H^{1}(\Omega, \mathfrak{s o}(3))$, and $\varepsilon_{p}^{n} \in L^{2}(\Omega, \operatorname{Sym}(3) \cap \mathfrak{s l}(3))$ satisfying

$$
\begin{align*}
\operatorname{Div} \sigma^{n} & =-f^{n}, \quad x \in \Omega \\
\sigma^{n} & =P_{K}\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n-1}\right)\right)+2 \mu_{c}\left(\operatorname{skew}\left(\nabla u^{n}\right)-A^{n}\right)+\lambda \operatorname{tr}\left[\varepsilon^{n}\right] \cdot \mathbb{1},  \tag{2.6}\\
-\mu L_{c}^{2} \Delta \operatorname{axl}\left(A^{n}\right) & =\mu_{c} \operatorname{axl}\left(\operatorname{skew}\left(\nabla u^{n}\right)-A^{n}\right)
\end{align*}
$$

The updated plastic strain field is then given by

$$
\begin{equation*}
\varepsilon_{p}^{n}=\varepsilon^{n}-\frac{1}{2 \mu} P_{K}\left(2 \mu\left(\varepsilon^{n}-\varepsilon_{p}^{n-1}\right)\right) \tag{2.7}
\end{equation*}
$$

For the precise formulation of this system we need the projection operator onto the yield surface which we recall in the following.
2.3. The projection onto the yield surface. Let $K$ be a convex domain in stress space defined as

$$
\begin{equation*}
K:=\left\{\Sigma \in \mathbb{M}^{3 \times 3} \mid\|\operatorname{dev} \Sigma\| \leq \sigma_{\mathrm{y}}\right\} . \tag{2.8}
\end{equation*}
$$

The orthogonal projection $P_{K}: \mathbb{M}^{3 \times 3} \rightarrow K$ onto this set is uniquely given by (see, e.g., [29, 30])

$$
\begin{aligned}
P_{K}(\Sigma) & = \begin{cases}\Sigma, & \Sigma \in K, \\
\Sigma-\left(\|\operatorname{dev} \Sigma\|-\sigma_{\mathrm{y}}\right) \frac{\operatorname{dev} \Sigma}{\|\operatorname{dev} \Sigma\|}, & \Sigma \notin K\end{cases} \\
& = \begin{cases}\Sigma, & \|\operatorname{dev} \Sigma\| \leq \sigma_{\mathrm{y}} \\
\frac{1}{3} \operatorname{tr}[\Sigma] \mathbb{1}+\frac{\sigma_{\mathrm{y}}}{\|\operatorname{dev} \Sigma\|} \operatorname{dev} \Sigma, & \|\operatorname{dev} \Sigma\|>\sigma_{\mathrm{y}}\end{cases}
\end{aligned}
$$

It is easy to see that $P_{K}$ is Lipschitz continuous but not differentiable at $\Sigma$ with $\|\operatorname{dev} \Sigma\|=\sigma_{\mathrm{y}} .{ }^{3}$ From convex analysis it is clear that $P_{K}$ represents a monotone operator which is nonexpansive. Therefore, $P_{K}$ has Lipschitz constant 1. Observe also that

$$
\begin{equation*}
P_{K}(\Sigma)=\frac{1}{3} \operatorname{tr}[\Sigma] \mathbb{1}+P_{K}(\operatorname{dev} \Sigma) \tag{2.10}
\end{equation*}
$$

[^3]For future reference we calculate also

$$
\begin{align*}
\Sigma-P_{K}(\Sigma) & = \begin{cases}0, & \|\operatorname{dev} \Sigma\| \leq \sigma_{\mathrm{y}} \\
\operatorname{dev} \Sigma\left(1-\frac{\sigma_{\mathrm{y}}}{\|\operatorname{dev} \Sigma\|}\right), & \|\operatorname{dev} \Sigma\|>\sigma_{\mathrm{y}}\end{cases} \\
& =\left[\|\operatorname{dev} \Sigma\|-\sigma_{\mathrm{y}}\right]_{+} \frac{\operatorname{dev} \Sigma}{\|\operatorname{dev} \Sigma\|},  \tag{2.11}\\
\left\|\Sigma-P_{K}(\Sigma)\right\|^{2} & =\left[\|\operatorname{dev} \Sigma\|-\sigma_{\mathrm{y}}\right]_{+}^{2},
\end{align*}
$$

where $[x]_{+}:=\max \{0, x\}$.
2.4. Weak form of the reduced update problem. From now onwards we take $\Gamma_{D}=\partial \Omega$ and assume $g_{\mathrm{D}}=x$; i.e., the body is fixed everywhere on its boundary and subject only to body forces. This assumption allows us to confine attention to the simpler setting in $H_{0}^{1}(\Omega)$. We introduce the nonlinear mapping

$$
\begin{align*}
\mathcal{M}_{C} & : \mathbb{M}^{3 \times 3} \times \operatorname{Sym}(3) \times \mathfrak{s o}(3) \rightarrow \mathbb{M}^{3 \times 3} \\
\mathcal{M}_{C}\left(X, \varepsilon_{p}, A\right) & :=P_{K}\left(2 \mu\left(\operatorname{sym} X-\varepsilon_{p}\right)\right)+\lambda \operatorname{tr}[X] \mathbb{1}+2 \mu_{c}(\text { skew }(X)-A) \tag{2.12}
\end{align*}
$$

The weak form of the update problem (2.6) now reads as follows: for given $f^{n} \in$ $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$ and $\varepsilon_{p}^{n-1} \in L^{2}(\Omega, \operatorname{Sym}(3) \cap \mathfrak{s l}(3))$ find $\left(u^{n}, A^{n}\right) \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right) \times H_{0}^{1}(\Omega, \mathfrak{s o}(3))$ satisfying for all $v \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)$ and all $B \in H_{0}^{1}(\Omega, \mathfrak{s o}(3))$

$$
\begin{align*}
\int_{\Omega}\left\langle\mathcal{M}_{C}\left(\nabla u^{n}, \varepsilon_{p}^{n}, A^{n}\right), \nabla v\right\rangle \mathrm{dx} & =\int_{\Omega}\left\langle f^{n}, v\right\rangle \mathrm{dx}  \tag{2.13}\\
\mu L_{c}^{2} \int_{\Omega}\left\langle D A^{n}, D B\right\rangle \mathrm{dx} & =\mu_{c} \int_{\Omega}\left\langle\text { skew } \nabla u^{n}-A^{n}, B\right\rangle \mathrm{dx} . \tag{2.14}
\end{align*}
$$

The updated plastic strain field $\varepsilon_{p}^{n}$ is then obtained by (2.7). It is shown in [49] that for every $n$ the system (2.13)-(2.14) admits a unique weak solution $u^{n} \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)$ and $A^{n} \in H_{0}^{1}(\Omega, \mathfrak{s o}(3))$. Equation (2.13) represents the quasi-linear elliptic system for determining $u^{n}$, which will be discussed with respect to regularity. Together with $\varepsilon_{p}^{n-1}, \varepsilon^{n} \in H^{1}(\Omega, \operatorname{Sym}(3))$, which we will obtain from the regularity result to be proven below, using (2.7) we see that $\varepsilon_{p}^{n} \in H^{1}(\Omega, \operatorname{Sym}(3))$.

Lemma 2.1 (strong Legendre-Hadamard ellipticity). Let $\mu>0,2 \mu+3 \lambda>0$, and $0<\mu_{c}$. Then the matrix-valued function $\mathcal{M}_{C}$ is strongly rank-one monotone; i.e., there exists a constant $c_{L H}^{+}>0$ such that for every $X \in \mathbb{M}^{3 \times 3}, \varepsilon_{p} \in \operatorname{Sym}(3)$, $A \in \mathfrak{s o ( 3 )}$ and for all $\xi, \eta \in \mathbb{R}^{3}$ we have

$$
\begin{equation*}
\left\langle\mathcal{M}_{C}\left(X+\xi \otimes \eta, \varepsilon_{p}, A\right)-\mathcal{M}_{C}\left(X, \varepsilon_{p}, A\right), \xi \otimes \eta\right\rangle \geq c_{L H}^{+}\|\xi\|^{2}\|\eta\|^{2} \tag{2.15}
\end{equation*}
$$

Proof. The projection $P_{K}$ itself is monotone, and for $\mu>0$ there is no sign change. Thus the map $X \rightarrow P_{K}\left(2 \mu\left(\operatorname{sym} X-\varepsilon_{p}\right)\right)$ is also monotone in $X$. Since (2.10) holds we have

$$
\left\langle P_{K}\left(2 \mu\left(\operatorname{sym} X+\xi \otimes \eta-\varepsilon_{p}\right)\right)-P_{K}\left(2 \mu\left(\operatorname{sym} X-\varepsilon_{p}\right)\right), \xi \otimes \eta\right\rangle \geq \frac{2 \mu}{3} \operatorname{tr}[\xi \otimes \eta]^{2}
$$

For the remaining linear contribution we have

$$
\begin{aligned}
& \left\langle\lambda \operatorname{tr}[X+\xi \otimes \eta] \mathbb{1}+2 \mu_{c} \operatorname{skew}(X+\xi \otimes \eta-A)-\left[\lambda \operatorname{tr}[X] \mathbb{1}+2 \mu_{c} \operatorname{skew}(X-A)\right], \xi \otimes \eta\right\rangle \\
& =\lambda \operatorname{tr}[\xi \otimes \eta]^{2}+2 \mu_{c} \| \text { skew }(\xi \otimes \eta) \|^{2}
\end{aligned}
$$

Thus

$$
\begin{align*}
& \left\langle\mathcal{M}_{C}\left(X+\xi \otimes \eta, \varepsilon_{p}, A\right)-\mathcal{M}_{C}\left(X, \varepsilon_{p}, A\right), \xi \otimes \eta\right\rangle  \tag{2.16}\\
& \quad \geq \frac{2 \mu+3 \lambda}{3} \operatorname{tr}[\xi \otimes \eta]^{2}+2 \mu_{c}\|\operatorname{skew}(\xi \otimes \eta)\|^{2}=\frac{2 \mu+3 \lambda}{3}\langle\xi, \eta\rangle^{2}+\mu_{c}\left(\|\xi\|^{2}\|\eta\|^{2}-\langle\xi, \eta\rangle^{2}\right) \\
& \text { split } \mu_{c}^{1}+\mu_{c}^{2}=\mu_{c} \\
& \quad=\left(\frac{2 \mu+3 \lambda}{3}-\mu_{c}^{1}\right)\langle\xi, \eta\rangle^{2}+\mu_{c}^{1}\|\xi\|^{2}\|\eta\|^{2}+\mu_{c}^{2} \underbrace{\left(\|\xi\|^{2}\|\eta\|^{2}-\langle\xi, \eta\rangle^{2}\right)}_{\geq 0} \\
& \quad \geq\left(\frac{2 \mu+3 \lambda}{3}-\mu_{c}^{1}\right)\langle\xi, \eta\rangle^{2}+\mu_{c}^{1}\|\xi\|^{2}\|\eta\|^{2} \geq \mu_{c}^{1}\|\xi\|^{2}\|\eta\|^{2}
\end{align*}
$$

if $0<\mu_{c}^{1}<\frac{3 \lambda+2 \mu}{3}$. Thus $\mathcal{M}_{C}$ generates a strongly Legendre-Hadamard elliptic operator with ellipticity constant $c_{L H}^{+}=\min \left(\mu_{c}, \frac{2 \mu+3 \lambda}{3}\right)$.

Obviously, $\mathcal{M}$ is Lipschitz continuous: for every $X_{i} \in \mathbb{M}^{3 \times 3}, P_{i} \in \operatorname{Sym}(3), A_{i} \in$ $\mathfrak{s o}(3)$ we have
$\left\|\mathcal{M}_{C}\left(X_{1}, P_{1}, A_{1}\right)-\mathcal{M}_{C}\left(X_{2}, P_{2}, A_{2}\right)\right\| \leq L_{\mathcal{M}_{C}}\left(\left\|X_{1}-X_{2}\right\|+\left\|P_{1}-P_{2}\right\|+\left\|A_{1}-A_{2}\right\|\right)$.
Lemma 2.2. Let $\mu>0,2 \mu+3 \lambda>0$, and $\mu_{c}>0$. The operator $\mathcal{M}_{C}$ generates a strongly monotone operator on $H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)$; that is, there exists a constant $c_{\mathcal{M}_{C}}>0$ such that for every $v_{1}, v_{2} \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)$ and for all $\varepsilon_{p} \in L^{2}(\Omega, \operatorname{Sym}(3))$ and $A \in$ $L^{2}(\Omega, \mathfrak{s o}(3))$ we have

$$
\begin{equation*}
\int_{\Omega}\left\langle\mathcal{M}_{C}\left(\nabla v_{1}, \varepsilon_{p}, A\right)-\mathcal{M}_{C}\left(\nabla v_{2}, \varepsilon_{p}, A\right), \nabla v_{1}-\nabla v_{2}\right\rangle \mathrm{dx} \geq c_{\mathcal{M}_{C}}\left\|v_{1}-v_{2}\right\|_{H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)}^{2} \tag{2.17}
\end{equation*}
$$

Proof. The same calculation as in the proof of Lemma 2.1 yields the estimate

$$
\begin{aligned}
& \left\langle\mathcal{M}_{C}\left(\nabla v_{1}, \varepsilon_{p}, A\right)-\mathcal{M}_{C}\left(\nabla v_{2}, \varepsilon_{p}, A\right), \nabla v_{1}-\nabla v_{2}\right\rangle \\
& \quad \geq \frac{2 \mu+3 \lambda}{3} \operatorname{tr}\left[\nabla v_{1}-\nabla v_{2}\right]^{2}+2 \mu_{c}\left\|\operatorname{skew}\left(\nabla v_{1}-\nabla v_{2}\right)\right\|^{2}
\end{aligned}
$$

Set $u=v_{1}-v_{2}$ and consider

$$
\begin{equation*}
\frac{2 \mu+3 \lambda}{3} \operatorname{tr}[\nabla u]^{2}+2 \mu_{c} \| \text { skew } \nabla u\left\|^{2}=\frac{2 \mu+3 \lambda}{3}|\operatorname{Div} u|^{2}+\mu_{c}\right\| \operatorname{curl} u \|^{2} \tag{2.18}
\end{equation*}
$$

The Div/Curl inequality on the space $H_{0}^{1}(\Omega)$ guarantees that there exists $C^{+}>0$ such that

$$
\begin{equation*}
\forall u \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right): \quad \int_{\Omega}|\operatorname{Div} u|^{2}+\|\operatorname{curl} u\|^{2} \mathrm{dx} \geq C^{+}\|u\|_{H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)}^{2} \tag{2.19}
\end{equation*}
$$

see, for example, [28]. Applying this inequality to (2.18) implies finally (2.17).
It is instructive to realize that although the quadratic form (2.18) is formally positive in the sense of Nečas [41] and strongly Legendre-Hadamard elliptic with constant coefficients it is impossible to extend the analysis to Dirichlet boundary conditions given only on a part of the boundary $\partial \Omega$. We observe that

$$
\begin{equation*}
\| \sqrt{\mu_{c}} \text { skew } X+\sqrt{\frac{\lambda}{2 \cdot 3}} \operatorname{tr}[X] \mathbb{1}\left\|^{2}=\frac{\lambda}{2} \operatorname{tr}[X]^{2}+\mu_{c}\right\| \text { skew } X \|^{2} . \tag{2.20}
\end{equation*}
$$

Let $\widehat{\mathcal{A}}$ be the constant-coefficient first order differential operator

$$
\widehat{\mathcal{A}} . \nabla u=\sqrt{\mu_{c}} \operatorname{skew}(\nabla u)+\sqrt{\frac{\lambda}{2 \cdot 3}} \operatorname{tr}[\nabla u] \mathbb{1} .
$$

The corresponding Fourier symbol is given as a linear operator $\mathcal{A}(\xi): \mathbb{C}^{3} \rightarrow \mathbb{C}^{3 \times 3}$ with

$$
\begin{equation*}
\mathcal{A}(\xi) \cdot \hat{u}:=\sqrt{\mu_{c}} \operatorname{skew}(\xi \otimes \hat{u})+\sqrt{\frac{\lambda}{2 \cdot 3}} \operatorname{tr}[\xi \otimes \hat{u}] \mathbb{1} \tag{2.21}
\end{equation*}
$$

From (2.20) it follows that

$$
\|\mathcal{A}(\xi) \cdot \hat{u}\|^{2}=\frac{\lambda}{2} \operatorname{tr}[\xi \otimes \hat{u}]^{2}+\mu_{c} \| \text { skew } \xi \otimes \hat{u} \|^{2}
$$

By algebraic completeness of the symbol $\mathcal{A}(\xi): \mathbb{C}^{3} \rightarrow \mathbb{C}^{3 \times 3}$ it is meant

$$
\forall \xi \in \mathbb{C}^{3}, \xi \neq 0: \quad \mathcal{A}(\xi) \cdot \hat{u}=0_{\mathbb{C}^{3 \times 3}} \Rightarrow \hat{u}=0_{\mathbb{C}^{3}}
$$

Recall that the corresponding statement for real $\xi$, i.e.,

$$
\forall \xi \in \mathbb{R}^{3}, \xi \neq 0: \quad \mathcal{A}(\xi) \cdot \hat{u}=0_{\mathbb{R}^{3 \times 3}} \Rightarrow \hat{u}=0_{\mathbb{R}^{3}}
$$

is a consequence of strict Legendre-Hadamard ellipticity of $\widehat{\mathcal{A}}$. If the symbol is algebraically complete, then, using the result in Nečas [41] the induced quadratic form

$$
\int_{\Omega}\|\widehat{\mathcal{A}} \cdot \nabla u\|^{2}+\|u\|^{2} \mathrm{dx}
$$

is an equivalent norm on $H^{1}\left(\Omega, \mathbb{R}^{3}\right)$. However, we proceed to show that $\mathcal{A}$ as defined in (2.21) corresponding to our quadratic form (2.18) is not algebraically complete.

Proof. To this end we write

$$
\mathcal{A}(\xi) \cdot \hat{u}=0 \Rightarrow \operatorname{tr}[\xi \otimes \hat{u}]=0, \quad \text { and } \operatorname{skew}(\xi \otimes \hat{u})=0 \Rightarrow \xi=\hat{u}, \quad \operatorname{tr}[\xi \otimes \xi]=0
$$

Consider for simplicity the two-dimensional case:

$$
\begin{aligned}
\xi & =\binom{\alpha_{1}+i \beta_{1}}{\alpha_{2}+i \beta_{2}}, \quad \xi \otimes \xi=\left(\begin{array}{cc}
\xi_{1} \xi_{1} & \xi_{1} \xi_{2} \\
\xi_{2} \xi_{1} & \xi_{2} \xi_{2}
\end{array}\right) \\
\operatorname{tr}[\xi \otimes \xi] & =\xi_{1} \xi_{1}+\xi_{2} \xi_{2}=\alpha_{1}^{2}+\alpha_{2}^{2}-\left(\beta_{1}^{2}+\beta_{2}^{2}\right)+2 i\left(\alpha_{1} \beta_{1}+\alpha_{2} \beta_{2}\right)=0
\end{aligned}
$$

Choosing $\xi=(i, 1)^{T}$ shows that $\operatorname{tr}[\xi \otimes \xi]=0$, which proves the claim.
Thence, the quadratic form is not algebraically complete, and this excludes the treatment of mixed boundary conditions on $u$ in the following: we are forced to assume $\Gamma_{D}=\partial \Omega$. However, inhomogeneous Dirichlet conditions may be prescribed as far as the use of the Div/Curl estimate is concerned.
2.5. Variational form of the update problem. Due to the underlying variational formulation, the weak form (2.13) of the time-incremental Cosserat problem still has a variational structure. In [49] it is shown that solving (2.13)-(2.14) is equivalent to the following minimization problem: find $\left(u^{n}, A^{n}\right) \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right) \times H_{0}^{1}(\Omega, \mathfrak{s o}(3))$ which minimize the functional

$$
\begin{equation*}
I_{\mathrm{incr}}^{n}(u, A)=\mathcal{E}_{\mathrm{incr}}\left(u, A, \varepsilon_{p}^{n-1}\right)-\int_{\Omega}\left\langle f^{n}, u\right\rangle \mathrm{dx} \tag{2.22}
\end{equation*}
$$

in $H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right) \times H_{0}^{1}(\Omega, \mathfrak{s o}(3))$. Here, $\mathcal{E}_{\text {incr }}$ denotes the free energy of the incremental problem defined by

$$
\begin{align*}
\mathcal{E}_{\mathrm{incr}}\left(u, A, \varepsilon_{p}\right)=\frac{1}{2 \mu} & \int_{\Omega} \Psi\left(2 \mu\left(\operatorname{sym}(\nabla u)-\varepsilon_{p}\right)\right) \mathrm{dx}+\frac{\lambda}{2} \int_{\Omega} \operatorname{tr}[\nabla u]^{2} \mathrm{dx} \\
& +\mu_{c} \int_{\Omega}\|\operatorname{skew}(\nabla u)-A\|^{2} \mathrm{dx}+\mu L_{c}^{2} \int_{\Omega}\|D A\|^{2} \mathrm{dx} \tag{2.23}
\end{align*}
$$

with a potential function $\Psi: \mathbb{M}^{3 \times 3} \rightarrow \mathbb{R}^{+}$of the form

$$
\begin{array}{rlr}
\Psi(X) & := \begin{cases}\frac{1}{2}\|X\|^{2}, & \|\operatorname{dev} X\| \leq \sigma_{\mathrm{y}} \\
\frac{1}{2}\left(\frac{1}{3} \operatorname{tr}[X]^{2}+2 \sigma_{\mathrm{y}}\|\operatorname{dev} X\|-\sigma_{\mathrm{y}}^{2}\right), & \|\operatorname{dev} X\|>\sigma_{\mathrm{y}}\end{cases} \\
& =\frac{1}{2}\|X\|^{2}-\frac{1}{2}\left[\|\operatorname{dev} X\|-\sigma_{\mathrm{y}}\right]_{+}^{2} & \tag{2.24}
\end{array}
$$

Clearly, $\Psi$ is convex but not strongly convex outside the yield surface. Moreover, it has only linear growth outside the yield surface. Note that for the first time step $n=1$ and $\varepsilon_{p}^{0}=0, \mu_{c}=0, L_{c}=0$ the functional $I_{\mathrm{incr}}^{1}(u, 0)$ reduces to the primal plastic functional of static perfect plasticity (Hencky plasticity) [35, 63, 24, 25, 6].

Calculating the subdifferential of the convex potential shows that

$$
\begin{array}{rlr}
\partial \Psi(\Sigma) \cdot H & = \begin{cases}\langle\Sigma, H\rangle, & \|\operatorname{dev} \Sigma\| \leq \sigma_{\mathrm{y}} \\
\frac{1}{3} \operatorname{tr}[\Sigma] \operatorname{tr}[H]+\frac{\sigma_{\mathrm{y}}}{\|\operatorname{dev} \Sigma\|}\langle\operatorname{dev} \Sigma, \operatorname{dev} H\rangle, & \|\operatorname{dev} \Sigma\|>\sigma_{\mathrm{y}}\end{cases} \\
& =\left\langle P_{K}(\Sigma), H\right\rangle . & \tag{2.25}
\end{array}
$$

Hence $\partial \Psi(\Sigma)=P_{K}(\Sigma)$, motivating the variational structure. The following relationship between the potential $\Psi$ and the projection $P_{K}$ is also valid:

$$
\Psi(X)=\frac{1}{2}\|X\|^{2}-\frac{1}{2}\left\|X-P_{K}(X)\right\|^{2}
$$

For future reference the second differential of the potential $\Psi$ can be calculated in those points where the potential is differentiable. It holds that

$$
D_{X}^{2} \Psi(X) \cdot(H, H)= \begin{cases}\|H\|^{2}, & \|\operatorname{dev} X\|<\sigma_{\mathrm{y}}  \tag{2.26}\\ \text { does not exist, } & \|\operatorname{dev} X\|=\sigma_{\mathrm{y}} \\ \frac{1}{3} \operatorname{tr}[H]^{2}+\sigma_{\mathrm{y}}\left(\frac{\|\operatorname{dev} H\|^{2}}{\|\operatorname{dev} X\|}-\frac{\langle\operatorname{dev} X, H\rangle^{2}}{\|\operatorname{dev} X\|^{3}}\right), & \|\operatorname{dev} X\|>\sigma_{\mathrm{y}}\end{cases}
$$

The potential $\Psi$ is not strictly rank-one convex in $X$, since taking $H=\xi \otimes \eta$ with $\langle\xi, \eta\rangle=0$ yields

$$
D_{X}^{2} \Psi(X) \cdot(\xi \otimes \eta, \xi \otimes \eta)= \begin{cases}\|\xi\|^{2}\|\eta\|^{2}, & \|\operatorname{dev} X\| \leq \sigma_{\mathrm{y}} \\ \sigma_{\mathrm{y}}\left(\frac{\|\operatorname{dev} \xi \otimes \eta\|^{2}}{\|\operatorname{dev} X\|}-\frac{\langle\operatorname{dev} X, \xi \otimes \eta\rangle^{2}}{\|\operatorname{dev} X\|^{3}}\right), & \|\operatorname{dev} X\|>\sigma_{\mathrm{y}}\end{cases}
$$

Taking $X=\xi \otimes \eta$ shows finally

$$
D_{X}^{2} \Psi(X) \cdot(\xi \otimes \eta, \xi \otimes \eta)= \begin{cases}\|\xi\|^{2}\|\eta\|^{2}, & \|\operatorname{dev} X\| \leq \sigma_{\mathrm{y}} \\ 0, & \|\operatorname{dev} X\|>\sigma_{\mathrm{y}}\end{cases}
$$

3. Improved error estimates for Cosserat plasticity. Let $h>0$ be the mesh size of a finite element method, and let $V_{h} \subset H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)$ be a corresponding discrete finite element space. Let us concentrate on the displacement approximation only. In [49, Thm. 8] the following error estimate for the discrete solution $u_{h}^{\mu_{c}, n} \in V_{h}$ of the Galerkin approximation of (2.23) in $V_{h}$ has been shown:

$$
\begin{equation*}
\left\|u^{\mu_{c}, n}-u_{h}^{\mu_{c}, n}\right\|_{H_{0}^{1}(\Omega)} \leq \frac{C_{1}}{\mu_{c}} \inf _{v_{h} \in V_{h}}\left\|u^{\mu_{c}, n}-v_{h}\right\|_{H_{0}^{1}(\Omega)} \tag{3.1}
\end{equation*}
$$

with a constant $C_{1}>0$. Here, $u^{\mu_{c}, n}=u^{n}$ is the exact solution of (2.13).
Using our regularity result from section 5 , i.e., $u^{\mu_{c}, n} \in H^{2}\left(\Omega, \mathbb{R}^{3}\right)$, the right-hand side can be estimated qualitatively. If $V_{h}$ is chosen to be the space of piecewise linear finite elements, then it holds [8, p. 107] that

$$
\begin{equation*}
\left\|u^{\mu_{c}, n}-u_{h}^{\mu_{c}, n}\right\|_{H_{0}^{1}(\Omega)} \leq \frac{C_{2}}{\mu_{c}} h\left\|u^{\mu_{c}, n}\right\|_{H^{2}(\Omega)} \tag{3.2}
\end{equation*}
$$

In [49] it has also been shown that for $\mu_{c} \rightarrow 0$ the classical Prandtl-Reuss symmetric Cauchy stresses $\sigma^{0}$ are approximated by the sequence of nonsymmetric stresses $\sigma^{\mu_{c}}$ whenever a safe load condition is satisfied. The estimate (3.2) strongly suggests therefore to balance $h$ against $\mu_{c}$ to obtain optimal rates of convergence to the classical solution as in [54], where hardening-type approximations have been considered.
4. Higher regularity for alternative regularized update potentials. Our regularity result can also be applied to many other problems arising in the context of infinitesimal plasticity. There exist several other possibilities to regularize the classical update problem for the Prandtl-Reuss model. We recall the classical update problem: find a minimizer $u^{n} \in B D\left(\Omega, \mathbb{R}^{3}\right)$ of the functional

$$
\begin{equation*}
I_{\text {incr }}^{\text {class }}(u)=\mathcal{E}_{\text {incr }}^{\text {class }}\left(u, \varepsilon_{p}^{n-1}\right)-\int_{\Omega}\left\langle f^{n}, u\right\rangle \mathrm{dx} \tag{4.1}
\end{equation*}
$$

where $\mathcal{E}_{\text {incr }}^{\text {class }}$ denotes the free energy of the classical incremental problem defined by

$$
\begin{equation*}
\mathcal{E}_{\text {incr }}^{\text {class }}\left(u, \varepsilon_{p}\right)=\frac{1}{2 \mu} \int_{\Omega} \Psi\left(2 \mu\left(\operatorname{sym}(\nabla u)-\varepsilon_{p}\right)\right) \mathrm{dx}+\int_{\Omega} \frac{\lambda}{2} \operatorname{tr}[\nabla u]^{2} \mathrm{dx}, \tag{4.2}
\end{equation*}
$$

with the potential $\Psi$ as in (2.24). There is a vast literature on this Prandtl-Reuss update problem, mostly for the first time step $n=1$, in which case it is the classical Hencky problem of total deformation plasticity [63, 54, 24, 25]. In this case, the plastic strain field $\varepsilon_{p}$ is a symmetric bounded measure [63, 6]. The classical symmetric Cauchy stresses $\sigma=2 \mu\left(\operatorname{sym} \nabla u-\varepsilon_{p}\right)+\lambda \operatorname{tr}[\nabla u] \mathbb{1}$ satisfy $\sigma \in L^{2}(\Omega, \operatorname{Sym}(3))$; indeed higher regularity for the stresses can be shown in the sense that $\sigma \in H_{\mathrm{loc}}^{1}(\Omega, \operatorname{Sym}(3)) \cap$ $H^{\frac{1}{2}-\delta}(\Omega)$.

For regularization purposes the following proposals are usually made:

$$
\begin{equation*}
\mathcal{E}_{\text {incr }}^{\mathrm{reg}}\left(u, \varepsilon_{p}\right)=\frac{1}{2 \mu} \int_{\Omega} \Psi\left(2 \mu\left(\operatorname{sym}(\nabla u)-\varepsilon_{p}\right)\right) \mathrm{dx}+\int_{\Omega} \frac{\lambda}{2} \operatorname{tr}[\nabla u]^{2}+\operatorname{Reg}\left(\nabla u, \varepsilon_{p}\right) \mathrm{dx} \tag{4.3}
\end{equation*}
$$

with the function Reg in the form
$\operatorname{Reg}\left(\nabla u, \varepsilon_{p}\right)=\frac{\mu \delta}{2}\left\|\operatorname{dev} \operatorname{sym} \nabla u-\varepsilon_{p}\right\|^{2}, \quad$ Fuchs and Seregin [24, p. 60],

$$
\begin{aligned}
& \operatorname{Reg}\left(\nabla u, \varepsilon_{p}\right)=\frac{1}{2 \mu\left(1+\frac{\Delta t}{\eta}\right)}\left[\left\|\mu\left(\operatorname{dev} \operatorname{sym} \nabla u-\varepsilon_{p}\right)\right\|-\sigma_{\mathrm{y}}\right]_{+}^{2}, \quad \text { linear viscosity } \eta, \\
& \operatorname{Reg}\left(\nabla u, \varepsilon_{p}\right)=\frac{\mu \delta}{2}\left\|\nabla u-\varepsilon_{p}\right\|^{2}, \quad \text { locally strictly convex in } \nabla u
\end{aligned}
$$

In each case, for $\delta>0$ the density of the update problem is then uniformly convex in the symmetric strain $\varepsilon=\operatorname{sym} \nabla u$. Moreover,

$$
\begin{equation*}
\operatorname{Reg}\left(\nabla u, \varepsilon_{p}\right)+\frac{\lambda}{2} \operatorname{tr}[\nabla u]^{2} \geq c^{+}\left\|\varepsilon-\varepsilon_{p}\right\|^{2} \tag{4.5}
\end{equation*}
$$

Korn's first inequality establishes quadratic growth, and we have uniform convexity for the regularized problem. Our main regularity result applies therefore also to these models.

In the case with linear hardening it is simpler to write the update potential directly. We consider as an example isotropic hardening with the hardening variable $\alpha \geq 0$ (a measure for the accumulated plastic strain in the previous time step). Here, the energy $\mathcal{E}_{\text {incr }}$ can be expressed as (cf. [60, p. 124])

$$
\begin{equation*}
\mathcal{E}_{\text {incr }}^{\text {hard }}\left(u, \varepsilon_{p}, \alpha\right)=\frac{1}{2 \mu} \int_{\Omega} \Psi_{\text {hard }}\left(2 \mu\left(\operatorname{sym}(\nabla u)-\varepsilon_{p}\right), \alpha\right) \mathrm{dx}+\int_{\Omega} \frac{\lambda}{2} \operatorname{tr}[\nabla u]^{2} \mathrm{dx} \tag{4.6}
\end{equation*}
$$

with (cf. (2.24))

$$
\begin{align*}
& \Psi_{\text {hard }}(X, \alpha)= \begin{cases}\begin{array}{l}
\frac{1}{2}\|X\|^{2}, \\
\frac{1}{2\left(1+\frac{H}{1 \text { MPa })}\right.}\left(\frac{H}{1[\mathrm{MPa}]}\|X\|^{2}+\frac{1}{3} \operatorname{tr}[X]^{2}\right. \\
\left.+2\left(\sigma_{\mathrm{y}}+H \alpha\right)\|\operatorname{dev} X\|-\left(\sigma_{\mathrm{y}}+H \alpha\right)^{2}\right),
\end{array} & \|\operatorname{dev} X\| \leq \sigma_{\mathrm{y}}+H \alpha\end{cases} \\
& (4.7) \quad=\frac{1}{2}\|X\|^{2}-\frac{1}{2\left(1+\frac{H}{1[\mathrm{MPa}]}\right)}\left[\|\operatorname{dev} X\|>\sigma_{\mathrm{y}}+H \alpha\right.
\end{align*}
$$

whose second derivative coincides with the consistent tangent method introduced already in [61]. The constant $H>0$ is the hardening modulus with dimension [MPa]. In this form it is easy to see that for positive hardening modulus $H>0$ the isotropic hardening update potential is uniformly convex in $\operatorname{sym} \nabla u$ with quadratic growth and has a Lipschitz continuous derivative. Therefore, our main regularity result applies also to this functional. ${ }^{4}$ The relative merits of each individual regularization scheme depend on their ability to balance regularization and approximation. Linear viscosity and hardening can be justified on physical grounds, but the (small) viscosity parameter $\eta>0$ is difficult to estimate, as is the linear hardening modulus $H>0$. The physically motivated regularization terms have the property to control only the symmetric part of the displacement gradient. The regularization $(4.4)_{3}$, however, does not satisfy the linearized frame-indifference condition.

All alternative regularization procedures thus establish local coercivity in the strains. In contrast, the Cosserat regularization is weaker in the sense that only strong Legendre-Hadamard ellipticity is reestablished, which, provided that displacement boundary data are prescribed, suffices for existence, uniqueness, and higher regularity. Thus the Cosserat approach appears as the weakest regularization among the ones considered.

[^4]5. The regularity theorem. We know already that problem (2.22) has solutions $u^{n} \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$. Looking at the system for the microrotations $A^{n}$ at given $\nabla u^{n} \in L^{2}\left(\Omega, \mathbb{M}^{3 \times 3}\right)$ we realize at once that the linearity in $A^{n}$ together with the Laplacian structure allows us to use standard elliptic regularity results for linear systems, which yields higher regularity for the microrotations: $A^{n} \in H^{2}(\Omega, \mathfrak{s o}(3))$. In this section we study the regularity of the displacement field $u^{n}$, which is determined through (2.13).
5.1. Higher regularity for a quasi-linear elliptic system. The quasi-linear elliptic system introduced in section 2.4 is a special case of the systems which we define here below. For $d, m, N \geq 1$ and $\Omega \subset \mathbb{R}^{d}$ let $\mathcal{M}: \Omega \times \mathbb{M}^{m \times d} \times \mathbb{R}^{N} \rightarrow \mathbb{M}^{m \times d}$ be a matrix-valued function with the following properties.

R1. The mapping $\mathcal{M}: \Omega \times \mathbb{M}^{m \times d} \times \mathbb{R}^{N} \rightarrow \mathbb{M}^{m \times d}$ is a Carathéodory function which is Lipschitz continuous in the following sense: there exist constants $L_{1}, L_{2}>0$ such that for every $x, x_{i} \in \Omega, a, a_{i} \in \mathbb{M}^{m \times d}$, and $z, z_{i} \in \mathbb{R}^{N}$ we have

$$
\begin{aligned}
\left\|\mathcal{M}\left(x_{1}, a, z\right)-\mathcal{M}\left(x_{2}, a, z\right)\right\| & \leq L_{1}(\|a\|+\|z\|)\left\|x_{1}-x_{2}\right\| \\
\left\|\mathcal{M}\left(x, a_{1}, z_{1}\right)-\mathcal{M}\left(x, a_{2}, z_{2}\right)\right\| & \leq L_{2}\left(\left\|a_{1}-a_{2}\right\|+\left\|z_{1}-z_{2}\right\|\right) \\
\mathcal{M}(x, 0,0) & =0
\end{aligned}
$$

Assumption R1 implies the useful estimate

$$
\begin{align*}
& \left\|\mathcal{M}\left(x_{1}, a_{1}, z_{1}\right)-\mathcal{M}\left(x_{2}, a_{2}, z_{2}\right)\right\| \\
& \quad \leq L_{1}\left(\left\|a_{1}\right\|+\left\|z_{1}\right\|\right)\left\|x_{1}-x_{2}\right\|+L_{2}\left(\left\|a_{1}-a_{2}\right\|+\left\|z_{1}-z_{2}\right\|\right) \tag{5.1}
\end{align*}
$$

R2. The mapping $\mathcal{M}$ is strongly rank-one monotone. That means that there exists a constant $c_{L H}>0$ such that for every $x \in \bar{\Omega}, a \in \mathbb{M}^{m \times d}, z \in \mathbb{R}^{N}, \xi \in \mathbb{R}^{m}$, and $\eta \in \mathbb{R}^{d}$ we have

$$
\begin{equation*}
\langle\mathcal{M}(x, a+\xi \otimes \eta, z)-\mathcal{M}(x, a, z), \xi \otimes \eta\rangle \geq c_{L H}\|\xi\|^{2}\|\eta\|^{2} \tag{5.2}
\end{equation*}
$$

R3. The Gårding inequality shall be satisfied: there exist constants $C_{G}>0$, $c_{G} \in \mathbb{R}$ such that for every $u_{1}, u_{2} \in H^{1}(\Omega)$ with $u_{1}-u_{2} \in H_{0}^{1}(\Omega)$ and for every $z \in L^{2}(\Omega)$ the following inequality is valid:

$$
\begin{aligned}
\int_{\Omega}\left\langle\mathcal{M}\left(x, \nabla u_{1}, z\right)-\mathcal{M}(x,\right. & \left.\left.\nabla u_{2}, z\right), \nabla\left(u_{1}-u_{2}\right)\right\rangle \mathrm{dx} \\
& \geq C_{G}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|_{L^{2}(\Omega)}^{2}-c_{G}\left\|u_{1}-u_{2}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Remark 5.1. If $\mathcal{M}$ is differentiable, then the Gårding inequality already implies that $\mathcal{M}$ is rank-one monotone; see, for example, [65, Thm. 6.1].

We investigate the regularity properties of weak solutions to the following quasilinear elliptic boundary value problem. For given $g \in H^{\frac{1}{2}}(\partial \Omega), z \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$, and $f \in L^{2}\left(\Omega, \mathbb{R}^{m}\right)$ find $u \in H^{1}\left(\Omega, \mathbb{R}^{m}\right)$ with $\left.u\right|_{\partial \Omega}=g$ such that for every $v \in H_{0}^{1}\left(\Omega, \mathbb{R}^{m}\right)$ we have

$$
\begin{equation*}
\int_{\Omega}\langle\mathcal{M}(x, \nabla u(x), z(x)), \nabla v(x)\rangle \mathrm{dx}=\int_{\Omega}\langle f, v\rangle \mathrm{dx} . \tag{5.3}
\end{equation*}
$$

Theorem 5.2. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded $\mathcal{C}^{1,1}$-smooth domain, $m \geq 1$, and $N \geq 1$, and assume that $\mathcal{M}: \Omega \times \mathbb{M}^{m \times d} \times \mathbb{R}^{N} \rightarrow \mathbb{M}^{m \times d}$ satisfies $\mathrm{R} 1-\mathrm{R} 3$. Furthermore, let
$g \in H^{\frac{3}{2}}(\partial \Omega), z \in H^{1}(\Omega)$, and $f \in L^{2}(\Omega)$. Every weak solution $u \in H^{1}(\Omega)$ of (5.3) with $\left.u\right|_{\partial \Omega}=g$ is an element of $H^{2}(\Omega)$ and satisfies

$$
\|u\|_{H^{2}(\Omega)} \leq c\left(\|g\|_{H^{\frac{3}{2}}(\partial \Omega)}+\|z\|_{H^{1}(\Omega)}+\|f\|_{L^{2}(\Omega)}+\|u\|_{H^{1}(\Omega)}\right)
$$

Before we prove Theorem 5.2, we apply it to the situation described in section 2.4. There, $m=d=3$ and $\mathbb{R}^{N}$ is identified with $\operatorname{Sym}(3) \times \mathfrak{s o}(3)$ so that $z=\left(\varepsilon_{p}, A\right)$. Moreover,

$$
\begin{aligned}
\mathcal{M}(x, \nabla u, z) & =\mathcal{M}_{C}\left(\nabla u, \varepsilon_{p}, A\right) \\
& =P_{K}\left(2 \mu\left(\operatorname{sym} \nabla u-\varepsilon_{p}\right)\right)+\lambda(\operatorname{tr}[\nabla u]) \mathbb{1}+2 \mu_{c}(\operatorname{skew}(\nabla u)-A) .
\end{aligned}
$$

Since $P_{K}$ is a Lipschitz continuous mapping, we see immediately that assumption R1 is satisfied. R2 is proved in Lemma 2.1, and the Gårding inequality is satisfied since $\mathcal{M}_{C}$ generates a strongly monotone operator on $H_{0}^{1}(\Omega)$; see Lemma 2.2. Therefore, we have the following result for the reduced update problem (2.6).

ThEOREM 5.3. Let $\Omega$ be $\mathcal{C}^{1,1}$-smooth, $f^{n} \in L^{2}(\Omega)$, and $\varepsilon_{p}^{n-1} \in H^{1}(\Omega)$. Then $u_{n} \in H^{2}(\Omega), A^{n} \in H^{2}(\Omega)$, and $\varepsilon_{p}^{n} \in H^{1}(\Omega)$.

The proof of Theorem 5.2 is carried out with a difference quotient technique. We cover the boundary of $\Omega$ with a finite number of domains and map each of these domains with a $C^{1,1}$ diffeomorphism onto the unit cube in such a way that the image of the boundary of $\Omega$ lies on the midplane of the unit cube. We first prove higher regularity in directions tangential to the midplane by estimating difference quotients. The regularity in the normal direction is then obtained on the basis of the tangential regularity and by using the differential equation together with the rank-one monotonicity of $\mathcal{M}$.

Since $\mathcal{M}$ is nonlinear and since we assumed rank-one monotonicity instead of strong monotonicity, we cannot use as test functions the usual finite differences of the type $h^{-1} \varphi^{2}(x)(u(x+h)-u(x))$, where $\varphi$ is a cut-off function. Instead, we use differences which are based on inner variations. We begin the proof of Theorem 5.2 by studying a model problem on a half cube.
5.2. A model problem on a half cube. Let $C_{r}=\left\{x \in \mathbb{R}^{d} ;\left|x_{i}\right|<r, 1 \leq i \leq d\right\}$ be a cube with side length $2 r, C_{r}^{ \pm}$the upper and lower half cube, respectively, and $M_{r}=\left\{x \in C_{r} ; x_{d}=0\right\}$ the midplane.

LEMMA 5.4. Let $\Omega=C_{1}^{-}, f \in L^{2}\left(C_{1}^{-}\right)$, and $z \in H^{1}\left(C_{1}^{-}\right)$, and assume that $u \in$ $H^{1}\left(C_{1}^{-}\right)$with $\left.u\right|_{M_{1}}=0$ satisfies (5.3). Then for every $r \in(0,1)$ and for $1 \leq i \leq d-1$ we have $\partial_{i} u \in H^{1}\left(C_{r}^{-}\right)$. Moreover, there is a constant $c_{r}>0$ such that

$$
\begin{equation*}
\left\|\partial_{i} u\right\|_{H^{1}\left(C_{r}^{-}\right)} \leq c_{r}\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\|f\|_{L^{2}\left(C_{1}^{-}\right)}\right) \tag{5.4}
\end{equation*}
$$

Proof. Let $r \in(0,1)$ and $\varphi \in \mathcal{C}_{0}^{\infty}\left(C_{1}\right)$ with $\varphi(x)=1$ on $C_{r}$. For $h \in \mathbb{R}^{d}$ we introduce the mapping

$$
\tau_{h}: C_{1} \rightarrow \mathbb{R}^{d}: x \rightarrow \tau_{h}(x)=x+\varphi(x) h
$$

Let $h_{0}=\|\varphi\|_{W^{1, \infty}\left(C_{1}\right)}^{-1} \min \left\{1, \operatorname{dist}\left(\operatorname{supp} \varphi, \partial C_{1}\right)\right\}$. For every $h \in \mathbb{R}^{d}$ with $|h|<h_{0}$ and $h$ parallel to the plane $M_{1}$, the mapping $\tau_{h}$ is a diffeomorphism from $C_{1}$ onto itself with $\tau_{h}\left(C_{1}^{ \pm}\right)=C_{1}^{ \pm}, \tau_{h}\left(M_{1}\right)=M_{1}$, and $\tau_{h}(x)=x$ for every $x \in \partial C_{1}$; see, e.g., [26]. Moreover, $\tau_{h}$ has the following properties (if $|h|<h_{0}$ ):

$$
\begin{gathered}
\nabla \tau_{h}(x)=(\mathbb{1}+h \otimes \nabla \varphi(x)), \quad \operatorname{det}\left[\nabla \tau_{h}(x)\right]=1+\langle h, \nabla \varphi(x)\rangle \\
\nabla_{y} \tau_{h}^{-1}(y)=\left.(\mathbb{1}+h \otimes \nabla \varphi)^{-1}\right|_{\tau_{h}^{-1}(y)}=\mathbb{1}-\left.\left((1+\langle h, \nabla \varphi\rangle)^{-1} h \otimes \nabla \varphi\right)\right|_{\tau_{h}^{-1}(y)}
\end{gathered}
$$

For a function $v: C_{1}^{-} \rightarrow \mathbb{R}^{s}$ we introduce

$$
\triangle_{h} v=v \circ \tau_{h}-v, \quad \triangle^{h} v=v-v \circ \tau_{h}^{-1}
$$

For $f, g \in L^{2}\left(C_{1}^{-}\right),|h|<h_{0}$ and $h \| M_{1}$ the following product rule is valid:

$$
\begin{equation*}
\int_{C_{1}^{-}} f \triangle^{h} g \mathrm{dx}=-\int_{C_{1}^{-}} g \triangle_{h} f \mathrm{dx}-\int_{C_{1}^{-}}\left(f \circ \tau_{h} g\right)\langle h, \nabla \varphi\rangle \mathrm{dx} \tag{5.5}
\end{equation*}
$$

This identity can be shown by a transformation of coordinates $y=\tau_{h}(x)$ in the term $\left(g \circ \tau_{h}^{-1}\right) f$. Let $u \in H_{0}^{1}\left(C_{1}^{-}\right)$be a solution of (5.3). For $h \in \mathbb{R}^{d}$ with $|h|<h_{0}$ and $h \| M_{1}$ we define the double difference $v_{h}(x)=\triangle^{h}\left(\triangle_{h} u(x)\right)$. In view of the assumptions on $\varphi, h_{0}$, and $h$ it follows that $v_{h} \in H_{0}^{1}\left(C_{1}^{-}\right)$. Inserting $v_{h}$ into (5.3) yields

$$
\begin{equation*}
\int_{C_{1}^{-}}\left\langle\mathcal{M}(x, \nabla u, z), \nabla v_{h}\right\rangle \mathrm{dx}=\int_{C_{1}^{-}}\left\langle f, v_{h}\right\rangle \mathrm{dx} \tag{5.6}
\end{equation*}
$$

Note that $\nabla v_{h}=\triangle^{h} \nabla\left(\triangle_{h} u\right)+\left[\left(\operatorname{det}\left[\nabla \tau_{h}\right]\right)^{-1}\left(\nabla \triangle_{h} u\right) h \otimes \nabla \varphi\right] \circ \tau_{h}^{-1}$, and therefore (5.6) is equivalent to

$$
\begin{aligned}
& \int_{C_{1}^{-}}\left\langle\mathcal{M}(x, \nabla u, z), \triangle^{h} \nabla\left(\triangle_{h} u\right)\right\rangle \mathrm{dx} \\
& \quad=-\int_{C_{1}^{-}}\left\langle\mathcal{M}(x, \nabla u, z),\left(\operatorname{det}\left[\nabla \tau_{h}\right]^{-1}\left(\nabla \triangle_{h} u\right) h \otimes \nabla \varphi\right) \circ \tau_{h}^{-1}\right\rangle \mathrm{dx}+\int_{C_{1}^{-}}\left\langle f, \triangle^{h} \triangle_{h} u\right\rangle \mathrm{dx}
\end{aligned}
$$

Furthermore, the product rule (5.5) entails

$$
\begin{align*}
& \int_{C_{1}^{-}}\left\langle\triangle_{h} \mathcal{M}(x, \nabla u, z), \nabla \triangle_{h} u\right\rangle \mathrm{dx}=-\int_{C_{1}^{-}}\left\langle\mathcal{M}(x, \nabla u, z) \circ \tau_{h}, \nabla \triangle_{h} u\right\rangle\langle h, \nabla \varphi\rangle \mathrm{dx} \\
&+\int_{C_{1}^{-}}\left\langle\mathcal{M}(x, \nabla u, z),\left(\left(\operatorname{det}\left[\nabla \tau_{h}\right]\right)^{-1}\left(\nabla \triangle_{h} u\right) h \otimes \nabla \varphi\right) \circ \tau_{h}^{-1}\right\rangle \mathrm{dx} \\
&+\int_{C_{1}^{-}}\left\langle f, \triangle^{h} \triangle_{h} u\right\rangle \mathrm{dx} \\
&= S_{1}+S_{2}+S_{3} \tag{5.7}
\end{align*}
$$

Finally we have

$$
\begin{aligned}
& \int_{C_{1}^{-}}\langle \left.\mathcal{M}\left(x, \nabla\left(u \circ \tau_{h}\right), z\right)-\mathcal{M}(x, \nabla u, z), \nabla \triangle_{h} u\right\rangle \mathrm{dx} \\
&=\int_{C_{1}^{-}}\left\langle\triangle_{h} \mathcal{M}(x, \nabla u, z), \nabla \triangle_{h} u\right\rangle \mathrm{dx} \\
&+\int_{C_{1}^{-}}\left\langle\mathcal{M}\left(x, \nabla\left(u \circ \tau_{h}\right), z\right)-\mathcal{M}(x, \nabla u, z) \circ \tau_{h}, \nabla \triangle_{h} u\right\rangle \mathrm{dx} \\
& \stackrel{(5.7)}{=} S_{1}+S_{2}+S_{3}+\int_{C_{1}^{-}}\left\langle\mathcal{M}\left(x, \nabla\left(u \circ \tau_{h}\right), z\right)-\mathcal{M}(x, \nabla u, z) \circ \tau_{h}, \nabla \triangle_{h} u\right\rangle \mathrm{dx} \\
&=S_{1}+\cdots+S_{4} .
\end{aligned}
$$

The next task is to show that there is a constant $c>0$, which does not depend on $h$, such that

$$
\begin{equation*}
\left|S_{1}+\cdots+S_{4}\right| \leq c|h|\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\|f\|_{L^{2}\left(C_{1}^{-}\right)}\right)\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} . \tag{5.9}
\end{equation*}
$$

Due to the Lipschitz assumptions on $\mathcal{M}$ we have

$$
\begin{aligned}
\left|S_{1}\right|+\left|S_{2}\right| & \leq c|h|\|\mathcal{M}(\cdot, \nabla u, z)\|_{L^{2}\left(C_{1}^{-}\right)}\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} \\
& \leq c|h|\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{L^{2}\left(C_{1}^{-}\right)}\right)\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)}
\end{aligned}
$$

Moreover, since $f \in L^{2}\left(C_{1}^{-}\right)$, the term $S_{3}$ can be estimated as

$$
\left|S_{3}\right| \leq c|h|\|f\|_{L^{2}\left(C_{1}^{-}\right)}\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)}
$$

By inequality (5.1) we see that

$$
\begin{aligned}
\left|S_{4}\right| \leq & c L_{1}|h|\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}\right)\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} \\
& +c L_{2}\left(\left\|\nabla\left(u \circ \tau_{h}\right)-(\nabla u) \circ \tau_{h}\right\|_{L^{2}\left(C_{1}^{-}\right)}+c|h|\|z\|_{H^{1}\left(C_{1}^{-}\right)}\right)\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} .
\end{aligned}
$$

The identity $\nabla\left(u \circ \tau_{h}\right)-(\nabla u) \circ \tau_{h}=(\nabla u) \circ \tau_{h}(h \otimes \nabla \varphi)$ leads to

$$
\left|S_{4}\right| \leq c|h|\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}\right)\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} .
$$

Collecting all the above estimates we finally arrive at inequality (5.9). Gårding's inequality (see R3) and Poincaré's inequality imply that

$$
\begin{aligned}
\int_{C_{1}^{-}}\left\langle\mathcal { M } \left( x, \nabla\left(u \circ \tau_{h}\right),\right.\right. & \left.z)-\mathcal{M}(x, \nabla u, z), \nabla \triangle_{h} u\right\rangle \mathrm{dx} \\
& \geq C_{G}\left\|\nabla \triangle_{h} u\right\|_{L^{2}\left(C_{1}^{-}\right)}^{2}-c_{G}\left\|\triangle_{h} u\right\|_{L^{2}\left(C_{1}^{-}\right)}^{2} \\
& \geq c\left(\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)}^{2}-|h|^{2}\|u\|_{H^{1}\left(C_{1}^{-}\right)}^{2}\right)
\end{aligned}
$$

Combining the above estimates with (5.8) and (5.9) results finally in

$$
\begin{aligned}
\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)}^{2} \leq & c|h|\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\|f\|_{L^{2}\left(C_{1}^{-}\right)}\right)\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} \\
& +c|h|^{2}\|u\|_{H^{1}\left(C_{1}^{-}\right)}^{2}
\end{aligned}
$$

and the constant $c$ is independent of $h$. From Young's inequality we obtain

$$
\begin{equation*}
|h|^{-1}\left\|\triangle_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} \leq c\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\|f\|_{L^{2}\left(C_{1}^{-}\right)}\right) \tag{5.10}
\end{equation*}
$$

It follows from this inequality that $\partial_{i} u \in H^{1}\left(C_{r}^{-}\right)$for $1 \leq i \leq d-1$ and that $\left\|\partial_{i} u\right\|_{H^{1}\left(C_{r}^{-}\right)}$is bounded by the right-hand side in (5.10); see, e.g., [34]. $\square$

Remark 5.5. If we choose the usual finite differences as test functions, i.e., $\tilde{v}_{h}(x)=$ $\delta_{-h}\left(\varphi^{2} \delta_{h} u\right)$, where $\delta_{h} u=u(x+h)-u(x)$, then similar calculations as those for $v_{h}$ lead to the estimate

$$
\begin{array}{r}
\int_{C_{1}^{-}} \varphi^{2}(x)\left\langle\mathcal{M}(x, \nabla u(x+h), z(x))-\mathcal{M}(x, \nabla u(x), z(x)), \delta_{h} \nabla u\right\rangle \mathrm{dx} \\
\leq c|h|\left\|\varphi^{2} \delta_{h} u\right\|_{H^{1}\left(C_{1}^{-}\right)} \tag{5.11}
\end{array}
$$

compare also (5.8) and (5.9). But now neither R2 nor R3 helps us to find a lower bound for the left-hand side of (5.11) in terms of $\left\|\varphi^{2} \delta_{h} \nabla u\right\|_{L^{2}\left(C_{1}^{-}\right)}^{2}$, since in general $\delta_{h} \nabla u$ is not a rank-one matrix, and since we cannot interchange $\varphi$ and $\mathcal{M}$ due to the nonlinearity of $\mathcal{M}$.

Lemma 5.6 (regularity in the normal direction). With the same assumptions as in Lemma 5.4 it follows for every $r \in(0,1)$ that $\partial_{d} u \in H^{1}\left(C_{r}^{-}\right)$. Furthermore, there exists a constant $c_{r}>0$ such that

$$
\begin{equation*}
\|u\|_{H^{2}\left(C_{r}^{-}\right)} \leq c_{r}\left(\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\|f\|_{L^{2}\left(C_{1}^{-}\right)}+\|u\|_{H^{1}\left(C_{1}^{-}\right)}\right) \tag{5.12}
\end{equation*}
$$

Proof. Let $r \in(0,1)$. Equation (5.3) implies that

$$
\begin{equation*}
\operatorname{Div} \mathcal{M}(x, \nabla u(x), z(x))+f(x)=0 \tag{5.13}
\end{equation*}
$$

for almost every $x \in C_{1}^{-}$. Let $\mathcal{M}_{i}$ denote the columns of the matrix-valued function $\mathcal{M}$, i.e., $\mathcal{M}_{i}(x, a, z)=\left(\mathcal{M}_{i}^{\alpha}(x, a, z)\right)_{1 \leq \alpha \leq m} \in \mathbb{R}^{m}$ for $1 \leq i \leq d$. The Lipschitz continuity of $\mathcal{M}$ and the tangential regularity proved in Lemma 5.4 guarantee that $\partial_{i} \mathcal{M}_{i}(\cdot, \nabla u, z) \in L^{2}\left(C_{r}^{-}\right)$for $1 \leq i \leq d-1$ and is bounded by the right-hand side in (5.4). Together with (5.13) we obtain therefore

$$
\partial_{d} \mathcal{M}_{d}(\cdot, \nabla u, z)=-f-\sum_{i=1}^{d-1} \partial_{i} \mathcal{M}_{i}(\cdot, \nabla u, z) \in L^{2}\left(C_{r}^{-}\right)
$$

By Lemma 7.23 in [27] the derivative $\partial_{d}$ can be replaced with a finite difference in the following way: For every $\Omega^{\prime} \subset \subset C_{r}^{-}$and every $h \in \mathbb{R}^{d}$ with $|h|<\operatorname{dist}\left(\Omega^{\prime}, \partial C_{r}^{-}\right)$ and $h \perp M_{1}$ we have

$$
\begin{align*}
\left\|\delta_{h} \mathcal{M}_{d}(\cdot, \nabla u, z)\right\|_{L^{2}\left(\Omega^{\prime}\right)} & \leq\left(\|f\|_{L^{2}\left(C_{r}^{-}\right)}+\sum_{i=1}^{d-1}\left\|\partial_{i} \mathcal{M}_{i}(\cdot, \nabla u, z)\right\|_{L^{2}\left(C_{r}^{-}\right)}\right)|h| \\
& =: c_{0}|h| \tag{5.14}
\end{align*}
$$

Here, $\delta_{h} v(x):=v(x+h)-v(x)$ for $h \in \mathbb{R}^{d}$. Thus, for every $h \perp M_{1}$ with $|h|<$ $\operatorname{dist}\left(\Omega^{\prime}, \partial C_{r}^{-}\right)$we have

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left\langle\delta_{h} \mathcal{M}_{d}(x, \nabla u, z), \delta_{h} \partial_{d} u\right\rangle \mathrm{dx} \leq c_{0}|h|\left\|\delta_{h} \partial_{d} u\right\|_{L^{2}\left(\Omega^{\prime}\right)} \tag{5.15}
\end{equation*}
$$

where $c_{0}$ is the constant from (5.14). We now split the left-hand side into a term which can be estimated from below due to the rank-one monotonicity of $\mathcal{M}$ and into terms which may be estimated from above using the Lipschitz continuity of $\mathcal{M}$ and the regularity results from Lemma 5.4. For functions $v: C_{1}^{-} \rightarrow \mathbb{R}^{m}$ we define $\tilde{\nabla} v(x)=\left(\partial_{1} v(x), \ldots, \partial_{d-1} v(x), 0\right) \in \mathbb{M}^{m \times d}$. Furthermore, $v_{h}(x):=v(x+h)$ and $e_{d}=(0, \ldots, 0,1)^{\top} \in \mathbb{R}^{d}$. With these notations we have

$$
\begin{aligned}
\int_{\Omega^{\prime}} & \left\langle\mathcal{M}_{d}\left(x, \tilde{\nabla} u+\partial_{d} u_{h} \otimes e_{d}, z\right)-\mathcal{M}_{d}(x, \nabla u, z), \delta_{h} \partial_{d} u\right\rangle \mathrm{dx} \\
= & \int_{\Omega^{\prime}}\left\langle\delta_{h} \mathcal{M}_{d}(x, \nabla u, z), \delta_{h} \partial_{d} u\right\rangle \mathrm{dx} \\
& +\int_{\Omega^{\prime}}\left\langle\mathcal{M}_{d}\left(x, \tilde{\nabla} u+\partial_{d} u_{h} \otimes e_{d}, z\right)-\mathcal{M}_{d}\left(x+h, \nabla u_{h}, z_{h}\right), \delta_{h} \partial_{d} u\right\rangle \mathrm{dx} \\
= & S_{1}+S_{2}
\end{aligned}
$$

The term $S_{1}$ is already estimated in (5.15). From the Lipschitz continuity of $\mathcal{M}$ (see (5.1)) and the regularity results of Lemma 5.4 we obtain by straightforward
calculations

$$
\begin{align*}
\left|S_{2}\right| & \leq c\left\|\delta_{h} \partial_{d} u\right\|_{L^{2}\left(\Omega^{\prime}\right)}\left(\left(\left\|\tilde{\nabla} u+\partial_{d} u_{h} \otimes e_{d}\right\|_{L^{2}\left(\Omega^{\prime}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}\right)|h|+\left\|\delta_{h} \tilde{\nabla} u\right\|_{L^{2}\left(\Omega^{\prime}\right)}\right)  \tag{5.17}\\
& \leq c|h|\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\left\|\partial_{d} \tilde{\nabla} u\right\|_{L^{2}\left(C_{r}^{-}\right)}\right)\left\|\delta_{h} \partial_{d} u\right\|_{L^{2}\left(\Omega^{\prime}\right)}
\end{align*}
$$

and the constant $c$ is independent of $\Omega^{\prime}$ and $h$. Moreover, choosing $\xi=\partial_{d} u_{h}$ and $\eta=e_{d}$ in (5.2), we obtain for the left-hand side in (5.16) from the rank-one monotonicity of $\mathcal{M}$ that

$$
\begin{align*}
\int_{\Omega^{\prime}}\left\langle\mathcal{M}_{d}\left(x, \tilde{\nabla} u+\partial_{d} u_{h} \otimes e_{d}, z\right)\right. & \left.-\mathcal{M}_{d}(x, \nabla u, z), \delta_{h} \partial_{d} u\right\rangle \mathrm{dx} \\
& \geq c_{L H}\left\|\delta_{h} \partial_{d} u\right\|_{L^{2}\left(\Omega^{\prime}\right)}^{2} \tag{5.18}
\end{align*}
$$

Estimates (5.15)-(5.18) together with Young's inequality finally imply that

$$
\begin{equation*}
|h|^{-1}\left\|\delta_{h} \partial_{d} u\right\|_{L^{2}\left(\Omega^{\prime}\right)} \leq c\left(\|u\|_{H^{1}\left(C_{1}^{-}\right)}+\|z\|_{H^{1}\left(C_{1}^{-}\right)}+\left\|\partial_{d} \tilde{\nabla} u\right\|_{L^{2}\left(C_{r}^{-}\right)}\right) \tag{5.19}
\end{equation*}
$$

for every $h \perp M_{1}$. The constant $c$ is independent of $h$ and $\Omega^{\prime} \Subset C_{r}^{-}$. This implies that $\partial_{d}^{2} u \in L^{2}\left(C_{r}^{-}\right)$and that $\left\|\partial_{d}^{2} u\right\|_{L^{2}\left(c_{r}^{-}\right)}$is bounded by the right-hand side in (5.19). Estimate (5.12) is a combination of (5.19) and (5.4).
5.3. Proof of Theorem 5.2. Let the assumptions of Theorem 5.2 be valid, and assume that $g=0$. Choose $x_{0} \in \partial \Omega$, and let $U_{x_{0}}$ be a neighborhood of $x_{0}$ such that there exists a $\mathcal{C}^{1,1}$ diffeomorphism $\Phi_{x_{0}}: U_{x_{0}} \rightarrow C_{1}$, where $C_{1}$ is the unit cube in $\mathbb{R}^{d}$, with the following properties (we omit the index $x_{0}$ ): $\Phi(U)=C_{1}, \Phi(U \cap \Omega)=C_{1}^{-}$, $\Phi(U \backslash \bar{\Omega})=C_{1}^{+}, \Phi(U \cap \partial \Omega)=M_{1}$, and $\Phi\left(x_{0}\right)=0$. Let $u \in H_{0}^{1}(\Omega)$ be a solution for (5.3) with the data $f \in L^{2}(\Omega)$ and $z \in H^{1}(\Omega)$. It follows that

$$
\int_{U \cap \Omega}\langle\mathcal{M}(x, \nabla u, z), \nabla v\rangle \mathrm{dx}=\int_{U \cap \Omega}\langle f, v\rangle \mathrm{dx}
$$

for every $v \in H_{0}^{1}(\Omega \cap U)$. After a transformation of coordinates with $y=\Phi(x)$ and $\Psi:=\Phi^{-1}$, the previous equation can be written as follows: Let $\tilde{u}(y)=u(\Psi(y))$. For every $v \in H_{0}^{1}\left(C_{1}^{-}\right)$we have

$$
\int_{C_{1}^{-}}\langle\tilde{\mathcal{M}}(y, \nabla \tilde{u}, \tilde{z}), \nabla v\rangle \mathrm{dy}=\int_{C_{1}^{-}}\langle\tilde{f}, v\rangle \mathrm{dy} .
$$

Here, we use the abbreviations

$$
\begin{align*}
\tilde{\mathcal{M}}(y, a, \zeta) & =|\operatorname{det}[\nabla \Psi(y)]| \mathcal{M}\left(\Psi(y), a(\nabla \Psi(y))^{-1}, \zeta\right)(\nabla \Psi(y))^{-\top},  \tag{5.20}\\
\tilde{f}(y) & =|\operatorname{det}[\nabla \Psi(y)]| f(\Psi(y)),  \tag{5.21}\\
\tilde{z}(y) & =z(\Psi(y)) \tag{5.22}
\end{align*}
$$

for $y \in C_{1}^{-}, a \in \mathbb{M}^{m \times d}$, and $\zeta \in \mathbb{R}^{N}$. It follows immediately from the properties of the diffeomorphism $\Phi$ and from those of $\mathcal{M}$ that $\tilde{\mathcal{M}}$ satisfies R1-R3 with respect to $C_{1}^{-}$. Furthermore, $\tilde{f}$ and $\tilde{z}$ have the smoothness required in Lemma 5.4. Thus, Lemmata 5.4 and 5.6 guarantee that $\tilde{u} \in H^{2}\left(C_{r}^{-}\right)$for every $r<1$ and that estimate (5.12) is valid. After applying the inverse transformation $\Psi: C_{1}^{-} \rightarrow U \cap \Omega$, we have finally shown the following: For every $x_{0} \in \bar{\Omega}$ there exists an open neighborhood $\tilde{U}_{x_{0}}$ such
that $\left.u\right|_{\tilde{U}_{x_{0}} \cap \Omega} \in H^{2}\left(\tilde{U}_{x_{0}} \cap \Omega\right)$ and estimate (5.12) is valid with respect to $\tilde{U}_{x_{0}} \cap \Omega$. The constants may depend on $x_{0}$. Since $\Omega$ is assumed to be bounded, we can cover $\bar{\Omega}$ by a finite number of the domains $\tilde{U}_{x_{0}}$ and obtain finally that $u \in H^{2}(\Omega)$ with

$$
\begin{equation*}
\|u\|_{H^{2}(\Omega)} \leq c\left(\|z\|_{H^{1}(\Omega)}+\|f\|_{L^{2}(\Omega)}+\|u\|_{H^{1}(\Omega)}\right) \tag{5.23}
\end{equation*}
$$

This proves Theorem 5.2 for the case of vanishing Dirichlet conditions. The general case can be seen as follows. There exists a linear and continuous extension operator $F: H^{\frac{3}{2}}(\partial \Omega) \rightarrow H^{2}(\Omega)$ with $\left.(F(g))\right|_{\partial \Omega}=g$ for every $g \in H^{\frac{3}{2}}(\Omega)$; see, for example, [68]. Then $u \in H^{1}(\Omega)$ with $\left.u\right|_{\partial \Omega}=g$ for some $g \in H^{\frac{3}{2}}(\partial \Omega)$ is a solution to (5.3) if and only if there exists an element $\tilde{u} \in H_{0}^{1}(\Omega)$ with $u=\tilde{u}+F(g)$ and for every $v \in H_{0}^{1}(\Omega)$, $\tilde{u}$ satisfies

$$
\int_{\Omega}\langle\hat{\mathcal{M}}(x, \nabla \tilde{u}, \tilde{z}), \nabla v\rangle \mathrm{dx}=\int_{\Omega}\langle f, v\rangle \mathrm{dx}
$$

where $\tilde{z}=(F(g), z)$ and $\hat{\mathcal{M}}(x, a, \tilde{z})=\mathcal{M}(x, a+F(g)(x), z)$. Clearly, $\hat{\mathcal{M}}$ satisfies R1-R3 as well, and by the first part of this proof it follows that $\tilde{u} \in H^{2}(\Omega)$. This finishes the proof of Theorem 5.2.
6. Discussion. We have shown that the time-incremental Cosserat elastoplasticity problem admits $H^{1}(\Omega)$-regular updates of the symmetric plastic strain $\varepsilon_{p}^{n}$, provided that the previous plastic strain $\varepsilon_{p}^{n-1}$ is in $H^{1}(\Omega)$ and the domain and data are suitably regular. Altogether, the time-incremental problem allows the regularity for all $n \in \mathbb{N}: u^{n} \in H^{2}\left(\Omega, \mathbb{R}^{3}\right), \varepsilon_{p}^{n} \in H^{1}(\Omega, \operatorname{Sym}(3))$, and $A^{n} \in H^{2}(\Omega, \mathfrak{s o}(3))$. Uniform bounds in time are missing, and it is an open question whether a similar result holds for the time-continuous problem.

The presented method of proof for higher regularity uses a difference quotient method which is based on inner variations and can be extended to more general problems. This will be the subject of further investigations.

Appendix. Notation. We denote by $\mathbb{M}^{3 \times 3}$ the set of real $3 \times 3$ second order tensors, written with capital letters. The standard Euclidean scalar product on $\mathbb{M}^{3 \times 3}$ is given by $\langle X, Y\rangle_{\mathbb{M}^{3 \times 3}}=\operatorname{tr}\left[X Y^{T}\right]$, and thus the Frobenius tensor norm is $\|X\|^{2}=$ $\langle X, X\rangle_{\mathbb{M}^{3 \times 3}}$ (we use these symbols indifferently for tensors and vectors). The identity tensor on $\mathbb{M}^{3 \times 3}$ will be denoted by $\mathbb{1 1}$, so that $\operatorname{tr}[X]=\langle X, \mathbb{1}\rangle$. We let Sym and PSym denote the symmetric and positive definite symmetric tensors, respectively. We adopt the usual abbreviations of Lie algebra theory; i.e., $\mathfrak{s o}(3):=\left\{X \in \mathbb{M}^{3 \times 3} \mid X^{T}=-X\right\}$ are skew symmetric second order tensors, and $\mathfrak{s l}(3):=\left\{X \in \mathbb{M}^{3 \times 3} \mid \operatorname{tr}[X]=0\right\}$ are traceless tensors. We set $\operatorname{sym}(X)=\frac{1}{2}\left(X^{T}+X\right)$ and $\operatorname{skew}(X)=\frac{1}{2}\left(X-X^{T}\right)$ such that $X=\operatorname{sym}(X)+\operatorname{skew}(X)$. For $X \in \mathbb{M}^{3 \times 3}$ we set for the deviatoric part $\operatorname{dev} X=X-\frac{1}{3} \operatorname{tr}[X] \mathbb{1} \in \mathfrak{s l}(3)$.

For a second order tensor $X$ we let $X . e_{i}$ be the application of the tensor $X$ to the column vector $e_{i}$. The first and second differential of a scalar-valued function $W(F)$ are written $D_{F} W(F) \cdot H$ and $D_{F}^{2} W(F) \cdot(H, H)$, respectively. Sometimes we use also $\partial_{X} W(X)$ to denote the first derivative of $W$ with respect to $X$. We employ the standard notation of Sobolev spaces, i.e., $L^{2}(\Omega), H^{1,2}(\Omega), H_{\circ}^{1,2}(\Omega)$, which we use indifferently for scalar-valued functions as well as for vector-valued and tensor-valued functions.
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1. Introduction. In this article we are interested in the dynamics of defects in crystals, called dislocations. The dynamics of these dislocations is the main microscopic explanation of the macroscopic behavior of metallic crystals (see, for instance, the physical monographs of Nabarro [24], Hirth and Lothe [19], or Lardner [21] for a mathematical presentation). A dislocation is a line moving in a crystallographic plane, called a slip plane. The typical length of such a dislocation line is of the order of $10^{-6} \mathrm{~m}$. Its dynamics is given by a normal velocity proportional to the Peach-Koehler force acting on this line.

This Peach-Koehler force may have two possible contributions: the first one is the self-force created by the elastic field generated by the dislocation line itself (i.e., this self-force is a nonlocal function of the shape of the dislocation line); the second one is the force created by everything exterior to the dislocation line, such as the exterior stress applied on the material, or the force created by other defects. In this paper, we study a particular model introduced in Rodney, Le Bouar, and Finel [27].

More precisely, if, at time $t$, the dislocation line is the boundary of an open set $\Omega_{t} \subset \mathbb{R}^{N}$ with $N=2$ for the physical application, the normal velocity to the set $\Omega_{t}$ is given by

$$
\begin{equation*}
V_{n}=c_{0} \star \mathbb{1}_{\bar{\Omega}_{t}}+c_{1}, \tag{1}
\end{equation*}
$$

where $\mathbb{1}_{\bar{\Omega}_{t}}(x)$ is the indicator function of the set $\bar{\Omega}_{t}$, which is equal to 1 if $x \in \bar{\Omega}_{t}$ and equal to 0 otherwise. The function $c_{0}(x, t)$ is a kernel which depends only on the physical properties of the crystal and on the choice of the dislocation line, whose

[^5]evolution we follow. In the special case of application to dislocations, the kernel $c_{0}$ does not depend on time, but to keep a general setting we allow here a dependence on the time variable. Here $\star$ denotes the convolution is space, namely
\[

$$
\begin{equation*}
\left(c_{0}(\cdot, t) \star \mathbb{1}_{\bar{\Omega}_{t}}\right)(x)=\int_{\mathbb{R}^{N}} c_{0}(x-y, t) \mathbb{1}_{\bar{\Omega}_{t}}(y) d y \tag{2}
\end{equation*}
$$

\]

and this term appears to be the Peach-Koehler self-force created by the dislocation itself, while $c_{1}(x, t)$ is an additional contribution to the velocity, created by everything exterior to the dislocation line. We refer the reader to Alvarez et al. [3] for a detailed presentation and a derivation of this model.

We proceed as in the level-set approach to derive an equation for the dislocation line. We replace the evolution of a set $\Omega_{t}$ (the strong solution) by the evolution of a function $u$ such that $\Omega_{t}=\{u(\cdot, t)>0\}$. Roughly speaking the dislocation line is represented by the zero level-set of the function $u$ which solves the following equation:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\left(c_{0}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)+c_{1}(x, t)\right)|D u| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{3}\\
u(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where (2) now reads

$$
\begin{equation*}
c_{0}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)=\int_{\mathbb{R}^{N}} c_{0}(x-y, t) \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(y) d y \tag{4}
\end{equation*}
$$

Note that (3) is not really a level-set equation since it is not invariant under nondecreasing changes of functions $u \rightarrow \varphi(u)$, where $\varphi$ is nondecreasing. As noticed by Slepčev [28], the natural level-set equation should be (11); see section 1.2.

Although (3) seems very simple, there are only a few known results. Under suitable assumptions on the initial data and on $c_{0}, c_{1}$, the existence and uniqueness of the solution is known in two particular cases: either for short time (see [3]), or for all time under the additional assumption that $V_{n} \geq 0$, which is, for instance, always satisfied for $c_{1}$ satisfying $c_{1}(x, t) \geq\left|c_{0}(\cdot, t)\right|_{L^{1}\left(\mathbb{R}^{N}\right)}$ (see $[2,12,5]$ for a level-set formulation).

In the general case, the existence for all time of solutions to (3) is not known and, in particular, in the case when the kernel $c_{0}$ has negative values; indeed, in this case, the front propagation problem (3) does not satisfy any monotonicity property (preservation of inclusions), and therefore, even if a level-set-type equation can be derived, viscosity solution theory cannot be readily used. At this point, it is worth pointing out that a key property in the level-set approach is the comparison principle for viscosity solutions which is almost equivalent to this monotonicity property (see, for instance, Giga's monograph [18]). On the other hand, one may try to partly use viscosity solution theory together with some other approximation and/or compactness arguments to prove at least the existence of weak solutions (in a suitable sense). But here also the bad sign of the kernel creates difficulties since one cannot readily use the classical half-relaxed limits techniques to pass to the limit in the approximate problems. Additional arguments are needed to obtain weak solutions.

The aim of this paper is to describe a general approach of these dislocations' dynamics, based on the level-set approach, which allows us to introduce a suitable notion of weak solutions, to prove the existence of these weak solutions for all time, and to analyze the uniqueness (or nonuniqueness) of these solutions.
1.1. Weak solutions of the dislocation equation. We introduce the following definition of weak solutions, which itself uses the definition of $L^{1}$-viscosity solutions, recalled in Appendix A.

Definition 1.1 (classical and weak solutions). For any $T>0$, we say that $a$ function $u \in W^{1, \infty}\left(\mathbb{R}^{N} \times[0, T)\right)$ is a weak solution of (3) on the time interval $[0, T)$ if there is some measurable map $\chi: \mathbb{R}^{N} \times(0, T) \rightarrow[0,1]$ such that $u$ is an $L^{1}$-viscosity solution of

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\bar{c}(x, t)|D u| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{5}\\
u(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where

$$
\begin{equation*}
\bar{c}(x, t)=c_{0}(\cdot, t) \star \chi(\cdot, t)(x)+c_{1}(x, t) \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{1}_{\{u(\cdot, t)>0\}}(x) \leq \chi(x, t) \leq \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x) \tag{7}
\end{equation*}
$$

for almost all $(x, t) \in \mathbb{R}^{N} \times[0, T]$. We say that $u$ is a classical solution of (3) if $u$ is a weak solution to (5) and if

$$
\begin{equation*}
\mathbb{1}_{\{u(\cdot, t)>0\}}(x)=\mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x) \tag{8}
\end{equation*}
$$

for almost all $(x, t) \in \mathbb{R}^{N} \times[0, T]$.
Note that we have $\chi(x, t)=\mathbb{1}_{\{u(\cdot, t)>0\}}(x)=\mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)$ for almost all $(x, t) \in$ $\mathbb{R}^{N} \times[0, T]$ for classical solutions.

To state our first existence result, we use the following assumptions.
(H0) $u_{0} \in W^{1, \infty}\left(\mathbb{R}^{N}\right),-1 \leq u_{0} \leq 1$, and there exists $R_{0}>0$ such that $u_{0}(x) \equiv-1$ for $|x| \geq R_{0}$,
(H1) $c_{0} \in C\left([0, T) ; L^{1}\left(\mathbb{R}^{N}\right)\right), D_{x} c_{0} \in L^{\infty}\left([0, T) ; L^{1}\left(\mathbb{R}^{N}\right)\right), c_{1} \in C\left(\mathbb{R}^{N} \times[0, T)\right)$, and there exist constants $M_{1}, L_{1}$ such that, for any $x, y \in \mathbb{R}^{N}$ and $t \in[0, T]$,

$$
\left|c_{1}(x, t)\right| \leq M_{1} \quad \text { and } \quad\left|c_{1}(x, t)-c_{1}(y, t)\right| \leq L_{1}|x-y|
$$

In what follows, we denote by $M_{0}, L_{0}$ constants such that, for any (or almost every) $t \in[0, T)$, we have

$$
\left|c_{0}(\cdot, t)\right|_{L^{1}\left(\mathbb{R}^{N}\right)} \leq M_{0} \quad \text { and } \quad\left|D_{x} c_{0}(\cdot, t)\right|_{L^{1}\left(\mathbb{R}^{N}\right)} \leq L_{0}
$$

Our first main result is the following.
Theorem 1.2 (existence of weak solutions). Under assumptions (H0)-(H1), for any $T>0$ and for any initial data $u_{0}$, there exists a weak solution of (3) on the time interval $[0, T)$ in the sense of Definition 1.1.

Our second main result states that a weak solution is a classical one if the evolving set is expanding and if the following additional condition is fulfilled
(H2) $c_{1}$ and $c_{0}$ satisfy (H1), and there exist constants $m_{0}, N_{1}$ and a positive function $N_{0} \in L^{1}\left(\mathbb{R}^{N}\right)$ such that, for any $x, h \in \mathbb{R}^{N}, t \in[0, T)$, we have

$$
\begin{gathered}
\left|c_{0}(x, t)\right| \leq m_{0} \\
\left|c_{1}(x+h, t)+c_{1}(x-h, t)-2 c_{1}(x, t)\right| \leq N_{1}|h|^{2} \\
\left|c_{0}(x+h, t)+c_{0}(x-h, t)-2 c_{0}(x, t)\right| \leq N_{0}(x)|h|^{2}
\end{gathered}
$$

Theorem 1.3 (some links between weak solutions and classical continuous viscosity solutions and uniqueness results). Assume (H0)-(H1), and suppose that there is some $\delta \geq 0$ such that, for all measurable maps $\chi: \mathbb{R}^{N} \times(0, T) \rightarrow[0,1]$,

$$
\begin{equation*}
\text { for all }(x, t) \in \mathbb{R}^{N} \times[0, T], \quad c_{0}(\cdot, t) \star \chi(\cdot, t)(x)+c_{1}(x, t) \geq \delta \tag{9}
\end{equation*}
$$

and that the initial data $u_{0}$ satisfies (in the viscosity sense)

$$
\begin{equation*}
-\left|u_{0}\right|-\left|D u_{0}\right| \leq-\eta_{0} \quad \text { in } \mathbb{R}^{N} \tag{10}
\end{equation*}
$$

for some $\eta_{0}>0$. Then any weak solution $u$ of (3) in the sense of Definition 1.1 is a classical continuous viscosity solution of (3). This solution is unique if (H2) holds and
(i) either $\delta>0$,
(ii) or $\delta=0$ and $u_{0}$ is semiconvex, i.e., satisfies for some constant $C>0$

$$
u_{0}(x+h)+u_{0}(x-h)-2 u_{0}(x) \geq-C|h|^{2} \quad \text { for all } x, h \in \mathbb{R}^{N}
$$

Assumption (9) ensures that the velocity $V_{n}$ in (1) is positive for positive $\delta$. Of course, we can state similar results in the case of negative velocity. Assumption (10) means that $u_{0}$ is a viscosity subsolution of $-|v(x)|-|D v(x)|+\eta_{0} \leq 0$. When $u_{0}$ is $C^{1}$, it follows that the gradient of $u_{0}$ does not vanish on the set $\left\{u_{0}=0\right\}$ (see [22] for details). Point (ii) of the theorem is the main result of [2,5]. We also point out that, with adapted proofs, only a bound from below could be required in (H2) on $c_{1}(x+h, t)+c_{1}(x-h, t)-2 c_{1}(x, t)$ and $c_{0}(x+h, t)+c_{0}(x-h, t)-2 c_{0}(x, t)$.

Remark 1.1. In particular Theorem 1.3 implies uniqueness in the case $c_{0} \geq 0$ and $c_{1} \equiv 0$. The general study of nonnegative kernels is provided below (see Theorem 1.5 and Remark 1.3).
1.2. Nonnegative kernel $\boldsymbol{c}_{\mathbf{0}} \geq \mathbf{0}$. In the special case where the kernel $c_{0}$ is nonnegative, an inclusion principle for the dislocation lines, or equivalently a comparison principle for the functions of the level-set formulations, is expected (cf. Cardaliaguet [11] and Slepčev [28]).

Moreover, in the classical level-set approach, all the level-sets of $u$ should have the same type of normal velocity, and Slepčev [28] remarked that a formulation with a nonlocal term of the form $\{u(\cdot, t) \geq u(x, t)\}$ is more appropriate. Therefore it is natural to start studying the following equation (which replaces (3)):

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\left(c_{0}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq u(x, t)\}}(x)+c_{1}(x, t)\right)|D u| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{11}\\
u(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where $\star$ denotes the convolution in space as in (4).
The precise meaning of a viscosity solution of (11) is given in Definition 5.1.
In this context, assumption (H0) can be weakened into the following condition, which allows us to consider unbounded evolving sets:
$\left(\mathrm{H} 0^{\prime}\right) u_{0} \in B U C\left(\mathbb{R}^{N}\right)$.
Our main result for this equation is the following.
THEOREM 1.4 (existence and uniqueness). Assume that $c_{0} \geq 0$ on $\mathbb{R}^{N} \times[0, T]$ and that $\left(\mathrm{H}^{\prime}\right)-(\mathrm{H} 1)$ hold. Then there exists a unique viscosity solution $u$ of (11).

Remark 1.2. The comparison principle for this equation (see Theorem 5.2) is a generalization of [28, Theorem 2.3]: indeed, in [28], everything takes place in a fixed
bounded set, whereas here one has to deal with unbounded sets. See also [15] for related results.

Now we turn to the connections with weak solutions. To do so, if $u$ is the unique continuous solution of (11) given by Theorem 1.4, we introduce the functions $\rho^{+}, \rho^{-}$: $\mathbb{R}^{N} \times[0, T] \rightarrow \mathbb{R}$ defined by

$$
\rho^{+}:=\mathbb{1}_{\{u \geq 0\}} \quad \text { and } \quad \rho^{-}:=\mathbb{1}_{\{u>0\}} .
$$

Our result is the following.
THEOREM 1.5 (maximal and minimal weak solutions). Under the assumptions of Theorem 1.4, the maximal and minimal weak solutions of (3) are the continuous functions $v^{+}, v^{-}$which are the unique $L^{1}$-viscosity solutions of the equations

$$
\left\{\begin{array}{l}
\frac{\partial v^{ \pm}}{\partial t}=c\left[\rho^{ \pm}\right](x, t)\left|D v^{ \pm}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{12}\\
v^{ \pm}(x, 0)=u_{0}(x) \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where

$$
c[\rho](x, t):=c_{0}(\cdot, t) \star \rho(\cdot, t)(x)+c_{1}(x, t) \quad \text { in } \quad \mathbb{R}^{N} \times(0, T) .
$$

The functions $v^{ \pm}$satisfy $\left\{v^{+}(\cdot, t) \geq 0\right\}=\{u(\cdot, t) \geq 0\}$ and $\left\{v^{-}(\cdot, t)>0\right\}=\{u(\cdot, t)>$ $0\}$, where $u$ is the solution of (11).

Moreover, if the set $\{u(\cdot, t)=0\}$ has a zero-Lebesgue measure for almost all $t \in(0, T)$, then problem (3) has a unique weak solution which is also a classical one.

Remark 1.3. 1. Theorem 1.5 shows that, in the case when $c_{0} \geq 0$, Slepčev's approach allows us to identify the maximal and minimal weak solutions as being associated with $\rho^{ \pm}$.
2. Equalities $\left\{v^{-}(\cdot, t) \geq 0\right\}=\{u(\cdot, t) \geq 0\}$ and $\left\{v^{+}(\cdot, t)>0\right\}=\{u(\cdot, t)>0\}$ do not hold in general (see, for instance, Example 3.1 in section 3).
3. If the set $\left\{v^{ \pm}(\cdot, t)=0\right\}$ develops an interior, a dramatic loss of uniqueness for the weak solution of (3) may occur. This is illustrated by Example 3.1 below, where we are able to build infinitely many solutions after the onset of fattening.
4. We have uniqueness for (3) if $\{u(\cdot, t)=0\}$ has a zero-Lebesgue measure for almost all $t \in(0, T)$. This condition is fulfilled when, for instance, $c[\rho] \geq 0$ holds for any indicator function $\rho$ and (10) holds (see also Remark 1.1).
1.3. Organization of the paper. In section 2 , we recall basic results for the classical eikonal equation which are used throughout the paper. In section 3, we prove the existence of weak solutions for (3), namely Theorem 1.2 , and give a counterexample to the uniqueness in general. Let us mention that this first part of the paper, even if it requires rather deep results of viscosity solution theory, is of a general interest for a wide audience and can be read without having an expertise in this theory since one just needs to apply the results which, anyway, are rather natural. In section 4, we prove Theorem 1.3 in the case of expanding dislocations. The arguments we use here are far more involved from a technical point of view: in particular we need some fine estimates of the perimeter of the evolving sets. In section 5, we study the Slepčev formulation in the case of nonnegative kernels and prove Theorems 1.4 and 1.5. In spirit, this section is closely related to the classical level-set approach but is more technical. Finally, for sake of completeness, we recall in Appendix A the definition of $L^{1}$-viscosity solutions and a new stability result proved by Barles in [4].
2. Some basic results for the classical (local) eikonal equation. We want to recall in this section some basic results on the level-set equation

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}=a(x, t)|D v| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{13}\\
v(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where $T>0$ and $a: \mathbb{R}^{N} \times[0, T] \rightarrow \mathbb{R}$ is, at least, a continuous function.
We provide some classical estimates on the solutions to (13) when a satisfies suitable assumptions. Our result is the following.

THEOREM 2.1. If $u_{0}$ satisfies (H0) and a satisfies the assumptions of $c_{1}$ in (H1), then (13) has a unique continuous solution $v$ which is Lipschitz continuous in $\mathbb{R}^{N} \times[0, T]$ and which satisfies
(i) $-1 \leq v \leq 1$ in $\mathbb{R}^{N} \times(0, T), v(x, t) \equiv-1$ for $|x| \geq R_{0}+M_{1} t$,
(ii) $|D v(\cdot, t)|_{\infty} \leq\left|D u_{0}\right|_{\infty} \mathrm{e}^{L_{1} t}$,
(iii) $\left|v_{t}(\cdot, t)\right|_{\infty} \leq M_{1}\left|D u_{0}\right|_{\infty} \mathrm{e}^{L_{1} t}$.

We skip the very classical proof of Theorem 2.1; we just point out that the first point comes from the comparison result for (13) and the "finite speed of propagation property" (see Crandall and Lions [14]), while the second one is a basic gradient estimate (see, for example, Ley [22]), and the last one comes directly from the fact that the equation is satisfied almost everywhere.

The main consequence of this result is that the solution remains in a compact subset of the Banach space $\left(C\left(\mathbb{R}^{N} \times[0, T]\right),|\cdot|_{\infty}\right)$ as long as $u_{0}$ and $a$ satisfy (H0)-(H1) with fixed constants.

Let us introduce the following.
Definition 2.2 (interior ball property). We say that a closed set $K \subset \mathbb{R}^{N}$ has an interior ball property of radius $r>0$ if, for any $x \in K$, there exists $p \in \mathbb{R}^{N} \backslash\{0\}$ such that $B\left(x-r \frac{p}{|p|}, r\right) \subset K$.

We will also use the following result, due to Cannarsa and Frankowska [10], the proof of which is given in Appendix B for the sake of completeness.

Lemma 2.3 (interior ball regularization). Suppose (H0) and that a satisfies the assumptions of $c_{1}$ in (H1)-(H2) and there exists a constant $\delta>0$ such that

$$
c_{1} \geq \delta>0 \quad \text { on } \quad \mathbb{R}^{N} \times[0, T]
$$

Then there exists a constant $\gamma$ (depending in particular on $\delta>0$ and $T$ and on the other constants of the problem) such that for the solution $v$ of $(13)$, the set $\{v(\cdot, t) \geq 0\}$ has an interior ball property of radius $r_{t} \geq \gamma t$ for $t \in(0, T)$.
3. Existence of weak solutions for (3). We aim to solve (3), i.e.,

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\left(c_{0}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)+c_{1}(x, t)\right)|D u| \quad \text { in } \mathbb{R}^{N} \times(0, T) \\
u(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

proving Theorem 1.2, which states the existence of weak solutions as introduced in Definition 1.1.

A key difficulty in solving (3) comes from the fact that, in this kind of level-set equation, one may face the so-called nonempty interior difficulty, i.e., that the 0 -levelset of the solution is "fat," which may mean that it has either a nonempty interior or a nonzero Lebesgue measure. Clearly, in both cases, $\mathbb{1}_{\{u(\cdot, t) \geq 0\}}$ is different from
$\mathbb{1}_{\{u(\cdot, t)>0\}}$, and this leads to rather bad stability properties for $(3)$ and therefore to difficulties in proving the existence of a solution (and even more for the uniqueness). The notion of weak solution (5)-(7) emphasizes this difficulty. On the contrary, if $\bar{c}(x, t) \geq 0$ in $\mathbb{R}^{N} \times[0, T]$, it is known that the "nonempty interior difficulty" cannot happen (see Barles, Soner, and Souganidis [6] and Ley [22]), and we recover a more classical formulation. We discuss this question in the next section as well as some uniqueness issues for our weak solutions. Let us finally note that weak solutions for (3) satisfy the following inequalities.

Proposition 3.1. Let $u$ be a weak solution to (3). Then $u$ also satisfies in the $L^{1}$-sense

$$
\begin{align*}
& \frac{\partial u}{\partial t} \leq\left(c_{0}^{+}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)-c_{0}^{-}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t)>0\}}(x)+c_{1}(x, t)\right)|D u|,  \tag{14}\\
& \frac{\partial u}{\partial t} \geq\left(c_{0}^{+}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t)>0\}}(x)-c_{0}^{-}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)+c_{1}(x, t)\right)|D u| \tag{15}
\end{align*}
$$

in $\mathbb{R}^{N} \times(0, T)$, where $c_{0}^{+}=\max \left(0, c_{0}\right)$ and $c_{0}^{-}=\max \left(0,-c_{0}\right)$.
Proof of Proposition 3.1. Let $\bar{c}$ be associated with $u$ as in (5)-(7). Then we have

$$
\bar{c}(x, t) \geq c_{0}^{+}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t)>0\}}(x)-c_{0}^{-}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x)+c_{1}(x, t)
$$

for every $x \in \mathbb{R}^{N}$ and almost every $t \in(0, T)$. We note that the right-hand side of the inequality is lower semicontinuous. Following Lions and Perthame [23], $u$ then solves (15) in the usual viscosity sense. The proof of (14) can be achieved in a similar way.

Proof of Theorem 1.2. 1. Introduction of a perturbated equation. First we are going to solve the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\left(c_{0}(\cdot, t) \star \psi_{\varepsilon}(u(\cdot, t))(x)+c_{1}(x, t)\right)|D u| \quad \text { in } \mathbb{R}^{N} \times(0, T) \tag{16}
\end{equation*}
$$

where $\psi_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ is a sequence of continuous functions such that $\psi_{\varepsilon}(t) \equiv 0$ for $t \leq-\varepsilon, \psi_{\varepsilon}(t) \equiv 1$ for $t \geq 0$, and $\psi_{\varepsilon}$ is an affine function on $[-\varepsilon, 0]$.

We aim at applying Schauder's fixed point theorem to a suitable map. We note that an alternative proof could be given by using techniques developed by Alibaud in [1].
2. Definition of a map $\mathcal{T}$. We introduce the convex and compact (by Ascoli's theorem) subset

$$
\begin{array}{r}
X=\left\{u \in C\left(\mathbb{R}^{N} \times[0, T]\right): u \equiv-1 \text { in } \mathbb{R}^{N} \backslash B\left(0, R_{0}+M T\right)\right. \\
\left.|D u|,\left|u_{t}\right| / M \leq\left|D u_{0}\right|_{\infty} e^{L T}\right\}
\end{array}
$$

of $\left(C\left(\mathbb{R}^{N} \times[0, T]\right),|\cdot|_{\infty}\right)$, for $M=M_{0}+M_{1}$ and $L=L_{0}+L_{1}$, and the map $\mathcal{T}: X \rightarrow X$ defined as follows: if $u \in C\left(\mathbb{R}^{N} \times[0, T]\right)$, then $\mathcal{T}(u)$ is the unique solution $v$ of (13) for

$$
\begin{aligned}
c_{\varepsilon}(x, t) & =c_{0}(\cdot, t) \star \psi_{\varepsilon}(u(\cdot, t))(x)+c_{1}(x, t) \\
& =\int_{\mathbb{R}^{N}} c_{0}(x-z, t) \psi_{\varepsilon}(u(z, t)) d z+c_{1}(x, t)
\end{aligned}
$$

This definition is justified by the fact that, under assumption (H1) on $c_{1}$ and $c_{0}, c_{\varepsilon}$ satisfies (H1) with fixed constants $M=M_{0}+M_{1}$ and $L=L_{0}+L_{1}$; indeed $M$ is a bound on $\sup _{[0, T]}\left|c_{0}(\cdot, t)\right|_{L^{1}}+M_{1}$, while $L$ is estimated by the following calculation: for all $x, y \in \mathbb{R}^{N}, t \in[0, T]$, and $u \in X$, we have

$$
\begin{align*}
& c_{\varepsilon}(x, t)-c_{\varepsilon}(y, t)  \tag{17}\\
= & \int_{\mathbb{R}^{N}}\left(c_{0}(x-z, t)-c_{0}(y-z, t)\right) \psi_{\varepsilon}(u(z, t)) d z+c_{1}(x, t)-c_{1}(y, t) \\
\leq & \int_{\mathbb{R}^{N}}\left|c_{0}(x-z, t)-c_{0}(y-z, t)\right| d z+\left|c_{1}(x, t)-c_{1}(y, t)\right| \\
\leq & \left(L_{0}+L_{1}\right)|x-y|
\end{align*}
$$

since $0 \leq \psi_{\varepsilon} \leq 1$.
Finally, under assumptions (H0)-(H1), for any $u \in X$, the results of Theorem 2.1 apply to (16), which imply that $\mathcal{T}(u) \in X$. It follows that $\mathcal{T}$ is well defined.
3. Application of Schauder's fixed point theorem to $\mathcal{T}$. The map $\mathcal{T}$ is continuous since $\psi_{\varepsilon}$ is continuous by using the classical stability result for viscosity solutions (see, for instance, (30) in section 4). Therefore $\mathcal{T}$ has a fixed point $u_{\varepsilon}$ which is bounded in $W^{1, \infty}\left(\mathbb{R}^{N} \times[0, T]\right)$ uniformly with respect to $\varepsilon$ (since $M$ and $L$ are independent of $\varepsilon$ ).
4. Convergence of the fixed point when $\varepsilon \rightarrow 0$. From Ascoli's theorem, we extract a subsequence $\left(u_{\varepsilon^{\prime}}\right)_{\varepsilon^{\prime}}$ which converges locally uniformly to a function denoted by $u$ (in fact globally since the $u_{\varepsilon^{\prime}}$ are equal to -1 outside a fixed compact subset).

The functions $\chi_{\varepsilon^{\prime}}:=\psi_{\varepsilon^{\prime}}\left(u_{\varepsilon^{\prime}}\right)$ satisfy $0 \leq \chi_{\varepsilon^{\prime}} \leq 1$. Therefore we can extract a subsequence - still denoted $\left(\chi_{\varepsilon^{\prime}}\right)$ —which converges weakly-* in $L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{N} \times[0, T]\right)$ to some function $\chi: \mathbb{R}^{N} \times(0, T) \rightarrow[0,1]$. Therefore, for all $\varphi \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N} \times[0, T]\right)$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{N}} \varphi \chi_{\varepsilon^{\prime}} d x d t \rightarrow \int_{0}^{T} \int_{\mathbb{R}^{N}} \varphi \chi d x d t \tag{18}
\end{equation*}
$$

From Fatou's lemma, if $\varphi$ is nonnegative, it follows that

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}^{N}} \varphi(x, t) \chi(x, t) d x d t & \leq \int_{0}^{T} \int_{\mathbb{R}^{N}} \varphi(x, t) \limsup _{\varepsilon^{\prime} \rightarrow 0} \chi_{\varepsilon^{\prime}}(x, t) d x d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}^{N}} \varphi(x, t) \limsup _{\varepsilon^{\prime} \rightarrow 0, x^{\prime} \rightarrow x, t^{\prime} \rightarrow t} \chi_{\varepsilon^{\prime}}\left(x^{\prime}, t^{\prime}\right) d x d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}^{N}} \varphi(x, t) \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x) d x d t
\end{aligned}
$$

Since the previous inequalities hold for any nonnegative $\varphi \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N} \times[0, T]\right)$, we obtain that, for almost every $(x, t) \in \mathbb{R}^{N} \times(0, T)$,

$$
\chi(x, t) \leq \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x) .
$$

Similarly we get

$$
\mathbb{1}_{\{u(\cdot, t)>0\}}(x) \leq \chi(x, t) .
$$

Furthermore, setting $c_{\varepsilon^{\prime}}=c_{0} \star \chi_{\varepsilon^{\prime}}+c_{1}$, from (18), we have, for all $(x, t) \in \mathbb{R}^{N} \times[0, T]$,

$$
\begin{aligned}
\int_{0}^{t} c_{\varepsilon^{\prime}}(x, s) d s & =\int_{0}^{t} \int_{\mathbb{R}^{N}} c_{0}(x-y, s) \chi_{\varepsilon^{\prime}}(y, s) d y d s+\int_{0}^{t} c_{1}(x, s) d s \\
& \rightarrow \int_{0}^{t} \bar{c}(x, s) d s
\end{aligned}
$$

where $\bar{c}(x, t)=c_{0}(\cdot, t) \star \chi(\cdot, t)(x)+c_{1}(x, t)$. The above convergence is pointwise, but, noticing that $c_{\varepsilon^{\prime}}$ satisfies (H3) (with $M:=M_{0}+M_{1}$ and $L:=L_{0}+L_{1}$ ) and using Remark A.1, we can apply the stability theorem (Theorem A.3) given in Appendix A. We obtain that $u$ is an $L^{1}$-viscosity solution to (5) with $\bar{c}$ satisfying (6)-(7).

The following example is inspired from [6].
Example 3.1 (counterexample to the uniqueness of weak solutions). Let us consider, in dimension $N=1$, the following equation of type (3),

$$
\left\{\begin{array}{l}
\frac{\partial U}{\partial t}=\left(1 \star \mathbb{1}_{\{U(\cdot, t) \geq 0\}}(x)+c_{1}(t)\right)|D U| \quad \text { in } \mathbb{R} \times(0,2]  \tag{19}\\
U(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}
\end{array}\right.
$$

where we set $c_{0}(x, t):=1, c_{1}(x, t):=c_{1}(t)=2(t-1)(2-t)$, and $u_{0}(x)=1-|x|$. Note that $1 \star \mathbb{1}_{A}=\mathcal{L}^{1}(A)$ for any measurable set $A \subset \mathbb{R}$, where $\mathcal{L}^{1}(A)$ is the Lebesgue measure on $\mathbb{R}$.

We start by solving auxiliary problems for time in $[0,1]$ and $[1,2]$ in order to produce a family of solutions for the original problem in $[0,2]$.

1. Construction of a solution for $0 \leq t \leq 1$. The function $x_{1}(t)=(t-1)^{2}$ is the solution of the ODE

$$
\dot{x}_{1}(t)=c_{1}(t)+2 x_{1}(t) \text { for } 0 \leq t \leq 1, \quad \text { and } x(0)=1
$$

(note that $\dot{x}_{1} \leq 0$ in $[0,1]$ ). Consider

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\dot{x}_{1}(t)\left|\frac{\partial u}{\partial x}\right| \quad \text { in } \mathbb{R} \times(0,1]  \tag{20}\\
u(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}
\end{array}\right.
$$

There exists a unique continuous viscosity solution $u$ of (20). Looking for $u$ under the form $u(x, t)=v(x, \Gamma(t))$ with $\Gamma(0)=0$, we obtain that $v$ satisfies

$$
\frac{\partial v}{\partial t} \dot{\Gamma}(t)=\dot{x}_{1}(t)\left|\frac{\partial v}{\partial x}\right|
$$

Choosing $\Gamma(t)=-x_{1}(t)+1$, we get that $v$ is the solution of

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}=-\left|\frac{\partial v}{\partial x}\right| \quad \text { in } \mathbb{R} \times(0,1] \\
v(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}
\end{array}\right.
$$

By the Oleinik-Lax formula, $v(x, t)=\inf _{|x-y| \leq t} u_{0}(y)$. Since $u_{0}$ is even, we have, for all $(x, t) \in \mathbb{R} \times[0,1]$,

$$
u(x, t)=\inf _{|x-y| \leq \Gamma(t)} u_{0}(y)=u_{0}(|x|+\Gamma(t))=u_{0}\left(|x|-x_{1}(t)+1\right)
$$

Therefore, for $0 \leq t \leq 1$,

$$
\begin{equation*}
\{u(\cdot, t)>0\}=\left(-x_{1}(t), x_{1}(t)\right) \quad \text { and } \quad\{u(\cdot, t) \geq 0\}=\left[-x_{1}(t), x_{1}(t)\right] \tag{21}
\end{equation*}
$$

We will see in step 3 that $u$ is a solution of (19) in $[0,1]$.
2. Construction of solutions for $1 \leq t \leq 2$. Consider now, for any measurable function $0 \leq \gamma(t) \leq 1$, the unique solution $y_{\gamma}$ of the ODE

$$
\begin{equation*}
\dot{y}_{\gamma}(t)=c_{1}(t)+2 \gamma(t) y_{\gamma}(t) \text { for } 1 \leq t \leq 2, \quad \text { and } y_{\gamma}(1)=0 \tag{22}
\end{equation*}
$$

By comparison, we have $0 \leq y_{0}(t) \leq y_{\gamma}(t) \leq y_{1}(t)$ for $1 \leq t \leq 2$, where $y_{0}, y_{1}$ are the solutions of (22) obtained with $\gamma(t) \equiv 0,1$. In particular, it follows that $\dot{y}_{\gamma} \geq 0$ in [1, 2]. Consider

$$
\left\{\begin{array}{l}
\frac{\partial u_{\gamma}}{\partial t}=\dot{y}_{\gamma}(t)\left|\frac{\partial u_{\gamma}}{\partial x}\right| \quad \text { in } \mathbb{R} \times(1,2] \\
u_{\gamma}(\cdot, 1)=u(\cdot, 1) \quad \text { in } \mathbb{R}
\end{array}\right.
$$

where $u$ is the solution of (20). Again, this problem has a unique continuous viscosity solution $u_{\gamma}$, and setting $\Gamma_{\gamma}(t)=y_{\gamma}(t) \geq 0$ for $1 \leq t \leq 2$, we obtain that $v_{\gamma}$ defined by $v_{\gamma}\left(x, \Gamma_{\gamma}(t)\right)=u_{\gamma}(x, t)$ is the unique continuous viscosity solution of

$$
\left\{\begin{array}{l}
\frac{\partial v_{\gamma}}{\partial t}=\left|\frac{\partial v_{\gamma}}{\partial x}\right| \quad \text { in } \mathbb{R} \times\left(0, \Gamma_{\gamma}(2)\right] \\
v_{\gamma}(\cdot, 0)=u(\cdot, 1) \quad \text { in } \mathbb{R}
\end{array}\right.
$$

Therefore, for all $(x, t) \in \mathbb{R} \times[1,2]$, we have

$$
u_{\gamma}(x, t)=\sup _{|x-y| \leq y_{\gamma}(t)} u(y, 1)= \begin{cases}0 & \text { if }|x| \leq y_{\gamma}(t) \\ u\left(|x|-y_{\gamma}(t), 1\right) & \text { otherwise }\end{cases}
$$

(Note that $u(-x, t)=u(x, t)$ since $u_{0}$ is even and, since $u(\cdot, 1) \leq 0$, by the maximum principle, we have $u_{\gamma} \leq 0$ in $\mathbb{R} \times[1,2]$.) It follows that, for all $1 \leq t \leq 2$,

$$
\begin{equation*}
\left\{u_{\gamma}(\cdot, t)>0\right\}=\emptyset \quad \text { and } \quad\left\{u_{\gamma}(\cdot, t) \geq 0\right\}=\left\{u_{\gamma}(\cdot, t)=0\right\}=\left[-y_{\gamma}(t), y_{\gamma}(t)\right] \tag{23}
\end{equation*}
$$

3. There are several weak solutions of (19). Set, for $0 \leq \gamma(t) \leq 1$,

$$
\begin{array}{lll}
c_{\gamma}(t)=c_{1}(t)+2 x_{1}(t), & U_{\gamma}(x, t)=u(x, t) & \text { if }(x, t) \in \mathbb{R} \times[0,1] \\
c_{\gamma}(t)=c_{1}(t)+2 \gamma(t) y_{\gamma}(t), & U_{\gamma}(x, t)=u_{\gamma}(x, t) & \text { if }(x, t) \in \mathbb{R} \times[1,2] .
\end{array}
$$

Then, from steps 1 and $2, U_{\gamma}$ is the unique continuous viscosity solution of

$$
\left\{\begin{array}{l}
\frac{\partial U_{\gamma}}{\partial t}=c_{\gamma}(t)\left|\frac{\partial U_{\gamma}}{\partial x}\right| \quad \text { in } \mathbb{R} \times(0,2]  \tag{24}\\
U_{\gamma}(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}
\end{array}\right.
$$

Taking $\chi_{\gamma}(\cdot, t)=\gamma(t) \mathbb{1}_{\left[-y_{\gamma}(t), y_{\gamma}(t)\right]}$ for $1 \leq t \leq 2$, from (21) and (23), we have

$$
\mathbb{1}_{\left\{U_{\gamma}(\cdot, t)>0\right\}} \leq \chi_{\gamma}(\cdot, t) \leq \mathbb{1}_{\left\{U_{\gamma}(\cdot, t) \geq 0\right\}}
$$



Fig. 1. Fattening phenomenon for the functions $U_{\gamma}$.
(see Figure 1). It follows that all the $U_{\gamma}$ 's, for measurable $0 \leq \gamma(t) \leq 1$, are all weak solutions of (19), so we do not have uniqueness and the set of solutions is quite large.

Let us complete this counterexample by pointing out the following:
(i) As in [6], nonuniqueness comes from the fattening phenomenon for the front which is due to the fact that $c_{\gamma}$ in (24) changes its sign at $t=1$. It is even possible to build an autonomous counterexample up to start with a front with several connected components.
(ii) $c_{0} \geq 0$, and therefore it also complements the results of section 5 ; indeed the unique solution $u$ of (11) has the same 0 -level-set as $U_{1}$ (obtained with $\gamma(t) \equiv 1$ ), and, with the notation of Theorem 1.5, $\rho^{+}=\mathbb{1}_{\left\{U^{1}(\cdot, t) \geq 0\right\}}$ and $\rho^{-}=\mathbb{1}_{\left\{U^{1}(\cdot, t)>0\right\}}$. In particular, for $t \geq 1$,

$$
\left\{v^{+}(\cdot, t) \geq 0\right\}=\left\{U^{1}(\cdot, t) \geq 0\right\}=\left[-y_{1}(t), y_{1}(t)\right]
$$

and

$$
\left\{v^{-}(\cdot, t)>0\right\}=\left\{U^{1}(\cdot, t)>0\right\}=\emptyset
$$

Finally, we note that there are no strong solutions since (8) is obviously never satisfied.
(iii) $c_{0}=1$ does not satisfies (H1), but because of the finite speed of propagation property, it is possible to keep the same solution on a large ball in space and for $t \in(0, T)$ if we replace $c_{0}$ by a function with compact support in space such that
$c_{0}(x, t)=1$ for $|x| \leq R$ with $R$ large enough. In this way, it is possible for $c_{0}$ to satisfy (H1).
4. Uniqueness results for weak solutions of (3). Uniqueness of weak solutions of (3) is false in general, as shown in the counterexample of the previous section for sign changing velocities $c_{1}$. This is in particular related to the "fattening phenomenon." In [2] and [5] the authors proved that there is a unique "classical" viscosity solution for (3) under the assumptions that the initial set $\{u(\cdot, 0) \geq 0\}$ has the "interior sphere property" and that $c_{1}(\cdot, t) \geq\left|c_{0}(\cdot, t)\right|_{L^{1}}$ for any $t \geq 0$-a condition which ensures that the velocity $\bar{c}$ is nonnegative. By "classical" continuous viscosity solutions we mean that $t \rightarrow \mathbb{1}_{\{u(\cdot, t) \geq 0\}}$ is continuous in $L^{1}$, which entails that $(x, t) \mapsto \bar{c}(x, t)$ is continuous, and that (3) holds in the usual viscosity sense.

Here we prove Theorem 1.3. If the condition $c_{1}(\cdot, t) \geq\left|c_{0}(\cdot, t)\right|_{L^{1}}$ is satisfied, then weak solutions are viscosity solutions. We also prove that the weak solution is unique if we suppose, moreover, either that the initial condition has the interior sphere property or that the strict inequality $c_{1}(\cdot, t)>\left|c_{0}(\cdot, t)\right|_{L^{1}}$ holds for any $t \geq 0$.

Proof of Theorem 1.3. 1. Weak solutions are classical continuous viscosity solutions. Let $u$ be a weak solution, and let $\bar{c}$ be associated with $u$ as in Definition 1.1. Then, for any $x \in \mathbb{R}^{N}$ and for almost all $t \in[0, T]$, we have

$$
\begin{aligned}
\bar{c}(x, t) & \geq c_{1}(x, t)+c_{0}^{+}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t)>0\}}(x)-c_{0}^{-}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x) \\
& \geq c_{1}(x, t)-\left|c_{0}^{-}(\cdot, t)\right|_{L^{1}} \\
& \geq \delta \geq 0
\end{aligned}
$$

From [22, Theorem 4.2], there exists a constant $\eta$ which depends on $T$ such that (10) implies

$$
\begin{equation*}
-|u|-|D u| \leq-\eta \quad \text { on } \mathbb{R}^{N} \times(0, T) \tag{25}
\end{equation*}
$$

when we assume, moreover, that $\bar{c}$ is continuous. In our case, where $\bar{c}$ is not assumed continuous in time, (10) follows from the $L^{1}$-stability result, Theorem A.3, where we approximate $\bar{c}$ by a continuous function, and from the usual stability for $L^{1}$-viscosity subsolutions.

Let us note that from the proof of [5, Corollary 2.5] we have in the viscosity sense

$$
\begin{equation*}
-|u(\cdot, t)|-|D u(\cdot, t)| \leq-\eta \quad \text { on } \mathbb{R}^{N} \text { for every } t \in(0, T) \tag{26}
\end{equation*}
$$

Following [5, Corollary 2.5], we get that, for every $t \in(0, T)$, the 0 -level-set of $u(\cdot, t)$ has a zero-Lebesgue measure. Then we deduce that

$$
\chi(x, t)=\mathbb{1}_{\{u(\cdot, t) \geq 0\}}(x) \quad \text { for a.e. } x \in \mathbb{R}^{N} \quad \text { and } \quad \text { for all } t \in(0, T),
$$

which (with (7)) entails that

$$
\bar{c}(x, t)=c_{1}+c_{0} \star \mathbb{1}_{\{u(\cdot, t) \geq 0\}}
$$

for any $(x, t)$. Moreover, $t \mapsto \mathbb{1}_{\{u(\cdot, t) \geq 0\}}$ is also continuous in $L^{1}$, and then $\bar{c}$ is continuous. Therefore $u$ is a classical viscosity solution of (3).
2. Uniqueness when $u_{0}$ is semiconvex (part (ii)). If we assume that (9) and (10) hold and that $u_{0}$ is semiconvex, then weak solutions are viscosity solutions, and we can apply the uniqueness result for viscosity solutions given in [5], namely Theorem 4.2
(which remains true under our assumptions), which requires, in particular, semiconvexity of the velocity; see assumption (H2).
3. A Gronwall-type inequality (part (i)). From now on we assume that $\delta>0$, and we aim to prove that the solution to (3) is unique. Let $u_{1}, u_{2}$ be two solutions. We set

$$
\rho_{i}=\mathbb{1}_{\left\{u_{i}(\cdot, t) \geq 0\right\}} \quad \text { and } \quad \bar{c}_{i}(x, t)=c_{0} \star \rho_{i}+c_{1} \quad \text { for } i=1,2
$$

We want to prove in a first step the following Gronwall-type inequality for any $t$ sufficiently small:

$$
\begin{align*}
& \left|\rho_{1}(\cdot, t)-\rho_{2}(\cdot, t)\right|_{L^{1}} \\
& \leq C\left[\operatorname{per}\left(\left\{u_{1}(\cdot, t) \geq 0\right\}\right)+\operatorname{per}\left(\left\{u_{2}(\cdot, t) \geq 0\right\}\right)\right] \int_{0}^{t}\left|\rho_{1}(\cdot, s)-\rho_{2}(\cdot, s)\right|_{L^{1}} d s \tag{27}
\end{align*}
$$

where $C$ is a constant depending on the constants of the problem, where $\operatorname{per}\left(\left\{u_{i}(\cdot, t) \geq\right.\right.$ $0\}$ ) is the $\mathcal{H}^{N-1}$ measure of the set $\partial\left\{u_{i}(\cdot, t) \geq 0\right\}$ ) (for $i=1,2$ ).

We have

$$
\begin{equation*}
\left|\rho_{1}(\cdot, t)-\rho_{2}(\cdot, t)\right|_{L^{1}} \leq \mathcal{L}^{N}\left(\left\{-\alpha_{t} \leq u_{1}(\cdot, t)<0\right\}\right)+\mathcal{L}^{N}\left(\left\{-\alpha_{t} \leq u_{2}(\cdot, t)<0\right\}\right) \tag{28}
\end{equation*}
$$

where $\mathcal{L}^{N}$ is the Lebesgue measure in $\mathbb{R}^{N}$ and

$$
\begin{equation*}
\alpha_{t}=\sup _{s \in[0, t]}\left|\left(u_{1}-u_{2}\right)(\cdot, s)\right|_{\infty} \quad \text { for any } t \in(0, T) \tag{29}
\end{equation*}
$$

In order to estimate the right-hand side of inequality (28), as in the proof of [5, Theorem 4.2], we need a lower-gradient bound as well as a semiconvexity property for $u_{1}$ and $u_{2}$. We already know from step 1 that $\bar{c}_{i}$ is continuous for $i=1,2$.

Let us start to estimate the right-hand side of (28). From the "stability estimates" on the solutions with respect to variations of the velocity (see [5, Lemma 2.2]), we have

$$
\begin{equation*}
\alpha_{t} \leq\left|D u_{0}\right|_{\infty} e^{L t} \int_{0}^{t}\left|\left(\bar{c}_{1}-\bar{c}_{2}\right)(\cdot, s)\right|_{\infty} d s \tag{30}
\end{equation*}
$$

where $L=L_{0}+L_{1}$. Therefore

$$
\begin{equation*}
\alpha_{t} \leq m_{0}\left|D u_{0}\right|_{\infty} e^{L t} \int_{0}^{t}\left|\left(\rho_{1}-\rho_{2}\right)(\cdot, s)\right|_{L^{1}} d s \tag{31}
\end{equation*}
$$

where the constant $m_{0}$ is given in (H2). In particular, since the $\rho_{i}(\cdot, t)$ are continuous in $L^{1}$ and equal at time $t=0$ for $i=1,2$, we have $\alpha_{t} / t \rightarrow 0$ as $t \rightarrow 0^{+}$.

From now on, we mimic the proof of [5, Proposition 4.5]. Using the lower-gradient bound (25) for $u_{i}(\cdot, t)$ combined with the increase principle (see [5, Lemma 2.3]), we obtain for $\alpha_{t}<\eta / 2$ that

$$
\left\{-\alpha_{t} \leq u_{i}(\cdot, t)<0\right\} \subset\left\{u_{i}(\cdot, t) \geq 0\right\}+\left(2 \alpha_{t} / \eta\right) \bar{B}(0,1)
$$

for $i=1,2$. From the interior ball regularization lemma (Lemma 2.3), the set $\left\{u_{i}(\cdot, t) \geq 0\right\}$ satisfies for $t \in(0, T)$ the interior ball property of radius $r_{t}=\eta t / C_{0}$.

Applying [2, Lemmas 2.5 and 2.6], we obtain for $\sigma_{t}=2 \alpha_{t} / \eta$ that

$$
\begin{aligned}
\mathcal{L}^{N}\left(\left\{-\alpha_{t} \leq u_{i}(\cdot, t)<0\right\}\right) & \leq \mathcal{L}^{N}\left(\left(\left\{u_{i}(\cdot, t) \geq 0\right\}+\sigma_{t} \bar{B}(0,1)\right) \backslash\left\{u_{i}(\cdot, t) \geq 0\right\}\right) \\
& \leq \frac{r_{t}}{N}\left[\left(1+\frac{\sigma_{t}}{r_{t}}\right)^{N}-1\right] \operatorname{per}\left(\left\{u_{i}(\cdot, t) \geq 0\right\}\right) \\
& \leq \frac{2^{N} \alpha_{t}}{\eta} \operatorname{per}\left(\left\{u_{i}(\cdot, t) \geq 0\right\}\right)
\end{aligned}
$$

(using $(1+a)^{N}-1 \leq a N(1+a)^{N-1}$ for $a \geq 0$ ) for $t \in[0, \tau]$, where $0<\tau \leq T$ is defined by

$$
\begin{equation*}
\tau=\sup \left\{t>0: \alpha_{t}<\frac{\eta}{2} \text { and } 2 \frac{C_{0}}{\eta^{2}} \frac{\alpha_{t}}{t} \leq 1\right\} \tag{32}
\end{equation*}
$$

Putting together (31), (28), and the previous inequality proves (27).
4. Uniqueness when $\delta>0$ (part (i)). We now complete the uniqueness proof under the assumption $\delta>0$. For this we first show that $\rho_{1}=\rho_{2}$ in $[0, \tau]$. In order to apply the Gronwall lemma to the $L^{1}$-estimate (27) obtained in step 3 , it is enough to prove that the functions $t \mapsto \operatorname{per}\left(\left\{u_{i}(\cdot, t) \geq 0\right\}\right)$ belong to $L^{1}$. For this, let us set

$$
w_{i}(x)=\inf \left\{t \geq 0: u_{i}(x, t) \geq 0\right\}
$$

Since $u_{i}$ solves the eikonal equation $\left(u_{i}\right)_{t}=\bar{c}_{i}(x, t)\left|D u_{i}\right|$, from classical representation formulae, we have

$$
\begin{aligned}
&\left\{u_{i}(\cdot, t) \geq 0\right\}=\{x: \exists y(\cdot),|\dot{y}(s)| \leq c(y(s), s), 0 \leq s \leq t \\
&\left.u_{0}(y(0)) \geq 0 \text { and } y(t)=x\right\}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& w_{i}(x)=\inf \{t \geq 0: \exists y(\cdot),|\dot{y}(s)| \leq c(y(s), s), 0 \leq s \leq t \\
&\left.u_{0}(y(0)) \geq 0 \text { and } y(t)=x\right\}
\end{aligned}
$$

Applying the dynamic programming principle, since $\bar{c}_{i} \geq \delta>0$, we obtain that $w_{i}$ is Lipschitz continuous and is a viscosity solution of the autonomous equation $\bar{c}_{i}\left(x, w_{i}(x)\right)\left|D w_{i}(x)\right|=1$. Note that $\left\{u_{i}(\cdot, t) \geq 0\right\}=\left\{w_{i} \leq t\right\}$. In particular, by Theorem 2.1(i), $\left\{w_{i} \leq t\right\} \subset B\left(0, R_{0}+\left(M_{0}+M_{1}\right) T\right)$ is bounded for any $t$. From the coarea formula, we have

$$
\begin{aligned}
\int_{0}^{t} \operatorname{per}\left(\left\{u_{i}(\cdot, s) \geq 0\right\}\right) d s & =\int_{0}^{t} \operatorname{per}\left(\left\{w_{i} \leq s\right\}\right) d s \\
& =\int_{\left\{w_{i} \leq t\right\}}\left|D w_{i}(x)\right| d x
\end{aligned}
$$

which is finite since $w_{i}$ is Lipschitz continuous. Therefore we have proved that $t \mapsto \operatorname{per}\left(\left\{u_{i}(\cdot, t) \geq 0\right\}\right)$ belongs to $L^{1}([0, \tau])$, which entails from the Gronwall lemma that $\rho_{1}=\rho_{2}$ in $[0, \tau]$ since $\rho_{1}(\cdot, 0)=\rho_{2}(\cdot, 0)$. Hence $\bar{c}_{1}=\bar{c}_{2}$ and $u_{1}=u_{2}$ in $[0, \tau]$. From the definition of $\alpha_{t}$ and $\tau$ (see (29) and (32)), necessarily $\tau=T$. It completes the proof.
5. Nonnegative kernel $c_{0}$ and Slepčev formulation for the nonlocal term. In this section, we deal with nonnegative kernels $c_{0} \geq 0$. In this monotone framework, inclusion principles for evolving sets and comparison for solutions to the dislocation equation are expected (see Cardaliaguet [11] for related results). We start by studying the right level-set equation using a Slepčev formulation with the convolution term using all the level-sets $\{u(\cdot, t) \geq u(x, t)\}$ instead of only one level-set $\{u(\cdot, t) \geq 0\}$. This choice is motivated by the good stability properties of the Slepčev formulation.

The equation we are concerned with is

$$
\begin{cases}\frac{\partial u}{\partial t}=c^{+}[u](x, t)|D u| & \text { in } \mathbb{R}^{N} \times(0, T)  \tag{33}\\ u(\cdot, 0)=u_{0} & \text { in } \mathbb{R}^{N}\end{cases}
$$

where the nonlocal velocity is

$$
\begin{align*}
c^{+}[u](x, t) & =c_{1}(x, t)+c_{0}(\cdot, t) \star \mathbb{1}_{\{u(\cdot, t) \geq u(x, t)\}}(x) \\
& =c_{1}(x, t)+\int_{\mathbb{R}^{N}} c_{0}(x-z, t) \mathbb{1}_{\{u(\cdot, t) \geq u(x, t)\}}(z) d z \tag{34}
\end{align*}
$$

and the additional velocity $c_{1}$ has no particular sign.
We denote

$$
c^{-}[u](x, t)=c_{1}(x, t)+\int_{\mathbb{R}^{N}} c_{0}(x-z, t) \mathbb{1}_{\{u(\cdot, t)>u(x, t)\}}(z) d z
$$

We recall the notion of viscosity solutions for (33) as it appears in [28].
Definition 5.1 (Slepčev viscosity solutions). An upper semicontinuous function $u: \mathbb{R}^{N} \times[0, T] \rightarrow \mathbb{R}$ is a viscosity subsolution of $(33)$ if, for any $\varphi \in C^{1}\left(\mathbb{R}^{N} \times[0, T]\right)$, for any maximum point $(\bar{x}, \bar{t})$ of $u-\varphi$, if $\bar{t}>0$, then

$$
\frac{\partial \varphi}{\partial t}(\bar{x}, \bar{t}) \leq c^{+}[u](\bar{x}, \bar{t})|D \varphi(\bar{x}, \bar{t})|
$$

and $u(\bar{x}, 0) \leq u_{0}(\bar{x})$ if $\bar{t}=0$.
A lower semicontinuous function $u: \mathbb{R}^{N} \times[0, T] \rightarrow \mathbb{R}$ is a viscosity supersolution of (33) if, for any $\varphi \in C^{1}\left(\mathbb{R}^{N} \times[0, T]\right)$, for any minimum point $(\bar{x}, \bar{t})$ of $u-\varphi$, if $\bar{t}>0$, then

$$
\frac{\partial \varphi}{\partial t}(\bar{x}, \bar{t}) \geq c^{-}[u](\bar{x}, \bar{t})|D \varphi(\bar{x}, \bar{t})|
$$

and $u(\bar{x}, 0) \geq u_{0}(\bar{x})$ if $\bar{t}=0$.
A locally bounded function is a viscosity solution of (33) if its upper semicontinuous envelope is a subsolution and its lower semicontinuous envelope is a supersolution of (33).

Note that for the supersolution, we require the viscosity inequality with $c^{-}$instead of $c^{+}$. It is the definition providing the expected stability results (see [28]).

THEOREM 5.2 (comparison principle). Assume ( $\mathrm{H} 0^{\prime}$ ) and that the kernels $c_{0} \geq$ 0 and $c_{1}$ satisfy (H1). Let $u$ (respectively, $v$ ) be a bounded upper semicontinuous subsolution (respectively, a bounded lower semicontinuous supersolution) of (33). Then $u \leq v$ in $\mathbb{R}^{N} \times[0, T]$.

Remark 5.1. We could deal with second-order terms in (33) (for instance we can add the mean curvature to the velocity (1)). See Forcadel [17] and Srour [29] for related results.

Before giving the proof of Theorem 5.2, let us note the following consequence.
Proof of Theorem 1.4. The uniqueness of a continuous viscosity solution to (33) is an immediate consequence of Theorem 5.2. Then existence is proved by Perron's method using classical arguments (see, for instance, [16, Theorem 1.2]), so we skip the details.

Proof of Theorem 5.2. 1. The test function. Since $u-v$ is a bounded upper semicontinuous function, for any $\varepsilon, \eta, \alpha>0$ and $K=2\left(L_{0}+L_{1}\right) \geq 0$, the supremum

$$
M_{\varepsilon, \eta, \alpha}=\sup _{(x, y, t) \in\left(\mathbb{R}^{N}\right)^{2} \times[0, T]}\left\{u(x, t)-v(y, t)-\mathrm{e}^{K t}\left(\frac{|x-y|^{2}}{\varepsilon^{2}}+\alpha|x|^{2}+\alpha|y|^{2}\right)-\eta t\right\}
$$

is finite and achieved at a point $(\bar{x}, \bar{y}, \bar{t})$. Classical arguments show that

$$
\liminf _{\varepsilon, \eta, \alpha \rightarrow 0} M_{\varepsilon, \eta, \alpha}=\sup _{\mathbb{R}^{N} \times[0, T]}\{u-v\}
$$

and that

$$
\begin{equation*}
\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}}, \alpha|\bar{x}|^{2}, \alpha|\bar{y}|^{2} \leq M_{\infty}, \tag{35}
\end{equation*}
$$

where $M_{\infty}=|u|_{\infty}+|v|_{\infty}$.
2. Viscosity inequalities when $\bar{t}>0$. Writing the viscosity inequalities for the subsolution $u$ and the supersolution $v$, we obtain

$$
\begin{equation*}
K \mathrm{e}^{K \bar{t}}\left(\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}}+\alpha|\bar{x}|^{2}+\alpha|\bar{y}|^{2}\right)+\eta \leq c^{+}[u]\left(\bar{x}, \bar{t}\left|\bar{p}+\bar{q}_{x}\right|-c^{-}[v](\bar{y}, \bar{t})\left|\bar{p}-\bar{q}_{y}\right|,\right. \tag{36}
\end{equation*}
$$

where $\bar{p}=2 e^{K \bar{t}}(\bar{x}-\bar{y}) / \varepsilon^{2}, \bar{q}_{x}=2 e^{K \bar{t}} \alpha \bar{x}$, and $\bar{q}_{y}=2 e^{K \bar{t}} \alpha \bar{y}$. We point out a difficulty in obtaining this inequality: in general, one gets it by doubling the time variable first and then by passing to the limit in the time penalization. This is not straightforward here because of the dependence with respect to time of the nonlocal terms. But the stability arguments of the Slepčev formulation take care of this difficulty.
3. Difference between $\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\}$ and $\{v(\cdot, \bar{t})>v(\bar{y}, \bar{t})\}$. We have

$$
\begin{equation*}
\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\} \subset\{v(\cdot, \bar{t})>v(\bar{y}, \bar{t})\} \cup \mathcal{E}, \tag{37}
\end{equation*}
$$

where $\mathcal{E}=\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\} \cap\{v(\cdot, \bar{t}) \leq v(\bar{y}, \bar{t})\}$. If $x \in \mathcal{E}$, then $u(\bar{x}, \bar{t})-v(\bar{y}, \bar{t}) \leq$ $u(x, \bar{t})-v(x, \bar{t})$. But from the definition of $M_{\varepsilon, \eta, \alpha}$,

$$
\begin{aligned}
& u(x, \bar{t})-v(x, \bar{t})-\mathrm{e}^{K \bar{t}} 2 \alpha|x|^{2}-\eta \bar{t} \\
\leq & u(\bar{x}, \bar{t})-v(\bar{y}, \bar{t})-\mathrm{e}^{K \bar{t}}\left(\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}}+\alpha|\bar{x}|^{2}+\alpha|\bar{y}|^{2}\right)-\eta \bar{t} .
\end{aligned}
$$

It follows that

$$
\mathcal{E} \subset\left\{x \in \mathbb{R}^{N}:|x|^{2} \geq \frac{1}{2}\left(|\bar{x}|^{2}+|\bar{y}|^{2}\right)+\frac{|\bar{x}-\bar{y}|^{2}}{2 \alpha \varepsilon^{2}}\right\} .
$$

4. Upper bound for $c^{+}[u](\bar{x}, \bar{t})$. We have

$$
\begin{align*}
c^{+}[u](\bar{x}, \bar{t})= & \int_{\mathbb{R}^{N}} c_{0}(\bar{x}-z, \bar{t}) \mathbb{1}_{\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\}}(z) d z+c_{1}(\bar{x}, \bar{t})  \tag{38}\\
\leq & \int_{\mathbb{R}^{N}}\left(c_{0}(\bar{x}-z, \bar{t})-c_{0}(\bar{y}-z, \bar{t})\right) \mathbb{1}_{\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\}}(z) d z \\
& +\int_{\mathbb{R}^{N}} c_{0}(\bar{y}-z, \bar{t}) \mathbb{1}_{\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\}}(z) d z+c_{1}(\bar{x}, \bar{t})
\end{align*}
$$

Using that $c_{0} \geq 0$ and (37), we obtain

$$
\int_{\mathbb{R}^{N}} c_{0}(\bar{y}-z, \bar{t}) \mathbb{1}_{\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\}}(z) d z \leq \int_{\{v(\cdot, \bar{t})>v(\bar{y}, \bar{t})\} \cup \mathcal{E}} c_{0}(\bar{y}-z, \bar{t}) d z
$$

From (38), we get

$$
\begin{equation*}
c^{+}[u](\bar{x}, \bar{t}) \leq c^{-}[v](\bar{y}, \bar{t})+\mathcal{I}_{1}+\mathcal{I}_{2}+c_{1}(\bar{x}, \bar{t})-c_{1}(\bar{y}, \bar{t}) \tag{39}
\end{equation*}
$$

where

$$
\mathcal{I}_{1}=\int_{\mathbb{R}^{N}}\left(c_{0}(\bar{x}-z, \bar{t})-c_{0}(\bar{y}-z, \bar{t})\right) \mathbb{1}_{\{u(\cdot, \bar{t}) \geq u(\bar{x}, \bar{t})\}}(z) d z
$$

and

$$
\mathcal{I}_{2}=\int_{\mathcal{E}} c_{0}(\bar{y}-z, \bar{t}) d z
$$

5. Estimate of $\mathcal{I}_{1}$ using (H1). We have

$$
c_{0}(\bar{x}-z, t)-c_{0}(\bar{y}-z, t)=\int_{0}^{1} D_{x} c_{0}((1-\lambda)(\bar{y}-z)+\lambda(\bar{x}-z), \bar{t})(\bar{x}-\bar{y}) d \lambda .
$$

It follows that

$$
\begin{align*}
\left|\mathcal{I}_{1}\right| & \leq \int_{\mathbb{R}^{N}} \int_{0}^{1}\left|D_{x} c_{0}((1-\lambda)(\bar{y}-z)+\lambda(\bar{x}-z), \bar{t})\right||\bar{x}-\bar{y}| d \lambda d z \\
& \leq\left|D_{x} c_{0}(\cdot, \bar{t})\right|_{L^{1}}|\bar{x}-\bar{y}| \\
& \leq L_{0}|\bar{x}-\bar{y}| \tag{40}
\end{align*}
$$

6. Estimate of the right-hand side of inequality (36). Noticing that $|\bar{p}||\bar{x}-\bar{y}|=$ $2 \mathrm{e}^{K \bar{t}}|\bar{x}-\bar{y}|^{2} / \varepsilon^{2}$ and using (40), (39), and (H1), we have

$$
\begin{aligned}
& c^{+}[u](\bar{x}, \bar{t})\left|\bar{p}+\bar{q}_{x}\right|-c^{-}[v](\bar{y}, \bar{t})\left|\bar{p}-\bar{q}_{y}\right| \\
\leq & \left(c^{-}[v](\bar{y}, \bar{t})+\mathcal{I}_{1}+\mathcal{I}_{2}+c_{1}(\bar{x}, \bar{t})-c_{1}(\bar{y}, \bar{t})\right)\left|\bar{p}+\bar{q}_{x}\right|-c^{-}[v](\bar{y}, \bar{t})\left|\bar{p}-\bar{q}_{y}\right| \\
\leq & \left|c^{-}[v](\bar{y}, \bar{t})\right|\left|\bar{q}_{x}+\bar{q}_{y}\right|+\left(L_{0}+L_{1}\right)|\bar{x}-\bar{y}|\left|\bar{p}+\bar{q}_{x}\right|+\mathcal{I}_{2}\left|\bar{p}+\bar{q}_{x}\right| \\
\leq & \left(M_{0}+M_{1}\right)\left(\left|\bar{q}_{x}\right|+\left|\bar{q}_{y}\right|\right)+2 \mathrm{e}^{K \bar{t}}\left(L_{0}+L_{1}\right) \frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}} \\
& +\left(L_{0}+L_{1}\right)|\bar{x}-\bar{y}|\left|\bar{q}_{x}\right|+\mathcal{I}_{2}\left(\left|\bar{q}_{x}\right|+2 \mathrm{e}^{K \bar{t}} \frac{|\bar{x}-\bar{y}|}{\varepsilon^{2}}\right) .
\end{aligned}
$$

Since $\left|\bar{q}_{x}\right|,\left|\bar{q}_{y}\right| \rightarrow 0$ as $\alpha \rightarrow 0$ (see (35)) and $\mathcal{I}_{2}$ is bounded by $\left|c_{0}(\cdot, \bar{t})\right|_{L^{1}} \leq L_{0}$, there exists a modulus $m_{\varepsilon}(\alpha) \rightarrow 0$ as $\alpha \rightarrow 0$ such that (36) becomes

$$
\begin{aligned}
& K \mathrm{e}^{K \bar{t}}\left(\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}}+\alpha|\bar{x}|^{2}+\alpha|\bar{y}|^{2}\right)+\eta \\
\leq & m_{\varepsilon}(\alpha)+2\left(L_{0}+L_{1}\right) \mathrm{e}^{K \bar{t}} \frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}}+2 \mathcal{I}_{2} \mathrm{e}^{K \bar{t}} \frac{|\bar{x}-\bar{y}|}{\varepsilon^{2}} .
\end{aligned}
$$

Recalling that we chose $K \geq 2\left(L_{0}+L_{1}\right)$, we finally obtain

$$
\begin{equation*}
0<\eta \leq m_{\varepsilon}(\alpha)+2 \mathcal{I}_{2} \mathrm{e}^{K \bar{t}} \frac{|\bar{x}-\bar{y}|}{\varepsilon^{2}} . \tag{41}
\end{equation*}
$$

7. Limit when $\alpha \rightarrow 0$. First, suppose that

$$
\begin{equation*}
\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}} \rightarrow 0 \quad \text { as } \alpha \rightarrow 0 \tag{42}
\end{equation*}
$$

It follows that $|\bar{x}-\bar{y}| \rightarrow 0$ as $\alpha \rightarrow 0$. Passing to the limit in (41), we obtain a contradiction. Therefore, (42) cannot hold, and, up to extracting a subsequence, there exists $\delta>0$ such that

$$
\begin{equation*}
\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}} \geq \delta>0 \quad \text { for } \alpha>0 \text { small enough. } \tag{43}
\end{equation*}
$$

From (41) and (35), we get

$$
\begin{equation*}
\eta \leq \limsup _{\alpha \rightarrow 0} 2 \mathcal{I}_{2} \mathrm{e}^{K \bar{t}} \frac{|\bar{x}-\bar{y}|}{\varepsilon^{2}} \leq \frac{2 \mathrm{e}^{K \bar{t}} M_{\infty}^{1 / 2}}{\varepsilon} \limsup _{\alpha \rightarrow 0} \mathcal{I}_{2} . \tag{44}
\end{equation*}
$$

To obtain a contradiction, it suffices to show that $\lim \sup _{\alpha \rightarrow 0} \mathcal{I}_{2}=0$.
8. Convergence of $\mathcal{I}_{2}$ to 0 when $\alpha \rightarrow 0$. By a change of variable, we have

$$
\mathcal{I}_{2}=\int_{\mathcal{E}} c_{0}(\bar{y}-z, \bar{t}) d z \leq \int_{\overline{\mathcal{E}}} c_{0}(z, \bar{t}) d z,
$$

where

$$
\overline{\mathcal{E}}=\left\{x \in \mathbb{R}^{N}:|x-\bar{y}|^{2} \geq \frac{1}{2}\left(|\bar{x}|^{2}+|\bar{y}|^{2}\right)+\frac{|\bar{x}-\bar{y}|^{2}}{2 \alpha \varepsilon^{2}}\right\} .
$$

Since $\left|c_{0}(\cdot, \bar{t})\right|_{L^{1}} \leq L_{0}$, to prove that $\mathcal{I}_{2} \rightarrow 0$, it suffices to show that $\overline{\mathcal{E}} \subset \mathbb{R}^{N} \backslash B\left(0, R_{\alpha}\right)$ with $R_{\alpha} \rightarrow+\infty$. From (43), if $x \in \overline{\mathcal{E}}$, then

$$
\begin{aligned}
|x|^{2} & \geq-2|x||\bar{y}|+\frac{1}{2}|\bar{x}|^{2}-\frac{1}{2}|\bar{y}|^{2}+\frac{\delta}{2 \alpha} \\
& \geq-2|x||\bar{y}|-|\bar{y}||\bar{x}-\bar{y}|+\frac{\delta}{2 \alpha} \\
& \geq \frac{1}{2 \alpha}\left(\delta-2\left(C^{2}+2 C|x|\right) \sqrt{\alpha}\right),
\end{aligned}
$$

since by (35), there exists $C>0$ such that $|\bar{x}|,|\bar{y}| \leq C / \sqrt{\alpha}$ and $|\bar{x}-\bar{y}| \leq C$. It follows that

$$
|x| \geq \frac{1}{\sqrt{\alpha}}\left(-C+\sqrt{C^{2}+\delta / 2-C^{2} \sqrt{\alpha}}\right):=R_{\alpha} \underset{\alpha \rightarrow 0}{\longrightarrow}+\infty .
$$

9. End of the proof. Finally, for every $\varepsilon$, if $\alpha=\alpha_{\varepsilon}$ is small enough, the supremum $M_{\varepsilon, \eta, \alpha}$ is necessarily achieved for $\bar{t}=0$. It follows that

$$
M_{\varepsilon, \eta, \alpha} \leq u(\bar{x}, 0)-v(\bar{y}, 0)-\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}} \leq u_{0}(\bar{x}, 0)-u_{0}(\bar{y}, 0)-\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}}
$$

Since $u_{0}$ is uniformly continuous, for all $\rho>0$, there exists $C_{\rho}>0$ such that

$$
M_{\varepsilon, \eta, \alpha} \leq \rho+C_{\rho}|\bar{x}-\bar{y}|-\frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}} \leq \rho+\frac{C_{\rho}^{2} \varepsilon^{2}}{4}
$$

Passing to the limits $\varepsilon \rightarrow 0$ and then $\rho, \alpha, \eta \rightarrow 0$, we obtain that $\sup \{u-v\} \leq$ 0 . $\quad$ I

Now we turn to the connections with discontinuous solutions and weak solutions, which are closely connected. To do so, if $u$ is the unique continuous solution of (33) given by Theorem 1.4, we recall that we use the notation

$$
\rho^{+}:=\mathbb{1}_{\{u \geq 0\}}, \quad \rho^{-}:=\mathbb{1}_{\{u>0\}}, \quad \text { and } \quad c[\rho](x, t)=c_{0}(\cdot, t) \star \rho(\cdot, t)(x)+c_{1}(x, t)
$$

Proof of Theorem 1.5. 1. Claim: Under the assumptions of Theorem 1.5, the functions $\rho^{+}$and $\rho^{-}$are $L^{1}$-viscosity solutions of the equation

$$
\begin{cases}\rho_{t}=c[\rho]|D \rho| & \text { in } \mathbb{R}^{N} \times[0, T)  \tag{45}\\ \rho(x, 0)=\mathbb{1}_{\left\{u_{0} \geq 0\right\}} & \text { in } \mathbb{R}^{N}\end{cases}
$$

We consider two sequences of smooth nondecreasing functions $\left(\psi_{\alpha}\right)_{\alpha},\left(\psi^{\alpha}\right)_{\alpha}$, taking values in $[0,1]$, such that, for any $s \in \mathbb{R}$,

$$
\psi_{\alpha}(s) \leq \mathbb{1}_{\{x>0\}}(s) \leq \mathbb{1}_{\{x \geq 0\}}(s) \leq \psi^{\alpha}(s)
$$

and such that, as $\alpha \rightarrow 0, \psi_{\alpha} \uparrow \mathbb{1}_{\{x>0\}}, \psi^{\alpha} \downarrow \mathbb{1}_{\{x \geq 0\}}$.
We first remark that $u$ satisfies, in the sense of Definition 5.1,

$$
\begin{array}{ll}
u_{t} \leq c\left[\psi^{\alpha}(u(\cdot, t)-u(x, t))\right]|D u| & \text { in } \mathbb{R}^{N} \times(0, T), \\
u_{t} \geq c\left[\psi_{\alpha}(u(\cdot, t)-u(x, t))\right]|D u| & \text { in } \mathbb{R}^{N} \times(0, T)
\end{array}
$$

since $u$ is a continuous solution of $(33), c^{+}[u](x, t) \leq c\left[\psi^{\alpha}(u(\cdot, t)-u(x, t))\right]$, and $c^{-}[u](x, t) \geq c\left[\psi_{\alpha}(u(\cdot, t)-u(x, t))\right]$. The point for doing that is that the functions $c\left[\psi^{\alpha}(u(\cdot, t)-u(x, t))\right], c\left[\psi_{\alpha}(u(\cdot, t)-u(x, t))\right]$ are now continuous in $x$ and $t$.

Then we show that $\rho^{+}, \rho^{-}$satisfy the same inequalities, the functions $c\left[\psi^{\alpha}(u(\cdot, t)-\right.$ $u(x, t))], c\left[\psi_{\alpha}(u(\cdot, t)-u(x, t))\right]$ being considered as fixed functions (in other words, we forget that they depend on $u$ ). In fact, we just provide the proof in detail for $\rho^{+}$, the one for $\rho^{-}$being analogous. Following the proof of [6], we set

$$
u_{\varepsilon}(x, t):=\frac{1}{2}\left(1+\tanh \left(\varepsilon^{-1}\left(u(x, t)+\varepsilon^{1 / 2}\right)\right)\right)
$$

Noticing that $u_{\varepsilon}=\phi_{\varepsilon}(u)$ for an increasing function $\phi_{\varepsilon}$, we have that the function $u_{\varepsilon}$ still satisfies the two above inequalities. It is easy to see that

$$
\rho^{+}=\lim \sup ^{*} u_{\varepsilon} \quad \text { and } \quad\left(\rho^{+}\right)_{*}=\liminf _{*} u_{\varepsilon}
$$

and the half-relaxed limits method indeed shows that

$$
\begin{gathered}
\left(\rho^{+}\right)_{t}^{*} \leq c\left[\psi^{\alpha}(u(\cdot, t)-u(x, t))\right]\left|D\left(\rho^{+}\right)^{*}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T), \\
\left(\left(\rho^{+}\right)_{*}\right)_{t} \geq c\left[\psi_{\alpha}(u(\cdot, t)-u(x, t))\right]\left|D\left(\rho^{+}\right)_{*}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T)
\end{gathered}
$$

The next step consists of remarking that the viscosity sub- and supersolution inequalities for $\rho^{+}$are obviously satisfied in the complementary of $\partial\{u \geq 0\}$ since $\rho^{+}$ is locally constant there, and therefore it is a classical solution of the problem. The only nontrivial viscosity sub- and supersolution inequalities we have to check are at points $(x, t) \in \partial\{u \geq 0\}$, i.e., such that $u(x, t)=0$ since $u$ is continuous. For such points, as $\alpha \rightarrow 0$,

$$
c\left[\psi^{\alpha}(u(\cdot, t)-u(x, t))\right] \rightarrow c\left[\rho^{+}\right](x, t)=c\left[\left(\rho^{+}\right)^{*}\right](x, t)
$$

since $\rho^{+}$is upper semicontinuous, and

$$
c\left[\psi_{\alpha}(u(\cdot, t)-u(x, t))\right] \rightarrow c\left[\rho^{-}\right](x, t)
$$

The stability result for equations with an $L^{1}$-dependence in time yields the inequalities

$$
\begin{align*}
\left(\rho^{+}\right)_{t}^{*} \leq c\left[\left(\rho^{+}\right)^{*}\right]\left|D\left(\rho^{+}\right)^{*}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T), \\
\left(\left(\rho^{+}\right)_{*}\right)_{t} \geq c\left[\rho^{-}\right]\left|D\left(\rho^{+}\right)_{*}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T) . \tag{46}
\end{align*}
$$

The second inequality is weaker than the one we claim: to obtain $c\left[\left(\rho^{+}\right)_{*}\right]$ instead of $c\left[\rho^{-}\right]$, we have to play with the different level-sets of $u$ : for $\beta>0$ small, we set $\rho_{\beta}^{+}=\mathbb{1}_{\{u \geq-\beta\}}$. Since $u$ is a solution of (33) and $\psi_{\alpha, \beta}:=\psi_{\alpha}(\cdot+\beta)$ is nondecreasing, then $\psi_{\alpha, \beta}(u)$ is a (continuous) supersolution of

$$
\left(\psi_{\alpha, \beta}(u)\right)_{t} \geq c^{-}\left[\psi_{\alpha, \beta}(u)\right]\left|D \psi_{\alpha, \beta}(u)\right| \quad \text { in } \mathbb{R}^{N} \times(0, T)
$$

By stability we get, as $\alpha \rightarrow 0$,

$$
\left(\left(\rho_{\beta}^{+}\right)_{*}\right)_{t} \geq c^{-}\left[\left(\rho_{\beta}^{+}\right)_{*}\right]\left|D\left(\rho_{\beta}^{+}\right)_{*}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T)
$$

But, for $(x, t) \in \partial\{u \geq-\beta\}$,

$$
\begin{equation*}
c^{-}\left[\left(\rho_{\beta}^{+}\right)_{*}\right](x, t)=c\left[\mathbb{1}_{\left\{\left(\rho_{\beta}^{+}\right)_{*}(\cdot, t)>0\right\}}\right](x, t)=c\left[\left(\rho_{\beta}^{+}\right)_{*}\right](x, t) \geq c\left[\rho^{+}\right](x, t) \tag{47}
\end{equation*}
$$

It follows that $\left(\rho_{\beta}^{+}\right)_{*}$ is a supersolution of the eikonal equation with $c\left[\rho^{+}\right](x, t)$ (as before, the only nontrivial inequalities we have to check are on $\partial\{u \geq-\beta\}$, and they are true because of (47)). Letting $\beta$ tend to 0 and using that $\left(\rho^{+}\right)_{*}=\liminf _{*}\left(\rho_{\beta}^{+}\right)_{*}$, we obtain the expected inequality (even something better since (46) holds actually with $\left.c\left[\rho^{+}\right](x, t)\right)$. In particular, we get that $\rho^{+}$is a solution of

$$
\begin{cases}\rho_{t}=c\left[\rho^{+}\right]|D \rho| & \text { in } \mathbb{R}^{N} \times[0, T)  \tag{48}\\ \rho(x, 0)=\mathbb{1}_{\left\{u_{0} \geq 0\right\}} & \text { in } \mathbb{R}^{N}\end{cases}
$$

The proof of the claim is complete.
2. The functions $v^{ \pm}$are weak solutions of (3). Let us start with the "+" case. We first remark that the existence and uniqueness of $v^{+}$follows from the standard theory for equations with an $L^{1}$-dependence in time (see Appendix A).

To prove that $v^{+}$is a weak solution of (3), it remains to prove that (7) holds. It is sufficient to show that

$$
\begin{equation*}
\left\{v^{+}(\cdot, t)>0\right\} \subset\{u(\cdot, t) \geq 0\} \subset\left\{v^{+}(\cdot, t) \geq 0\right\} \tag{49}
\end{equation*}
$$

We use again the functions $\psi_{\alpha}, \psi^{\alpha}$ introduced above. We remark that

$$
\psi_{\alpha}\left(u_{0}\right) \leq \rho^{+}(x, 0) \leq \psi^{\alpha}\left(u_{0}\right) \quad \text { in } \mathbb{R}^{N} .
$$

Moreover, $v^{+}$and $\rho^{+}$are solutions of the same equation, namely (48) with $c\left[\rho^{+}\right]$, which is considered as a fixed function, and so are $\psi_{\alpha}\left(v^{+}\right)$and $\psi^{\alpha}\left(v^{+}\right)$because the equation is geometric. Therefore, a standard comparison result implies

$$
\psi_{\alpha}\left(v^{+}\right) \leq\left(\rho^{+}\right)_{*} \leq \rho^{+}=\left(\rho^{+}\right)^{*} \leq \psi^{\alpha}\left(v^{+}\right) \quad \text { in } \mathbb{R}^{N} \times[0, T)
$$

Letting $\alpha$ tend to 0 , these inequalities imply (49).
We can prove the symmetric result for $v^{-}$, the only difference being that inclusion (49) has to be replaced by

$$
\begin{equation*}
\left\{v^{-}(\cdot, t)>0\right\} \subset\{u(\cdot, t)>0\} \subset\left\{v^{-}(\cdot, t) \geq 0\right\} \tag{50}
\end{equation*}
$$

3. Claim: If $v$ is a weak solution of (3), then $\mathbb{1}_{\{v(\cdot, t) \geq 0\}}$ is an $L^{1}$-subsolution of (45). From Proposition 3.1 and since $c_{0} \geq 0, v$ satisfies in the $L^{1}$-sense

$$
\begin{equation*}
v_{t} \leq c\left[\mathbb{1}_{\{v(\cdot, t) \geq 0\}}\right]|D v| \quad \text { in } \mathbb{R}^{N} \times[0, T) \tag{51}
\end{equation*}
$$

By similar arguments as we used above, the function $\mathbb{1}_{\{v(\cdot, t) \geq 0\}}$ satisfies the same inequality which gives the result.
4. The function $\rho^{+}$is the maximal $L^{1}$-subsolution of (45). Let $w$ be an $L^{1}$-(upper semicontinuous) subsolution of (45). First we have $w \leq 1$ in $\mathbb{R}^{N} \times[0, T)$ by comparison with the constant supersolution 1 for the equation with $c[w]$ fixed. By considering $\max (w, 0)$ we may assume that $0 \leq w \leq 1$ in $\mathbb{R}^{N} \times[0, T)$. By similar arguments as we already used in step 1 , we can show that $\mathbb{1}_{\{w(\cdot, t)>0\}}$ is also an $L^{1}$-subsolution of (45); thus we can assume that $w$ is a characteristic function.

Then we remark that $w$ is also a subsolution of (33): indeed, again, the only nontrivial viscosity inequalities are on the boundary of the set $\{w=1\}$, and if $(x, t)$ is such a point, we have $w(x, t)=1$ because $w$ is upper semicontinuous and $w=$ $\mathbb{1}_{\{w(\cdot, t) \geq w(x, t)\}}$. Since $u$ is a solution of the geometric equation $(33), \psi^{\alpha}(u)$ is still a solution which satisfies $\psi^{\alpha}(u)(x, 0) \geq \mathbb{1}_{\left\{u_{0} \geq 0\right\}} \geq w(x, 0)$ in $\mathbb{R}^{N}$. By Theorem 5.2 we obtain

$$
w \leq \psi^{\alpha}(u) \quad \text { in } \mathbb{R}^{N} \times[0, T)
$$

Letting $\alpha$ tend to 0 provides $w \leq \rho^{+}$, which proves that $\rho^{+}$is the maximal subsolution of (45).
5. The function $v^{+}$is the maximal weak solution of (3). Let $v$ be a weak solution of (3). From steps 3 and 4 , we get $\mathbb{1}_{\{v(\cdot, t) \geq 0\}} \leq \rho^{+}(\cdot, t)$ in $\mathbb{R}^{N} \times[0, T)$, and (51) implies

$$
v_{t} \leq c\left[\rho^{+}\right]|D v| \quad \text { in } \mathbb{R}^{N} \times[0, T)
$$

Therefore $v$ is a subsolution of (12), and by a standard comparison result, this leads to $v \leq v^{+}$in $\mathbb{R}^{N} \times[0, T)$, which proves the result.
6. We have $\left\{v^{+}(\cdot, t) \geq 0\right\}=\{u(\cdot, t) \geq 0\}$ and $\left\{v^{-}(\cdot, t)>0\right\}=\{u(\cdot, t)>0\}$. From step 5, we get $\mathbb{1}_{\left\{v^{+}(\cdot, t) \geq 0\right\}} \leq \rho^{+}(\cdot, t)=\mathbb{1}_{\{u(\cdot, t) \geq 0\}}$. The conclusion follows for $v^{+}$using (49). The inclusion for $v^{-}$uses symmetric arguments.
7. Uniqueness when $\{u(\cdot, t)=0\}$ has Lebesgue measure 0 . If $\mathcal{L}^{N}(\{u(\cdot, t)=0\})=0$, then $c\left[\rho^{+}\right]=c\left[\rho^{-}\right]$. Hence $v^{+}=v^{-}$is the unique weak solution of $(3)$, and it is obviously a classical one.

Appendix A. A stability result for eikonal equations with $L^{1}$-dependence in time. The aim of this appendix is to provide a self-contained presentation of a stability result for viscosity solutions of eikonal equations with $L^{1}$-dependences in time which handles the case of weak convergence of the equations instead of the classical strong $L^{1}$-convergence. This stability result is a particular case of a general stability result proved by Barles in [4].

For $T>0$, we are interested in solutions of the following equation:

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}=\bar{c}(x, t)|D v| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{52}\\
v(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where the velocity $\bar{c}: \mathbb{R}^{N} \times(0, T) \rightarrow \mathbb{R}$ is defined for almost every $t \in(0, T)$. We also assume that $\bar{c}$ satisfies the following.
(H3) The function $\bar{c}$ is continuous with respect to $x \in \mathbb{R}^{N}$ and measurable in $t$. For all $x, y \in \mathbb{R}^{N}$ and almost all $t \in[0, T]$,

$$
|\bar{c}(x, t)| \leq M \quad \text { and } \quad|\bar{c}(x, t)-\bar{c}(y, t)| \leq L|x-y|
$$

Let us underline that we do not assume any continuity in time of $\bar{c}$. We recall the following (under assumption (H0)).

DEFINITION A. 1 ( $L^{1}$-viscosity solutions). An upper semicontinuous (respectively, lower semicontinuous) function $v$ on $\mathbb{R}^{N} \times[0, T]$ is an $L^{1}$-viscosity subsolution (respectively, supersolution) of (52) if

$$
v(0, \cdot) \leq u_{0} \quad\left(\text { respectively }, \quad v(0, \cdot) \geq u_{0}\right)
$$

and if for every $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N} \times[0, T], b \in L^{1}(0, T), \varphi \in C^{\infty}\left(\mathbb{R}^{N} \times(0, T)\right)$, and continuous function $G: \mathbb{R}^{N} \times(0, T) \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that
(i) the function

$$
(x, t) \longmapsto v(x, t)-\int_{0}^{t} b(s) d s-\varphi(x, t)
$$

has a local maximum (respectively, minimum) at $\left(x_{0}, t_{0}\right)$ over $\mathbb{R}^{N} \times(0, T)$ and such that
(ii) for almost every $t \in(0, T)$ in some neighborhood of $t_{0}$ and for every $(x, p)$ in some neighborhood of $\left(x_{0}, p_{0}\right)$ with $p_{0}=\nabla \varphi\left(x_{0}, t_{0}\right)$, we have

$$
\bar{c}(x, t)|p|-b(t) \leq G(x, t, p) \quad(\text { respectively }, \quad \bar{c}(x, t)|p|-b(t) \geq G(x, t, p))
$$

then

$$
\frac{\partial \varphi}{\partial t}\left(x_{0}, t_{0}\right) \leq G\left(x_{0}, t_{0}, p_{0}\right) \quad\left(\text { respectively }, \quad \frac{\partial \varphi}{\partial t}\left(x_{0}, t_{0}\right) \geq G\left(x_{0}, t_{0}, p_{0}\right)\right)
$$

Finally, we say that a locally bounded function $v$ defined on $\mathbb{R}^{N} \times[0, T]$ is an $L^{1}$ viscosity solution of (52) if its upper semicontinuous (respectively, lower semicontinuous) envelope is an $L^{1}$-viscosity subsolution (respectively, supersolution).

Let us recall that viscosity solutions in the $L^{1}$-sense were introduced in Ishii's paper [20]. We refer the reader to Nunziante [25, 26] and Bourgoing [7, 8] for a complete presentation of the theory.

Then we have the following result.
Theorem A. 2 (existence and uniqueness). For any $T>0$, under assumptions (H0) and (H3), there exists a unique $L^{1}$-viscosity solution to (52).

Finally, let us consider the solutions $v^{\varepsilon}$ to the following equation:

$$
\left\{\begin{array}{l}
\frac{\partial v^{\varepsilon}}{\partial t}=\bar{c}^{\varepsilon}(x, t)\left|D v^{\varepsilon}\right| \quad \text { in } \mathbb{R}^{N} \times(0, T)  \tag{53}\\
v^{\varepsilon}(\cdot, 0)=u_{0} \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

Then we have the following.
Theorem A. 3 ( $L^{1}$-stability [4]). Under assumption (H0), let us assume that the velocity $\bar{c}^{\varepsilon}$ satisfies (H3) (with some constants $M, L$ independent of $\varepsilon$ ). Let us consider the $L^{1}$-viscosity solution $v^{\varepsilon}$ to (53). Assume that $v^{\varepsilon}$ converges locally uniformly to a function $v$ and, for all $x \in \mathbb{R}^{N}$,

$$
\begin{equation*}
\int_{0}^{t} \bar{c}^{\varepsilon}(x, s) d s \rightarrow \int_{0}^{t} \bar{c}(x, s) d s \quad \text { locally uniformly in }(0, T) \tag{54}
\end{equation*}
$$

Then $v$ is a $L^{1}$-viscosity solution of (52).
Remark A.1. Theorem A. 3 is stated as in [4], but note that, under (H3), assumption (54) is automatically satisfied as soon as the convergence is merely pointwise. Indeed, since

$$
\left|\int_{0}^{t} \bar{c}^{\varepsilon}(x, s) d s\right| \leq M T \text { and }\left|\int_{0}^{t} \bar{c}^{\varepsilon}(x, s) d s-\int_{0}^{t^{\prime}} \bar{c}^{\varepsilon}(x, s) d s\right| \leq M\left|t-t^{\prime}\right|
$$

from Ascoli's theorem, the convergence is uniform.
Appendix B. Interior ball regularization (proof of Lemma 2.3). The proof of this result can be adapted from those of Cannarsa and Frankowska [10] or [2] (see also [9] for related perimeter estimates for general equations). For the sake of completeness, we give a proof close to the one of [10] (this latter holds for much more general, but time-independent, dynamics). The unique (and small) contribution of this part amounts to explaining how this proof can be simplified in the particular case of dynamics of the form (55) and to point out that the time dependence is not an issue for the results of [10] to hold.

We first prove that the reachable set for controlled dynamics of the form

$$
\begin{equation*}
\dot{x}(t)=c(x(t), t) u(t), \quad u \in L^{\infty}([0, T], \bar{B}(0,1)) \tag{55}
\end{equation*}
$$

enjoys the interior ball property for positive time. We assume that $c:[0, T] \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfies, for any $x, y \in \mathbb{R}^{N}$ and $t \in[0, T]$,

$$
\begin{array}{ll}
\text { (i) } & c \text { is Borel measurable, } \\
& \text { differentiable with respect to the space variable for a.e. time, } \\
\text { (ii) } & |c(x, t)-c(y, t)| \leq L_{1}|x-y| \\
\text { (iii) } & \left|D_{x} c(x, t)-D_{x} c(y, t)\right| \leq N_{1}|x-y| \\
\text { (iv) } & M_{1} \geq c(x, t) \geq \delta>0
\end{array}
$$

where $L_{1}, N_{1} \geq 0$ and $M_{1}, \delta>0$ are given constants. Let $K_{0} \subset \mathbb{R}^{N}$ be the initial set. We define the reachable set $\mathcal{R}(t)$ from $K_{0}$ for (55) at time $t$ by

$$
\mathcal{R}(t)=\left\{x(t), x(\cdot) \text { solution to (55) with } x(0) \in K_{0}\right\}
$$

It is known that $\mathcal{R}(t)$ is a closed subset of $\mathbb{R}^{N}$. Let $y_{0}$ be an extremal solution on the time interval $[0, T]$, i.e., a solution of (55) such that

$$
y_{0}(0) \in K_{0} \quad \text { and } \quad y_{0}(T) \in \partial \mathcal{R}(T) .
$$

From the Pontryagin maximum principle for extremal trajectories (see, for instance, $[13])$, there is some adjoint function $p_{0}:[0, T] \rightarrow \mathbb{R}^{N} \backslash\{0\}$ such that $\left(y_{0}, p_{0}\right)$ is a solution to

$$
\left\{\begin{array}{l}
\dot{y}_{0}(t)=c\left(y_{0}(t), t\right) \frac{p_{0}(t)}{\left|p_{0}(t)\right|} \\
-\dot{p}_{0}(t)=D_{x} c\left(y_{0}(t), t\right)\left|p_{0}(t)\right|
\end{array}\right.
$$

Since the system is positively homogeneous with respect to $p$, we can assume, without loss of generality, that $\left|p_{0}(T)\right|=1$, and we set $\theta_{0}:=p_{0}(T)$.

Let $P$ be the matrix-valued solution to

$$
\left\{\begin{array}{l}
\dot{P}(t)=\frac{p_{0}(t)}{\left|p_{0}(t)\right|}\left[D_{x} c\left(y_{0}(t), t\right)\right]^{*} P(t) \\
P(T)=I d
\end{array}\right.
$$

A straightforward computation shows that $P^{*}(t) p_{0}(t)=\theta_{0}$ for any $t \in[0, T]$.
Let us fix some parameter $\gamma>0$ to be chosen later, $\theta \in B(0,1)$ and let us set, for all $t \in[0, T]$,

$$
y_{\theta}(t)=y_{0}(t)-\gamma t P(t)\left(\theta_{0}-\theta\right)
$$

Our aim is to show that $y_{\theta}$ is a solution to (55). Indeed we have

$$
\begin{aligned}
\left|\dot{y}_{\theta}\right|^{2}= & \left|c\left(y_{0}, t\right) \frac{p_{0}}{\left|p_{0}\right|}-\gamma P\left(\theta_{0}-\theta\right)-\gamma t \frac{p_{0}}{\left|p_{0}\right|} D_{x} c^{*} P\left(\theta_{0}-\theta\right)\right|^{2} \\
= & \left|c\left(y_{\theta}, t\right)\right|^{2}-2 \gamma c\left(y_{0}, t\right)\left\langle\frac{p_{0}}{\left|p_{0}\right|}, P\left(\theta_{0}-\theta\right)\right\rangle \\
& +\left|c\left(y_{0}, t\right)\right|^{2}-\left|c\left(y_{\theta}, t\right)\right|^{2}-2 \gamma t c\left(y_{0}, t\right)\left\langle\frac{p_{0}}{\left|p_{0}\right|}, \frac{p_{0}}{\left|p_{0}\right|} D_{x} c^{*} P\left(\theta_{0}-\theta\right)\right\rangle \\
& +\gamma^{2}\left|P\left(\theta_{0}-\theta\right)+t \frac{p_{0}}{\left|p_{0}\right|} D_{x} c^{*} P\left(\theta_{0}-\theta\right)\right|^{2} \\
\leq & \left|c\left(y_{\theta}, t\right)\right|^{2}-2 \gamma \frac{c\left(y_{0}, t\right)}{\left|p_{0}\right|}\left\langle\theta_{0}, \theta_{0}-\theta\right\rangle \quad\left(\text { because } P^{*} p_{0}=\theta_{0}\right) \\
& +c^{2}\left(y_{0}, t\right)-c^{2}\left(y_{\theta}, t\right)-\left\langle D_{x}\left(c^{2}\right)\left(y_{0}, t\right), y_{0}-y_{\theta}\right\rangle+\gamma^{2} M\left|\theta_{0}-\theta\right|^{2} \\
\leq & \left|c\left(y_{\theta}, t\right)\right|^{2}-\gamma \frac{\delta}{\left|p_{0}\right|}\left|\theta_{0}-\theta\right|^{2}+M_{1}^{\prime}\left|y_{0}-y_{\theta}\right|^{2}+\gamma^{2} M\left|\theta_{0}-\theta\right|^{2} \\
\leq & \left|c\left(y_{\theta}, t\right)\right|^{2}-\gamma \frac{\delta}{\left|p_{0}\right|}\left|\theta_{0}-\theta\right|^{2}+\gamma^{2} M^{\prime}\left|\theta_{0}-\theta\right|^{2},
\end{aligned}
$$

with $M_{1}^{\prime}=L_{1}^{2}+M_{1} N_{1}$, and where $M$ and $M^{\prime}$ depend only on $T, L_{1}, N_{1}, M_{1}$ because $\left|p_{0}(t)\right|$ is bounded from below by a constant depending only on $T, L_{1}$. Hence, for $\gamma$ sufficiently small, $y_{\theta}$ is a solution of (55) starting from $y_{0}(0) \in K_{0}$ and therefore $y_{\theta}(T) \in \mathcal{R}(T)$.

Finally, $\mathcal{R}(T)$ contains all the $y_{\theta}(T)$ for $\theta \in B(0,1)$, i.e., the ball centered at $y_{0}(T)-\gamma T \theta_{0}$ and of radius $\gamma T$ (since $\left.P(T)=I d\right)$.

We apply the previous result with $c=c_{1}$ and $K_{0}=\{v(\cdot, 0) \geq 0\}$. Then $\{v(\cdot, t) \geq$ $0\}=\mathcal{R}(t)$ for all $t>0$.

We end with a remark: in the statement of Lemma 2.3, $c_{1}$ is assumed to be continuous in time. As we have seen, it is not necessary; $c_{1}$ can be merely measurable in time up to considering the $L^{1}$-solution $v$ of (13), as recalled in Appendix A.
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#### Abstract

Refinable functions and cascade algorithms play a fundamental role in wavelet analysis, which is useful in many applications. In this paper we shall study several properties of refinable functions, cascade algorithms, and wavelets, associated with Hölder continuous masks, in the weighted subspaces $L_{2, p, \gamma}(\mathbb{R})$ of $L_{2}(\mathbb{R})$, where $1 \leqslant p \leqslant \infty, \gamma \geqslant 0$ and $f \in L_{2, p, \gamma}(\mathbb{R})$ means $\|f\|_{L_{2, p, \gamma}(\mathbb{R})}:=\left\|\left.\sum_{k \in \mathbb{Z}} \widehat{\mid e^{\gamma|\cdot|} f}(\cdot+2 \pi k)\right|^{2}\right\|_{L_{p}(\mathbb{T})}^{1 / 2}<\infty$. In particular, $\|f\|_{L_{2,1, \gamma}(\mathbb{R})}=\left\|f e^{\gamma|\cdot|}\right\|_{L_{2}(\mathbb{R})}$ and $\|f\|_{L_{2, \infty, 0}(\mathbb{R})}=\left\|\sum_{k \in \mathbb{Z}}|\hat{f}(\cdot+2 \pi k)|^{2}\right\|_{L_{\infty}(\mathbb{T})}^{1 / 2}$. For a mask $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\beta>0$ and $\hat{a}(0)=1$ (that is, $\hat{a}$ is a Hölder continuous mask with Hölder exponent $\beta$ ), we prove that the cascade algorithm associated with the mask $\hat{a}$ converges in the space $L_{2, \infty, 0}(\mathbb{R})$ if and only if $\nu_{2}(\hat{a})>0$, where the quantity $\nu_{2}(\hat{a})$ will be defined in this paper and plays an important role in our study of refinable functions and cascade algorithms with Hölder continuous masks. In particular, if the shifts of a refinable function $\phi$, satisfying $\hat{\phi}(2 \cdot)=\hat{a} \hat{\phi}$, are stable in $L_{2}(\mathbb{R})$, then we must have $\nu_{2}(\hat{a})>0$, and therefore the cascade algorithm associated with mask $\hat{a}$ converges in the space $L_{2, \infty, 0}(\mathbb{R})$. Based on this result, we are able to settle several problems on refinable functions, cascade algorithms, and wavelets associated with masks having infinitely many nonzero Fourier coefficients. As an application of the characterization of the convergence of a cascade algorithm in the space $L_{2, \infty, 0}(\mathbb{R})$, we are able to show that for a mask $\hat{a}$ having exponential decay of order $r>0$, the cascade algorithm associated with mask $\hat{a}$ converges in the weighted space $L_{2,1, \gamma}(\mathbb{R})$ for $0<\gamma<2 r$ if and only if $\nu_{2}(\hat{a})>0$. Consequently, if a mask $\hat{a}$ has exponential decay of order $r>0$ and $\nu_{2}(\hat{a})>0$, then its standard refinable function $\phi$, defined by $\hat{\phi}(\xi):=\prod_{j=1}^{\infty} \hat{a}\left(2^{-j} \xi\right)$, must have exponential decay of order $2 r$ in $L_{2}(\mathbb{R})$; that is, $\|\phi\|_{L_{2,1, \gamma}(\mathbb{R})}^{2}=\int_{\mathbb{R}}|\phi(x)|^{2} e^{2 \gamma|x|} d x<\infty$ for all $0<\gamma<2 r$. As another application of the characterization of the convergence of a cascade algorithm in the space $L_{2, \infty, 0}(\mathbb{R})$, we completely characterize biorthogonal wavelets and Riesz wavelets in $L_{2}(\mathbb{R})$, which are derived from refinable functions and whose involved wavelet filters in the frequency domain are Hölder continuous. We shall also investigate some basic properties of the quantity $\nu_{2}(\hat{a})$ and discuss how to calculate and estimate $\nu_{2}(\hat{a})$. Examples using fractional splines and the Butterworth filters will be given to illustrate the results in this paper.
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1. Introduction and motivation. A wavelet system is generally derived from a refinable function via a multiresolution analysis (MRA). We say that $\phi$ is a refinable function if it satisfies the refinement equation:

$$
\begin{equation*}
\hat{\phi}(2 \xi)=\hat{a}(\xi) \hat{\phi}(\xi) \quad \text { a.e. } \xi \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

where $\hat{a}$ is a $2 \pi$-periodic function, called the mask (or filter) for $\phi$, and the Fourier transform is defined to be $\hat{f}(\xi):=\int_{\mathbb{R}} f(x) e^{-i x \xi} d x$ for $f \in L_{1}(\mathbb{R})$.

[^6]For a $2 \pi$-periodic function $\hat{a}$, we say that $\hat{a}$ has exponential decay of order $r$ if $\hat{a}$ is the restriction of a $2 \pi$-periodic function $\hat{a}(z)$ on the real $\operatorname{line} \operatorname{Im}(z)=0$ such that $\hat{a}(z)$ is holomorphic in the strip $\{z \in \mathbb{C}:|\operatorname{Im}(z)|<r\}$, where $\operatorname{Im}(z)$ denotes the imaginary part of the complex number $z$. Write $\hat{a}(\xi)=\sum_{k \in \mathbb{Z}} a_{k} e^{-i k \xi}$ in terms of its Fourier series. It is easy to check that $\hat{a}$ has exponential decay of order $r$ if and only if for every $0 \leqslant \gamma<r$, there is a positive constant $C_{\gamma}$ such that $\left|a_{k}\right| \leqslant C_{\gamma} e^{-\gamma|k|}$ for all $k \in \mathbb{Z}$. A particular family of masks with exponential decay consists of rational masks that can be written in the form of $\hat{b}(\xi) / \hat{c}(\xi)$ for some $2 \pi$-periodic trigonometric polynomials $\hat{b}$ and $\hat{c}$ such that $\hat{c}(\xi) \neq 0$ for all $\xi \in \mathbb{R}$. For example, the well-known Butterworth filters are rational masks [5, 11, 18, 25].

Masks with infinitely many nonzero Fourier coefficients, or equivalently, filters with infinite support, are called infinite impulse response (IIR) filters in electrical engineering. Due to some desirable properties, IIR filters, including masks with exponential decay and masks for bandlimited wavelets [7] and fractional splines [27], are of interest in some applications and have been extensively designed for various purposes in the area of digital signal processing in electrical engineering [3, 5, 18, 25, 27]. In contrast to the case of trigonometric polynomial masks whose various mathematical properties have been extensively studied and more or less well understood in the literature (see $[1,4,6,7,8,10,15,19,26,28]$ and the references therein), there are still several unsolved questions related to refinable functions and wavelets with masks having infinitely many nonzero Fourier coefficients. For example, Daubechies and Huang in [9] showed that if the standard refinable function $\phi$, defined by

$$
\begin{equation*}
\hat{\phi}(\xi):=\prod_{j=1}^{\infty} \hat{a}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

lies in $L_{1}(\mathbb{R})$ with a mask $\hat{a}$ having an absolutely summable sequence of Fourier coefficients, and if $\phi$ has exponential decay, then the mask $\hat{a}$ must have exponential decay. But to the best of our knowledge, there are very few results on the converse direction, and it is widely believed that for a mask $\hat{a}$ with exponential decay, its standard refinable function $\phi$ in (1.2) should also have exponential decay in certain spaces in some sense. This is one of our motivations to study refinable functions and cascade algorithms, associated with masks having infinitely many nonzero Fourier coefficients, in some weighted subspaces of $L_{2}(\mathbb{R})$.

Before proceeding further, let us introduce some definitions and notation. Let $\mathbb{T}:=\mathbb{R} /[2 \pi \mathbb{Z}]$ and $L_{p}(\mathbb{T})$ denote the linear space of all $2 \pi$-periodic measurable functions $f: \mathbb{R} \mapsto \mathbb{C}$ such that $2 \pi\|f\|_{L_{p}(\mathbb{T})}^{p}:=\int_{-\pi}^{\pi}|f(x)|^{p} d x<\infty$ for $1 \leqslant p<\infty$ and $\|f\|_{L_{\infty}(\mathbb{T})}$ denotes its essential upper bound. For $\gamma \geqslant 0$ and $1 \leqslant p \leqslant \infty$, throughout the paper, the space $L_{2, p, \gamma}(\mathbb{R})$ denotes the subspace of all $f \in L_{2}(\mathbb{R})$ such that

$$
\begin{equation*}
\|f\|_{L_{2, p, \gamma}(\mathbb{R})}:=\left\|\left[\widehat{e^{\gamma|\cdot|} f}, \widehat{e^{\gamma|\cdot|} f}\right]\right\|_{L_{p}(\mathbb{T})}^{1 / 2}<\infty \tag{1.3}
\end{equation*}
$$

where the bracket product [20] is defined to be

$$
\begin{equation*}
[f, g](\xi):=\sum_{k \in \mathbb{Z}} f(\xi+2 \pi k) \overline{g(\xi+2 \pi k)}, \quad \xi \in \mathbb{R}, f, g \in L_{2}(\mathbb{R}) \tag{1.4}
\end{equation*}
$$

It is easy to verify that $[f, g] \in L_{2}(\mathbb{T})$ for $f, g \in L_{2}(\mathbb{R})$ and $L_{2, p, \gamma}(\mathbb{R})$ is a Banach space. In particular, by Plancherel's theorem, we have

$$
\|f\|_{L_{2,1, \gamma}(\mathbb{R})}^{2}=\left\|e^{\gamma|\cdot|} f\right\|_{L_{2}(\mathbb{R})}^{2}=\int_{\mathbb{R}}|f(x)|^{2} e^{2 \gamma|x|} d x
$$

Therefore, $L_{2,1, \gamma}(\mathbb{R})$ is a weighted subspace of $L_{2}(\mathbb{R})$, and it is a natural candidate of subspaces to measure the exponential decay of a function in $L_{2}(\mathbb{R})$. Note that $L_{2,1,0}(\mathbb{R})=L_{2}(\mathbb{R})$.

We say that the shifts of a function $f$ are stable in $L_{2}(\mathbb{R})$ if there exists a positive constant $C$ such that $C^{-1} \leqslant[\hat{f}, \hat{f}](\xi) \leqslant C$ for almost every $\xi \in \mathbb{R}$. It is well known that stability plays an important role in wavelet analysis $[3,4,7]$. If the shifts of a function $f$ are stable in $L_{2}(\mathbb{R})$, then it is obvious that $f \in L_{2, \infty, 0}(\mathbb{R})$, since $\|f\|_{L_{2, \infty, 0}(\mathbb{R})}:=$ $\|[\hat{f}, \hat{f}]\|_{L_{\infty}(\mathbb{T})}^{1 / 2}<\infty$. On the other hand, we shall see in Proposition 6.1 that $L_{2,1, \gamma}(\mathbb{R}) \subseteq$ $L_{2, \infty, 0}(\mathbb{R})$ for any $\gamma>0$. In particular, all compactly supported functions in $L_{2}(\mathbb{R})$ are included in $L_{2, \infty, 0}(\mathbb{R})$. Therefore, the space $L_{2, \infty, 0}(\mathbb{R})$ is a large enough subspace of $L_{2}(\mathbb{R})$ and includes most interesting functions in wavelet analysis. In this paper, we are particularly interested in the subspaces $L_{2, \infty, 0}(\mathbb{R})$ and $L_{2,1, \gamma}(\mathbb{R})$ for $\gamma>0$.

In the following, let us introduce a basic quantity $\nu_{2}(\hat{a})$, which plays a critical role in our study of refinable functions, cascade algorithms, and wavelets with masks having infinitely many nonzero Fourier coefficients. For $2 \pi$-periodic functions $\hat{a}$ and $f$, the transition operator $T_{\hat{a}}$ is defined to be

$$
\begin{equation*}
\left[T_{\hat{a}} f\right](\xi):=|\hat{a}(\xi / 2)|^{2} f(\xi / 2)+|\hat{a}(\xi / 2+\pi)|^{2} f(\xi / 2+\pi), \quad \xi \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

For $\tau \in \mathbb{R}$ and $1 \leqslant p \leqslant \infty$, we define a quantity

$$
\begin{equation*}
\rho_{\tau}(\hat{a}, p):=\limsup _{n \rightarrow \infty}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{p}(\mathbb{T})}^{1 / n} \tag{1.6}
\end{equation*}
$$

Now we define the quantity $\nu_{2}(\hat{a})$ in this paper as follows:

$$
\begin{equation*}
\nu_{2}(\hat{a}):=-\left[\log _{2} \rho(\hat{a})\right] / 2, \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(\hat{a}):=\inf \left\{\rho_{\tau}(\hat{a}, \infty):|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T}) \text { and } \tau \geqslant 0\right\} \tag{1.8}
\end{equation*}
$$

When $\hat{a}$ is a $2 \pi$-periodic trigonometric polynomial, the quantity $\nu_{2}(\hat{a})$ in (1.7) agrees with the one in [13] and can be calculated by finding the spectral radius of an associated finite matrix generated by $\hat{a}$. See section 4 for details on calculating and estimating the quantity $\nu_{2}(\hat{a})$. The quantity $\nu_{2}(\hat{a})$ in (1.7), whose definition appears to be a little bit technical in its nature, plays a very important role in investigating many problems in wavelet analysis. See [13] for applications and the importance of $\nu_{2}(\hat{a})$ in wavelet analysis with $2 \pi$-periodic trigonometric polynomial masks $\hat{a}$.

We say that $f$ belongs to the Hölder class $C^{\beta}(\mathbb{T})$ with $\beta>0$ if $f$ is a $2 \pi$-periodic continuous function such that $f \in C^{n}(\mathbb{T})$ and there exists a positive constant $C$ satisfying $\left|f^{(n)}(x)-f^{(n)}(y)\right| \leqslant C|x-y|^{\beta-n}$ for all $x, y \in \mathbb{T}$, where $n$ is the largest integer such that $n \leqslant \beta$ and $f^{(n)}$ denotes the $n$th derivative of $f$. Throughout the paper, we say that $\hat{a}$ is a Hölder continuous mask if $\hat{a} \in C^{\beta}(\mathbb{T})$ for some $\beta>0$ and $\hat{a}(0)=1$. That $\hat{a}$ is a Hölder continuous mask is a very natural and weak condition to guarantee that as the Fourier transform of the standard refinable function $\phi$ with mask $\hat{a}$, the function $\hat{\phi}$, which is defined through the infinite product in (1.2), is well defined.

In section 2, we shall present a necessary and sufficient condition in Theorem 2.1 for the convergence of a cascade algorithm in the space $L_{2, \infty, 0}(\mathbb{R})$. Theorem 2.1 plays a central role in our study of refinable functions with exponential decay in $L_{2}(\mathbb{R})$ and
of MRA Riesz wavelet bases in $L_{2}(\mathbb{R})$. More precisely, we prove in Theorem 2.1 that for a mask $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$ and $\beta>0$ (that is, $\hat{a}$ is a Hölder continuous mask), the cascade algorithm associated with mask $\hat{a}$ converges in the space $L_{2, \infty, 0}(\mathbb{R})$ if and only if $\nu_{2}(\hat{a})>0$. As a direct consequence of Theorem 2.1 , we show in Corollary 2.2 that if the refinement equation $\hat{\phi}(2 \cdot)=\hat{a} \hat{\phi}$ has a solution $\phi$ such that the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$, then we must have $\nu_{2}(\hat{a})>0$, and therefore the cascade algorithm associated with mask $\hat{a}$ converges in the space $L_{2, \infty, 0}(\mathbb{R})$.

Cascade algorithms in $l_{2}(\mathbb{R})$ and other spaces with $2 \pi$-periodic trigonometric polynomial masks have been extensively studied in the literature. To cite only a few references here, we refer the reader to $[1,4,6,7,8,10,15,19,22,26,28]$ and the references therein, where the property of the masks being $2 \pi$-periodic trigonometric polynomials plays a critical role. The study of cascade algorithms and refinable functions with Hölder continuous masks in this paper is not a trivial generalization of the known results in the literature, as we shall see in sections $4-6$.

As an application of Theorem 2.1, we are able to prove in Theorem 2.3 that for a mask $\hat{a}$ having exponential decay of order $r>0$, the cascade algorithm associated with the mask $\hat{a}$ converges in the space $L_{2,1, \gamma}(\mathbb{R})$ for $0<\gamma<2 r$ if and only if $\nu_{2}(\hat{a})>0$. Consequently, the standard refinable function $\phi$ associated with mask $\hat{a}$ in (1.2) must have exponential decay of order $2 r$, namely,

$$
\begin{equation*}
\|\phi\|_{L_{2,1, \gamma}(\mathbb{R})}^{2}=\int_{\mathbb{R}}|\phi(x)|^{2} e^{2 \gamma|x|} d x<\infty \quad \forall 0 \leqslant \gamma<2 r \tag{1.9}
\end{equation*}
$$

An MRA wavelet function $\psi$ is obtained from a refinable function $\phi$ with mask $\hat{a}$ via

$$
\begin{equation*}
\hat{\psi}(2 \xi):=\hat{b}(\xi) \hat{\phi}(\xi), \quad \xi \in \mathbb{R} \tag{1.10}
\end{equation*}
$$

for some $2 \pi$-periodic measurable function $\hat{b}$. We say that $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$ if $\operatorname{span}\left\{\psi_{j, k}:=2^{j / 2} \psi\left(2^{j} \cdot-k\right): j, k \in \mathbb{Z}\right\}$ is dense in $L_{2}(\mathbb{R})$ and there exists a positive constant $C$ such that

$$
\begin{equation*}
C^{-1} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left|c_{j, k}\right|^{2} \leqslant\left\|\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} c_{j, k} \psi_{j, k}\right\|_{L_{2}(\mathbb{R})}^{2} \leqslant C \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left|c_{j, k}\right|^{2} \tag{1.11}
\end{equation*}
$$

for all finitely supported sequences $\left\{c_{j, k}\right\}_{j, k \in \mathbb{Z}}$. MRA Riesz wavelet bases in $L_{2}(\mathbb{R})$ are of interest in some applications $[2,5,17,21,24]$. A natural and important question here is when $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$. MRA Riesz wavelet bases with compact support have been investigated in $[5,14,16,17,21,24]$, where some necessary and sufficient conditions have been obtained for trigonometric polynomial masks. Most approaches in these papers rely largely on an interesting result of Cohen and Daubechies in [5] saying that for a mask $\hat{a}$ with exponential decay, the transition operator $T_{\hat{a}}$ acting on some weighted subspaces of $\ell_{2}(\mathbb{Z})$ is a compact operator. Built on this interesting result of [5], a characterization of Riesz wavelets with trigonometric polynomial masks is obtained in [16] (also cf. [5]) in terms of the spectrum of $T_{\hat{a}}$. However, the approach in $[5,16,24]$ seems difficult, if not impossible, to be generalized to masks without exponential decay, since the compactness of the operator $T_{\hat{a}}$ may be lost.

In order to study biorthogonal wavelets and Riesz wavelets with Hölder continuous masks, using a quite different approach in this paper, as another application
of Theorem 2.1, we shall prove in Theorem 3.2 that for $\hat{a}, \hat{b} \in C^{\beta}(\mathbb{T})$ with $\beta>0$, assuming that the shifts of the standard refinable function $\phi$ with mask $\hat{a}$ are stable in $L_{2}(\mathbb{R})$, then $\psi$ in (1.10) generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$ if and only if (i) $\hat{b}(0)=0$ and $d(\xi):=\hat{a}(\xi) \hat{b}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}(\xi) \neq 0$ for all $\xi \in \mathbb{R}$; (ii) $\nu_{2}(\hat{a})>0$ and $\nu_{2}(\hat{\tilde{a}})>0$, where $\hat{\tilde{a}}(\xi):=\overline{\hat{b}(\xi+\pi)} / \overline{d(\xi)}$. Moreover, in the case that $\hat{a}$ is a $2 \pi$-periodic trigonometric polynomial, we prove that the shifts of $\phi \in L_{2}(\mathbb{R})$ must be stable in $L_{2}(\mathbb{R})$ if $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$. Even for the case that both $\hat{a}$ and $\hat{b}$ are $2 \pi$-periodic trigonometric polynomials, the mask $\hat{\tilde{a}}$ is generally not a $2 \pi$ periodic trigonometric polynomial, and consequently refinable functions with masks being nontrigonometric polynomials will naturally appear in our study of MRA Riesz wavelet bases in $L_{2}(\mathbb{R})$. This is another motivation for us to study refinable functions, cascade algorithms, and wavelets with masks having infinitely many nonzero Fourier coefficients.

To illustrate the results in this paper, we shall apply the results in sections 2 and 3 to a family of Hölder continuous masks $\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}$ and $\left|\overrightarrow{a_{\beta_{1}, \beta_{2}, \beta_{3}}}\right|$, where

$$
\begin{equation*}
\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}(\xi):=\frac{2^{-2 \beta_{1}}\left(1+e^{-i \xi}\right)^{2 \beta_{1}}}{\left(|\cos (\xi / 2)|^{2 \beta_{2}}+|\sin (\xi / 2)|^{2 \beta_{2}}\right)^{\beta_{3}}}, \quad \beta_{1}, \beta_{2}, \beta_{3}>0 \tag{1.12}
\end{equation*}
$$

In fact, the masks for the $B$-splines correspond to the case $\widehat{a} \widehat{\beta_{1}, \beta_{2}, \beta_{3}}$ with $\beta_{2}=1$ and $2 \beta_{1} \in \mathbb{N}$. The masks for various types of fractional splines in [27] correspond to the case $\widehat{a} \widehat{\beta_{1}, \beta_{2}, \beta_{3}}$ or $\left|a \widehat{a_{1}, \beta_{2}, \beta_{3}}\right|$ with $\beta_{2}=1$. The classical Butterworth filters in $[5,11,18,25]$ correspond to the case $\left|\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}\right|$ with $\beta_{3}=1$ and $\beta_{1}=\beta_{2} \in \mathbb{N}$. To illustrate the main results in sections 2 and 3 , we shall study the convergence of cascade algorithms and MRA Riesz wavelet bases associated with the masks given in (1.12).

Since the quantity $\nu_{2}(\hat{a})$ plays a very important role in our study of refinable functions, cascade algorithms, and wavelets with Hölder continuous masks, we shall investigate in section 4 some basic properties of the quantity $\nu_{2}(\hat{a})$ and discuss how to calculate and estimate the quantity $\nu_{2}(\hat{a})$ for a mask $\hat{a}$ being a general Lebesgue measurable $2 \pi$-periodic function. In section 4 , we shall generalize a well-known result on $\nu_{2}(\hat{a})$, whose proof in the general case of Hölder continuous masks is nontrivial and will be presented in the last section of this paper. The general discussion on the quantity $\nu_{2}(\hat{a})$ in section 4 is of interest in its own right, and the results in section 4 may be useful elsewhere.

For simplicity of presentation and readability of this paper, the proofs of Theorems 2.1 and 2.3 in section 2 , which are a little bit technical in their nature, will be postponed to sections 5 and 6 , respectively. The results in this paper can be nontrivially generalized to high dimensions and multiwavelets, which we shall discuss elsewhere.
2. Convergence of cascade algorithms in subspaces of $L_{2}(\mathbb{R})$. In this section, we shall present the main results on the convergence of cascade algorithms in the subspaces $L_{2, \infty, 0}(\mathbb{R})$ and $L_{2,1, \gamma}(\mathbb{R})$. For simplicity of presentation, the proofs of the main results in this section will be postponed to sections 5 and 6 . To illustrate the results in this section, we shall apply these results to the masks in (1.12), which include the Butterworth filters in [25] and the masks for fractional splines in [27] as special cases.

For a quotient function $f / g$, throughout the paper, we use the convention that $(f / g)(\xi)$ is equal to $f(\xi) / g(\xi)$ if $g(\xi) \neq 0,1$ if $f(\xi)=g(\xi)=0$, or $+\infty$ if $g(\xi)=0$ but
$f(\xi) \neq 0$. We say that a function $f \in L_{2}(\mathbb{R})$ is admissible with respect to $\hat{a}$ if there exists a positive number $\tau>0$ such that

$$
\begin{equation*}
[\hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}, \hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}] /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T}) \tag{2.1}
\end{equation*}
$$

Note that all compactly supported functions in $L_{2}(\mathbb{R})$ belong to $L_{2,1, \gamma}(\mathbb{R})$ for all $\gamma>0$. For every $f \in L_{2,1, \gamma}(\mathbb{R})$ with $\gamma>0$ such that $\hat{f}(2 \pi k)=0$ for all $k \in \mathbb{Z} \backslash\{0\}$, we shall show in Proposition 6.2 that $f$ is admissible with respect to $\hat{a}$ for any $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1, \hat{a}(\pi)=0$, and $\beta>0$.

For $0<\beta \leqslant 1$, we say that $f$ belongs to the Lipschitz class $\Lambda^{\beta}(\mathbb{T})$ if there is a positive constant $C$ such that $|f(x)-f(y)| \leqslant C|x-y|^{\beta}$ for all $x, y \in \mathbb{T}$.

Now we have the following result on the convergence of cascade algorithms in the space $L_{2, \infty, 0}(\mathbb{R})$, which plays a central role in this paper and whose proof will be given in section 5 .

Theorem 2.1. Let $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$ and $\beta>0$ (that is, $\hat{a}$ is a Hölder continuous mask). Then the following are equivalent:
(i) $\hat{a}(\pi)=0$, and for every admissible function $f \in L_{2, \infty, 0}(\mathbb{R})$ with respect to $\hat{a},\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$, where the functions $f_{n}$ are defined by

$$
\begin{equation*}
\widehat{f_{n}}(\xi):=\hat{a}(\xi / 2) \widehat{f_{n-1}}(\xi / 2)=\hat{f}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{a}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R}, n \in \mathbb{N} . \tag{2.2}
\end{equation*}
$$

(ii) For one admissible function $f \in L_{2, \infty, 0}(\mathbb{R})$ with respect to $\hat{a}$ such that the shifts of $f$ are stable, $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$.
(iii) For every $\tau>0, \rho_{\tau}(\hat{a}, \infty)<1$, where $\rho_{\tau}(\hat{a}, \infty)$ is defined in (1.6).
(iv) $\nu_{2}(\hat{a})>0$; that is, $\rho(\hat{a})<1$, where $\nu_{2}(\hat{a})$ and $\rho(\hat{a})$ are defined in (1.7) and (1.8), respectively.
(v) For at least one $\tau>0, \rho_{\tau}(\hat{a}, \infty)<1$ and $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T})$. Let $\phi$ denote the standard refinable function associated with the mask $\hat{a}$ in (1.2). If $\nu_{2}(\hat{a})>0$, then $\hat{\phi}$ belongs to the Lipschitz class $\Lambda^{\min (1, \beta)}(\mathbb{R}),[\hat{\phi}, \hat{\phi}] \in \Lambda^{\min (1, \beta)}(\mathbb{T})$, and for any $0 \leqslant \nu<\nu_{2}(\hat{a})$,

$$
\begin{equation*}
[\hat{\phi}, \hat{\phi}]_{\nu}:=\sum_{k \in \mathbb{Z}}\left(1+|\cdot+2 \pi k|^{2}\right)^{\nu}|\hat{\phi}(\cdot+2 \pi k)|^{2} \in C(\mathbb{T}) . \tag{2.3}
\end{equation*}
$$

In fact, by a more complicated argument, we could show in Theorem 2.1 that $\hat{\phi} \in C^{\beta}(\mathbb{R})$ and $[\hat{\phi}, \hat{\phi}] \in C^{\beta}(\mathbb{T})$, which we shall address elsewhere. According to the proof of Theorem 2.1 in section 5, (ii) implies $\nu_{2}(\hat{a})>0$ without the admissibility condition on $f$; that is, if $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$ for a function $f \in L_{2, \infty, 0}(\mathbb{R})$ with stability, then $\nu_{2}(\hat{a})>0$. We say that the cascade algorithm associated with a mask $\hat{a}$ converges in a given function space if for every admissible function $f$ in that space with respect to $\hat{a}$, the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ defined in (2.2) is a Cauchy sequence in that space.

As a direct consequence of Theorem 2.1, we have the following corollary.
Corollary 2.2. Let $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$ and $\beta>0$. Suppose that $\phi$ is a (not necessarily the standard) refinable function such that $\hat{\phi}(2 \xi)=\hat{a}(\xi) \hat{\phi}(\xi)$ a.e. $\xi \in \mathbb{R}$ and the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$. Then $\nu_{2}(\hat{a})>0$ and the cascade algorithm associated with mask $\hat{a}$ must converge in the space $L_{2, \infty, 0}(\mathbb{R})$.

Proof. Since the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$, we have $[\hat{\phi}, \hat{\phi}] \in L_{\infty}(\mathbb{T})$, and so $\phi \in L_{2, \infty, 0}(\mathbb{R})$. Since $\hat{a}(\cdot / 2) \hat{\phi}(\cdot / 2)-\hat{\phi}=0, \phi$ is an admissible function in $L_{2, \infty, 0}(\mathbb{R})$
with respect to $\hat{a}$. So, for $f=\phi$, (ii) of Theorem 2.1 holds since $f_{n}=\phi$ for all $n \in \mathbb{N}$. Now by Theorem 2.1, $\nu_{2}(\hat{a})>0$.

For a mask with exponential decay, using Theorem 2.1, we characterize the convergence of a cascade algorithm with an exponentially decaying mask in the spaces $L_{2, p, \gamma}(\mathbb{R})$ in the following result, whose proof will be given in section 6 .

THEOREM 2.3. Let $\hat{a}$ be a mask such that $\hat{a}(0)=1$ and $\hat{a}$ has exponential decay of order $r$ for some $r>0$. Then the following are equivalent:
(i) $\hat{a}(\pi)=0$, and for every $0<\gamma<2 r$ and every admissible function $f \in$ $L_{2,1, \gamma}(\mathbb{R})$ with respect to $\hat{a},\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2,1, \gamma}(\mathbb{R})$, where $f_{n}$ are defined in (2.2).
(ii) $\hat{a}(\pi)=0$, and for every $0<\gamma<2 r$, every $1 \leqslant p \leqslant \infty$, and every admissible function $f \in L_{2, p, \gamma}(\mathbb{R})$ with respect to $\hat{a},\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, p, \gamma}(\mathbb{R})$.
(iii) $\hat{a}(\pi)=0$, and for some $0<\gamma<2 r$, some $1 \leqslant p \leqslant \infty$, and every admissible function $f \in L_{2, p, \gamma}(\mathbb{R})$ with respect to $\hat{a},\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, p, \gamma}(\mathbb{R})$.
(iv) For some $0<\gamma<2 r$, some $1 \leqslant p \leqslant \infty$, and one admissible function $f \in L_{2, p, \gamma}(\mathbb{R})$ with respect to $\hat{a}$ such that the shifts of $f$ are stable in $L_{2}(\mathbb{R})$, the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, p, \gamma}(\mathbb{R})$.
(v) $\nu_{2}(\hat{a})>0$.

In particular, if $\nu_{2}(\hat{a})>0$ and $\hat{a}$ has exponential decay of order $r$, then the standard refinable function $\phi$ with mask $\hat{a}$ in (1.2) must have exponential decay of order $2 r$; that is, (1.9) holds.

In the following, we shall apply the above results to the masks in (1.12), which include both the classical Butterworth filters in [25] and the masks for the fractional splines in [27] as special cases.

Example 2.4. Let $\hat{a}=\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}$ or $\hat{a}=\left|\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}\right|$, where the masks $\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}$ are defined in (1.12). By Proposition 4.2, it is easy to check that $\hat{a} \in C^{\beta}(\mathbb{T})$ for some $\beta>0$. Denote

$$
\hat{B}(\xi)=\left(|\cos (\xi / 2)|^{2 \beta_{2}}+|\sin (\xi / 2)|^{2 \beta_{2}}\right)^{\beta_{3}} .
$$

Then $|\hat{a}(\xi)|=2^{-2 \beta_{1}}\left|1+e^{-i \xi}\right|^{2 \beta_{1}} / \hat{B}(\xi)$. By calculation, it is easy to deduce that

$$
\begin{equation*}
\min \left(1,2^{1-\beta_{2}}\right) \leqslant|\cos (\xi / 2)|^{2 \beta_{2}}+|\sin (\xi / 2)|^{2 \beta_{2}} \leqslant \max \left(1,2^{1-\beta_{2}}\right) \quad \forall \xi \in \mathbb{R} \tag{2.4}
\end{equation*}
$$

Consequently, we have $\hat{B}(\xi) \geqslant \min \left(1,2^{\left(1-\beta_{2}\right) \beta_{3}}\right)$ for all $\xi \in \mathbb{R}$ and $\beta_{2}, \beta_{3}>0$.
For $0<\beta_{2} \leqslant 1$, by Theorem 4.1 and Lemma 4.3, it follows from $\hat{B}(\xi) \geqslant$ $\min \left(1,2^{\left(1-\beta_{2}\right) \beta_{3}}\right)=1$ that

$$
\rho(\hat{a})=\rho_{4 \beta_{1}}(\hat{a}, \infty)=\rho_{0}\left(2^{-2 \beta_{1}} / \hat{B}, \infty\right) \leqslant \rho_{0}\left(2^{-2 \beta_{1}}, \infty\right)=2^{1-4 \beta_{1}}
$$

since for a constant $c, T_{c}^{n} 1=2^{n}|c|^{2 n}$, and therefore

$$
\rho_{0}(c, \infty)=\limsup _{n \rightarrow \infty}\left\|T_{c}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=2|c|^{2}
$$

For $\beta_{2}>1$, by Theorem 4.1 and Lemma 4.3, it follows from $\hat{B}(\xi) \geqslant 2^{\left(1-\beta_{2}\right) \beta_{3}}$ that

$$
\rho(\hat{a})=\rho_{4 \beta_{1}}(\hat{a}, \infty)=\rho_{0}\left(2^{-2 \beta_{1}} / \hat{B}, \infty\right) \leqslant \rho_{0}\left(2^{-2 \beta_{1}-\left(1-\beta_{2}\right) \beta_{3}}, \infty\right)=2^{1-4 \beta_{1}-2\left(1-\beta_{2}\right) \beta_{3}}
$$

Therefore, for

$$
\begin{equation*}
\beta_{1}, \beta_{2}, \beta_{3}>0 \quad \text { satisfying } \quad \beta_{1}>1 / 4+\max \left(0,\left(\beta_{2}-1\right) \beta_{3} / 2\right) \tag{2.5}
\end{equation*}
$$

we have $\rho(\hat{a})<1$; that is, $\nu_{2}(\hat{a})>0$. By Theorem 2.1 , the cascade algorithm associated with mask $\hat{a}$ converges in the space $L_{2, \infty, 0}(\mathbb{R})$.

The classical Butterworth filters in [25] correspond to the case $\beta_{3}=1$ and $\beta_{1}=$ $\beta_{2} \in \mathbb{N}$. The condition in (2.5) holds for all $\beta_{3}=1$ and $\beta_{1}=\beta_{2} \in \mathbb{N}$, that is, holds for all Butterworth filters.

For the fractional splines in [27], since $\beta_{2}=1$, the condition in (2.5) becomes $\beta_{1}>1 / 4$. Note that when $\beta_{2}=1$, the standard refinable function $\phi$ associated with mask $\hat{a}$ in (1.2) satisfies $|\hat{\phi}(2 \xi)|=|(\sin \xi) / \xi|^{2 \beta_{1}}$. Clearly, if $0<\beta_{1} \leqslant 1 / 4$, then $\hat{\phi} \notin L_{2}(\mathbb{R})$. So, the condition in (2.5), that is, $\beta_{1}>1 / 4$, is sharp for the case of fractional splines in [27].

Now we consider the case that $\hat{a}$ has exponential decay; that is, $\hat{a}(\xi)=a_{\widehat{\beta_{1}, \beta_{2}, \beta_{3}}}(\xi)$ with $2 \beta_{1} \in \mathbb{N}$ and $\beta_{2} \in \mathbb{N}$. In this case, by the definition of the masks $\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}$ in (1.12), it is easy to see that $\hat{a}$ can be extended into a holomorphic function on some $\operatorname{strip}\{z \in \mathbb{C}:|\operatorname{Im}(z)|<r\}$ for some $r>0$ depending only on $\beta_{2}$. So, $\hat{a}$ has exponential decay of order $r$. Now by Theorem 2.3 , if (2.5) holds with $2 \beta_{1} \in \mathbb{N}$ and $\beta_{2} \in \mathbb{N}$, then the cascade algorithm associated with mask $\hat{a}$ converges in the spaces $L_{2, p, \gamma}(\mathbb{R})$ for all $0 \leqslant \gamma<2 r$ and the standard refinable function $\phi$ associated with mask $\hat{a}$ must have exponential decay of order $2 r$ in $L_{2}(\mathbb{R})$.

## 3. Characterization of MRA biorthogonal wavelets and Riesz wavelets.

In this section, using Theorem 2.1, we shall study MRA biorthogonal wavelets and Riesz wavelets with Hölder continuous masks.

Let us first recall the definition of biorthogonal wavelets in [6]. For two functions $\psi, \tilde{\psi} \in L_{2}(\mathbb{R})$, we say that $(\psi, \tilde{\psi})$ generates a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$ if each of $\psi$ and $\tilde{\psi}$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$ and the following biorthogonality relation holds:

$$
\begin{equation*}
\left\langle\psi_{j, k}, \tilde{\psi}_{j^{\prime}, k^{\prime}}\right\rangle:=\int_{\mathbb{R}} \psi_{j, k}(x) \overline{\tilde{\psi}_{j^{\prime}, k^{\prime}}(x)} d x=\delta_{j-j^{\prime}} \delta_{k-k^{\prime}} \quad \forall j, j^{\prime}, k, k^{\prime} \in \mathbb{Z} \tag{3.1}
\end{equation*}
$$

where $\psi_{j, k}:=2^{j / 2} \psi\left(2^{j} \cdot-k\right)$ and $\delta$ denotes the Dirac sequence such that $\delta_{0}=1$ and $\delta_{k}=0$ for all $k \neq 0$. Compactly supported biorthogonal wavelets have been investigated in $[4,6,7,12]$ and other papers.

As an application of Theorem 2.1, we have the following result on biorthogonal wavelets with Hölder continuous masks.

Theorem 3.1. Let $\hat{a}, \hat{\tilde{a}} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=\hat{\tilde{a}}(0)=1$ and $\beta>0$. Define two refinable functions $\hat{\phi}$ and $\hat{\tilde{\phi}}$ associated with masks $\hat{a}$ and $\hat{\tilde{a}}$ by

$$
\begin{equation*}
\hat{\phi}(\xi):=\prod_{j=1}^{\infty} \hat{a}\left(2^{-j} \xi\right) \quad \text { and } \quad \hat{\tilde{\phi}}(\xi):=\prod_{j=1}^{\infty} \hat{\tilde{a}}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R} \tag{3.2}
\end{equation*}
$$

Then the following are equivalent:
(i) $[\hat{\phi}, \hat{\phi}],[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}] \in L_{\infty}(\mathbb{T})$ and $[\hat{\phi}, \hat{\tilde{\phi}}]=1$; or equivalently, the shifts of both $\phi$ and $\tilde{\phi}$ are stable in $L_{2}(\mathbb{R})$ and the biorthogonality relation holds:

$$
\begin{equation*}
\langle\phi, \tilde{\phi}(\cdot-k)\rangle=\int_{\mathbb{R}} \phi(x) \overline{\tilde{\phi}(x-k)} d x=\delta_{k} \quad \forall k \in \mathbb{Z} \tag{3.3}
\end{equation*}
$$

(ii) $\nu_{2}(\hat{a})>0, \nu_{2}(\hat{\tilde{a}})>0$, and $\hat{\tilde{a}}$ is a dual mask of $\hat{a}$, where we say that $\hat{\tilde{a}}$ is a dual mask of $\hat{a}$ if

$$
\begin{equation*}
\overline{\hat{a}(\xi)} \hat{\tilde{a}}(\xi)+\overline{\hat{a}(\xi+\pi)} \hat{\tilde{a}}(\xi+\pi)=1 . \tag{3.4}
\end{equation*}
$$

Let $\hat{b}, \hat{\tilde{b}} \in C^{\beta}(\mathbb{T})$ such that $\hat{b}(0)=\hat{\tilde{b}}(0)=0$. Define two wavelet functions $\psi$ and $\tilde{\psi}$ by

$$
\begin{equation*}
\hat{\psi}(\xi):=\hat{b}(\xi / 2) \hat{\phi}(\xi / 2) \quad \text { and } \quad \hat{\tilde{\psi}}(\xi):=\hat{\tilde{b}}(\xi / 2) \hat{\tilde{\phi}}(\xi / 2) \tag{3.5}
\end{equation*}
$$

If $\nu_{2}(\hat{a})>0, \nu_{2}(\hat{\tilde{a}})>0$, and

$$
\left[\begin{array}{ll}
\hat{a}(\xi) & \hat{a}(\xi+\pi)  \tag{3.6}\\
\hat{b}(\xi) & \hat{b}(\xi+\pi)
\end{array}\right] \begin{array}{ll}
{\left[\begin{array}{ll}
\hat{\tilde{a}}(\xi) & \hat{\tilde{a}}(\xi+\pi) \\
\hat{\tilde{b}}(\xi) & \hat{\tilde{b}}(\xi+\pi)
\end{array}\right]^{T}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \text {, }{ }^{2}(\xi)}
\end{array}
$$

then $(\psi, \tilde{\psi})$ generates a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$.
Proof. Suppose that (i) holds. By $1=|[\hat{\phi}, \hat{\tilde{\phi}}]|^{2} \leqslant[\hat{\phi}, \hat{\phi}][\hat{\tilde{\phi}}, \hat{\tilde{\phi}}]$, we have $[\hat{\phi}, \hat{\phi}] \geqslant$ $\|[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}]\|_{L_{\infty}(\mathbb{T})}^{-1}$ and $[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}] \geqslant\|[\hat{\phi}, \hat{\phi}]\|_{L_{\infty}(\mathbb{T})}^{-1}$. Therefore, the shifts of $\phi$ and $\tilde{\phi}$ are stable in $L_{2}(\mathbb{R})$. By Corollary 2.2 , we have $\nu_{2}(\hat{a})>0$ and $\nu_{2}(\hat{\tilde{a}})>0$. Now by $[\hat{\phi}, \hat{\tilde{\phi}}]=1$, it follows directly from the refinement equations $\hat{\phi}(2 \xi)=\hat{a}(\xi) \hat{\phi}(\xi)$ and $\hat{\tilde{\phi}}(2 \xi)=\hat{\tilde{a}}(\xi) \hat{\tilde{\phi}}(\xi)$ that

$$
\begin{aligned}
1 & =[\hat{\tilde{\phi}}, \hat{\phi}](2 \xi)=\overline{\hat{a}(\xi)} \hat{\tilde{a}}(\xi)[\hat{\tilde{\phi}}, \hat{\phi}](\xi)+\overline{\hat{a}(\xi+\pi)} \hat{\tilde{a}}(\xi+\pi)[\hat{\tilde{\phi}}, \hat{\phi}](\xi+\pi) \\
& =\overline{\hat{a}(\xi)} \hat{\tilde{a}}(\xi)+\overline{\hat{a}(\xi+\pi)} \hat{\tilde{a}}(\xi+\pi)
\end{aligned}
$$

So, $\hat{\tilde{a}}$ is a dual mask of $\hat{a}$. Therefore, $(\mathrm{i}) \Rightarrow(\mathrm{ii})$.
To prove $(\mathrm{ii}) \Rightarrow(\mathrm{i})$, since $\nu_{2}(\hat{a})>0$ and $\nu_{2}(\hat{\tilde{a}})>0$, by Theorem 2.1 , we see that (i) of Theorem 2.1 holds for both $\hat{a}$ and $\hat{\tilde{a}}$. Moreover, by (2.3), we have $[\hat{\phi}, \hat{\phi}],[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}] \in L_{\infty}(\mathbb{T})$.

Take $\hat{f}:=\chi_{[-\pi, \pi]}$, the characteristic function of the interval $[-\pi, \pi]$. By (i) of Theorem 2.1, we have $\hat{a}(\pi)=\hat{\tilde{a}}(\pi)=0$. Since $\hat{a}, \hat{\tilde{a}} \in C^{\beta}(\mathbb{T})$ and $\hat{a}(0)=\hat{\tilde{a}}(0)=1$, it is easy to directly verify that $f$ is an admissible function in $L_{2, \infty, 0}(\mathbb{R})$ with respect to both $\hat{a}$ and $\hat{\tilde{a}}$. Define

$$
\widehat{f_{n}}(\xi):=\hat{f}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{a}\left(2^{-j} \xi\right) \quad \text { and } \quad \widehat{\tilde{f}_{n}}(\xi):=\hat{f}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{\tilde{a}}\left(2^{-j} \xi\right), \quad n \in \mathbb{N}
$$

Then by (i) of Theorem 2.1, both $\left\{f_{n}\right\}_{n=1}^{\infty}$ and $\left\{\tilde{f}_{n}\right\}_{n=1}^{\infty}$ are Cauchy sequences in $L_{2, \infty, 0}(\mathbb{R})$. Note that $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\hat{\phi}(\xi)$ and $\lim _{n \rightarrow \infty} \widehat{\tilde{f}_{n}}(\xi)=\hat{\tilde{\phi}}(\xi)$. So, we must have

$$
\lim _{n \rightarrow \infty}\left\|f_{n}-\phi\right\|_{L_{2, \infty, 0}(\mathbb{R})}=\lim _{n \rightarrow \infty}\left\|\tilde{f}_{n}-\tilde{\phi}\right\|_{L_{2, \infty, 0}(\mathbb{R})}=0
$$

Since $[\hat{f}, \hat{f}]=1$ and the discrete biorthogonality relation in (3.4) holds, it is easy to show by induction that $\left[\widehat{f_{n}}, \widehat{\tilde{f}_{n}}\right]=1$ for all $n \in \mathbb{N}$. Consequently, we must have $[\hat{\phi}, \hat{\tilde{\phi}}]=1$. Therefore, (ii) $\Rightarrow$ (i).

If $\nu_{2}(\hat{a})>0, \nu_{2}(\hat{\tilde{a}})>0$, and (3.6) holds, then all the conditions in (ii) hold. So, $[\hat{\phi}, \hat{\tilde{\phi}}]=1$. Now it follows from (3.6) that $[\hat{\phi}, \hat{\tilde{\psi}}]=0,[\hat{\psi}, \hat{\tilde{\phi}}]=0$, and $[\hat{\psi}, \hat{\tilde{\psi}}]=1$. By a
standard argument on MRA $[4,6]$, we deduce that (3.1) holds. Since $\hat{\phi}(0)=\hat{\tilde{\phi}}(0)=1$ and both $\hat{\phi}$ and $\hat{\tilde{\phi}}$ are continuous, by the standard argument on MRA, we see that both $\left\{\psi_{j, k}: j, k \in \mathbb{Z}\right\}$ and $\left\{\tilde{\psi}_{j, k}: j, k \in \mathbb{Z}\right\}$ are dense in $L_{2}(\mathbb{R})$. To show that both $\psi$ and $\tilde{\psi}$ generate Riesz wavelet bases in $L_{2}(\mathbb{R})$, we need to show that $\psi$ and $\tilde{\psi}$ satisfy (1.11). By the biorthogonality relation in (3.1), it suffices to show that the right-hand inequality in (1.11) holds for both $\psi$ and $\tilde{\psi}[4]$, which is equivalent to showing that there exists a positive constant $C$ such that

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left[\left|\left\langle f, \psi_{j, k}\right\rangle\right|^{2}+\left|\left\langle f, \tilde{\psi}_{j, k}\right\rangle\right|^{2}\right] \leqslant C\|f\|^{2} \quad \forall f \in L_{2}(\mathbb{R}) \tag{3.7}
\end{equation*}
$$

Since $\nu_{2}(\hat{a})>0$ and $\nu_{2}(\hat{\tilde{a}})>0$, by Theorem 2.1, we have $[\hat{\phi}, \hat{\phi}]_{\nu},[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}]_{\nu} \in L_{\infty}(\mathbb{T})$ for $0<\nu<\min \left(\nu_{2}(\hat{a}), \nu_{2}(\hat{\tilde{a}})\right)$. Using Fourier transform and the Parseval's identity, by $\hat{\psi}(\xi)=\hat{b}(\xi / 2) \hat{\phi}(\xi / 2)$, we have

$$
\begin{aligned}
2 \pi \sum_{k \in \mathbb{Z}}\left|\left\langle f, \psi_{j, k}\right\rangle\right|^{2} & =2^{j} \int_{-\pi}^{\pi}\left|\left[\hat{f}\left(2^{j} \cdot\right), \hat{\psi}\right](\xi)\right|^{2} d \xi \\
& \leqslant 2^{j+1} \int_{-\pi}^{\pi}|\hat{b}(\xi)|^{2}\left|\left[\hat{f}\left(2^{j+1} \cdot\right), \hat{\phi}\right](\xi)\right|^{2} d \xi \\
& \leqslant 2^{j+1} \int_{-\pi}^{\pi}|\hat{b}(\xi)|^{2}\left[\hat{f}\left(2^{j+1} \cdot\right), \hat{f}\left(2^{j+1} \cdot\right)\right]_{-\nu}(\xi)[\hat{\phi}, \hat{\phi}]_{\nu}(\xi) d \xi \\
& \leqslant\left\|[\hat{\phi}, \hat{\phi}]_{\nu}\right\|_{L_{\infty}(\mathbb{T})} 2^{j+1} \int_{-\pi}^{\pi}|\hat{b}(\xi)|^{2}\left[\hat{f}\left(2^{j+1} \cdot\right), \hat{f}\left(2^{j+1} \cdot\right)\right]_{-\nu}(\xi) d \xi \\
& =\left\|[\hat{\phi}, \hat{\phi}]_{\nu}\right\|_{L_{\infty}(\mathbb{T})} \int_{\mathbb{R}} \frac{\left|\hat{b}\left(2^{-j-1} \xi\right)\right|^{2}}{\left(1+\left|2^{-j-1} \xi\right|^{2}\right)^{\nu}}|\hat{f}(\xi)|^{2} d \xi
\end{aligned}
$$

Note that $\hat{b}(0)=\hat{\tilde{b}}(0)=0$ and $\hat{b}, \hat{\tilde{b}} \in C^{\beta}(\mathbb{T})$ with $\beta>0$. Consequently, we see that (3.7) holds with

$$
\begin{aligned}
& C=\left\|[\hat{\phi}, \hat{\phi}]_{\nu}\right\|_{L_{\infty}(\mathbb{T})}\left\|\sum_{j \in \mathbb{Z}} \frac{\left|\hat{b}\left(2^{j} \cdot\right)\right|^{2}}{\left(1+\left|2^{j} \cdot\right|^{2}\right)^{\nu}}\right\|_{L_{\infty}(\mathbb{R})} \\
&+\left\|[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}]_{\nu}\right\|_{L_{\infty}(\mathbb{T})}\left\|\sum_{j \in \mathbb{Z}} \frac{\left|\hat{\tilde{b}}\left(2^{j} \cdot\right)\right|^{2}}{\left(1+\left|2^{j} \cdot\right|^{2}\right)^{\nu}}\right\|_{L_{\infty}(\mathbb{R})}<\infty .
\end{aligned}
$$

Therefore, $(\psi, \tilde{\psi})$ generates a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R}) . \quad \square$
As an application of Theorems 2.1 and 3.1, we characterize MRA Riesz wavelet bases in $L_{2}(\mathbb{R})$ in the following result, which improves and generalizes [14, Theorem 6] and [16, Theorem 1.1] by taking a different approach.

Theorem 3.2. Let $\hat{a}, \hat{b} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$ and $\beta>0$. Define $\phi$ and $\psi$ by

$$
\begin{equation*}
\hat{\phi}(\xi):=\prod_{j=1}^{\infty} \hat{a}\left(2^{-j} \xi\right) \quad \text { and } \quad \hat{\psi}(\xi):=\hat{b}(\xi / 2) \hat{\phi}(\xi / 2), \quad \xi \in \mathbb{R} \tag{3.8}
\end{equation*}
$$

Then the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$ and $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$ if and only if
(i) $\hat{b}(0)=0$ and $d(\xi):=\hat{a}(\xi) \hat{b}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}(\xi) \neq 0$ for all $\xi \in \mathbb{R}$,
(ii) $\nu_{2}(\hat{a})>0$ and $\nu_{2}(\hat{\tilde{a}})>0$, where $\hat{\tilde{a}}(\xi):=\overline{\hat{b}(\xi+\pi)} / \overline{d(\xi)}$.

In the case that $\hat{a}$ is a $2 \pi$-periodic trigonometric polynomial, then the shifts of $\phi \in$ $L_{2}(\mathbb{R})$ must be stable in $L_{2}(\mathbb{R})$ if $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$.

Proof. Suppose that (i) and (ii) hold. Define $\hat{\tilde{b}}(\xi):=-\overline{\hat{a}(\xi+\pi)} / \overline{d(\xi)}$. Since $\hat{a}, \hat{b} \in C^{\beta}(\mathbb{T})$ and $d(\xi) \neq 0$ for all $\xi \in \mathbb{R}$, it is evident that $\hat{\tilde{a}}, \hat{\tilde{b}} \in C^{\beta}(\mathbb{T})$. By $\nu_{2}(\hat{a})>0$ and Theorem 2.1, $\hat{a}(\pi)=0$. Since $\hat{a}(0)=1$ and $\hat{b}(0)=0$, we must have $\hat{\tilde{a}}(0)=1$ and $\hat{\tilde{a}}(\pi)=0$. Moreover, it is easy to check that (3.6) holds. Define $\tilde{\phi}$ and $\tilde{\psi}$ as in (3.2) and (3.5). Now it follows from Theorem 3.1 that $(\psi, \tilde{\psi})$ generates a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$. In particular, we conclude that $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$.

Conversely, suppose that the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$ and $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$. Since the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$, by Corollary 2.2 , we have $\nu_{2}(\hat{a})>0$ and $\hat{a}(\pi)=0$. Since $\hat{\psi}$ is continuous and $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$, we must have $\hat{\psi}(0)=0$, and therefore $\hat{b}(0)=0$ by $\hat{\phi}(0)=1$. So, $\hat{\tilde{a}}(0)=\overline{\hat{b}(\pi)} / \overline{d(0)}=1$. By [14, Lemma 1], we see that (i) must hold and there exists a function $\tilde{\phi} \in L_{2}(\mathbb{R})$ such that the shifts of $\tilde{\phi}$ are stable in $L_{2}(\mathbb{R})$ and $\hat{\tilde{\phi}}(2 \xi)=\hat{\tilde{a}}(\xi) \hat{\tilde{\phi}}(\xi)$. Since $\hat{\tilde{a}} \in C^{\beta}(\mathbb{T})$ and $\hat{\tilde{a}}(0)=1$, by Corollary 2.2 , we have $\nu_{2}(\hat{\tilde{a}})>0$. Therefore, both (i) and (ii) hold.

Suppose that $\hat{a}$ is a $2 \pi$-periodic trigonometric polynomial and the shifts of $\phi \in$ $L_{2}(\mathbb{R})$ are not stable in $L_{2}(\mathbb{R})$. Since $\phi$ is compactly supported, by [19, Theorem 5.3], there exists a compactly supported refinable function $\eta \in L_{2}(\mathbb{R})$ with stable shifts in $L_{2}(\mathbb{R})$ such that $\hat{\eta}(2 \xi)=\hat{c}(\xi) \hat{\eta}(\xi)$ for some $2 \pi$-periodic trigonometric polynomial $\hat{c}$, and $\hat{\phi}(\xi)=\theta(\xi) \hat{\eta}(\xi)$ for some $2 \pi$-periodic trigonometric polynomial $\theta$. Note that $[\hat{\phi}, \hat{\phi}](\xi)=|\theta(\xi)|^{2}[\hat{\eta}, \hat{\eta}](\xi)$ and $\hat{a}(\xi)=\theta(2 \xi) \hat{c}(\xi) / \theta(\xi)$. Since the shifts of the compactly supported function $\phi$ are not stable in $L_{2}(\mathbb{R})$, there is $\xi_{0} \in \mathbb{R} \backslash[2 \pi \mathbb{Z}]$ such that $\theta\left(\xi_{0}\right)=0$.

Since $\hat{\psi}(2 \xi)=\hat{b}(\xi) \hat{\phi}(\xi)=\hat{b}(\xi) \theta(\xi) \hat{\eta}(\xi)$ and the shifts of $\eta$ are stable in $L_{2}(\mathbb{R})$, if $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$, by what has been proved, then we must have

$$
\begin{array}{r}
0 \neq \dot{d}(\xi):=\hat{c}(\xi) \hat{b}(\xi+\pi) \theta(\xi+\pi)-\hat{c}(\xi+\pi) \hat{b}(\xi) \theta(\xi)=\frac{\theta(\xi) \theta(\xi+\pi)}{\theta(2 \xi)} d(\xi)  \tag{3.9}\\
\forall \xi \in \mathbb{R}
\end{array}
$$

and $\nu_{2}(\hat{c})>0, \nu_{2}(\hat{\hat{a}})>0$, where $\hat{\hat{a}}(\xi):=\overline{\hat{b}(\xi+\pi) \theta(\xi+\pi)} / \bar{d}(\xi)$.
By (3.9), we conclude that if $\xi \in \mathbb{R}$ is a zero of $\theta$, then $2 \xi$ must also be a zero of $\theta$. Since $\theta\left(\xi_{0}\right)=0$, we now see that $\theta\left(2^{j} \xi_{0}\right)=0$ for all $j \in \mathbb{N} \cup\{0\}$. By the definition of $\dot{d}(\xi)$ in (3.9), for all $j \in \mathbb{N} \cup\{0\}$, we have

$$
\begin{aligned}
\grave{d}\left(2^{j} \xi_{0}\right) & :=\hat{c}\left(2^{j} \xi_{0}\right) \hat{b}\left(2^{j} \xi_{0}+\pi\right) \theta\left(2^{j} \xi_{0}+\pi\right)-\hat{c}\left(2^{j} \xi_{0}+\pi\right) \hat{b}\left(2^{j} \xi_{0}\right) \theta\left(2^{j} \xi_{0}\right) \\
& =\hat{c}\left(2^{j} \xi_{0}\right) \hat{b}\left(2^{j} \xi_{0}+\pi\right) \theta\left(2^{j} \xi_{0}+\pi\right)
\end{aligned}
$$

Now by the definition of $\stackrel{\hat{a}}{ }$, we deduce that

$$
\hat{\stackrel{a}{a}}\left(2^{j} \xi_{0}\right)=\frac{\overline{\hat{b}\left(2^{j} \xi_{0}+\pi\right) \theta\left(2^{j} \xi_{0}+\pi\right)}}{\overline{\hat{c}\left(2^{j} \xi_{0}\right) \hat{b}\left(2^{j} \xi_{0}+\pi\right) \theta\left(2^{j} \xi_{0}+\pi\right)}}=\frac{1}{\overline{\hat{c}\left(2^{j} \xi_{0}\right)}} \quad \forall j \in \mathbb{N} \cup\{0\}
$$

from which we see that

$$
\begin{equation*}
\prod_{j=0}^{n} \hat{\grave{a}}\left(2^{j} \xi_{0}\right)=\frac{1}{\prod_{j=0}^{n} \frac{\hat{c}\left(2^{j} \xi_{0}\right)}{} \quad \forall n \in \mathbb{N} . . . . . . .} \tag{3.10}
\end{equation*}
$$

Since the shifts of $\eta$ are stable, there exists $k_{0} \in \mathbb{Z}$ such that $\hat{\eta}\left(\xi_{0}+2 \pi k_{0}\right) \neq 0$. Since $\xi_{0} \notin 2 \pi \mathbb{Z}$, we have $\xi_{0}+2 \pi k_{0} \neq 0$, and therefore $\lim _{n \rightarrow \infty} \hat{\eta}\left(2^{n}\left(\xi_{0}+2 \pi k_{0}\right)\right)=0$ by $\eta \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$. Now by (3.10), we have

$$
\begin{aligned}
\left|\prod_{j=0}^{n} \hat{\grave{a}}\left(2^{j} \xi_{0}\right)\right| & =\frac{1}{\left|\prod_{j=0}^{n} \hat{c}\left(2^{j} \xi_{0}\right)\right|}=\frac{1}{\left|\prod_{j=0}^{n} \hat{c}\left(2^{j}\left(\xi_{0}+2 \pi k_{0}\right)\right)\right|} \\
& =\frac{\left|\hat{\eta}\left(\xi_{0}+2 \pi k_{0}\right)\right|}{\left|\hat{\eta}\left(2^{n+1}\left(\xi_{0}+2 \pi k_{0}\right)\right)\right|} \rightarrow \infty
\end{aligned}
$$

as $n \rightarrow \infty$, which is a contradiction to [14, Lemma 1] (also see (5.19)), since $\hat{\dot{a}} \in C^{\beta}(\mathbb{T})$. Therefore, the shifts of $\phi \in L_{2}(\mathbb{R})$ must be stable in $L_{2}(\mathbb{R})$.

To illustrate the results in this section, we consider MRA Riesz wavelet bases in $L_{2}(\mathbb{R})$ using the masks in (1.12). The following result generalizes [17, Theorem 2.2] for the case of $B$-splines.

THEOREM 3.3. Let $\hat{a}=\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}$ or $\hat{a}=\left|\widehat{\beta_{1}, \beta_{2}, \beta_{3}}\right|$, where the masks $\widehat{a_{\beta_{1}, \beta_{2}, \beta_{3}}}$ are defined in (1.12). Let $\phi$ denote the standard refinable function associated with mask $\hat{a}$ in (1.2) and define a wavelet function $\psi$ by

$$
\begin{equation*}
\hat{\psi}(2 \xi):=e^{-i \xi} \overline{\hat{a}}(\xi+\pi) \hat{\phi}(\xi), \quad \xi \in \mathbb{R} \tag{3.11}
\end{equation*}
$$

Then the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$ and the wavelet function $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$, provided that $\beta_{1}, \beta_{2}, \beta_{3}>0$ satisfy

$$
\begin{equation*}
\beta_{1}>1 / 4+\left|\beta_{2}-1\right| \beta_{3} / 2,\left(\beta_{2}-1\right) \beta_{3}>-1 / 2 \quad \text { or } \quad \beta_{1} \geqslant 1,\left(\beta_{2}-1\right) \beta_{3} \leqslant-1 / 2 \tag{3.12}
\end{equation*}
$$

Proof. Let $\hat{b}(\xi):=e^{-i \xi} \overline{\hat{a}(\xi+\pi)}$. Then $\hat{\psi}(2 \xi)=\hat{b}(\xi) \hat{\phi}(\xi)$. Clearly, $\hat{a}, \hat{b} \in C^{\beta}(\mathbb{T})$ for some $\beta>0$ and $\hat{b}(0)=0$. By calculation, we have

$$
d(\xi)=e^{-i(\xi+\pi)}\left(|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}\right)=e^{-i(\xi+\pi)} \frac{|\cos (\xi / 2)|^{4 \beta_{1}}+|\sin (\xi / 2)|^{4 \beta_{1}}}{\left(|\cos (\xi / 2)|^{2 \beta_{2}}+|\sin (\xi / 2)|^{2 \beta_{2}}\right)^{2 \beta_{3}}}
$$

So, $d(\xi) \neq 0$ for all $\xi \in \mathbb{R}$, and (i) of Theorem 3.2 holds.

By calculation, we have

$$
|\hat{\tilde{a}}(\xi)|=|\overline{\hat{b}(\xi+\pi)} / \overline{d(\xi)}|=2^{-2 \beta_{1}}\left|1+e^{-i \xi}\right|^{2 \beta_{1}} \hat{c}(\xi)
$$

where

$$
\hat{c}(\xi):=\frac{\left(|\cos (\xi / 2)|^{2 \beta_{2}}+|\sin (\xi / 2)|^{2 \beta_{2}}\right)^{\beta_{3}}}{|\cos (\xi / 2)|^{4 \beta_{1}}+|\sin (\xi / 2)|^{4 \beta_{1}}}
$$

Now it follows from the inequalities in (2.4) that

$$
0<\hat{c}(\xi) \leqslant c_{\beta_{1}, \beta_{2}, \beta_{3}}:=\frac{\max \left(1,2^{\left(1-\beta_{2}\right) \beta_{3}}\right)}{\min \left(1,2^{1-2 \beta_{1}}\right)} \quad \forall \xi \in \mathbb{R}
$$

If (3.12) holds, then (2.5) must be true, and therefore, by Example 2.4, we have $\nu_{2}(\hat{a})>0$. By Theorem 4.1 and Lemma 4.3, if (3.12) holds, then we have

$$
\rho(\hat{\tilde{a}})=\rho_{4 \beta_{1}}(\hat{\tilde{a}}, \infty)=\rho_{0}\left(2^{-2 \beta_{1}} \hat{c}, \infty\right) \leqslant \rho_{0}\left(2^{-2 \beta_{1}} c_{\beta_{1}, \beta_{2}, \beta_{3}}, \infty\right)=2^{1-4 \beta_{1}}\left|c_{\beta_{1}, \beta_{2}, \beta_{3}}\right|^{2}<1,
$$

since the last inequality combined with (2.5) is equivalent to (3.12). Now by Theorem 3.2, the shifts of $\phi$ are stable in $L_{2}(\mathbb{R})$, and the function $\psi$ generates a Riesz wavelet basis in $L_{2}(\mathbb{R})$.

For the fractional splines in [27], we have $\beta_{2}=1$, and the condition in (3.12) becomes $\beta_{1}>1 / 4$. As discussed in Example 2.4, the standard refinable function associated with mask $\hat{a}$ and $\beta_{2}=1$ does not belong to $L_{2}(\mathbb{R})$ for $0<\beta_{1} \leqslant 1 / 4$. So, Theorem 3.3 is sharp for all the fractional splines in [27].

For the classical Butterworth filters, we have $\beta_{3}=1$ and $\beta_{1}=\beta_{2} \in \mathbb{N}$. Now the condition in (3.12) becomes $\beta_{1}>1 / 2$. Therefore, Theorem 3.3 holds for all the classical Butterworth filters in [25].
4. Some properties and estimate of the quantity ${ }_{2}(\hat{a})$. In this section, we shall investigate some properties of the quantity $\nu_{2}(\hat{a})$ in (1.7) and discuss how to estimate the quantity $\nu_{2}(\hat{a})$. Some results in this section will be needed in our study of refinable functions, cascade algorithms, and wavelets with Hölder continuous masks. The results in this section for the general case of Lebesgue measurable masks are also of interest in their own right and may be useful elsewhere.

The following result generalizes a well-known result for a univariate $2 \pi$-periodic trigonometric polynomial $\hat{a}$ and a positive integer $\tau$ in the wavelet literature. The proof of the following result for the general case of Hölder continuous masks is nontrivial and will be presented in section 7 .

THEOREM 4.1. Let $\hat{a}$ be a $2 \pi$-periodic measurable function such that $|\hat{a}|^{2} \in C^{\beta}(\mathbb{T})$ with $|\hat{a}(0)|^{2} \neq 0$ and $\beta>0$. If $|\hat{a}(\xi)|^{2}=\left|1+e^{-i \xi}\right|^{2 \tau}|\hat{A}(\xi)|^{2}$ a.e. $\xi \in \mathbb{R}$ for some $\tau \geqslant 0$ such that $\hat{A} \in L_{\infty}(\mathbb{T})$, then

$$
\begin{align*}
\rho_{2 \tau}(\hat{a}, \infty) & =\inf _{n \rightarrow \infty}\left\|\frac{T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)}{|\sin (\cdot / 2)|^{2 \tau}}\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}  \tag{4.1}\\
& =\lim _{n \rightarrow \infty}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=\inf _{n \in \mathbb{N}}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} .
\end{align*}
$$

As in (1.7), we define a similar quantity as follows:

$$
\begin{equation*}
\nu_{2}(\hat{a}, p):=-\left[\log _{2} \rho(\hat{a}, p)\right] / 2, \quad 1 \leqslant p \leqslant \infty \tag{4.2}
\end{equation*}
$$

where the quantity $\rho(\hat{a}, p)$, using $\rho_{\tau}(\hat{a}, p)$ in (1.6), is defined to be

$$
\begin{equation*}
\rho(\hat{a}, p):=\inf \left\{\rho_{\tau}(\hat{a}, p):|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T}) \text { and } \tau \geqslant 0\right\} \tag{4.3}
\end{equation*}
$$

Clearly, $\nu_{2}(\hat{a})=\nu_{2}(\hat{a}, \infty)$ and $\rho(\hat{a})=\rho(\hat{a}, \infty)$. For a $2 \pi$-periodic trigonometric polynomial $\hat{a}$, we can write $\hat{a}(\xi)=\left(1+e^{-i \xi}\right)^{\tau} \hat{A}(\xi)$ for some nonnegative integer $\tau$ and some $2 \pi$-periodic trigonometric polynomial $\hat{A}$ with $\hat{A}(\pi) \neq 0$. Write $|\hat{A}(\xi)|^{2}=$ $\sum_{k=-K}^{K} c_{k} e^{-i k \xi}$. It is known $[7,13,15]$ that $\nu_{2}(\hat{a}, p)=\nu_{2}(\hat{a})=-1 / 2-\log _{2} \sqrt{\rho}$, where $\rho$ is the spectral radius of the square matrix $\left(c_{2 j-k}\right)_{-K \leqslant j, k \leqslant K}$.

In the following, we shall investigate the mutual relations among the quantities $\nu_{2}(\hat{a}, p)$.

Proposition 4.2. The following statements hold:
(1) For $0<\tau<1,|\sin (\cdot / 2)|^{\tau} \in C^{\tau}(\mathbb{T})$ and $|\cos (\cdot / 2)|^{\tau} \in C^{\tau}(\mathbb{T})$.
(2) For a $2 \pi$-periodic measurable function $\hat{a}$ and $0 \leqslant \tau_{1} \leqslant \tau_{2}$,

$$
\begin{align*}
\rho_{\tau_{2}}(\hat{a}, p) \leqslant \rho_{\tau_{1}}(\hat{a}, p) \leqslant \rho_{\tau_{1}}(\hat{a}, q) \quad \text { and } \quad & \nu_{2}(\hat{a}, q) \leqslant \nu_{2}(\hat{a}, p)  \tag{4.4}\\
& \forall 1 \leqslant p \leqslant q \leqslant \infty
\end{align*}
$$

(3) If $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$ and $\beta>0$, then the condition

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{1}(\mathbb{T})}=0 \quad \text { for some } \tau \geqslant 0 \tag{4.5}
\end{equation*}
$$

implies $\hat{a}(\pi)=0$. In particular, (4.5) holds if $\nu_{2}(\hat{a}, p)>0$ for some $1 \leqslant p \leqslant$ $\infty$.
Proof. It is easy to prove that $1-x^{\tau} \leqslant(1-x)^{\tau}$ for all $0<\tau \leqslant 1$ and $0 \leqslant x \leqslant 1$. Consequently, we have

$$
\|\left.\sin (x / 2)\right|^{\tau}-|\sin (y / 2)|^{\tau}\left|\leqslant|\sin (x / 2)-\sin (y / 2)|^{\tau} \leqslant|x-y|^{\tau}\right.
$$

So, $|\sin (\cdot / 2)|^{\tau} \in C^{\tau}(\mathbb{T})$, and it follows that $|\cos (\cdot / 2)|^{\tau} \in C^{\tau}(\mathbb{T})$. So, (1) holds.
Since $0 \leqslant \tau_{1} \leqslant \tau_{2}$, it is evident that $|\sin (\xi / 2)|^{\tau_{2}} \leqslant|\sin (\xi / 2)|^{\tau_{1}}$ for all $\xi \in \mathbb{R}$. Therefore,

$$
T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau_{2}}\right) \leqslant T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau_{1}}\right)
$$

Now the claim in (4.4) follows directly from the above inequality and the fact that $\|\cdot\|_{L_{p}(\mathbb{T})} \leqslant\|\cdot\|_{L_{q}(\mathbb{T})}$ for all $1 \leqslant p \leqslant q \leqslant \infty$. So, (2) holds.

To prove (3), we denote $\Phi(\xi):=\prod_{j=1}^{\infty}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2}$. Since $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=$ 1 and $\beta>0, \Phi$ is well defined and is continuous with $\Phi(0)=1$. Suppose that $\hat{a}(\pi) \neq 0$. Then there exist $0<\varepsilon<\pi / 2$ and a positive constant $C$ such that $|\hat{a}(\xi+\pi)|^{2}|\sin (\xi / 2+\pi / 2)|^{\tau} \geqslant C$ and $C \leqslant \Phi(\xi) \leqslant 1 / C$ for all $\xi \in(-2 \varepsilon, 2 \varepsilon)$. By the
definition of $T_{\hat{a}}$, we deduce that

$$
\begin{aligned}
\int_{0}^{2 \pi}\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right](\xi) d \xi & =2^{n} \int_{0}^{2 \pi}|\sin (\xi / 2)|^{\tau}|\hat{a}(\xi)|^{2}|\hat{a}(2 \xi)|^{2} \cdots\left|\hat{a}\left(2^{n-1} \xi\right)\right|^{2} d \xi \\
& \geqslant 2^{n} \int_{\pi-\varepsilon}^{\pi+\varepsilon}|\sin (\xi / 2)|^{\tau}|\hat{a}(\xi)|^{2}|\hat{a}(2 \xi)|^{2} \cdots\left|\hat{a}\left(2^{n-1} \xi\right)\right|^{2} d \xi \\
& \geqslant 2^{n} C \int_{\pi-\varepsilon}^{\pi+\varepsilon}|\hat{a}(2 \xi)|^{2} \cdots\left|\hat{a}\left(2^{n-1} \xi\right)\right|^{2} d \xi \\
& =2^{n-1} C \int_{-2 \varepsilon}^{2 \varepsilon}|\hat{a}(\xi)|^{2} \cdots\left|\hat{a}\left(2^{n-2} \xi\right)\right|^{2} d \xi \\
& =2^{n-1} C \int_{-2 \varepsilon}^{2 \varepsilon} \frac{\Phi\left(2^{n-1} \xi\right)}{\Phi(\xi)} d \xi \\
& \geqslant 2^{n-1} C^{2} \int_{-2 \varepsilon}^{2 \varepsilon} \Phi\left(2^{n-1} \xi\right) d \xi \\
& =C^{2} \int_{-2^{n} \varepsilon}^{2^{n} \varepsilon} \Phi(\xi) d \xi
\end{aligned}
$$

Hence,

$$
\liminf _{n \rightarrow \infty}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{1}(\mathbb{T})} \geqslant(2 \pi)^{-1} C^{2} \int_{\mathbb{R}} \Phi(\xi) d \xi>0
$$

since $\Phi \geqslant 0$ is continuous and $\Phi(0)=1$. This is a contradiction to our assumption in (4.5). So, we must have $\hat{a}(\pi)=0$. If $\nu_{2}(\hat{a}, p)>0$, then $\nu_{2}(\hat{a}, 1) \geqslant \nu_{2}(\hat{a}, p)>0$, and therefore (4.5) holds.

The following result will be needed later in this section.
Lemma 4.3. Let $\hat{a}$ and $\hat{c}$ be $2 \pi$-periodic measurable functions such that $|\hat{a}(\xi)| \leqslant$ $|\hat{c}(\xi)|$ for almost every $\xi \in \mathbb{R}$. Then

$$
\begin{equation*}
\rho_{\tau}(\hat{a}, p) \leqslant \rho_{\tau}(\hat{c}, p) \quad \text { and } \quad \nu_{2}(\hat{c}, p) \leqslant \nu_{2}(\hat{a}, p) \quad \forall 1 \leqslant p \leqslant \infty, \tau \in \mathbb{R} \tag{4.6}
\end{equation*}
$$

Proof. To prove (4.6), since $|\hat{a}(\xi)|^{2} \leqslant|\hat{c}(\xi)|^{2}$, it is obvious that

$$
0 \leqslant\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right](\xi) \leqslant\left[T_{\hat{c}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right](\xi) \quad \text { a.e. } \xi \in \mathbb{R}
$$

Therefore, $\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{p}(\mathbb{T})} \leqslant\left\|T_{\hat{c}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{p}(\mathbb{T})}$, which implies the first part of (4.6).

If $|\hat{c}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T})$ for some $\tau$, then we also have

$$
|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T})
$$

since $|\hat{a}(\xi)| \leqslant|\hat{c}(\xi)|$. Now by the definition of $\nu_{2}(\hat{a}, p)$ in (4.2) and the first part of $(4.6)$, it is easy to see that $\nu_{2}(\hat{c}, p) \leqslant \nu_{2}(\hat{a}, p)$.

For a particular family of masks, the following result reveals the mutual relations among the quantities $\nu_{2}(\hat{a}, p)$ for different $1 \leqslant p \leqslant \infty$.

LEMMA 4.4. Let $\hat{a}$ be a $2 \pi$-periodic measurable function such that $|\hat{a}(\xi)|=\mid 1+$ $e^{-i \xi}|\tau| \hat{A}(\xi) \mid$ for some $\tau \geqslant 0$ and some $2 \pi$-periodic trigonometric polynomial $\hat{A}$ with $\hat{A}(0) \neq 0$. Then

$$
\begin{align*}
\rho_{2 \tau}(\hat{a}, p)=\lim _{n \rightarrow \infty}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{p}(\mathbb{T})}^{1 / n}=\rho_{0}(\hat{A}, \infty) & =\inf _{n \in \mathbb{N}}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}  \tag{4.7}\\
& \forall 1 \leqslant p \leqslant \infty
\end{align*}
$$

In particular, $\nu_{2}(\hat{a}, p)=\nu_{2}(\hat{a})=\nu_{2}(\hat{A})$ for all $1 \leqslant p \leqslant \infty$. That is, $\nu_{2}(\hat{a}, p)$ is independent of $p$.

Proof. Let $N$ be an integer such that $N \geqslant \tau$. Define $\hat{c}(\xi):=\left(1+e^{-i \xi}\right)^{N} \hat{A}(\xi)$. By calculation, it follows from $|\hat{a}(\xi)|^{2}=2^{2 \tau}|\cos (\xi / 2)|^{2 \tau}|\hat{A}(\xi)|^{2}$ that

$$
\begin{aligned}
{\left[T_{\hat{a}}\left(f(\cdot)|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi)=} & |\hat{a}(\xi / 2)|^{2} \mid \\
& \left.\sin (\xi / 4)\right|^{2 \tau} f(\xi / 2) \\
& +|\hat{a}(\xi / 2+\pi)|^{2}|\sin (\xi / 4+\pi / 2)|^{2 \tau} f(\xi / 2+\pi) \\
= & |\sin (\xi / 2)|^{2 \tau}\left[|\hat{A}(\xi / 2)|^{2} f(\xi / 2)+|\hat{A}(\xi / 2+\pi)|^{2} f(\xi / 2+\pi)\right] \\
= & |\sin (\xi / 2)|^{2 \tau}\left[T_{\hat{A}} f\right](\xi)
\end{aligned}
$$

That is, when $|\hat{a}(\xi)|^{2}=2^{2 \tau}|\cos (\xi / 2)|^{2 \tau}|\hat{A}(\xi)|^{2}$, for any $2 \pi$-periodic function $f$, by induction, we have

$$
\begin{equation*}
\left[T_{\hat{a}}^{n}\left(f(\cdot)|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi)=|\sin (\xi / 2)|^{2 \tau}\left[T_{\hat{A}}^{n} f\right](\xi), \quad n \in \mathbb{N} \tag{4.8}
\end{equation*}
$$

Setting $f=1$ in (4.8), we have

$$
\begin{equation*}
\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi)=|\sin (\xi / 2)|^{2 \tau}\left[T_{\overparen{A}}^{n} 1\right](\xi) \leqslant\left[T_{\hat{A}}^{n} 1\right](\xi) \tag{4.9}
\end{equation*}
$$

Note that $2 N-2 \tau \geqslant 0$. Similarly, by $|\hat{c}(\xi)|^{2}=2^{2 N-2 \tau}|\cos (\xi / 2)|^{2 N-2 \tau}|\hat{a}(\xi)|^{2}$, setting $f(\xi)=|\sin (\xi / 2)|^{2 \tau}$ and replacing $\tau$ by $N-\tau$ in (4.8), we have

$$
\begin{align*}
{\left[T_{\hat{c}}^{n}\left(|\sin (\cdot / 2)|^{2 N}\right)\right](\xi) } & =|\sin (\xi / 2)|^{2 N-2 \tau}\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi) \\
& \leqslant\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi) \tag{4.10}
\end{align*}
$$

Thus, it follows from (4.9) and (4.10) that

$$
\begin{align*}
\left\|T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)\right\|_{L_{p}(\mathbb{T})} & \leqslant\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{p}(\mathbb{T})} \leqslant\left\|T_{\hat{A}}^{n} 1\right\|_{L_{p}(\mathbb{T})}  \tag{4.11}\\
& \leqslant\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}
\end{align*}
$$

Since both $|\hat{c}|^{2}$ and $\sin ^{2 N}(\cdot / 2)$ are $2 \pi$-periodic trigonometric polynomials, by induction, it is known $[4,7,15]$ that $\left\{T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)\right\}_{n=1}^{\infty}$ spans a finite dimensional space and in fact the degrees of all trigonometric polynomials $T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)$ are uniformly bounded. Therefore, there exists a positive constant $C$, independent of all $n$, such that

$$
C\left\|T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)\right\|_{L_{\infty}(\mathbb{T})} \leqslant\left\|T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)\right\|_{L_{p}(\mathbb{T})} \quad \forall 1 \leqslant p \leqslant \infty, n \in \mathbb{N}
$$

Hence, we conclude from the above inequality and (4.11) that for $1 \leqslant p \leqslant \infty$,

$$
\begin{align*}
C^{1 / n}\left\|T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{p}(\mathbb{T})}^{1 / n} & \leqslant\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}  \tag{4.12}\\
\forall n & \in \mathbb{N} .
\end{align*}
$$

Since $\hat{c}(\xi)=\left(1+e^{-i \xi}\right)^{N} \hat{A}(\xi)$ and $\hat{A}(0) \neq 0$, by Theorem 4.1, we have

$$
\rho_{2 N}(\hat{c}, \infty)=\lim _{n \rightarrow \infty}\left\|T_{\hat{c}}^{n}\left(\sin ^{2 N}(\cdot / 2)\right)\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=\lim _{n \rightarrow \infty}\left\|T_{\hat{A}} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=\inf _{n \in \mathbb{N}}\left\|T_{\hat{A}} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}
$$

Now (4.7) follows directly from (4.12).
Since $\hat{A}$ is a $2 \pi$-periodic trigonometric polynomial, we can write $\hat{A}(\xi)=(1+$ $\left.e^{-i \xi}\right)^{k} \hat{B}(\xi)$ for some nonnegative integer $k$ and some $2 \pi$-periodic trigonometric polynomial $\hat{B}$ such that $\hat{B}(\pi) \neq 0$. So, $|\hat{a}(\xi)|=\left|1+e^{-i \xi}\right|^{k+\tau}|\hat{B}(\xi)|$. Now by the definition of $\nu_{2}(\hat{a}, p)$ and Theorem 4.1, it follows from (4.7) that

$$
\begin{aligned}
\nu_{2}(\hat{a}, p) & :=-\left[\log _{2} \rho_{2 k+2 \tau}(\hat{a}, p)\right] / 2=-\left[\log _{2} \rho_{0}(\hat{B}, \infty)\right] / 2 \\
& =-\left[\log _{2} \rho_{2 k}(\hat{A}, \infty)\right] / 2=\nu_{2}(\hat{A})
\end{aligned}
$$

Therefore, $\nu_{2}(\hat{a}, p)=\nu_{2}(\hat{A})$ for all $1 \leqslant p \leqslant \infty$.
In the following, we shall discuss how to approximate the quantity $\rho_{0}(\hat{A}, \infty)$.
Proposition 4.5. Let $\hat{A}, \widehat{A_{j}} \in L_{\infty}(\mathbb{T}), j \in \mathbb{N}$ such that $\lim _{j \rightarrow \infty}\left\|\widehat{A_{j}}-\hat{A}\right\|_{L_{\infty}(\mathbb{T})}=$ 0. Then

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \rho_{0}\left(\widehat{A_{j}}, \infty\right) \leqslant \rho_{0}(\hat{A}, \infty) \tag{4.13}
\end{equation*}
$$

If in addition $|\hat{A}(\xi)| \leqslant\left|\widehat{A_{j}}(\xi)\right|$ for almost every $\xi \in \mathbb{R}$ and for all $j \in \mathbb{N}$, then

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \rho_{0}\left(\widehat{A_{j}}, \infty\right)=\rho_{0}(\hat{A}, \infty) \tag{4.14}
\end{equation*}
$$

Proof. By Proposition 7.1, $\rho_{0}(\hat{A}, \infty)=\inf _{n \in \mathbb{N}}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}$. Therefore, for any $\varepsilon>0$, there exists a positive integer $N$ such that $\left\|T_{\hat{A}}^{N} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / N}<\rho_{0}(\hat{A}, \infty)+\varepsilon$. Now by $\lim _{j \rightarrow \infty}\left\|\widehat{A_{j}}-\hat{A}\right\|_{L_{\infty}(\mathbb{T})}=0$, there exists a positive integer $J$ such that

$$
\left\|T_{\widehat{A_{j}}}^{N} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / N}<\rho_{0}(\hat{A}, \infty)+\varepsilon \quad \forall j \geqslant J
$$

Consequently, by Proposition 7.1, we deduce that

$$
\rho_{0}\left(\widehat{A_{j}}, \infty\right)=\inf _{n \in \mathbb{N}}\left\|T_{\widehat{A_{j}}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant\left\|T_{\widehat{A_{j}}}^{N} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / N}<\rho_{0}(\hat{A}, \infty)+\varepsilon \quad \forall j \geqslant J
$$

Hence, we have $\lim \sup _{j \rightarrow \infty} \rho_{0}\left(\widehat{A_{j}}, \infty\right) \leqslant \rho_{0}(\hat{A}, \infty)+\varepsilon$. Taking $\varepsilon \rightarrow 0$, we conclude that (4.13) holds. If $|\hat{A}| \leqslant\left|\widehat{A_{j}}\right|$, then by Lemma 4.3, $\rho_{0}(\hat{A}, \infty) \leqslant \rho_{0}\left(\widehat{A_{j}}, \infty\right)$ for all $j \in \mathbb{N}$. Therefore, $\rho_{0}(\hat{A}, \infty) \leqslant \liminf _{j \rightarrow \infty} \rho_{0}\left(\widehat{A_{j}}, \infty\right)$. Now it follows from (4.13) that (4.14) holds.

As a consequence of Proposition 4.5, we have the following corollary.
Corollary 4.6. Let $\hat{A} \in C^{\beta}(\mathbb{T})$ with $\hat{A}(0) \neq 0, \hat{A}(\pi) \neq 0$, and $\beta>0$. Suppose that there is a sequence $\left\{\widehat{A_{j}}\right\}_{j \in \mathbb{N}}$ in $C^{\beta}(\mathbb{T})$ such that $\lim _{j \rightarrow \infty}\left\|\widehat{A_{j}}-\hat{A^{\prime}}\right\|_{L_{\infty}(\mathbb{T})}=0$, and
$|\hat{A}(\xi)| \leqslant\left|\widehat{A_{j}}(\xi)\right|$ for all $\xi \in \mathbb{R}$ and $j \in \mathbb{N}$. For $\tau \geqslant 0$ and a $2 \pi$-periodic trigonometric polynomial $\hat{c}$ with $\hat{c}(0) \neq 0$, let $\hat{a}(\xi):=\left(1+e^{-i \xi}\right)^{\tau} \hat{c}(\xi) \hat{A}(\xi)$ and $\widehat{a_{j}}(\xi):=$ $\left(1+e^{-i \xi}\right)^{\tau} \hat{c}(\xi) \widehat{A_{j}}(\xi)$. Then $\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}\right)=\nu_{2}(\hat{a})$ and $\nu_{2}\left(\widehat{a_{j}}\right) \leqslant \nu_{2}(\hat{a})$ for all $j \in \mathbb{N}$.

Proof. Write $\hat{c}(\xi)=\left(1+e^{-i \xi}\right)^{k} \hat{B}(\xi)$ for some nonnegative integer $k$ and some $2 \pi$ periodic trigonometric polynomial $\hat{B}$ with $\widehat{B}(\pi) \neq 0$. Since $\hat{A}(\pi) \neq 0$ and $\lim _{j \rightarrow \infty} \| \widehat{A_{j}}-$ $\hat{A} \|_{L_{\infty}(\mathbb{T})}=0$, by $\widehat{A_{j}} \in C^{\beta}(\mathbb{T})$, we have $\widehat{A_{j}}(\pi) \neq 0$ for sufficiently large $j$. Now by Theorem 4.1 and Proposition 4.5, we have

$$
\begin{aligned}
\rho(\hat{a}, \infty) & =\rho_{2 k+2 \tau}(\hat{a}, \infty)=\rho_{0}(\hat{A} \hat{B}, \infty)=\lim _{j \rightarrow \infty} \rho_{0}\left(\widehat{A_{j}} \hat{B}, \infty\right) \\
& =\lim _{j \rightarrow \infty} \rho_{2 k+2 \tau}\left(\widehat{a_{j}}, \infty\right)=\lim _{j \rightarrow \infty} \rho\left(\widehat{a_{j}}, \infty\right) .
\end{aligned}
$$

It follows from the definition of $\nu_{2}(\hat{a})$ that $\nu_{2}(\hat{a})=\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}\right)$. Now by $|\hat{a}(\xi)| \leqslant$ $\left|\widehat{a_{j}}(\xi)\right|$, it follows from Lemma 4.3 that $\nu_{2}\left(\widehat{a_{j}}\right) \leqslant \nu_{2}(\hat{a})$.

Proposition 4.7. Let $\hat{a}$ and $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic measurable functions such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|\widehat{a_{j}} / \hat{a}\right\|_{L_{\infty}(\mathbb{T})}=\lim _{j \rightarrow \infty}\left\|\hat{a} / \widehat{a_{j}}\right\|_{L_{\infty}(\mathbb{T})}=1 \tag{4.15}
\end{equation*}
$$

where by convention $\left(\widehat{a_{j}} / \hat{a}\right)(\xi)$ is equal to $\widehat{a_{j}}(\xi) / \hat{a}(\xi)$ if $\hat{a}(\xi) \neq 0$, 1 if $\hat{a}(\xi)=\widehat{a_{j}}(\xi)=0$, or $+\infty$ if $\hat{a}(\xi)=0$ but $\widehat{a_{j}}(\xi) \neq 0$. Then

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}, p\right)=\nu_{2}(\hat{a}, p) \quad \forall 1 \leqslant p \leqslant \infty \tag{4.16}
\end{equation*}
$$

Moreover, if $\nu_{2}\left(\widehat{a_{j}}, p\right)=\nu_{2}\left(\widehat{a_{j}}\right)$ for all $j \in \mathbb{N}$, then $\nu_{2}(\hat{a}, p)=\nu_{2}(\hat{a})$. In particular, if $a$ mask $\hat{a}$ has exponential decay, then $\nu_{2}(\hat{a}, p)=\nu_{2}(\hat{a})$ for all $1 \leqslant p \leqslant \infty$.

Proof. Denote $\widehat{c_{j}}=\widehat{a_{j}} / \hat{a}$. By convention and (4.15), $0<\left|\widehat{c_{j}}(\xi)\right|<\infty$ for almost every $\xi \in \mathbb{R}$, and it is easy to check that $\widehat{a_{j}}(\xi)=\widehat{c_{j}}(\xi) \hat{a}(\xi)$ and $\hat{a}(\xi)=\widehat{a_{j}}(\xi) / \widehat{c_{j}}(\xi)$ for almost every $\xi \in \mathbb{R}$. For $\tau \geqslant 0$, we now have

$$
\begin{aligned}
\left\|1 / \widehat{c}_{j}\right\|_{L_{\infty}(\mathbb{T})}^{-2 n}\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right](\xi) & \leqslant\left[T_{\widehat{a}_{j}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right](\xi) \\
& \leqslant\left\|\widehat{c}_{j}\right\|_{L_{\infty}(\mathbb{T})}^{2 n}\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right](\xi)
\end{aligned}
$$

Consequently, we have

$$
\begin{aligned}
\left\|1 / \widehat{c_{j}}\right\|_{L_{\infty}(\mathbb{T})}^{-2}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{p}(\mathbb{T})}^{1 / n} & \leqslant\left\|T_{\widehat{a}_{j}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{p}(\mathbb{T})}^{1 / n} \\
& \leqslant\left\|\widehat{c_{j}}\right\|_{L_{\infty}(\mathbb{T})}^{2}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{\tau}\right)\right\|_{L_{p}(\mathbb{T})}^{1 / n}
\end{aligned}
$$

Hence, we deduce that

$$
\begin{equation*}
\left\|1 / \widehat{c_{j}}\right\|_{L_{\infty}(\mathbb{T})}^{-2} \rho_{\tau}(\hat{a}, p) \leqslant \rho_{\tau}\left(\widehat{a_{j}}, p\right) \leqslant\left\|\widehat{c_{j}}\right\|_{L_{\infty}(\mathbb{T})}^{2} \rho_{\tau}(\hat{a}, p) \quad \forall j \in \mathbb{N}, 1 \leqslant p \leqslant \infty \tag{4.17}
\end{equation*}
$$

By our assumption in (4.15), we have $\lim _{j \rightarrow \infty}\left\|1 / \widehat{c_{j}}\right\|_{L_{\infty}(\mathbb{T})}=\lim _{j \rightarrow \infty}\left\|\widehat{c_{j}}\right\|_{L_{\infty}(\mathbb{T})}=1$. Now by the definition of $\nu_{2}(\hat{a})$ and (4.17), we must have $\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}, p\right)=\nu_{2}(\hat{a}, p)$ for all $1 \leqslant p \leqslant \infty$.

If $\nu_{2}\left(\widehat{a_{j}}, p\right)=\nu_{2}\left(\widehat{a_{j}}\right)$, then $\nu_{2}(\hat{a}, p)=\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}, p\right)=\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}\right)=\nu_{2}(\hat{a})$.
If $\hat{a}$ has exponential decay, then we can write $\hat{a}(\xi)=\hat{c}(\xi) \hat{A}(\xi)$, where $\hat{c}$ is a $2 \pi$ periodic trigonometric polynomial and $\hat{A}$ has exponential decay satisfying $\hat{A}(\xi) \neq 0$
for all $\xi \in \mathbb{R}$. Now it is easy to see that there is a sequence $\left\{\widehat{A}_{j}\right\}_{j=1}^{\infty}$ of $2 \pi$-periodic trigonometric polynomials such that $\lim _{j \rightarrow \infty}\left\|\widehat{A_{j}} / \hat{A}\right\|_{L_{\infty}(\mathbb{T})}=\lim _{j \rightarrow \infty}\left\|\hat{A} / \widehat{A_{j}}\right\|_{L_{\infty}(\mathbb{T})}=$ 1. Taking $\widehat{a_{j}}(\xi):=\hat{c}(\xi) \widehat{A_{j}}(\xi)$, then (4.15) holds, and by Lemma 4.4, $\nu_{2}\left(\widehat{a_{j}}, p\right)=\nu_{2}\left(\widehat{a_{j}}\right)$ for all $1 \leqslant p \leqslant \infty$ and $j \in \mathbb{N}$. By what has been proved, we have $\nu_{2}(\hat{a}, p)=$ $\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}, p\right)=\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j}}\right)=\nu_{2}(\hat{a})$.

In passing, we mention that the quantity defined in [14, equation (2.16)] corresponds to $\nu_{2}(\hat{a}, 1)$ in (4.2) of this paper. For a mask with exponential decay, by Proposition 4.7, the quantity $\nu_{2}(\hat{a})$ in [14, equation (2.16)] agrees with the one in this paper. However, it is not clear whether $\nu_{2}(\hat{a}, p)=\nu_{2}(\hat{a})$ for all $1 \leqslant p \leqslant \infty$ if $\hat{a} \in C^{\beta}(\mathbb{T})$ for some $\beta>0$.
5. Proof of Theorem 2.1. Since $\hat{a}(0)=1$ and $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\beta>0$, we see that $\hat{\phi}$ in (1.2) is well defined and $\hat{\phi}$ is continuous. If $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$ and $\lim _{n \rightarrow \infty} \hat{f}\left(2^{-n} \xi\right)=1$ for almost every $\xi \in \mathbb{R}$, by $\hat{\phi}(\xi)=\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)$ for almost every $\xi \in \mathbb{R}$, then we must have $\phi \in L_{2, \infty, 0}(\mathbb{R})$ and $\lim _{n \rightarrow \infty} \| f_{n}-$ $\phi \|_{L_{2, \infty, 0}(\mathbb{R})}=0$.

We shall prove in the order that $(\mathrm{i}) \Rightarrow(\mathrm{ii}) \Rightarrow(\mathrm{iii}) \Rightarrow(\mathrm{iv}) \Rightarrow(\mathrm{v}) \Rightarrow(\mathrm{ii})$ and (iii) $\Rightarrow(\mathrm{i})$. Note that $\hat{a} \in C^{\beta}(\mathbb{T})$ implies $\hat{a} \in C^{\min (1, \beta)}(\mathbb{T})$. So, without loss of generality, we replace $\beta$ by $\min (1, \beta)$. That is, we assume $0<\beta \leqslant 1$, and the following proof depends only on the fact that $\hat{a} \in C^{\alpha}(\mathbb{T})$ for a small number $\alpha>0$.

We show (i) $\Rightarrow$ (ii) by constructing an admissible function $\eta$ in $L_{2, \infty, 0}(\mathbb{R})$ such that the shifts of $\eta$ are stable in $L_{2}(\mathbb{R})$ and $\hat{\eta}$ is compactly supported; such an admissible initial function $\eta$ will be used in several places in this proof. Since $\hat{\phi}$ is a continuous function with $\hat{\phi}(0)=1$, there exists $0<\varepsilon<\pi$ such that $1 / 2 \leqslant|\hat{\phi}(\xi)| \leqslant 3 / 2$ for all $|\xi| \leqslant \varepsilon$. Define a function $\hat{\eta}$ by

$$
\hat{\eta}(\xi):= \begin{cases}\hat{\phi}(\xi) & \text { if }|\xi| \leqslant \varepsilon,  \tag{5.1}\\ \hat{\phi}(-\varepsilon)(3 \pi+2 \xi) /(3 \pi-2 \varepsilon) & \text { if }-3 \pi / 2 \leqslant \xi<-\varepsilon, \\ \hat{\phi}(\varepsilon)(3 \pi-2 \xi) /(3 \pi-2 \varepsilon) & \text { if } \varepsilon<\xi \leqslant 3 \pi / 2, \\ 0 & \text { otherwise. }\end{cases}
$$

Note that $\hat{\eta}(\xi)-\hat{a}(\xi / 2) \hat{\eta}(\xi / 2)=0$ for all $|\xi| \leqslant \varepsilon$. By the assumption $\hat{a}(\pi)=0$ in (i) and $\hat{a} \in C^{\beta}(\mathbb{T})$, we see that $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{2 \beta} \in L_{\infty}(\mathbb{T})$. Since $\hat{\eta}$ is supported inside $[-3 \pi / 2,3 \pi / 2$ ], now we can easily verify that $\eta$ is an admissible function in $L_{2, \infty, 0}(\mathbb{R})$ with respect to $\hat{a}$, since the condition in (2.1) holds with $\tau=2 \beta>0$. By the definition of $\hat{\eta}$, we have $1 / 32 \leqslant[\hat{\eta}, \hat{\eta}] \leqslant 9 / 2$. Therefore, the shifts of $\eta$ are stable in $L_{2}(\mathbb{R})$. Taking $f=\eta$, it follows directly from (i) that (ii) holds.

Now we prove (ii) $\Rightarrow$ (iii) without the condition that the initial function $f$ is admissible. By the definition of $f_{n}$ in (2.2) and induction, we deduce that

$$
\begin{equation*}
\left[\widehat{f_{n}}, \widehat{f_{n}}\right](\xi)=\sum_{k=0}^{2^{n}-1} \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2}[\hat{f}, \hat{f}]\left(2^{-n}(\xi+2 \pi k)\right)=\left(T_{\hat{a}}^{n}[\hat{f}, \hat{f}]\right)(\xi) . \tag{5.2}
\end{equation*}
$$

Since the shifts of $f$ are stable in $L_{2}(\mathbb{R})$ and $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$, there exists a positive constant $C_{1}$ such that

$$
\left.\left\|f_{n}\right\|_{L_{2, \infty, 0}(\mathbb{R})}^{2}=\| \widehat{f_{n}}, \widehat{f_{n}}\right] \|_{L_{\infty}(\mathbb{T})} \leqslant C_{1}
$$

for all $n \in \mathbb{N}$ and $1 / C_{1} \leqslant[\hat{f}, \hat{f}](\xi) \leqslant C_{1}$ for almost every $\xi \in \mathbb{R}$. Now it follows from (5.2) that

$$
0 \leqslant\left[T_{\hat{a}}^{n} 1\right](\xi) \leqslant C_{1}\left(T_{\hat{a}}^{n} C_{1}^{-1}\right)(\xi) \leqslant C_{1}\left(T_{\hat{a}}^{n}[\hat{f}, \hat{f}]\right)(\xi)=C_{1}\left[\widehat{f_{n}}, \widehat{f_{n}}\right](\xi) \leqslant C_{1}^{2}
$$

That is, we have

$$
\begin{equation*}
\left\|T_{\hat{a}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{1}^{2} \quad \forall n \in \mathbb{N} \cup\{0\} \tag{5.3}
\end{equation*}
$$

Since $\hat{a} \in C^{\beta}(\mathbb{T})$, we have $|\hat{a}|^{2} \in C^{\beta}(\mathbb{T})$, and there exists a positive constant $C_{2}$ such that

$$
\begin{equation*}
\left\||\hat{a}|^{2}-|\hat{a}(\cdot-h)|^{2}\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{2} h^{\beta} \quad \forall h>0 \tag{5.4}
\end{equation*}
$$

Now we are going to extend an interesting idea in [23] to show that $T_{\hat{a}}^{n} g, n \in \mathbb{N}$, are equicontinuous if $g \in C^{\tau}(\mathbb{T})$ for some $\tau>0$. For $g \in L_{\infty}(\mathbb{T})$, we denote

$$
\begin{equation*}
\omega_{n}(\xi, h):=\left|\left[T_{\hat{a}}^{n} g\right](\xi)-\left[T_{\hat{a}}^{n} g\right](\xi-h)\right|, \quad \xi \in \mathbb{R}, h>0, n \in \mathbb{N} \cup\{0\} \tag{5.5}
\end{equation*}
$$

Setting

$$
C_{3}:=\max \left(C_{1}^{2}, 2^{1-\beta} C_{1}^{4} C_{2} /\left(1-2^{-\beta}\right)\right)<\infty
$$

we show that (5.3) and (5.4) imply that

$$
\begin{gather*}
\left\|h^{-\beta} \omega_{n+k}(\cdot, h)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{3}\left(2^{-n \beta}\left\|\left(2^{-n} h\right)^{-\beta} \omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})}+\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})}\right) \\
\forall h>0, k, n \in \mathbb{N} \cup\{0\}, g \in L_{\infty}(\mathbb{T}) . \tag{5.6}
\end{gather*}
$$

By the definition of $T_{\hat{a}}$, we have

$$
\begin{aligned}
{\left[T_{\hat{a}}^{n} g\right](\xi)-} & {\left[T_{\hat{a}}^{n} g\right](\xi-h) } \\
= & |\hat{a}(\xi / 2)|^{2}\left(\left[T_{\hat{a}}^{n-1} g\right](\xi / 2)-\left[T_{\hat{a}}^{n-1} g\right](\xi / 2-h / 2)\right) \\
& +|\hat{a}(\xi / 2+\pi)|^{2}\left(\left[T_{\hat{a}}^{n-1} g\right](\xi / 2+\pi)-\left[T_{\hat{a}}^{n-1} g\right](\xi / 2+\pi-h / 2)\right) \\
& +\left(|\hat{a}(\xi / 2)|^{2}-|\hat{a}(\xi / 2-h / 2)|^{2}\right)\left[T_{\hat{a}}^{n-1} g\right](\xi / 2-h / 2) \\
& +\left(|\hat{a}(\xi / 2+\pi)|^{2}-|\hat{a}(\xi / 2+\pi-h / 2)|^{2}\right)\left[T_{\hat{a}}^{n-1} g\right](\xi / 2+\pi-h / 2)
\end{aligned}
$$

It follows from (5.4) that

$$
\begin{gathered}
\omega_{n}(\xi, h) \leqslant|\hat{a}(\xi / 2)|^{2} \omega_{n-1}(\xi / 2, h / 2)+|\hat{a}(\xi / 2+\pi)|^{2} \omega_{n-1}(\xi / 2+\pi, h / 2) \\
+2 C_{2}(h / 2)^{\beta}\left\|T_{\hat{a}}^{n-1} g\right\|_{L_{\infty}(\mathbb{T})} \\
=\left[T_{\hat{a}} \omega_{n-1}(\cdot, h / 2)\right](\xi)+2^{1-\beta} C_{2} h^{\beta}\left\|T_{\hat{a}}^{n-1} g\right\|_{L_{\infty}(\mathbb{T})}
\end{gathered}
$$

Consequently, by induction on $n$, we deduce from the above inequality that for all $k, n \in \mathbb{N} \cup\{0\}$,

$$
\begin{align*}
& \omega_{n+k}(\xi, h) \leqslant\left[T_{\hat{a}}^{n} \omega_{k}\left(\cdot, 2^{-n} h\right)\right](\xi) \\
& \quad+2 C_{2} h^{\beta} \sum_{j=1}^{n} 2^{-j \beta}\left\|T_{\hat{a}}^{n+k-j} g\right\|_{L_{\infty}(\mathbb{T})}\left\|T_{\hat{a}}^{j-1} 1\right\|_{L_{\infty}(\mathbb{T})} \tag{5.7}
\end{align*}
$$

In fact, (5.7) clearly holds for $n=0$ and all $k \in \mathbb{N} \cup\{0\}$. Suppose that (5.7) holds for $n$ and all $k \in \mathbb{N} \cup\{0\}$. Then by induction hypothesis we have

$$
\begin{aligned}
& \omega_{n+1+k}(\xi, h) \leqslant\left[T_{\hat{a}}^{n} \omega_{k+1}\left(\cdot, 2^{-n} h\right)\right](\xi) \\
&+2 C_{2} h^{\beta} \sum_{j=1}^{n} 2^{-j \beta}\left\|T_{\hat{a}}^{n+k+1-j} g\right\|_{L_{\infty}(\mathbb{T})}\left\|T_{\hat{a}}^{j-1} 1\right\|_{L_{\infty}(\mathbb{T})}
\end{aligned}
$$

Note that we proved in the inequality above (5.7) that

$$
\omega_{k+1}\left(\xi, 2^{-n} h\right) \leqslant\left[T_{\hat{a}} \omega_{k}\left(\cdot, 2^{-1-n} h\right)\right](\xi)+2^{1-\beta} C_{2}\left(2^{-n} h\right)^{\beta}\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})}
$$

Applying the operator $T_{\hat{a}}^{n}$ on both sides of the above inequality, we deduce that

$$
T_{\hat{a}}^{n} \omega_{k+1}\left(\xi, 2^{-n} h\right) \leqslant\left[T_{\hat{a}}^{n+1} \omega_{k}\left(\cdot, 2^{-1-n} h\right)\right](\xi)+2^{1-\beta} C_{2}\left(2^{-n} h\right)^{\beta}\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})}\left[T_{\hat{a}}^{n} 1\right](\xi)
$$

Combining all the above inequalities together, we see that (5.7) holds for $n+1$ and all $k \in \mathbb{N} \cup\{0\}$. So, by induction, (5.7) holds for all $k, n \in \mathbb{N} \cup\{0\}$.

By (5.3), we have

$$
\left\|T_{\hat{a}}^{n+k-j} g\right\|_{L_{\infty}(\mathbb{T})} \leqslant\left\|T_{\hat{a}}^{n-j} 1\right\|_{L_{\infty}(\mathbb{T})}\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{1}^{2}\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})}
$$

and

$$
\left\|T_{\hat{a}}^{n} \omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})} \leqslant\left\|T_{\hat{a}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}\left\|\omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{1}^{2}\left\|\omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})}
$$

Therefore, we deduce from (5.7) that

$$
\begin{aligned}
\left\|\omega_{n+k}(\cdot, h)\right\|_{L_{\infty}(\mathbb{T})} & \leqslant C_{1}^{2}\left\|\omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})}+2 C_{1}^{4} C_{2} h^{\beta}\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})} \sum_{j=1}^{\infty} 2^{-j \beta} \\
& \leqslant C_{3}\left(\left\|\omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})}+h^{\beta}\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})}\right)
\end{aligned}
$$

That is, (5.6) has been proved. In particular, for any $\tau>0$, we take $g(\xi)=|\sin (\xi / 2)|^{\tau}$ and $\nu:=\min (\beta, \tau)>0$. By Proposition 4.2, $g \in C^{\nu}(\mathbb{T})$. It is evident that $\left\|T_{\hat{a}}^{0} g\right\|_{L_{\infty}(\mathbb{T})}=\|g\|_{L_{\infty}(\mathbb{T})}=1$. By $g \in C^{\nu}(\mathbb{T})$, there exists a positive constant $C_{4}$ such that

$$
\begin{equation*}
\left(2^{-n} h\right)^{-\nu} \omega_{0}\left(\xi, 2^{-n} h\right)=\left(2^{-n} h\right)^{-\nu}\left|g(\xi)-g\left(\xi-2^{-n} h\right)\right| \leqslant C_{4} \tag{5.8}
\end{equation*}
$$

Since $0<\nu \leqslant \beta$, we see that (5.4) holds with $\beta$ being replaced by $\nu$ (now the constant $C_{2}$ in (5.4) may be different). That is, for all $k, n \in \mathbb{N} \cup\{0\}$ and $h>0$, (5.6) becomes

$$
\begin{align*}
& \left\|h^{-\nu} \omega_{n+k}(\cdot, h)\right\|_{L_{\infty}(\mathbb{T})} \\
& \quad \leqslant C_{3}\left(2^{-n \nu}\left\|\left(2^{-n} h\right)^{-\nu} \omega_{k}\left(\cdot, 2^{-n} h\right)\right\|_{L_{\infty}(\mathbb{T})}+\left\|T_{\hat{a}}^{k} g\right\|_{L_{\infty}(\mathbb{T})}\right) \tag{5.9}
\end{align*}
$$

Setting $k=0$ in (5.9), we deduce that

$$
\begin{equation*}
\left\|h^{-\nu} \omega_{n}(\cdot, h)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{3}\left(2^{-n \nu} C_{4}+1\right) \leqslant C_{3}\left(C_{4}+1\right)<\infty \quad \forall h>0, n \in \mathbb{N} \tag{5.10}
\end{equation*}
$$

By the definition of $\omega_{n}(\xi, h)$ in (5.5), this is equivalent to saying that

$$
\left|\left[T_{\hat{a}}^{n} g\right]\left(\xi_{1}\right)-\left[T_{\hat{a}}^{n} g\right]\left(\xi_{2}\right)\right| \leqslant C_{3}\left(C_{4}+1\right)\left|\xi_{1}-\xi_{2}\right|^{\nu} \quad \forall n \in \mathbb{N}, \xi_{1}, \xi_{2} \in \mathbb{R}
$$

Note that $\hat{a}$ is continuous and $\left\|T_{\hat{a}}^{n} g\right\|_{L_{\infty}(\mathbb{T})} \leqslant\left\|T_{\hat{a}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}\|g\|_{L_{\infty}(\mathbb{T})} \leqslant C_{1}^{2}$. So, the sequence $\left\{T_{\hat{a}}^{n} g\right\}_{n=1}^{\infty}$ is bounded and equicontinuous in $C(\mathbb{T})$. By the Arzela-Ascoli theorem, there is a subsequence $\left\{T_{\hat{a}}^{n_{k}} g\right\}_{k=1}^{\infty}$ converging to $g_{\infty} \in C(\mathbb{T})$ as $k \rightarrow \infty$; that is,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|T_{\hat{a}}^{n_{k}} g-g_{\infty}\right\|_{C(\mathbb{T})}=0 \tag{5.11}
\end{equation*}
$$

Since all $T_{\hat{a}}^{n_{k}} g \geqslant 0$, we must have $g_{\infty} \geqslant 0$. Now we show that if (ii) holds, then we must have $g_{\infty} \equiv 0$. Define

$$
\begin{aligned}
g_{n}(\xi) & :=g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2}=\left|\sin \left(2^{-1-n} \xi\right)\right|^{\tau}\left|\widehat{f_{n}}(\xi)\right|^{2} \\
& =\left|\sin \left(2^{-1-n} \xi\right)\right|^{\tau}\left|\hat{f}\left(2^{-n} \xi\right)\right|^{2} \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2} .
\end{aligned}
$$

By induction, we observe that $\left[g_{n}, g_{n}\right]=T_{\hat{\alpha}}^{n}([\hat{f}, \hat{f}] g)$ for all $n \in \mathbb{N}$. Since $[\hat{f}, \hat{f}] \geqslant 1 / C_{1}$, we conclude that

$$
\left[T_{\hat{a}}^{n} g\right](\xi) \leqslant C_{1}\left[T_{\hat{\alpha}}^{n}([\hat{f}, \hat{f}] g)\right](\xi)=C_{1}\left[g_{n}, g_{n}\right](\xi) .
$$

Therefore,

$$
\begin{equation*}
\int_{0}^{2 \pi}\left[T_{\hat{a}}^{n} g\right](\xi) d \xi \leqslant C_{1} \int_{0}^{2 \pi}\left[g_{n}, g_{n}\right](\xi) d \xi=C_{1} \int_{\mathbb{R}} g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2} d \xi \tag{5.12}
\end{equation*}
$$

By $g(\xi)=|\sin (\xi / 2)|^{\tau}$ and $\tau>0$, we have $\lim _{n \rightarrow \infty} g\left(2^{-n} \xi\right)=g(0)=0$. Since $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$, we have $\lim _{n \rightarrow \infty} \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2}=|\hat{\phi}(\xi)|^{2}$. Observing that

$$
\begin{aligned}
0 & \leqslant g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2}=g\left(2^{-n} \xi\right)\left|\hat{f}\left(2^{-n} \xi\right)\right|^{2} \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2} \\
& \leqslant\|f\|_{L_{2, \infty}, 0}^{2}(\mathbb{R}) g\left(2^{-n} \xi\right) \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2},
\end{aligned}
$$

we see that $\lim _{n \rightarrow \infty} g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2}=0$ for almost every $\xi \in \mathbb{R}$.
Since $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$, the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ must also be a Cauchy sequence in $L_{2}(\mathbb{R})$ by $\|f\|_{L_{2}(\mathbb{R})} \leqslant\|f\|_{L_{2, \infty, 0}(\mathbb{R})}$. Consequently,

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left|\widehat{f_{n}}(\xi)\right|^{2} d \xi=\lim _{n \rightarrow \infty} \int_{0}^{2 \pi}\left[\widehat{f_{n}}, \widehat{f_{n}}\right](\xi) d \xi
$$

exists and is finite. Now by $0 \leqslant g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2} \leqslant\left|\widehat{f_{n}}(\xi)\right|^{2}$ and the generalized Lebesgue dominated convergence theorem, we conclude that

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2} d \xi=\int_{\mathbb{R}} \lim _{n \rightarrow \infty} g\left(2^{-n} \xi\right)\left|\widehat{f_{n}}(\xi)\right|^{2} d \xi=\int_{\mathbb{R}} 0 d \xi=0 .
$$

Hence, by (5.12), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{2 \pi}\left[T_{\hat{a}}^{n} g\right](\xi) d \xi=0 \tag{5.13}
\end{equation*}
$$

Now it follows from (5.11) and (5.13) that

$$
\int_{0}^{2 \pi} g_{\infty}(\xi) d \xi=\lim _{k \rightarrow \infty} \int_{0}^{2 \pi}\left[T_{\hat{a}}^{n_{k}} g\right](\xi) d \xi=0
$$

Since $g_{\infty} \geqslant 0$, we must have $g_{\infty}=0$. That is, (5.11) becomes

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|T_{\hat{a}}^{n_{k}} g\right\|_{L_{\infty}(\mathbb{T})}=0 \tag{5.14}
\end{equation*}
$$

Setting $k=n_{k}$ in (5.9), by (5.10), we deduce that

$$
\left\|h^{-\nu} \omega_{n+n_{k}}(\cdot, h)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{3}\left(2^{-n \nu} C_{3}\left(C_{4}+1\right)+\left\|T_{\hat{a}}^{n_{k}} g\right\|_{L_{\infty}(\mathbb{T})}\right)
$$

So, when $n$ and $k$ are large enough, by (5.14) and $\nu>0$, setting $N=n+n_{k}$, we must have

$$
h^{-\nu} \omega_{N}(\xi, h) \leqslant \pi^{-\nu} \quad \forall \xi \in \mathbb{R}, h>0
$$

In particular, setting $\xi=0$ or $-h$ in the above inequality, we have

$$
\left|\left[T_{\hat{a}}^{N} g\right](h)-\left[T_{\hat{a}}^{N} g\right](0)\right| \leqslant \pi^{-\nu}|h|^{\nu} \quad \forall h \in \mathbb{R} .
$$

By (5.13) and Proposition 4.2, we see that $\hat{a}(\pi)=0$. Since $g(0)=\hat{a}(\pi)=0$, by induction, one can verify that $\left[T_{\hat{a}}^{n} g\right](0)=0$ for all $n \in \mathbb{N}$. Therefore, it follows from the above inequality that

$$
\frac{\left[T_{\hat{a}}^{N} g\right](h)}{|\sin (h / 2)|^{\nu}} \leqslant(\pi / 2)^{\nu} \frac{\left[T_{\hat{a}}^{N} g\right](h)}{|h|^{\nu}} \leqslant 2^{-\nu}<1 \quad \forall h \in[-\pi, \pi] \backslash\{0\}
$$

In order to show that $($ ii $) \Rightarrow$ (iii), by Proposition 4.2 , it suffices to show $\rho_{\tau}(\hat{a}, \infty)<1$ for sufficiently small $\tau>0$. Since $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\beta>0$, we must have $\mid \hat{a}(\cdot+$ $\pi)\left.\right|^{2} /|\sin (\cdot / 2)|^{2 \beta} \in L_{\infty}(\mathbb{T})$. So, for any $0<\tau<\beta$, by $\nu=\min (\beta, \tau)$, we have $\nu=\tau$, and by Theorem 4.1, we must have

$$
\rho_{\tau}(\hat{a}, \infty)=\inf _{n \in \mathbb{N}}\left\|\left[T_{\hat{a}}^{n} g\right] / g\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant\left\|\left[T_{\hat{a}}^{N} g\right] / g\right\|_{L_{\infty}(\mathbb{T})}^{1 / N} \leqslant 2^{-\nu / N}<1
$$

So, (iii) holds for all $0<\tau<\beta$, and therefore (iii) holds for all $\tau>0$. Hence, (ii) $\Rightarrow$ (iii).

By (iii) and Proposition 4.2, we have $\hat{a}(\pi)=0$. So, it follows from $\hat{a} \in C^{\beta}(\mathbb{T})$ that $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{2 \beta} \in L_{\infty}(\mathbb{T})$. Now it is straightforward to see that (iii) $\Rightarrow$ (iv), since $\rho(\hat{a}) \leqslant \rho_{2 \beta}(\hat{a}, \infty)<1$.

By the definition of $\rho(\hat{a})$, (iv) implies that $\rho_{\tau}(\hat{a}, \infty)<1$ and $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in$ $L_{\infty}(\mathbb{T})$ for some $\tau \geqslant 0$. On the other hand, since $\hat{a}(0)=1$ and $\hat{a}$ is continuous, by $\left[T_{\hat{a}}^{n} 1\right](0) \geqslant|\hat{a}(0)|^{n}=1$, we must have $\rho_{0}(\hat{a}, \infty) \geqslant 1$. Therefore, $\tau>0$, and so (iv) $\Rightarrow$ (v).

Now we show that $(\mathrm{v}) \Rightarrow(\mathrm{ii})$. By (v) and Proposition 4.2, $\hat{a}(\pi)=0$ and $\mid \hat{a}(\cdot+$ $\pi)\left.\right|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T})$. Let $\hat{\eta}$ be defined in (5.1). Then $\eta \in L_{2, \infty, 0}(\mathbb{R})$ and the shifts of $\eta$ are stable in $L_{2}(\mathbb{R})$. Consequently, it is easy to directly verify that

$$
\begin{equation*}
H:=[\hat{a}(\cdot / 2) \hat{\eta}(\cdot / 2)-\hat{\eta}, \hat{a}(\cdot / 2) \hat{\eta}(\cdot / 2)-\hat{\eta}] /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T}) . \tag{5.15}
\end{equation*}
$$

So, $\eta$ is an admissible function in $L_{2, \infty, 0}(\mathbb{R})$ with respect to $\hat{a}$ such that the shifts of $\eta$ are stable in $L_{2}(\mathbb{R})$. Taking $f=\eta$ and defining $f_{n}$ as in (2.2), we show that $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$.

Note that

$$
\begin{equation*}
\left|\widehat{f_{n+1}}(\xi)-\widehat{f_{n}}(\xi)\right|=\left|\hat{a}\left(2^{-1-n} \xi\right) \hat{f}\left(2^{-1-n} \xi\right)-\hat{f}\left(2^{-n} \xi\right)\right| \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right| \tag{5.16}
\end{equation*}
$$

Consequently, we have
$\left[\widehat{f_{n+1}}-\widehat{f_{n}}, \widehat{f_{n+1}}-\widehat{f_{n}}\right](\xi)=\left[T_{\hat{a}}^{n}([\hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}, \hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}])\right](\xi) \quad \forall n \in \mathbb{N}$.
By (5.15), we have

$$
[\hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}, \hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}](\xi)=H(\xi) g(\xi)
$$

and $H \in L_{\infty}(\mathbb{T})$, where $g(\xi):=|\sin (\xi / 2)|^{\tau}$. Hence, we have

$$
\begin{equation*}
\left\|f_{n+1}-f_{n}\right\|_{L_{2, \infty, 0}(\mathbb{R})}^{2}=\left\|\left[\widehat{f_{n+1}}-\widehat{f_{n}}, \widehat{f_{n+1}}-\widehat{f_{n}}\right]\right\|_{L_{\infty}(\mathbb{T})} \leqslant\|H\|_{L_{\infty}(\mathbb{T})}\left\|T_{\hat{a}}^{n} g\right\|_{L_{\infty}(\mathbb{T})} \tag{5.17}
\end{equation*}
$$

By our assumption in (v), we have $\rho_{\tau}(\hat{a}, \infty)<1$, and therefore, for any $\rho$ such that $\rho_{\tau}(\hat{a}, \infty)<\rho<1$, there exists a positive constant $C$ such that $\left\|T_{\hat{a}}^{n} g\right\|_{L_{\infty}(\mathbb{T})} \leqslant C \rho^{n}$ for all $n \in \mathbb{N}$. Now it follows from (5.17) that

$$
\begin{equation*}
\left\|f_{n+1}-f_{n}\right\|_{L_{2, \infty, 0}(\mathbb{R})} \leqslant\|H\|_{L_{\infty}(\mathbb{T})}^{1 / 2} C^{1 / 2} \rho^{n / 2} \quad \forall n \in \mathbb{N} \tag{5.18}
\end{equation*}
$$

which yields, by $0<\rho<1$, that $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$. So, (v) $\Rightarrow$ (ii).

Finally, we show that (iii) $\Rightarrow(\mathrm{i})$. Let $f$ be an admissible function in $L_{2, \infty, 0}(\mathbb{R})$ with respect to $\hat{a}$ such that (2.1) holds for some $\tau>0$. By Proposition 4.2 and (iii), we have $\hat{a}(\pi)=0$. Now by $\hat{a} \in C^{\beta}(\mathbb{T})$, we must have $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{2 \beta} \in L_{\infty}(\mathbb{T})$. Replacing $\tau$ by $\min (\tau, 2 \beta)$, we see that (2.1) still holds and $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in$ $L_{\infty}(\mathbb{T})$. By our assumption in (iii) and $\tau>0$, we have $\rho_{\tau}(\hat{a}, \infty)<1$. Now by the same proof for showing $(\mathrm{v}) \Rightarrow$ (ii), we see that $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$. Therefore, (iii) $\Rightarrow$ (i).

Now we prove the rest of Theorem 2.1. Since $\nu_{2}(\hat{a})>0$, we must have $\hat{a}(\pi)=0$, and (5.3) holds. Consequently,

$$
\begin{equation*}
\prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2} \leqslant\left\|T_{\hat{a}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{1}^{2} \quad \forall n \in \mathbb{N}, \xi \in \mathbb{R} \tag{5.19}
\end{equation*}
$$

Since $\hat{a} \in C^{\beta}(\mathbb{T})$ and since we assumed $0<\beta \leqslant 1$, there exists a positive constant $C$ such that $\left|\hat{a}\left(\xi_{1}\right)-\hat{a}\left(\xi_{2}\right)\right| \leqslant C\left|\xi_{1}-\xi_{2}\right|^{\beta}$ for all $\xi_{1}, \xi_{2} \in \mathbb{R}$. We deduce that

$$
\begin{aligned}
\left|\hat{\phi}\left(\xi_{1}\right)-\hat{\phi}\left(\xi_{2}\right)\right| & =\left|\sum_{j=1}^{\infty}\left[\prod_{k=1}^{j-1} \hat{a}\left(2^{-k} \xi_{1}\right)\right]\left[\hat{a}\left(2^{-j} \xi_{1}\right)-\hat{a}\left(2^{-j} \xi_{2}\right)\right]\left[\prod_{\ell=j+1}^{\infty} \hat{a}\left(2^{-\ell} \xi_{2}\right)\right]\right| \\
& \leqslant \sum_{j=1}^{\infty}\left|\prod_{k=1}^{j-1} \hat{a}\left(2^{-k} \xi_{1}\right)\right| \times\left|\hat{a}\left(2^{-j} \xi_{1}\right)-\hat{a}\left(2^{-j} \xi_{2}\right)\right| \times\left|\prod_{\ell=j+1}^{\infty} \hat{a}\left(2^{-\ell} \xi_{2}\right)\right| \\
& \leqslant C_{1}^{2} C \sum_{j=1}^{\infty} 2^{-j \beta}\left|\xi_{1}-\xi_{2}\right|^{\beta} \leqslant\left|\xi_{1}-\xi_{2}\right|^{\beta} C_{1}^{2} C /\left(1-2^{-\beta}\right)
\end{aligned}
$$

So, $\hat{\phi} \in \Lambda^{\beta}(\mathbb{R})$. Let $\hat{\eta}$ be defined in (5.1). Take $f=\eta$ and define $f_{n}$ as in (2.2). Since $\nu_{2}(\hat{a})>0,\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$. In particular, by $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\hat{\phi}(\xi)$, we have $\phi \in L_{2, \infty, 0}(\mathbb{R})$ and $\lim _{n \rightarrow \infty}\left\|f_{n}-\phi\right\|_{L_{2, \infty, 0}(\mathbb{R})}=0$. By induction, we have $\left[\widehat{f_{n}}, \widehat{f_{n}}\right]=T_{\hat{a}}^{n}[\hat{f}, \hat{f}]$. Note that $\left[\widehat{f_{n}}, \widehat{f_{n}}\right]$ is continuous. Now define $g:=[\hat{\eta}, \hat{\eta}]$. By the definition of $\hat{\eta}$ in (5.1) and $\hat{\phi} \in C^{\beta}(\mathbb{R})$, it is easy to check that $g \in C^{\beta}(\mathbb{T})$. Consequently, taking $k=0$ in (5.6), wee see that a similar result as in (5.10) holds; that is, there exists a positive constant $C_{5}$ such that

$$
\begin{equation*}
h^{-\beta}\left\|\left[\widehat{f_{n}}, \widehat{f_{n}}\right]-\left[\widehat{f_{n}}, \widehat{f_{n}}\right](\cdot-h)\right\|_{L_{\infty}(\mathbb{T})}=h^{-\beta}\left\|\omega_{n}(\cdot, h)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{5} \quad \forall h>0, \tag{5.20}
\end{equation*}
$$

where $\omega_{n}$ is defined in (5.5) and we used the fact $\left[\widehat{f_{n}}, \widehat{f_{n}}\right]=T_{\hat{a}}^{n}[\hat{f}, \hat{f}]=T_{\hat{a}}^{n} g$. Since $\lim _{n \rightarrow \infty}\left\|f_{n}-\phi\right\|_{L_{2, \infty, 0}(\mathbb{R})}=0$, we deduce that $\lim _{n \rightarrow \infty}\left\|\left[\widehat{f_{n}}, \widehat{f_{n}}\right]-[\hat{\phi}, \hat{\phi}]\right\|_{C(\mathbb{T})}=0$. Now it follows from (5.20) that $\|[\hat{\phi}, \hat{\phi}]-[\hat{\phi}, \hat{\phi}](\cdot-h)\|_{C(\mathbb{T})} \leqslant C_{5} h^{\beta}$ for all $h>0$. So, $[\hat{\phi}, \hat{\phi}] \in \Lambda^{\beta}(\mathbb{T})$.

Now we prove (2.3). Since $0 \leqslant \nu<\nu_{2}(\hat{a})$, by the definition of $\nu_{2}(\hat{a})$, there exists $\tau>0$ such that $\rho_{\tau}(\hat{a}, \infty)<2^{-2 \nu}$ and $|\hat{a}(\cdot+\pi)|^{2} /|\sin (\cdot / 2)|^{\tau} \in L_{\infty}(\mathbb{T})$. Let $\hat{\eta}$ be defined in (5.1). Take $f=\eta$ and define $f_{n}$ as in (2.2). As in the proof of $(\mathrm{v}) \Rightarrow$ (ii), we see that (5.18) holds for $\rho_{\tau}(\hat{a}, \infty)<\rho<2^{-2 \nu}$. Denote $g_{n}:=\widehat{f_{n+1}}-\widehat{f_{n}}$ and

$$
\left[g_{n}, g_{n}\right]_{\nu}(\xi):=\sum_{k \in \mathbb{Z}}\left|g_{n}(\xi+2 \pi k)\right|^{2}\left(1+|\xi+2 \pi k|^{2}\right)^{\nu}, \quad \xi \in[-\pi, \pi]
$$

Since $\hat{f}=\hat{\eta}$ is supported inside $[-3 \pi / 2,-\varepsilon] \cup[\varepsilon, 3 \pi / 2]$, it follows from (5.16) that $g_{n}$ is supported inside $\left[-3 \pi 2^{n},-\varepsilon 2^{n}\right] \cup\left[\varepsilon 2^{n}, 3 \pi 2^{n}\right]$. Therefore, for $\xi \in[-\pi, \pi]$, it follows from (5.18) that

$$
\begin{aligned}
{\left[g_{n}, g_{n}\right]_{\nu}(\xi) } & =\sum_{|\xi+2 \pi k| \leqslant 3 \pi 2^{n}}\left|g_{n}(\xi+2 \pi k)\right|^{2}\left(1+|\xi+2 \pi k|^{2}\right)^{\nu} \\
& \leqslant\left(1+\left(3 \pi 2^{n}\right)^{2}\right)^{\nu} \sum_{k \in \mathbb{Z}}\left|g_{n}(\xi+2 \pi k)\right|^{2} \\
& =\left(1+\left(3 \pi 2^{n}\right)^{2}\right)^{\nu}\left\|f_{n+1}-f_{n}\right\|_{L_{2, \infty, 0}(\mathbb{R})}^{2} \leqslant C_{6}\left(2^{2 \nu} \rho\right)^{n}
\end{aligned}
$$

where $C_{6}:=18^{\nu} \pi^{2 \nu} C\|[h, h]\|_{L_{\infty}(\mathbb{T})}<\infty$. Since $\left[g_{n}, g_{n}\right]$ is continuous, we conclude that

$$
\begin{equation*}
\left[g_{n}, g_{n}\right]_{\nu}(\xi) \leqslant C_{6}\left(2^{2 \nu} \rho\right)^{n} \quad \forall n \in \mathbb{N}, \xi \in[-\pi, \pi] \tag{5.21}
\end{equation*}
$$

Since $\nu_{2}(\hat{a})>0$, we have $\phi=\eta+\sum_{n=0}^{\infty}\left(f_{n+1}-f_{n}\right)$ in $L_{2, \infty, 0}(\mathbb{R})$ with $f_{0}:=\eta$. Since all $\hat{\phi}, \hat{\eta}$, and $g_{n}, n \in \mathbb{N}$, are continuous and $g_{n}$ is supported inside $\left[-3 \pi 2^{n},-\varepsilon 2^{n}\right] \cup$ $\left[\varepsilon 2^{n}, 3 \pi 2^{n}\right]$, we must have $\hat{\phi}(\xi)=\hat{\eta}(\xi)+\sum_{n=0}^{\infty} g_{n}(\xi)$ for all $\xi \in \mathbb{R}$, where the series is in fact a finite sum for any $\xi$ in any bounded set. Therefore, for all $\xi \in[-2 \pi, 2 \pi]$ and $N \geqslant 3$, we have

$$
\begin{aligned}
& \left(\sum_{|k|=N+1}^{\infty}\left(1+|\xi+2 \pi k|^{2}\right)^{\nu}|\hat{\phi}(\xi+2 \pi k)|^{2}\right)^{1 / 2} \leqslant \sum_{n=\log _{2}(N / 3)}^{\infty}\left[g_{n}, g_{n}\right]_{\nu}^{1 / 2}(\xi) \\
& \quad \leqslant C_{6}^{1 / 2} \sum_{n=\log _{2}(N / 3)}^{\infty}\left(2^{\nu} \rho^{1 / 2}\right)^{n} \leqslant C_{6}^{1 / 2}(N / 3)^{\log _{2}\left(2^{\nu} \rho^{1 / 2}\right)} /\left(1-2^{\nu} \rho^{1 / 2}\right)
\end{aligned}
$$

Since $2^{\nu} \rho^{1 / 2}<1$, we have $\log _{2}\left(2^{\nu} \rho^{1 / 2}\right)<0$, and therefore $\lim _{N \rightarrow \infty}(N / 3)^{\log _{2}\left(2^{\nu} \rho^{1 / 2}\right)}=$ 0 . Hence, the series $\sum_{k=-N}^{N}\left(1+|\xi+2 \pi k|^{2}\right)^{\nu}|\hat{\phi}(\xi+2 \pi k)|^{2}$ is uniformly convergent as $N \rightarrow \infty$ for all $\xi \in[-2 \pi, 2 \pi]$. Since $\hat{\phi}$ is continuous, we conclude that $[\hat{\phi}, \hat{\phi}]_{\nu} \in C(\mathbb{T})$. That is, (2.3) holds.

For a mask $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\beta>0$, a more complicated argument can be used to show a stronger statement that $\hat{\phi} \in C^{\beta}(\mathbb{R})$ and $[\hat{\phi}, \hat{\phi}] \in C^{\beta}(\mathbb{T})$, instead of the result $\hat{\phi} \in \Lambda^{\min (1, \beta)}(\mathbb{R})$ and $[\hat{\phi}, \hat{\phi}] \in \Lambda^{\min (1, \beta)}(\mathbb{T})$ stated in Theorem 2.1. We shall address this technical issue elsewhere.
6. Proof of Theorem 2.3. Before we present the proof of Theorem 2.3, we need the two following auxiliary results.

Proposition 6.1. Let $f \in L_{2,1, \gamma_{2}}(\mathbb{R})$ with $\gamma_{2}>0$. Then for $0 \leqslant \gamma_{1}<\gamma_{2}$,

$$
\begin{align*}
{[\hat{f}, \hat{f}](\xi+i \zeta):=\sum_{k \in \mathbb{Z}}|\hat{f}(\xi+i \zeta)|^{2} } & \leqslant C_{\gamma_{2}-\gamma_{1}}\|f\|_{L_{2,1, \gamma_{2}}(\mathbb{R})}^{2}  \tag{6.1}\\
& \forall \xi \in \mathbb{R}, \zeta \in\left[-\gamma_{1}, \gamma_{1}\right],
\end{align*}
$$

where

$$
C_{\gamma}:=\left\|\sum_{k \in \mathbb{Z}} e^{-2 \gamma|\cdot-k|}\right\|_{L_{\infty}(\mathbb{R})}<\infty
$$

for $\gamma>0$. If in addition $\hat{f}(2 \pi k)=0$ for all $k \in \mathbb{Z}$, then $f=h-h(\cdot-1)$ and $h \in L_{2,1, \gamma_{1}}(\mathbb{R})$ for all $0 \leqslant \gamma_{1}<\gamma_{2}$, where $h:=\sum_{k=0}^{\infty} f(\cdot-k)$.

Proof. Since $f \in L_{2,1, \gamma_{2}}(\mathbb{R})$, by the Cauchy-Schwarz inequality, for $0 \leqslant \gamma_{1}<\gamma_{2}$, we have

$$
\begin{align*}
\int_{0}^{1}\left(\sum_{k \in \mathbb{Z}}|f(x-k)| e^{\gamma_{1}|x-k|}\right)^{2} d x & \leqslant C_{\gamma} \int_{0}^{1} \sum_{k \in \mathbb{Z}}|f(x-k)|^{2} e^{2 \gamma_{2}|x-k|} d x  \tag{6.2}\\
& =C_{\gamma}\|f\|_{L_{2,1, \gamma_{2}}(\mathbb{R})}^{2}
\end{align*}
$$

where $\gamma:=\gamma_{2}-\gamma_{1}>0$. Using the Fourier series of $[\hat{f}, \hat{f}]$ and $\hat{f}(\xi+i \zeta)=\widehat{e^{\zeta \cdot f}}(\xi)$, for any fixed $\zeta \in\left[-\gamma_{1}, \gamma_{1}\right]$ and almost every $\xi \in \mathbb{R}$, we deduce from (6.2) that

$$
\begin{aligned}
{[\hat{f}, \hat{f}](\xi+i \zeta) } & =\left|\sum_{k \in \mathbb{Z}} e^{i k \xi} \int_{\mathbb{R}} e^{\zeta x} f(x) \overline{e^{\zeta(x+k)} f(x+k)} d x\right| \\
& \leqslant \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}} e^{|\zeta x|}|f(x)| e^{|\zeta(x+k)|}|f(x+k)| d x \\
& =\int_{0}^{1}\left(\sum_{k \in \mathbb{Z}}|f(x+k)| e^{|\zeta| \times|x+k|}\right)^{2} d x \leqslant C_{\gamma}\|f\|_{L_{2,1, \gamma_{2}}(\mathbb{R})}^{2} .
\end{aligned}
$$

Since $\hat{f}$ is continuous, it follows from the above inequality that (6.1) holds for all $\xi \in \mathbb{R}$.

If $\hat{f}(2 \pi k)=0$ for all $k \in \mathbb{Z}$, then we have $\sum_{k \in \mathbb{Z}} f(\cdot-k)=0$. From the definition of $h$, we see that $f=h-h(\cdot-1)$ and $h=-\sum_{k=-\infty}^{-1} f(\cdot-k)$. We now verify
that $h \in L_{2,1, \gamma_{3}}$ for all $0<\gamma_{3}<\gamma_{2}$. Take $\gamma_{1}$ such that $\gamma_{3}<\gamma_{1}<\gamma_{2}$. Then by $h=\sum_{k=0}^{\infty} f(\cdot-k)$, we have

$$
\begin{aligned}
\sum_{j=0}^{\infty}|h(x-j)| e^{\gamma_{3}|x-j|} & \leqslant \sum_{j=0}^{\infty} \sum_{k=0}^{\infty}|f(x-j-k)| e^{\gamma_{3}|x-j|} \\
& =\sum_{k=0}^{\infty}|f(x-k)| e^{\gamma_{1}|x-k|} e^{-\gamma_{1}|x-k|} \sum_{j=0}^{k} e^{\gamma_{3}|x-j|}
\end{aligned}
$$

For $x \in[0,1]$, by $\gamma_{3}<\gamma_{1}<\gamma_{2}$ and $k \geqslant 0$, we have

$$
e^{-\gamma_{1}|x-k|} \sum_{j=0}^{k} e^{\gamma_{3}|x-j|} \leqslant e^{-\gamma_{1}(k-1)} \sum_{j=0}^{k} e^{\gamma_{3}(j+1)} \leqslant \frac{e^{\gamma_{2}+2 \gamma_{3}}}{e^{\gamma_{3}}-1}:=C
$$

Therefore, we deduce that

$$
\sum_{j=0}^{\infty}|h(x-j)| e^{\gamma_{3}|x-j|} \leqslant C \sum_{k=0}^{\infty}|f(x-k)| e^{\gamma_{1}|x-k|}, \quad x \in[0,1]
$$

Similarly, using $h=-\sum_{k=-\infty}^{-1} f(\cdot-k)$, we have

$$
\sum_{j=-\infty}^{-1}|h(x-j)| e^{\gamma_{3}|x-j|} \leqslant C \sum_{k=-\infty}^{-1}|f(x-k)| e^{\gamma_{1}|x-k|}, \quad x \in[0,1]
$$

Hence,

$$
\sum_{j \in \mathbb{Z}}|h(x-j)| e^{\gamma_{3}|x-j|} \leqslant C \sum_{k \in \mathbb{Z}}|f(x-k)| e^{\gamma_{1}|x-k|}
$$

By (6.2), we conclude that

$$
\begin{aligned}
\|h\|_{L_{2,1, \gamma_{3}}(\mathbb{R})}^{2} & =\int_{0}^{1} \sum_{j \in \mathbb{Z}}\left|h(x-j) e^{\gamma_{3}|x-k|}\right|^{2} d x \leqslant \int_{0}^{1}\left(\sum_{j \in \mathbb{Z}}|h(x-j)| e^{\gamma_{3}|x-j|}\right)^{2} d x \\
& \leqslant C \int_{0}^{1}\left(\sum_{k \in \mathbb{Z}}|f(x-k)| e^{\gamma_{1}|x-k|}\right)^{2} d x \leqslant C C_{\gamma_{2}-\gamma_{1}}\|f\|_{L_{2,1, \gamma_{2}}(\mathbb{R})}^{2}
\end{aligned}
$$

So, $h \in L_{2,1, \gamma_{3}}(\mathbb{R})$ for all $0<\gamma_{3}<\gamma_{2}$. This completes the proof. $\square$
It follows from (6.1) and $\hat{f}(\xi+i \zeta)=\widehat{e^{\zeta \cdot f}}(\xi)$ that for any $1 \leqslant p, q \leqslant \infty$,

$$
\begin{align*}
&\|f\|_{L_{2, p, \gamma_{1}}(\mathbb{R})}^{2} \leqslant\|f\|_{L_{2, \infty, \gamma_{1}}(\mathbb{R})}^{2} \leqslant C_{\gamma_{2}-\gamma_{1}}\|f\|_{L_{2,1, \gamma_{2}}(\mathbb{R})}^{2} \leqslant C_{\gamma_{2}-\gamma_{1}}\|f\|_{L_{2, q, \gamma_{2}}(\mathbb{R})}^{2}  \tag{6.3}\\
& \forall 0 \leqslant \gamma_{1}<\gamma_{2} .
\end{align*}
$$

Consequently, $L_{2, q, \gamma_{2}}(\mathbb{R}) \subseteq L_{2, p, \gamma_{1}}(\mathbb{R})$ for all $1 \leqslant p, q \leqslant \infty$ and $0 \leqslant \gamma_{1}<\gamma_{2}$.
Now we have the following result on admissible functions in a cascade algorithm.
Proposition 6.2. Let $f \in L_{2,1, \gamma}(\mathbb{R})$ for some $\gamma>0$ such that $f$ satisfies

$$
\begin{equation*}
\hat{f}(2 \pi k)=0 \quad \forall k \in \mathbb{Z} \backslash\{0\} \tag{6.4}
\end{equation*}
$$

Then $f$ is admissible with respect to $\hat{a}$ for any $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$, $\hat{a}(\pi)=0$, and $\beta>0$.

Proof. Let $\widehat{f_{1}}:=\hat{f}(2 \cdot+2 \pi)$ and $\widehat{f_{2}}:=\hat{f}-\hat{f}(2 \cdot)$. Then $f_{1}, f_{2} \in L_{2,1, \gamma / 2}(\mathbb{R})$ and $\widehat{f}_{1}(2 \pi k)=\widehat{f}_{2}(2 \pi k)=0$ for all $k \in \mathbb{Z}$. By Proposition 6.1, $f_{1}=h_{1}-h_{1}(\cdot-1)$ and $f_{2}=h_{2}-h_{2}(\cdot-1)$ for some $h_{1}, h_{2} \in L_{2,1, \gamma_{1}}(\mathbb{R})$ with $0<\gamma_{1}<\gamma / 2$. Therefore, we have

$$
\begin{equation*}
\left[\widehat{f_{1}}, \widehat{f_{1}}\right](\xi)=\left|1-e^{-i \xi}\right|^{2}\left[\widehat{h_{1}}, \widehat{h_{1}}\right](\xi) \quad \text { and } \quad\left[\widehat{f_{2}}, \widehat{f_{2}}\right](\xi)=\left|1-e^{-i \xi}\right|^{2}\left[\widehat{h_{2}}, \widehat{h_{2}}\right](\xi) \tag{6.5}
\end{equation*}
$$

Since $\hat{a} \in C^{\beta}(\mathbb{T})$ with $\hat{a}(0)=1$ and $\hat{a}(\pi)=0$, there exists a positive constant $C$ such that

$$
\begin{equation*}
|\hat{a}(\xi)-1| \leqslant C\left|1-e^{-i \xi}\right|^{\beta} \quad \text { and } \quad|\hat{a}(\xi+\pi)| \leqslant C\left|1-e^{-i \xi}\right|^{\beta} \quad \forall \xi \in \mathbb{R} \tag{6.6}
\end{equation*}
$$

Now it follows from (6.5) and (6.6) that

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \mid \hat{a}(\xi / 2+2 \pi k) & \hat{f}(\xi / 2+2 \pi k)-\left.\hat{f}(\xi+4 \pi k)\right|^{2} \\
& \left.=\sum_{k \in \mathbb{Z}}| | \hat{a}(\xi / 2)-1\right] \hat{f}(\xi / 2+2 \pi k)+\left.\widehat{f_{2}}(\xi / 2+2 \pi k)\right|^{2} \\
& \leqslant 2|\hat{a}(\xi / 2)-1|^{2}[\hat{f}, \hat{f}](\xi / 2)+2\left[\widehat{f_{2}}, \widehat{f_{2}}\right](\xi / 2) \\
& \left.\leqslant 2 C^{2}\left|1-e^{-i \xi / 2}\right|^{2 \beta}\left(\|[\hat{f}, \hat{f}]\|_{L_{\infty}(\mathbb{T})}+2^{2-2 \beta} \| \widehat{h_{2}}, \widehat{h_{2}}\right] \|_{L_{\infty}(\mathbb{T})}\right)
\end{aligned}
$$

Similarly, by $\hat{f}(\xi+2 \pi+4 \pi k)=\widehat{f_{1}}(\xi / 2+2 \pi k)$, we have

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \mid \hat{a}(\xi / 2+\pi+2 \pi k) & \hat{f}(\xi / 2+\pi+2 \pi k)-\left.\hat{f}(\xi+2 \pi+4 \pi k)\right|^{2} \\
& \leqslant 2|\hat{a}(\xi / 2+\pi)|^{2}[\hat{f}, \hat{f}](\xi / 2+\pi)+2\left[\widehat{f_{1}}, \widehat{f_{1}}\right](\xi / 2) \\
& \leqslant 2 C^{2}\left|1-e^{-i \xi / 2}\right|^{2 \beta}\left(\|[\hat{f}, \hat{f}]\|_{L_{\infty}(\mathbb{T})}+2^{2-2 \beta}\left\|\left[\widehat{h_{1}}, \widehat{h_{1}}\right]\right\|_{L_{\infty}(\mathbb{T})}\right)
\end{aligned}
$$

Letting $C_{1}:=8 C^{2}\left(\|[\hat{f}, \hat{f}]\|_{L_{\infty}(\mathbb{T})}+\left\|\left[\widehat{h_{1}}, \widehat{h_{1}}\right]\right\|_{L_{\infty}(\mathbb{T})}+\left\|\left[\widehat{h_{2}}, \widehat{h_{2}}\right]\right\|_{L_{\infty}(\mathbb{T})}\right)<\infty$, combining the above two inequalities, for almost every $\xi \in[-\pi, \pi]$, we have

$$
[\hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}, \hat{a}(\cdot / 2) \hat{f}(\cdot / 2)-\hat{f}](\xi) \leqslant C_{1}\left|1-e^{-i \xi / 2}\right|^{2 \beta} \leqslant 2^{\beta} C_{1}|\sin (\xi / 2)|^{2 \beta}
$$

Therefore, (2.1) holds with $\tau=2 \beta>0$.
Proof of Theorem 2.3. By (6.3), it is easy to see that $(\mathrm{i}) \Rightarrow$ (ii). (ii) $\Rightarrow$ (iii) is obvious. To show that $(\mathrm{iii}) \Rightarrow(\mathrm{iv})$, we take $f=\max (0,1-|\cdot|)$. It is easy to check that $f$ satisfies the condition in (6.4) and the shifts of $f$ are stable. By $\hat{a}(\pi)=0$ and Proposition 6.2, $f \in L_{2, p, \gamma}(\mathbb{R})$ is admissible with respect to $\hat{a}$. Therefore, (iii) $\Rightarrow$ (iv).

If (iv) holds, by Proposition 6.1 or (6.3), $f \in L_{2, \infty, 0}(\mathbb{R})$ and $f$ is admissible with respect to $\hat{a}$. Now it follows from (iv) and (6.3) that $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2, \infty, 0}(\mathbb{R})$. Therefore, (ii) of Theorem 2.1 holds, and consequently $\nu_{2}(\hat{a})>0$. So, (iv) $\Rightarrow$ (v).

To complete the proof, we have to show that $(\mathrm{v}) \Rightarrow(\mathrm{i})$, which is the major part of this proof. By Proposition 4.2, $\nu_{2}(\hat{a})>0$ implies $\hat{a}(\pi)=0$. So, we can write $\hat{a}(\xi)=\left(1+e^{-i \xi}\right) \hat{A}(\xi)$, where $\hat{A}$ also has exponential decay of order $r$. By Theorems 2.1 and 4.1, it follows from $\nu_{2}(\hat{a})>0$ and $\hat{a}(\xi)=\left(1+e^{-i \xi}\right) \hat{A}(\xi)$ that $\inf _{n \in \mathbb{N}}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=$
$\rho_{0}(\hat{A}, \infty)=\rho_{2}(\hat{a}, \infty)<1$. Therefore, there exist $0<\rho<1$ and $N \in \mathbb{N}$ such that $\left\|T_{\hat{A}}^{N} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / N}<\rho<1$. Since $\hat{A}$ has exponential decay of order $r$, the operator $\left[T_{\hat{A}}^{n} 1\right](\xi)$ in (1.5) is well defined for $\xi \in \Gamma_{2 r}:=\{z \in \mathbb{C}:|\operatorname{Im}(z)|<2 r\}$. Since $\hat{A}$ is a $2 \pi$-periodic continuous function on the strip $\Gamma_{r}$, there exists $\gamma_{1}>0$ such that

$$
\begin{equation*}
\left\|\left[T_{\hat{A}}^{N} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})} \leqslant \rho^{N}<1 \quad \forall \zeta \in\left[-\gamma_{1}, \gamma_{1}\right] \tag{6.7}
\end{equation*}
$$

Take $m$ to be the smallest nonnegative integer such that $2^{1-m} r<\gamma_{1}$. For each $n \geqslant N+m$, we can uniquely write $n=N k+j$, where $j \in\{m, m+1, \ldots, m+N-1\}$ and $k \in \mathbb{N}$. So, for every $\zeta \in[-\gamma, \gamma]$ and $0<\gamma<2 r$, by (6.7) and the extended definition of $T_{\hat{A}}$ in (1.5), we have $\left|2^{-j} \zeta\right| \leqslant 2^{-m} \gamma<2^{1-m} r<\gamma_{1}$ and

$$
\begin{aligned}
\left\|\left[T_{\hat{A}}^{n} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})} & =\left\|\left[T_{\hat{A}}^{j} T_{\hat{A}}^{N k} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})} \\
& \leqslant\left\|\left[T_{\hat{A}}^{j} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})}\left\|\left[T_{\hat{A}}^{N k} 1\right]\left(\cdot+i 2^{-j} \zeta\right)\right\|_{L_{\infty}(\mathbb{T})} \\
& \leqslant\left\|\left[T_{\hat{A}}^{j} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})} \rho^{N k} \leqslant C_{1} \rho^{n}
\end{aligned}
$$

where
$C_{1}:=\rho^{1-m-N} \sup \left\{\left\|\left[T_{\hat{A}}^{j} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})}: j=m, \ldots, m+N-1, \zeta \in[-\gamma, \gamma]\right\}<\infty$.
That is, we have

$$
\begin{equation*}
\left\|\left[T_{\hat{A}}^{n} 1\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C_{1} \rho^{n} \quad \forall n \geqslant N+m, \zeta \in[-\gamma, \gamma] \tag{6.8}
\end{equation*}
$$

Denote $\hat{F}(\xi):=\hat{a}(\xi / 2) \hat{f}(\xi / 2)-\hat{f}(\xi)$. Since $f$ is admissible with respect to $\hat{a}$ and $F \in L_{2,1, \gamma}(\mathbb{R})$, we must have $\hat{F}(2 \pi k)=0$ for all $k \in \mathbb{Z}$. By Proposition 6.1, $\hat{F}(\xi)=\left(1-e^{-i \xi}\right) \hat{h}(\xi)$ for some $h \in L_{2,1, \gamma / 2}(\mathbb{R})$. Denote $g_{n}:=\widehat{f_{n+1}}-\widehat{f_{n}}$ with $g:=g_{0}:=\widehat{f_{1}}-\hat{f}$. Then $g(\xi)=\hat{F}(\xi)$. Therefore, by Proposition 6.1, we conclude that

$$
\begin{align*}
{[g, g](\xi)=[\hat{F}, \hat{F}](\xi)=} & \left|1-e^{-i \xi}\right|^{2}[\hat{h}, \hat{h}](\xi) \leqslant C_{2}\left|1-e^{-i \xi}\right|^{2}  \tag{6.9}\\
& \forall \xi \in \Gamma_{\gamma_{2}}:=\left\{z \in \mathbb{C}:|\operatorname{Im}(z)|<\gamma_{2}\right\}
\end{align*}
$$

where $\gamma_{2}:=\gamma / 4>0, C_{2}:=C_{\gamma / 4}\|h\|_{L_{2,1, \gamma / 2}(\mathbb{R})}<\infty$, and $C_{\gamma / 4}$ is defined in Proposition 6.1.

By the definition of $f_{n}$ and by induction on $n$, for $n \geqslant n_{0}:=1-\log _{2}\left(\gamma_{2} / r\right)$, we have that $g_{n}(\xi)=g\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{a}\left(2^{-j} \xi\right)$ for $\xi \in \Gamma_{2 r}$ and $g_{n}$ is holomorphic on $\Gamma_{2 r}$, since $2^{-n} \Gamma_{2 r} \subseteq \Gamma_{\gamma_{2}}$ for all $n \geqslant n_{0}$. Now by induction, it follows from (6.9) that

$$
\begin{equation*}
\left[g_{n}, g_{n}\right](\xi)=\left(T_{\hat{a}}^{n}[g, g]\right)(\xi) \leqslant C_{2}\left(T_{\hat{a}}^{n}\left(\left|1-e^{-i \cdot}\right|^{2}\right)\right)(\xi), \quad \xi \in \Gamma_{2 r} \tag{6.10}
\end{equation*}
$$

By $\hat{a}(\xi)=\left(1+e^{-i \xi}\right) \hat{A}(\xi)$, we have $|\hat{a}(\xi)|^{2}=2^{2}|\cos (\xi / 2)|^{2}|\hat{A}(\xi)|^{2}$. So, (4.8) holds with $\tau=1$. So, we deduce that

$$
\left[T_{\hat{a}}^{n}\left(\mid 1-e^{-\left.i \cdot\right|^{2}}\right)\right](\xi)=\left|1-e^{-i \xi}\right|^{2}\left[T_{\hat{A}}^{n} 1\right](\xi) \leqslant\left(1+e^{2 r}\right)^{2}\left[T_{\hat{A}}^{n} 1\right](\xi), \quad \xi \in \Gamma_{2 r}
$$

Consequently, since $0<\gamma<2 r$, it follows from (6.8) and (6.10) that

$$
\begin{array}{r}
{\left[g_{n}, g_{n}\right](\xi) \leqslant C_{2}\left(1+e^{2 r}\right)^{2}\left|\left[T_{\hat{A}}^{n} 1\right](\xi)\right| \leqslant C_{1} C_{2}\left(1+e^{2 r}\right)^{2} \rho^{n} \leqslant C_{3} \rho^{n}}  \tag{6.11}\\
\forall n \geqslant n_{1},|\operatorname{Im}(\xi)| \leqslant \gamma
\end{array}
$$

where $C_{3}:=C_{1} C_{2}\left(1+e^{2 r}\right)^{2}<\infty$ and $n_{1}=\max \left(n_{0}, N+m\right)$. Note that $g_{n}(\cdot+i \zeta)$ is the Fourier transform of $e^{\zeta \cdot}\left(f_{n+1}-f_{n}\right)$. For $\zeta \in[-\gamma, \gamma]$, we have

$$
\begin{aligned}
2 \pi\left\|\left(f_{n+1}-f_{n}\right) e^{\zeta \cdot}\right\|_{L_{2}(\mathbb{R})}^{2} & =\left\|g_{n}(\cdot+i \zeta)\right\|_{L_{2}(\mathbb{R})}^{2}=2 \pi\left\|\left[g_{n}, g_{n}\right](\cdot+i \zeta)\right\|_{L_{1}(\mathbb{T})} \\
& \leqslant 2 \pi\left\|\left[g_{n}, g_{n}\right](\cdot+i \zeta)\right\|_{L_{\infty}(\mathbb{T})}
\end{aligned}
$$

Now by the definition of the space $L_{2,1, \gamma}(\mathbb{R})$, it follows from the above inequality and (6.11) that

$$
\left\|f_{n+1}-f_{n}\right\|_{L_{2,1, \gamma}(\mathbb{R})}^{2}=\left\|\left(f_{n+1}-f_{n}\right) e^{\gamma|\cdot|}\right\|_{L_{2}(\mathbb{R})}^{2} \leqslant 2 C_{3} \rho^{n} \quad \forall n \geqslant n_{0}
$$

Consequently, $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L_{2,1, \gamma}(\mathbb{R})$. So, $(\mathrm{v}) \Rightarrow(\mathrm{i})$.
Now we show that $\phi$ has exponential decay of order $2 r$. Since $\hat{\phi}(\xi):=\prod_{j=1}^{\infty} \hat{a}\left(2^{-j} \xi\right)$ and $\hat{a}$ has exponential decay of order $r$ with $\hat{a}(0)=1$, we see that $\hat{\phi}$ can be extended into a holomorphic function in the strip $\Gamma_{2 r}$. If $\nu_{2}(\hat{a})>0$, for every $0<\gamma<2 r$, by (i) and $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\hat{\phi}(\xi)$ for all $\xi \in \mathbb{R}$ (here we additionally assumed that $\lim _{\xi \rightarrow 0} \hat{f}(\xi)=1$, which is satisfied by many initial admissible functions), we see that $\lim _{n \rightarrow \infty}\left\|f_{n}-\phi\right\|_{L_{2,1, \gamma}(\mathbb{R})}=0$ and hence $\phi \in L_{2,1, \gamma}(\mathbb{R})$. Therefore, $\phi \in L_{2,1, \gamma}(\mathbb{R})$ for all $0 \leqslant \gamma<2 r$. That is, (1.9) holds.
7. Proof of Theorem 4.1. Before we present a proof of Theorem 4.1, we need the following result.

Proposition 7.1. Let $\hat{a}$ and $f$ be $2 \pi$-periodic measurable functions. Assume that $f(\xi)>0$ for almost every $\xi \in \mathbb{R}$ and $\left[T_{\hat{a}}^{n} f\right] / f \in L_{\infty}(\mathbb{T})$ for all $n \geqslant n_{0}$, where $n_{0} \in \mathbb{N}$. Then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=\lim _{n \rightarrow \infty}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=\inf _{n \geqslant n_{0}}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \tag{7.1}
\end{equation*}
$$

Proof. Denote $\rho:=\inf _{n \geqslant n_{0}}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}$. Then $\rho<\infty$ by $\left[T_{\hat{a}}^{n_{0}} f\right] / f \in L_{\infty}(\mathbb{T})$. Since for all $n \geqslant n_{0},\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \geqslant \rho$, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \geqslant \rho \tag{7.2}
\end{equation*}
$$

For any $\varepsilon>0$, there exists $m \in \mathbb{N}$ such that $m \geqslant n_{0}$ and $\left\|\left[T_{\hat{a}}^{m} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / m} \leqslant \rho+\varepsilon$. Since $f(\xi)>0$ for almost every $\xi \in \mathbb{R}$, we deduce that

$$
\begin{equation*}
\left[T_{\hat{a}}^{m} f\right](\xi) \leqslant\left\|\left[T_{\hat{a}}^{m} f\right] / f\right\|_{L_{\infty}(\mathbb{T})} f(\xi) \leqslant f(\xi)(\rho+\varepsilon)^{m} \quad \text { a.e. } \xi \in \mathbb{R} \tag{7.3}
\end{equation*}
$$

For each $n \geqslant 2 m$, we can uniquely write $n=m N+j$, where $N \in \mathbb{N}$ and $j \in$ $\{m, m+1, \ldots, 2 m-1\}$. Therefore, by (7.3),

$$
\left[T_{\hat{a}}^{n} f\right](\xi)=\left[T_{\hat{a}}^{j}\left(T_{\hat{a}}^{m N} f\right)\right](\xi) \leqslant(\rho+\varepsilon)^{m N}\left[T_{\hat{a}}^{j} f\right](\xi)
$$

Since $f(\xi)>0$ for almost every $\xi \in \mathbb{R}$, the above inequality yields that

$$
\frac{\left[T_{\hat{a}}^{n} f\right](\xi)}{f(\xi)} \leqslant(\rho+\varepsilon)^{m N} \frac{\left[T_{\hat{a}}^{j} f\right](\xi)}{f(\xi)} \leqslant C(\rho+\varepsilon)^{n} \quad \text { a.e. } \xi \in \mathbb{R}
$$

where

$$
C:=\max \left\{(\rho+\varepsilon)^{-j}\left\|\left[T_{\hat{a}}^{j} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}: j=m, \ldots, 2 m-1\right\}<\infty
$$

Thus, $\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant C^{1 / n}(\rho+\varepsilon)$ for all $n \geqslant 2 m$. Consequently,

$$
\limsup _{n \rightarrow \infty}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant(\rho+\varepsilon)
$$

Taking $\varepsilon \rightarrow 0$, we have $\lim \sup _{n \rightarrow \infty}\left\|\left[T_{\hat{a}}^{n} f\right] / f\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant \rho$. By (7.2), (7.1) holds. $\quad \square$
Proof of Theorem 4.1. Without loss of generality, we can assume that $|\hat{a}(0)|^{2}=1$; otherwise, we consider $\hat{a} /|\hat{a}(0)|$. By $|\hat{a}(\xi)|^{2}=2^{2 \tau}|\cos (\xi / 2)|^{2 \tau}|\hat{A}(\xi)|^{2}$, (4.8) holds. Setting $f=1$ in (4.8), we have

$$
\begin{equation*}
\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi)=|\sin (\xi / 2)|^{2 \tau}\left[T_{\hat{A}}^{n} 1\right](\xi) \quad \forall n \in \mathbb{N} \text { a.e. } \xi \in \mathbb{R} \tag{7.4}
\end{equation*}
$$

Since $|\sin (\xi / 2)|^{2 \tau} \leqslant 1$, it follows from (7.4) that

$$
\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{\infty}(\mathbb{T})} \leqslant\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}
$$

for all $n \in \mathbb{N}$. Consequently, by $\hat{A} \in L_{\infty}(\mathbb{T})$ and Proposition 7.1, we conclude that

$$
\begin{equation*}
\rho:=\rho_{2 \tau}(\hat{a}, \infty):=\limsup _{n \rightarrow \infty}\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant \limsup _{n \rightarrow \infty}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \tag{7.5}
\end{equation*}
$$

On the other hand, by (7.4), we have

$$
\begin{equation*}
\left[T_{\hat{A}}^{n} 1\right](\xi)=\frac{\left[T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi)}{|\sin (\xi / 2)|^{2 \tau}}=: g_{n}(\xi) \quad \forall n \in \mathbb{N} . \tag{7.6}
\end{equation*}
$$

By the definition of $T_{\hat{a}}$ and $g_{n}$, we have

$$
g_{n}(\xi)=|\hat{A}(\xi / 2)|^{2} g_{n-1}(\xi / 2)+\frac{|\hat{a}(\xi / 2+\pi)|^{2}}{|\sin (\xi / 2)|^{2 \tau}}\left[T_{\hat{a}}^{n-1}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right](\xi / 2+\pi)
$$

Since $\tau \geqslant 0$, for almost every $\xi \in[-\pi, \pi]$, we have

$$
|\hat{a}(\xi / 2+\pi)|^{2} /|\sin (\xi / 2)|^{2 \tau}=|\hat{A}(\xi / 2+\pi)|^{2} /|\cos (\xi / 4)|^{2 \tau} \leqslant 2^{\tau}\|\hat{A}\|_{L_{\infty}(\mathbb{T})}
$$

from which we see that

$$
\begin{array}{r}
g_{n}(\xi) \leqslant|\hat{A}(\xi / 2)|^{2} g_{n-1}(\xi / 2)+2^{\tau}\|\hat{A}\|_{L_{\infty}(\mathbb{T})}\left\|T_{\hat{a}}^{n-1}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{\infty}(\mathbb{T})} \\
\text { a.e. } \xi \in[-\pi, \pi] .
\end{array}
$$

By induction on $n$ and $g_{0}=1$, we deduce from the above inequality that for almost every $\xi \in[-\pi, \pi]$ and all $n \in \mathbb{N}$,

$$
\begin{align*}
g_{n}(\xi) \leqslant & \prod_{j=1}^{n}\left|\hat{A}\left(2^{-j} \xi\right)\right|^{2} \\
& +2^{\tau}\|\hat{A}\|_{L_{\infty}(\mathbb{T})} \sum_{j=1}^{n-1}\left\|T_{\hat{a}}^{j}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{\infty}(\mathbb{T})} \prod_{k=1}^{n-j-1}\left|\hat{A}\left(2^{-k} \xi\right)\right|^{2} \tag{7.7}
\end{align*}
$$

Since $|\hat{a}|^{2} \in C^{\beta}(\mathbb{T})$ and $|\hat{a}(0)|^{2}=1$, we define

$$
\Phi(\xi):=\prod_{j=1}^{\infty}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2}, \quad \xi \in \mathbb{R}
$$

Then $\Phi$ is continuous and $\Phi(0)=1$. Thus, there exists $0<\varepsilon_{0}<\pi$ such that $1 / 2 \leqslant \Phi(\xi) \leqslant 3 / 2$ for all $\xi \in\left[-\varepsilon_{0}, \varepsilon_{0}\right]$. By

$$
|\hat{a}(\xi)|^{2}=2^{2 \tau}|\cos (\xi / 2)|^{2 \tau}|\hat{A}(\xi)|^{2}
$$

for $n \geqslant \log _{2}\left(\pi / \varepsilon_{0}\right)$ and $\xi \in[-\pi, \pi]$, we have

$$
\begin{aligned}
\prod_{j=1}^{n}\left|\hat{A}\left(2^{-j} \xi\right)\right|^{2} & =\left|\frac{\sin \left(2^{-1-n} \xi\right)}{\sin (\xi / 2)}\right|^{2 \tau} \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2} \\
& =\left|\frac{\sin \left(2^{-1-n} \xi\right)}{\sin (\xi / 2)}\right|^{2 \tau} \frac{\Phi(\xi)}{\Phi\left(2^{-n} \xi\right)} \leqslant\left|\frac{2^{-1-n} \xi}{\xi / \pi}\right|^{2 \tau} \frac{\Phi(\xi)}{1 / 2} \\
& \leqslant 2^{1-2 \tau} \pi^{2 \tau}\|\Phi\|_{L_{\infty}([-\pi, \pi])} 2^{-2 \tau n}
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\prod_{j=1}^{n}\left|\hat{A}\left(2^{-j} \xi\right)\right|^{2} \leqslant C_{1} 2^{-2 \tau n} \quad \forall \xi \in[-\pi, \pi] \tag{7.8}
\end{equation*}
$$

with $C_{1}:=2^{1-2 \tau} \pi^{2 \tau}\|\Phi\|_{L_{\infty}([-\pi, \pi])}<\infty$. Since $\prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \xi\right)\right|^{2}=\Phi(\xi) / \Phi\left(2^{-n} \xi\right)$ and $1 / 2 \leqslant \Phi(\xi) \leqslant 3 / 2$ for $\xi \in\left[-\varepsilon_{0}, \varepsilon_{0}\right]$, we have

$$
\begin{aligned}
\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{\infty}(\mathbb{T})} & \geqslant\left\|\left|\sin \left(2^{-1-n} \cdot\right)\right|^{2 \tau} \prod_{j=1}^{n}\left|\hat{a}\left(2^{-j} \cdot\right)\right|^{2}\right\|_{L_{\infty}([-\pi, \pi])} \\
& =\left\|\left|\sin \left(2^{-1-n} \cdot\right)\right|^{2 \tau} \Phi(\cdot) / \Phi\left(2^{-n} \cdot\right)\right\|_{L_{\infty}([-\pi, \pi])} \\
& \geqslant\left|\sin \left(2^{-1-n} \varepsilon_{0}\right)\right|^{2 \tau} \Phi\left(\varepsilon_{0}\right) / \Phi\left(2^{-n} \varepsilon_{0}\right) \\
& \geqslant 3^{-1} \pi^{-2 \tau} \varepsilon_{0}^{2 \tau} 2^{-2 \tau n}
\end{aligned}
$$

By the definition of $\rho$, it follows from the above inequality that $\rho \geqslant 2^{-2 \tau}$. By (7.8) and the definition of $\rho$ in (7.5), for any $\varepsilon>0$, there exists a positive constant $C$ with $C \geqslant C_{1}$ such that

$$
\left\|\prod_{j=1}^{n}\left|\hat{A}\left(2^{-j} \cdot\right)\right|^{2}\right\|_{L_{\infty}([-\pi, \pi])} \leqslant C 2^{-2 \tau n} \leqslant C(\rho+\varepsilon)^{n}
$$

and

$$
\left\|T_{\hat{a}}^{n}\left(|\sin (\cdot / 2)|^{2 \tau}\right)\right\|_{L_{\infty}(\mathbb{T})} \leqslant C(\rho+\varepsilon)^{n} \quad \forall n \in \mathbb{N}
$$

Now it follows from (7.7) and the above inequalities that

$$
\left\|g_{n}\right\|_{L_{\infty}(\mathbb{T})}=\left\|g_{n}\right\|_{L_{\infty}([-\pi, \pi])} \leqslant C(\rho+\varepsilon)^{n}+2^{\tau}\|\hat{A}\|_{L_{\infty}(\mathbb{T})} C^{2} n(\rho+\varepsilon)^{n-1}
$$

from which we deduce that $\lim \sup _{n \rightarrow \infty}\left\|g_{n}\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant \rho+\varepsilon$. Taking $\varepsilon \rightarrow 0$, by the definition of $g_{n}$ in (7.6), we conclude that

$$
\limsup _{n \rightarrow \infty}\left\|T_{\hat{A}}^{n} 1\right\|_{L_{\infty}(\mathbb{T})}^{1 / n}=\limsup _{n \rightarrow \infty}\left\|g_{n}\right\|_{L_{\infty}(\mathbb{T})}^{1 / n} \leqslant \rho
$$

So, by Proposition 7.1, the proof is completed by the above inequality and (7.5).
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#### Abstract

We construct a surface hopping semigroup, which asymptotically describes nuclear propagation through crossings of electron energy levels. The underlying time-dependent Schrödinger equation has a matrix-valued potential, whose eigenvalue surfaces have a generic intersection of codimension two, three, or five in Hagedorn's classification. Using microlocal normal forms reminiscent of the Landau-Zener problem, we prove convergence to the true solution with an error of the order $\varepsilon^{1 / 8}$, where $\varepsilon$ is the semiclassical parameter. We present numerical experiments for an algorithmic realization of the semigroup illustrating the convergence of the algorithm.


Key words. time-dependent Schrödinger system, eigenvalue crossing, microlocal normal form, surface hopping

AMS subject classifications. 35Q40, 41A60, 81V55
DOI. 10.1137/070686810

1. Introduction. In the framework of time-dependent Born-Oppenheimer approximation, the dynamics of molecules can approximately be reduced to matrixvalued Schrödinger equations on the nucleonic configuration space,

$$
\left\{\begin{array}{l}
i \varepsilon \partial_{t} \psi^{\varepsilon}(q, t)=\left(-\frac{\varepsilon^{2}}{2} \Delta_{q}+V(q)\right) \psi^{\varepsilon}(q, t), \quad(q, t) \in \mathbb{R}^{d} \times \mathbb{R}  \tag{1.1}\\
\psi^{\varepsilon}(q, 0)=\psi_{0}^{\varepsilon}(q)
\end{array}\right.
$$

see, for example, $[12,19]$. The linear Schrödinger equation (1.1) has a unique global solution $\psi^{\varepsilon} \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N}\right)\right)$ for all square-integrable initial data $\psi_{0}^{\varepsilon}$. The parameter $\varepsilon>0$ is small and causes a highly oscillatory behavior of the solution in space and time. It can be thought of as the square root of the ratio of electronic mass and the average mass of the nuclei. Moreover, the solution itself does not have any direct physical interpretation. It is the position density $\left|\psi^{\varepsilon}(q, t)\right|^{2}$ which gives the probability of finding the nuclei in the configuration $q \in \mathbb{R}^{d}$ at time $t$. We are interested in an asymptotic description for the time evolution of quadratic quantities like the position density with the following properties. First, it shall be effective in the sense that it unfolds characteristic dynamical properties. Second, it shall be explicit enough, such that it allows an algorithmic realization. Third, the resulting algorithm shall be applicable on high-dimensional nucleonic configuration spaces $\mathbb{R}^{d}, d \gg 1$.

Hagedorn rigorously derived and classified Schrödinger systems for molecular propagation through electron energy level crossings of minimal multiplicity [13]. He obtained potentials of the form

$$
V(q)=v(q) \operatorname{Id}+V_{\ell}(\phi(q)), \quad \ell \in\left\{2,3,3^{\prime}, 5\right\}
$$

[^7]where $v(q) \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ is a smooth real-valued function, Id is the identity matrix in $\mathbb{C}^{2 \times 2}$ or $\mathbb{C}^{4 \times 4}$, and $q \mapsto \phi(q)$ is a smooth vector-valued function with $\phi(q) \in \mathbb{R}^{2}, \mathbb{R}^{3}$, or $\mathbb{R}^{5}$. The matrices $V_{\ell}$ are given by
\[

$$
\begin{gather*}
V_{2}(\phi)=\left(\begin{array}{cc}
\phi_{1} & \phi_{2} \\
\phi_{2} & -\phi_{1}
\end{array}\right), \quad V_{3}(\phi)=\left(\begin{array}{cc}
\phi_{1} & \phi_{2}+i \phi_{3} \\
\phi_{2}-i \phi_{3} & -\phi_{1}
\end{array}\right),  \tag{1.2}\\
V_{3^{\prime}}(\phi)=\left(\begin{array}{cc}
\left(\begin{array}{cc}
\phi_{1} & \phi_{2}+i \phi_{3} \\
\phi_{2}-i \phi_{3} & -\phi_{1}
\end{array}\right) & \mathbf{0} \\
\mathbf{0} & \left(\begin{array}{cc}
\phi_{1} & \phi_{2}-i \phi_{3} \\
\phi_{2}+i \phi_{3} & -\phi_{1}
\end{array}\right)
\end{array}\right)  \tag{1.3}\\
V_{5}(\phi)=\left(\begin{array}{cc}
\phi_{0} \mathrm{Id} & \left(\begin{array}{cc}
\phi_{1}+i \phi_{2} & \phi_{3}+i \phi_{4} \\
-\phi_{3}+i \phi_{4} & \phi_{1}-i \phi_{2}
\end{array}\right) \\
\left(\begin{array}{cc}
\phi_{1}-i \phi_{2} & -\phi_{3}-i \phi_{4} \\
\phi_{3}-i \phi_{4} & \phi_{1}+i \phi_{2}
\end{array}\right) & -\phi_{0} \mathrm{Id}
\end{array}\right) \tag{1.4}
\end{gather*}
$$
\]

For these four matrices, the eigenvalues are $\pm|\phi|$. Therefore, the eigenvalues of $V(q)$ are $v(q) \pm|\phi(q)|$, and $q^{*} \in \mathbb{R}^{d}$ is a point of crossing eigenvalues if and only if $\phi\left(q^{*}\right)=0$. We shall say that this crossing is generic if

$$
\mathrm{d} \phi \text { is of maximal rank on }\{\phi=0\}
$$

i.e., of rank 2 for $\ell=2$, of rank 3 for $\ell=3,3^{\prime}$, and of rank 5 for $\ell=5$. This explains why these crossings are usually referred to as codimension two, three, and five crossings and enlightens the choice of the index $\ell$ we have made. Hagedorn's codimension one crossings are not considered here, since they violate the above rank condition and also show a different dynamical behavior than systems with crossings of higher codimension. We set

$$
N(2)=N(3)=2, \quad N\left(3^{\prime}\right)=N(5)=4
$$

so that the potential $V(q)$, the wave function $\psi^{\varepsilon}(q, t)$, and the differential $\mathrm{d} \phi(q)$ belong to $\mathbb{C}^{N(\ell) \times N(\ell)}, \mathbb{C}^{N(\ell)}$, and $\mathbb{R}^{\ell \times d}$, respectively. For $\ell=3^{\prime}$ we set $\mathbb{R}^{3^{\prime}}=\mathbb{R}^{3}$. The orthogonal eigenprojectors

$$
\Pi^{ \pm}(q)=\frac{1}{2}\left(\operatorname{Id} \pm|\phi(q)|^{-1} V_{\ell}(\phi(q))\right)
$$

of the matrix $V(q)$ have a conical singularity at points of crossing eigenvalues $q^{*}$; that is, $\nabla \Pi^{ \pm}(q)=O\left(\left|q-q^{*}\right|^{-1}\right)$ as $q \rightarrow q^{*}$. This motivates the notion of conical intersections, by which especially codimension two crossings are frequently referred to.

Eigenvalue crossings are ubiquitous in the quantum mechanical description of polyatomic molecules, that is, molecules with more than two nuclei. The collection [4] provides an exposition of this active area of research in theoretical chemistry. As for a prominent example of an ultrafast isomerization on the femtosecond time scale, a codimension two crossing of energy levels explains the effectiveness of the first step of vision, the cis-trans isomerization of retinal in rhodopsin; see also [14] and section 3 below for related numerical experiments.

The analysis of scalar Schrödinger equations teaches us that the direct study of the time evolution of quadratic quantities like the position density $\left|\psi^{\varepsilon}(q, t)\right|^{2}$ is
impossible. The oscillations of $\psi^{\varepsilon}(q, t)$ have to be taken into account, and one has to work in the space of positions and momenta $(q, p)$, the phase space $\mathbb{R}_{q}^{d} \times \mathbb{R}_{p}^{d}$. Therefore, one studies the Wigner function of $\psi^{\varepsilon}(q, t)$ in a suitable $\varepsilon$-dependent scaling, which resolves the highly oscillatory features of the solution,

$$
W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \psi^{\varepsilon}\left(q-\frac{\varepsilon}{2} v, t\right) \otimes \bar{\psi}^{\varepsilon}\left(q+\frac{\varepsilon}{2} v, t\right) \mathrm{e}^{i v \cdot p} \mathrm{~d} v
$$

It plays the role of a generalized probability density on phase space. For squareintegrable wave functions $\psi$, the Wigner function $W^{\varepsilon}(\psi)$ is a square-integrable function on phase space with values in the space of hermitian matrices. One recovers the position density by

$$
|\psi(q)|^{2}=\operatorname{tr} \int_{\mathbb{R}^{d}} W^{\varepsilon}(\psi)(q, p) \mathrm{d} p
$$

Besides, the action of the Wigner function against compactly supported smooth test functions $a \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ is simply expressed in terms of the semiclassical pseudodifferential operator with symbol $a$, which is defined by

$$
\mathrm{op}_{\varepsilon}(a) \psi(q)=(2 \pi \varepsilon)^{-d} \int_{\mathbb{R}^{2 d}} a\left(\frac{1}{2}(q+v), p\right) \mathrm{e}^{\frac{i}{\varepsilon} p \cdot(q-v)} \psi(v) \mathrm{d} v \mathrm{~d} p
$$

for $\psi \in L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell)}\right)$. Indeed, we have

$$
\operatorname{tr} \int_{\mathbb{R}^{2 d}} W^{\varepsilon}(\psi)(q, p) a(q, p) \mathrm{d} q \mathrm{~d} p=\left(\mathrm{op}_{\varepsilon}(a) \psi, \psi\right)_{L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell)}\right)}
$$

It is our aim to construct an asymptotic semigroup, which approximately propagates the initial data's Wigner function for all generic level crossings of Hagedorn's classification. Our approximation relies on a microlocal normal form for operators with eigenvalue crossings, which has been derived in $[1,2,6]$. Roughly speaking, near a crossing point the Schrödinger operator

$$
-i \varepsilon \partial_{t}-\frac{\varepsilon^{2}}{2} \Delta_{q}+V(q)
$$

is equivalent to the normal form

$$
-i \varepsilon \partial_{t}+V_{\ell}\left(t, \mathrm{op}_{\varepsilon}\left(|\mathrm{d} \phi(q) p|^{-\frac{1}{2}} \pi_{\ell}(q, p) \phi(q)\right)\right)
$$

where $\pi_{\ell}(q, p)$ denotes the orthogonal projection onto the hyperplane normal to the vector $\mathrm{d} \phi(q) p \in \mathbb{R}^{\ell}$. In the case $\ell=2$, this resembles the Landau-Zener system

$$
i \varepsilon \frac{\mathrm{~d}}{\mathrm{~d} t} \psi(t)=\left(\begin{array}{cc}
t & \gamma \\
\gamma & -t
\end{array}\right) \psi(t), \quad \gamma>0
$$

for which the probability that a solution starting at time $t=-\infty$ in the one eigenspace will have passed over to the other eigenspace at time $t=+\infty$, which has explicitly been computed by Landau [16] and Zener [21] in the 1930s. This famous LandauZener transition rate reads as

$$
\exp \left(-\frac{\pi}{\varepsilon} \gamma^{2}\right)
$$

and in [8] it is proven that the rate still gives the correct asymptotics if $\gamma$ is replaced by a bounded operator. Our semigroup combines effective transitions between eigenspaces close to points of crossing eigenvalues on the one hand with classical transport in the adiabatic regime on the other hand. More precisely, the $V$-diagonal components $\Pi^{ \pm} W^{\varepsilon}\left(\psi_{0}^{\varepsilon}\right) \Pi^{ \pm}$of the initial Wigner function are transported along the Hamiltonian curves of the eigenvalues of the Schrödinger operator's symbol

$$
\frac{1}{2}|p|^{2}+v(q) \pm|\phi(q)|
$$

Whenever one of the trajectories $\left(q^{ \pm}(t), p^{ \pm}(t)\right)$ attains a local minimal gap between the eigenvalues, there is an effective nonadiabatic transfer of weight according to the $\varepsilon$-dependent transition rate

$$
\exp \left(-\frac{\pi}{\varepsilon} \frac{\left|\pi_{\ell}(q, p) \phi(q)\right|^{2}}{|\mathrm{~d} \phi(q) p|}\right)
$$

Since the rate is negligibly small, when the eigenvalue gap is larger than $\sqrt{\varepsilon}$, the nonadiabatic transfer of weight is effectively performed at times $t^{*}$ with

$$
t \mapsto\left|\phi\left(q^{ \pm}(t)\right)\right| \text { has a local minimum in } t=t^{*} \text { and }\left|\phi\left(q^{ \pm}\left(t^{*}\right)\right)\right| \leq R \sqrt{\varepsilon}
$$

for some fixed $R>0$. Our main result is that this dynamical description yields approximate solutions with an error of order $\varepsilon^{1 / 8}$ when choosing $R=\varepsilon^{-1 / 8}$. Moreover, it is explicit enough for an algorithmic realization, whose performance on a model for retinal in rhodopsin is studied here as well. The algorithm is a mathematical counterpart to the popular surface hopping algorithms of chemical physics introduced by Tully and Preston in [20].

Quantum dynamical descriptions in terms of classical transport as described above, that is, in the spirit of an Egorov theorem, are well established and have been given for Wigner functions, for example, in [10, 11]: for Schrödinger systems they hold to leading order in $\varepsilon$, until classical trajectories come close to a point of crossing eigenvalues. Then, as already mentioned, the adiabatic approximation is no longer valid, and there are leading order nonadiabatic transitions between the levels (the energy propagated on one level to the crossing may pass partially or completely on the other level). This phenomenon has been precisely analyzed in the case of Gaussian wave packet propagation by Hagedorn [13] for all generic electron level crossings. For initial data, which are less specific than Gaussian wave packets, the evolution of appropriate two-scale Wigner measures has been studied. These measures are weak limits of the Wigner function and incorporate information on concentration effects close to trajectories, which touch points of crossing eigenvalues, with respect to the second scale $\sqrt{\varepsilon}$. These Wigner measures have been analyzed for a linear codimension two crossing in [7], for general two-level systems in [8], and for all of Hagedorn's models in [5]. In [18], the results of [7] have been lifted to a leading order approximation of the Wigner function. Here, we aim at approximating the Wigner function for all generic crossings, while additionally proving a convergence rate.

We will proceed as follows. Section 2 constructs the surface hopping semigroup, states the main result, that is, the validity of our approximation with an error of order $\varepsilon^{1 / 8}$, and discusses the strategy of the proof. In section 3 , numerical results are presented for an algorithmic realization of the semigroup applied to a retinal model. In section 4, the proof for propagation away from the crossing is carried out, while the microlocal normal form yields the correct nonadiabatic transition rates, as proven
in section 5. In section 6, the main result is extended to observables, which are more pertinent for the crossings with degenerate eigenvalues $\left(\ell=3^{\prime}, 5\right)$. Finally, the appendix summarizes basic facts of Weyl calculus.
2. Main result. Propagation through level crossings can be approximated by a proper combination of classical transport and nonadiabatic transitions. For this, we study the underlying classical flows and combine them with effective nonadiabatic transitions to an asymptotic semigroup.
2.1. Transport and transitions. We consider the classical flows

$$
\Phi_{ \pm}^{-t}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2 d}, \quad \Phi_{ \pm}^{-t}\left(q_{0}, p_{0}\right)=\left(q^{ \pm}(t), p^{ \pm}(t)\right)
$$

associated with the Hamiltonian curves of $\frac{1}{2}|p|^{2}+v(q) \pm|\phi(q)|$. These curves are solutions to the Hamiltonian systems

$$
\left\{\begin{array}{l}
\dot{q}^{ \pm}(t)=p^{ \pm}(t), \quad \dot{p}^{ \pm}(t)=-\nabla v\left(q^{ \pm}(t)\right) \mp{ }^{t} \mathrm{~d} \phi\left(q^{ \pm}(t)\right) \frac{\phi\left(q^{ \pm}(t)\right)}{\left|\phi\left(q^{ \pm}(t)\right)\right|} \\
q^{ \pm}(0)=q_{0}, \quad p^{ \pm}(0)=p_{0}
\end{array}\right.
$$

We consider only initial phase space points $\left(q_{0}, p_{0}\right) \in \mathbb{R}^{2 d}$ such that for $t>0$

$$
\begin{equation*}
\phi\left(q^{ \pm}(t)\right)=0 \Rightarrow \mathrm{~d} \phi\left(q^{ \pm}(t)\right) p^{ \pm}(t) \neq 0 . \tag{2.1}
\end{equation*}
$$

This condition guarantees that classical trajectories arrive transversally at the crossing set and have a unique smooth continuation through this singularity; see Proposition 1 in [5].

For a large class of test functions and under suitable restrictions on the time interval, the classical flows are enough for approximating the dynamics up to an error of order $\varepsilon$. Indeed, one considers observables $a \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ such that

$$
\begin{equation*}
a=a^{+} \Pi^{+}+a^{-} \Pi^{-}, \quad a^{ \pm} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d} \backslash\{\phi=0\}, \mathbb{C}\right) . \tag{2.2}
\end{equation*}
$$

For $\ell=2,3$, the eigenspaces are one-dimensional, and these observables focus on the $V$-diagonal elements of the Wigner matrix, where $V$-diagonal means diagonal with respect to the decomposition of $\mathbb{C}^{N(\ell)}$ by the eigenprojectors $\Pi^{+}(q)$ and $\Pi^{-}(q)$. For $\ell=3^{\prime}, 5$, however, the eigenspaces are two-dimensional, and observables of the form (2.2) are not enough to completely resolve all dynamical features within the eigenspaces. We will address this issue in section 6 .

For all times $t \in[0, T]$, such that the classical trajectories $\Phi_{ \pm}^{t}$ arriving on the support of $a$ have not passed the crossing set $\{\phi=0\}$, the action of the Wigner function on $a=a^{ \pm} \Pi^{ \pm}$obeys

$$
\begin{aligned}
\operatorname{tr} \int_{\mathbb{R}^{2 d}} W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) & \Pi^{ \pm}(q) a^{ \pm}(q, p) \mathrm{d} q \mathrm{~d} p \\
& -\operatorname{tr} \int_{\mathbb{R}^{2 d}}\left(\Pi^{ \pm} W^{\varepsilon}\left(\psi_{0}^{\varepsilon}\right) \Pi^{ \pm} \circ \Phi_{ \pm}^{-t}\right)(q, p) a^{ \pm}(q, p) \mathrm{d} q \mathrm{~d} p=O(\varepsilon)
\end{aligned}
$$

as $\varepsilon \rightarrow 0$. Such Egorov-type descriptions hold, until classical trajectories come close to a crossing point $(q, p) \in\{\phi=0\}$ and leading order nonadiabatic transitions occur. These transitions depend on how the solution $\psi^{\varepsilon}(t)$ concentrates on the ingoing trajectories with respect to the scale $\sqrt{\varepsilon}$. For the linear codimension two crossing with $\phi(q)=q, q \in \mathbb{R}^{2}$, the two-scale Wigner measure's description of [7] is lifted
to an approximation of the Wigner function in [18]. This linear model has specific features; see also [9]. In particular, all classical trajectories which meet the crossing are included in the set $\{q \wedge p=0\}$, where $q \wedge p:=q_{2} p_{1}-q_{1} p_{2}$ for $q, p \in \mathbb{R}^{2}$. The idea of [18] is to propagate the $V$-diagonal parts of the initial Wigner function along the classical trajectories and to apply the $\varepsilon$-dependent transition coefficient

$$
T_{l i n}^{\varepsilon}\left(q^{*}, p^{*}\right)=\exp \left(-\frac{\pi}{\varepsilon} \frac{\left|q^{*} \wedge p^{*}\right|^{2}}{\left|p^{*}\right|^{3}}\right)
$$

as soon as the trajectories reach their minimal distance from the crossing set, which is easy to check since $q \cdot p=0$ at such a point. Theorem 3.2 in [18] proves that under suitable conditions on the initial data this $\varepsilon$-dependent propagation is correct in the limit $\varepsilon \rightarrow 0$. We construct here an extension, which covers the general situation described above, and give a convergence proof including a convergence rate. Our approach draws from the understanding of the nonadiabatic mechanism as developed in [5].
2.2. A surface hopping semigroup. Let $R>0$. In the general case, the crucial points in phase space are those where the classical trajectories attain a local minimal gap between the two eigenvalues. These points fulfill the condition

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left|\phi\left(q^{ \pm}(t)\right)\right|^{2}\right)=2 \mathrm{~d} \phi\left(q^{ \pm}(t)\right) p^{ \pm}(t) \cdot \phi\left(q^{ \pm}(t)\right)=0
$$

and one performs an effective nonadiabatic transfer of weight, whenever a trajectory passes the set

$$
S_{\varepsilon, R}=\left\{(q, p) \in \mathbb{R}^{2 d}| | \phi(q) \mid \leq R \sqrt{\varepsilon}, \mathrm{~d} \phi(q) p \cdot \phi(q)=0\right\}
$$

The microlocal normal form, which will be given later in Theorem 5.2, suggests the transition rate

$$
T^{\varepsilon}\left(q^{*}, p^{*}\right)=\exp \left(-\frac{\pi}{\varepsilon} \frac{\left|\pi_{\ell}\left(q^{*}, p^{*}\right) \phi\left(q^{*}\right)\right|^{2}}{\left|\mathrm{~d} \phi\left(q^{*}\right) p^{*}\right|}\right)
$$

where $\pi_{\ell}\left(q^{*}, p^{*}\right)$ is the orthogonal projection from the Euclidean space $\mathbb{R}^{\ell}$ into the hyperplane normal to the vector $\mathrm{d} \phi\left(q^{*}\right) p^{*} \in \mathbb{R}^{\ell}$. Since $\mathrm{d} \phi\left(q^{ \pm}(t)\right) p^{ \pm}(t)$ does not vanish when the considered trajectories arrive at the crossing set $\{\phi=0\}$, it is also nonzero when arriving at the jump manifold $S_{\varepsilon, R}$ if $R \sqrt{\varepsilon}$ is small enough. Besides, for $\ell=2$, one has

$$
\left|\pi_{\ell}(q, p) \phi(q)\right|=\left|\phi(q) \wedge \frac{\mathrm{d} \phi(q) p}{|\mathrm{~d} \phi(q) p|}\right|
$$

and we recover the transition coefficient $T_{l i n}^{\varepsilon}\left(q^{*}, p^{*}\right)$ for $\phi(q)=q, q \in \mathbb{R}^{2}$.
We attach the labels -1 and +1 to phase space. For points $(q, p, j) \in \mathbb{R}_{ \pm}^{2 d}:=$ $\mathbb{R}^{2 d} \times\{-1,+1\}$, we consider trajectories

$$
\mathcal{T}_{\varepsilon, R}^{(q, p, j)}:[0,+\infty) \rightarrow \mathbb{R}_{ \pm}^{2 d}
$$

which combine deterministic classical transport and random jumps between the levels at the manifold $S_{\varepsilon, R}$. More precisely, we set $\mathcal{T}_{\varepsilon, R}^{(q, p, j)}(t)=\left(\Phi_{j}^{t}(q, p), j\right)$ as long as $\Phi_{j}^{t}(q, p) \notin S_{\varepsilon, R}$. Whenever the deterministic flow $\Phi_{j}^{t}(q, p)$ hits the manifold $S_{\varepsilon, R}$ at
a point $\left(q^{*}, p^{*}\right)$, a random jump from $j$ to $-j$ occurs with probability $T^{\varepsilon}\left(q^{*}, p^{*}\right)$. For points $(q, p, j)$ generating classical trajectories, which either violate the nondegeneracy condition (2.1) or do not leave the set $S_{\varepsilon, R}$, there is either no transport or no jump at all. Since the trajectories which touch the crossing set arrive there transversally, each path

$$
(q, p, j) \rightarrow \mathcal{T}_{\varepsilon, R}^{(q, p, j)}(t)
$$

has a finite number of jumps and remains in a bounded region of $\mathbb{R}_{ \pm}^{2 d}$ within a bounded time interval $[0, T]$. Away from the jump manifold $S_{\varepsilon, R} \times\{-1,+1\}$ each path is smooth. Hence, the random trajectories define a time-dependent Markov process with state space $\mathbb{R}_{ \pm}^{2 d}$. The associated transition function $P_{\varepsilon, R}(p, q, j ; t, \Gamma)$ describes the probability of being at time $t$ in the measurable set $\Gamma \subset \mathbb{R}_{ \pm}^{2 d}$ having started in $(q, p, j)$. Its action on bounded measurable scalar functions $f: \mathbb{R}_{ \pm}^{2 d} \rightarrow \mathbb{C}$ defines a semigroup $\left(\mathcal{L}_{\varepsilon, R}^{t}\right)_{t \geq 0}$ by

$$
\left(\mathcal{L}_{\varepsilon, R}^{t} f\right)(q, p, j):=\int_{\mathbb{R}^{2 d} \times\{-1,+1\}} f(x, \xi, k) P_{\varepsilon, R}(q, p, j ; t, \mathrm{~d}(x, \xi, k))
$$

For introducing the semigroup's action on Wigner functions, we use the following space of continuous $V$-diagonal test functions satisfying $T^{\varepsilon}$-dependent boundary conditions at the jump manifold.

Definition 2.1. A continuous function $a \in \mathcal{C}_{c}\left(\mathbb{R}^{2 d} \backslash S_{\varepsilon, R}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ belongs to the space $\mathcal{C}_{\varepsilon, R}$ if it has the following properties:
i. $a=a^{+} \Pi^{+}+a^{-} \Pi^{-}$with $a^{ \pm} \in \mathcal{C}_{c}\left(\mathbb{R}^{2 d} \backslash S_{\varepsilon, R}, \mathbb{C}\right)$.
ii. The function $f_{a}:\left(\mathbb{R}^{2 d} \backslash S_{\varepsilon, R}\right) \times\{-1,+1\} \rightarrow \mathbb{C}$,

$$
f_{a}(q, p,+)=a^{+}(q, p), \quad f_{a}(q, p,-)=a^{-}(q, p)
$$

satisfies for all $(q, p, j) \in S_{\varepsilon, R} \times\{-1,+1\}$

$$
\begin{aligned}
& \lim _{\delta \rightarrow-0} f_{a}\left(q+\delta p, p+\delta\left(-\nabla v(q)-j^{t} \mathrm{~d} \phi(q) \phi(q) /|\phi(q)|\right), j\right) \\
& =\lim _{\delta \rightarrow+0}\left(T^{\varepsilon} f_{a}\right)\left(q+\delta p, p+\delta\left(-\nabla v(q)+j^{t} \mathrm{~d} \phi(q) \phi(q) /|\phi(q)|\right),-j\right) \\
& =\lim _{\delta \rightarrow+0}\left(\left(1-T^{\varepsilon}\right) f_{a}\right)\left(q+\delta p, p+\delta\left(-\nabla v(q)-j^{t} \mathrm{~d} \phi(q) \phi(q) /|\phi(q)|\right), j\right)
\end{aligned}
$$

For test functions $a \in \mathcal{C}_{\varepsilon, R}$, the action of $\left(\mathcal{L}_{\varepsilon, R}^{t}\right)_{t \geq 0}$ is naturally given by

$$
\left(\mathcal{L}_{\varepsilon, R}^{t} a\right)(q, p):=\left(\mathcal{L}_{\varepsilon, R}^{t} f_{a}\right)(q, p,+1) \Pi^{+}(q)+\left(\mathcal{L}_{\varepsilon, R}^{t} f_{a}\right)(q, p,-1) \Pi^{-}(q)
$$

By construction, the semigroup leaves $\mathcal{C}_{\varepsilon, R}$ invariant, and duality allows us to define its action on Wigner functions. More precisely, let $W^{\varepsilon}(\psi)$ be the Wigner function of some wave function $\psi \in L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell)}\right)$. Then, $\mathcal{L}_{\varepsilon, R}^{t} W^{\varepsilon}(\psi)$ acts on $a \in \mathcal{C}_{\varepsilon, R}$ by

$$
\left(\mathcal{L}_{\varepsilon, R}^{t} W^{\varepsilon}(\psi), a\right)=\operatorname{tr} \int_{\mathbb{R}^{2 d}} W^{\varepsilon}(\psi)(q, p)\left(\mathcal{L}_{\varepsilon, R}^{t} a\right)(q, p) \mathrm{d} q \mathrm{~d} p
$$

defining a locally integrable function on phase space. We finally choose an $\varepsilon$-dependent hopping range $R(\varepsilon)=\varepsilon^{-1 / 8}$ and set

$$
\left(\mathcal{L}_{\varepsilon}^{t}\right)_{t \geq 0}:=\left(\mathcal{L}_{\varepsilon, R(\varepsilon)}^{t}\right)_{t \geq 0}
$$

2.3. Assumptions and main result. Let $\psi^{\varepsilon}(t)$ be the solution of the Schrödinger equation (1.1) with initial datum $\psi_{0}^{\varepsilon}$. We now state the precise assumptions, under which the action of the semigroup $\left(\mathcal{L}_{\varepsilon}^{t}\right)_{t \geq 0}$ on the initial Wigner function $W^{\varepsilon}\left(\psi_{0}^{\varepsilon}\right)$ approximates the $V$-diagonal components of $W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)$.
(A0) $V \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ is of subquadratic growth and of the form

$$
V(q)=v(q) \operatorname{Id}+V_{\ell}(\phi(q)), \quad \ell \in\left\{2,3,3^{\prime}, 5\right\}
$$

where the matrices $V_{\ell}(\phi(q))$ have been defined in (1.2), (1.3), and (1.4). We assume the eigenvalue crossings to be generic in the sense that $\mathrm{d} \phi$ is of maximal rank on the crossing set $\{\phi=0\}$.
(A1) $\left(\psi_{0}^{\varepsilon}\right)_{\varepsilon>0}$ is a bounded family in $L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell)}\right)$ associated with $\operatorname{Ran} \Pi^{+}$,

$$
\left\|\Pi^{-} \psi_{0}^{\varepsilon}\right\|_{L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell)}\right)}=O\left(\varepsilon^{\beta_{1}}\right), \quad \beta_{1} \geq 1 / 8
$$

We suppose that the initial data are localized away from the crossing $\{\phi=0\}$; i.e., for all $b \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ with $\operatorname{supp}(b) \subset\{|\phi| \leq R \sqrt{\varepsilon}\}, R=\varepsilon^{-1 / 8}$,

$$
\int_{\mathbb{R}^{2 d}} W^{\varepsilon}\left(\psi_{0}^{\varepsilon}\right)(q, p) b(q, p) \mathrm{d} q \mathrm{~d} p=O\left(\varepsilon^{\beta_{2}}\right), \quad \beta_{2} \geq 1 / 8
$$

We also assume localization away from the set

$$
\left\{\left(q_{0}, p_{0}\right) \in \mathbb{R}^{2 d} \mid \exists t>0: \phi\left(q^{ \pm}(t)\right)=0, \mathrm{~d} \phi\left(q^{ \pm}(t)\right) p^{ \pm}(t)=0\right\}
$$

which contains the points issuing classical trajectories, which arrive at the crossing without a unique continuation through it.
(A2) The test function $a \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ has its support at a distance larger than $R \sqrt{\varepsilon}$ with $R=\varepsilon^{-1 / 8}$ from the crossing; that is,

$$
\operatorname{supp}(a) \cap\left\{(q, p) \in \mathbb{R}^{2 d}| | \phi(q) \mid \leq R \sqrt{\varepsilon}\right\}=\emptyset, \quad R=\varepsilon^{-1 / 8}
$$

and

$$
a(q, p)=a^{+}(q, p) \Pi^{+}(q)+a^{-}(q, p) \Pi^{-}(q), \quad(q, p) \in \mathbb{R}^{2 d}
$$

with scalar-valued $a^{ \pm} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}\right)$.
(A3) Within the time interval $[0, T]$, each of the plus-trajectories arriving at the support of $a^{+}$at time $T$ has performed at most one jump, generating minustrajectories arriving at the support of $a^{-}$, which have not jumped at all.
Alternatively, assumptions (A1) and (A3) could also require that the initial data are associated with $\operatorname{Ran} \Pi^{-}$and that each of the minus-trajectories arriving at the support of $a^{-}$at time $T$ has performed at most one jump, generating plus-trajectories arriving at the support of $a^{+}$, which have not jumped at all.

ThEOREM 2.2. Let the potential $V$, the initial data $\left(\psi_{0}^{\varepsilon}\right)_{\varepsilon>0}$, the observable a, and the time interval $[0, T]$ fulfill assumptions (A0), (A1), (A2), and (A3). Let $\chi \in$ $\mathcal{C}_{c}^{\infty}([0, T], \mathbb{R})$. Then, there exist positive constants $C, \varepsilon_{0}>0$ such that for all $0<\varepsilon<$ $\varepsilon_{0}$ the solution $\psi^{\varepsilon}(t)$ of the Schrödinger equation (1.1) satisfies

$$
\begin{equation*}
\left|\operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t)\left(W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)-\mathcal{L}_{\varepsilon}^{t} W^{\varepsilon}\left(\psi_{0}\right)\right)(q, p) a(q, p) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t\right| \leq C \varepsilon^{1 / 8} \tag{2.3}
\end{equation*}
$$

Before entering the proof, we add some remarks. First, if one allows initial data in assumption (A1) with $\beta_{1}, \beta_{2}>0$, then the result holds with convergence
rate $\varepsilon^{\min \left(\beta_{1}, \beta_{2}, 1 / 8\right)}$. Second, pointwise convergence holds on time intervals without nonadiabatic jumps, that is, when the solution has passed by the jump manifold; see also [18]. However, for pointwise convergence only the limit behavior without convergence rate can be deduced, since the constants $C$ and $\varepsilon_{0}$ depend on the cut-off function $\chi$ and its derivatives in a way that possible oscillations in time are not controlled. Finally, in section 6 an extension of the approximation for the cases $\ell=3^{\prime}, 5$ with degenerate eigenvalues is given. There, assumption (A2) is generalized to observables $a$ which commute with $V$, that is, $a=\Pi^{+} a \Pi^{+}+\Pi^{-} a \Pi^{-}$.
2.4. Strategy of the proof. For notational convenience, we suppose $\beta_{1}=$ $\beta_{2}=1 / 2$. Otherwise, one has to add $O\left(\varepsilon^{1 / 8}\right)$ in all the estimates. We work with the semigroup $\left(\mathcal{L}_{\varepsilon, R}^{t}\right)_{t \geq 0}$ and prove convergence with an error of order

$$
O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)+O\left(R^{3} \sqrt{\varepsilon}\right)+O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)
$$

as $\varepsilon \rightarrow 0$ and $R \rightarrow+\infty$, which gives the claimed rate when choosing $R=\varepsilon^{-1 / 8}$. We distinguish between regions of large and small eigenvalue gap, that is, between sets $\{|\phi|>C R \sqrt{\varepsilon}\}$ with $C=\frac{1}{2}, 1$ on the one hand and $\{|\phi| \leq R \sqrt{\varepsilon}\}$ on the other hand. For a large gap we prove classical transport with an error of size $O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)+$ $O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon})$. Close to the crossing set, proving the relevance of nonadiabatic transitions, we use a microlocal normal form, which reduces the Schrödinger equation to a Landau-Zener-type problem with explicitly computable transition rates. There, we introduce an error of order $O\left(R^{3} \sqrt{\varepsilon}\right)+O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)$. The combination of both errors will then yield the final estimate of Theorem 2.2.

Proposition 2.3. Let $c \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}\right)$, and let $b \in \mathcal{C}^{\infty}\left(\mathbb{R}^{\ell}, \mathbb{C}\right)$ with $\nabla b$ compactly supported. If there exist $C>0$ and $s_{0}>0$ such that

$$
\forall r \in\left[-s_{0}, s_{0}\right]: \quad \Phi_{ \pm}^{r}(\operatorname{supp}(c)) \subset\{|\phi|>C R \sqrt{\varepsilon}\}
$$

then for all $\chi \in \mathcal{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$ and for all $s \in\left[t-s_{0}, t+s_{0}\right]$

$$
\begin{aligned}
& \operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) c(q, p) b\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(q) W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
&=\operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) c(q, p) b\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right)\left(\Pi^{ \pm} W^{\varepsilon}\left(\psi^{\varepsilon}(s)\right) \Pi^{ \pm} \circ \Phi_{ \pm}^{-t+s}\right)(q, p) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
&+O\left(\frac{1}{R^{5} \sqrt{\varepsilon}}\right)+O\left(\frac{1}{R^{2}}\right)+O(\sqrt{\varepsilon}) .
\end{aligned}
$$

Proposition 2.3 will be proved in section 4 . To use it for the main proof, we need to specify which points of $\operatorname{supp}\left(a^{ \pm}\right)$arrive close to the crossing. We denote the sets of trajectories arriving at (respectively, arising from) the crossing set $\{\phi=0\}$ by

$$
\begin{aligned}
M^{ \pm, i n} & =\left\{\Phi_{ \pm}^{t}(q, p) \in \mathbb{R}^{2 d} \mid \Phi_{ \pm}^{t}(q, p) \notin\{\phi=0\}, \exists t_{0}<t: \Phi_{ \pm}^{t_{0}}(q, p) \in\{\phi=0\}\right\} \\
M^{ \pm, o u t} & =\left\{\Phi_{ \pm}^{t}(q, p) \in \mathbb{R}^{2 d} \mid \Phi_{ \pm}^{t}(q, p) \notin\{\phi=0\}, \exists t_{0}>t: \Phi_{ \pm}^{t_{0}}(q, p) \in\{\phi=0\}\right\}
\end{aligned}
$$

The sets $M^{ \pm, \text {in/out }}$ are smooth submanifolds of $\mathbb{R}^{2 d}$. By construction of the semigroup, all phase space points generating backward trajectories passing through the zone of small gap $\{|\phi| \leq R \sqrt{\varepsilon}\}$ and performing a jump are contained in a neighborhood $\Omega^{ \pm}$ of the intersection of the support of $a^{ \pm}$with $M^{ \pm, \text {out }}$.

Some of the random trajectories reaching $\Omega^{ \pm}$touch the crossing set. We consider one of them, which arrives at time $t_{0}$ at $\left(q_{0}, p_{0}\right)$ with $\phi\left(q_{0}\right)=0, \mathrm{~d} \phi\left(q_{0}\right) p_{0} \neq 0$,
and choose the associated point ( $q_{0}, t_{0}, p_{0}, \tau_{0}$ ) in the phase space of space-time, where $\tau_{0}=-\frac{1}{2}\left|p_{0}\right|^{2}-v\left(q_{0}\right)$ is the energy coordinate. The normal form theorems $[1,2,6]$ give neighborhoods of these points, on which the Schrödinger equation (1.1) microlocally reduces to a Landau-Zener-type problem

$$
-i \varepsilon \partial_{s} v^{\varepsilon}=V_{\ell}\left(s, \tilde{z}+\gamma_{\varepsilon}(z, \zeta)\right) v^{\varepsilon}+O\left(\varepsilon^{\infty}\right) .
$$

These model problems have explicitly computable transition rates in the scattering regime; see $[7,8]$. The compact subset of $\{|\phi|<R \sqrt{\varepsilon}\}$, which is touched by the backward trajectories coming from $\Omega^{ \pm}$, can be covered by finitely many of these neighborhoods projected to $\mathbb{R}^{2 d}$, and without loss of generality we assume that one of them suffices.

Moreover, for each point in $\Omega^{ \pm}$being reached by a random trajectory at time $t$ there are positive numbers $0<t_{\mathrm{f}}^{ \pm}<t_{\mathrm{i}}^{ \pm}$, such that at time $t-t_{\mathrm{i}}^{ \pm}$and $t-t_{\mathrm{f}}^{ \pm}$the trajectories are contained in an annulus $\left\{C_{1} \sqrt{\varepsilon}<|\phi|<C_{2} \sqrt{\varepsilon}\right\}$ with $C_{1}, C_{2}>0$ and have performed their only jump within the interval $] t-t_{\mathrm{i}}^{ \pm}, t-t_{\mathrm{f}}^{ \pm}[$, whose length is denoted by $\delta_{t}^{ \pm}=t_{\mathrm{i}}^{ \pm}-t_{\mathrm{f}}^{ \pm}$. These quantities are well defined, since the trajectories are transverse to the crossing set. Choosing $C_{1}=\frac{R}{2}$ and $C_{2}=R, \Omega^{ \pm}$can be covered by finitely many open sets, such that each of these sets can be associated with such points of time $t_{\mathrm{i}}^{ \pm}$and $t_{\mathrm{f}}^{ \pm}$. Without loss of generality, we assume that one of them is enough. Then, we have by Proposition 2.3 with $C=\frac{1}{2}$

$$
\begin{aligned}
& \operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) a^{ \pm}(q, p) \Pi^{ \pm}(q) W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
& =\operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) a^{ \pm}(q, p)\left(\Pi^{ \pm} W^{\varepsilon}\left(\psi^{\varepsilon}\left(t-t_{\mathrm{f}}^{ \pm}\right)\right) \Pi^{ \pm} \circ \Phi_{ \pm}^{-t_{\mathrm{f}}^{ \pm}}\right)(q, p) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
& \quad+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)+O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon}) .
\end{aligned}
$$

Then, we perform a cut-off of the symbol $a^{ \pm} \circ \Phi_{ \pm}^{t_{ \pm}^{ \pm}}$. We consider a smooth compactly supported function $\chi_{0} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{\ell}, \mathbb{R}\right)$ such that $\chi_{0}(u)=1$ on $\{|u|<1\}$ and $\chi_{0}(u)=0$ for $\{|u|>2\}$. We write

$$
\begin{gathered}
\left(a^{ \pm} \circ \Phi_{ \pm}^{t_{ \pm}^{ \pm}}\right)(q, p)=a_{B O}^{ \pm}(q, p)+a_{L Z}^{ \pm}(q, p), \\
a_{B O}^{ \pm}(q, p)=\left(a^{ \pm} \circ \Phi_{ \pm}^{t_{f}^{ \pm}}\right)(q, p)\left(1-\chi_{0}\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right)\right), \\
a_{L Z}^{ \pm}(q, p)=\left(a^{ \pm} \circ \Phi_{ \pm}^{t_{f}^{ \pm}}\right)(q, p) \chi_{0}\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right) .
\end{gathered}
$$

Since the trajectories, which pass within the time interval $] t-t_{\mathrm{i}}^{ \pm}, t-t_{\mathrm{f}}^{ \pm}[$through the support of $a_{B O}^{ \pm}$, do not jump, Proposition 2.3 with $C=1$ is enough to deal with the Born-Oppenheimer part. The analysis of the Landau-Zener part, however, involves nonadiabatic transitions. For points $(q, p) \in \operatorname{supp}\left(a_{L Z}^{ \pm}\right)$we have $|\phi(q)| \leq 2 R \sqrt{\varepsilon}$. Hence, not all of the trajectories passing through the support of $a_{L Z}^{ \pm}$jump. Nevertheless, we argue as if all of them did. Indeed, the transition coefficients generated by these added jumps are exponentially small with respect to $\varepsilon$, since they occur for points $(q, p)$ with $|\phi(q)|>R \sqrt{\varepsilon}$.

Proposition 2.4. Let $0<t_{\mathrm{f}}^{ \pm}<t_{\mathrm{i}}^{ \pm}$be such that at $t-t_{\mathrm{i}}^{ \pm}$and $t-t_{\mathrm{f}}^{ \pm}$all random trajectories arriving at time $t$ in $\Omega^{ \pm}$are contained in $\left\{\frac{R}{2} \sqrt{\varepsilon} \leq|\phi| \leq R \sqrt{\varepsilon}\right\}$ and have
performed their only jump within the interval $] t-t_{\mathrm{i}}^{ \pm}, t-t_{\mathrm{f}}^{ \pm}\left[\right.$of length $\delta_{t}^{ \pm}=t_{\mathrm{i}}^{ \pm}-t_{\mathrm{f}}^{ \pm}$. Then, for all $\chi \in \mathcal{C}_{c}^{\infty}([0, T], \mathbb{R})$

$$
\begin{align*}
& \operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) a_{L Z}^{ \pm}(q, p) \Pi^{ \pm}(q) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
& =\operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) W^{\varepsilon}\left(\psi^{\varepsilon}\left(t-\delta_{t}^{ \pm}\right)\right)(q, p)\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} a_{L Z}^{ \pm}\right)(q, p) \Pi^{+}(q) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
& (2.4) \tag{2.4}
\end{align*}
$$

One observes that in the right-hand side of (2.4) only the plus-projector $\Pi^{+}$ appears. This comes from the fact that at time $t-t_{\mathrm{i}}^{ \pm}$the contribution on the minusmode is of order $O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)+O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon})$, which is due to Proposition 2.3 and the initial data being associated only with Ran $\Pi^{+}$. Finally, again the classical transport result of Proposition 2.3 relates the right-hand side of (2.4) with the initial data, and the proof of our main result, Theorem 2.2, is complete.
3. Numerical experiments. Before giving the detailed proof, we present numerical experiments illustrating the theoretical convergence result and the effectiveness of the algorithm. We consider a two-level Schrödinger equation with codimension two crossing in two space dimensions, which models the photoisomerization of retinal in rhodopsin. This conformational change is considered as the first step of vision. In [14], computations with the model Hamiltonian

$$
-\frac{\omega}{2} \partial_{x}^{2}-\frac{1}{2 m} \partial_{\varphi}^{2}+\frac{1}{2} \omega x^{2}+\left(\begin{array}{cc}
\frac{1}{2} W_{0}(1-\cos \varphi) & \lambda x \\
\lambda x & E_{1}-\frac{1}{2} W_{1}(1-\cos \varphi)+\kappa x
\end{array}\right)
$$

have qualitatively reproduced spectroscopic information of the molecule. The two effective coordinates $\left.(\varphi, x) \in]-\frac{\pi}{2}, \frac{3 \pi}{2}\right] \times \mathbb{R}$ consist of the reaction coordinate $\phi$ and a collective coordinate $x$. The parameters are $m^{-1}=4.84 \cdot 10^{-4}, E_{1}=2.48, W_{0}=3.6$, $W_{1}=1.09, \omega=\lambda=0.19$, and $\kappa=0.1$ (all in $\mathrm{eV}, \hbar=1$ ); see note 18 in [14]. Setting

$$
\varepsilon=m^{-1 / 2}=0.022, \quad q_{1}=\varphi, \quad q_{2}=\frac{\varepsilon}{\sqrt{\omega}} x
$$

one obtains a rescaled Hamiltonian $-\frac{\varepsilon^{2}}{2} \Delta_{q}+V(q)$ with potential

$$
V(q)=\frac{1}{2}\left(\beta q_{2}\right)^{2}+\left(\begin{array}{cc}
\frac{1}{2} W_{0}\left(1-\cos q_{1}\right) & \alpha_{1} q_{2} \\
\alpha_{1} q_{2} & E_{1}-\frac{1}{2} W_{1}\left(1-\cos q_{2}\right)+\alpha_{2} q_{2}
\end{array}\right)
$$

whose parameters $\left(\alpha_{1}, \alpha_{2}\right)=\frac{\sqrt{\omega}}{\varepsilon}(\kappa, \lambda) \approx(2,3.8)$ and $\beta=\omega / \varepsilon \approx 8.6$ are of order one with respect to $\varepsilon$. Fixing these values of $\left(\alpha_{1}, \alpha_{2}\right)$ and $\beta$, we run a series of experiments for varying values of the semiclassical parameter $\varepsilon$ and hopping ranges $R$,

$$
\varepsilon \in\{0.0005,0.001,0.005,0.01,0.015,0.02,0.022,0.03\}, \quad R \in\{1,2,3\}
$$

in the following set-up. We consider normalized Gaussian initial data associated with the plus-level, that is,

$$
\psi_{0}^{\varepsilon}(q)=(\varepsilon \pi)^{-1 / 2} \exp \left(-\frac{1}{2 \varepsilon}\left|q-q_{0}^{\varepsilon}\right|^{2}+\frac{i}{\varepsilon} p_{0} \cdot\left(q-q_{0}^{\varepsilon}\right)\right) v^{+}(q)
$$

TABLE 1
The table shows final level populations and particle numbers as well as the accuracy of the reference solver. The population of the upper level $\left\|\Pi^{+} \psi^{\varepsilon}(t)\right\|^{2}$ at the final time $T=7 \sqrt{\varepsilon}$ is computed by the reference solver, a pseudospectral Strang splitting scheme, and illustrates leading order nonadiabatic transitions for all test cases. Depending on the hopping range $R$, the final particle numbers of the surface hopping algorithm vary between 3000 and 30000 . The reference accuracy is the difference in $L^{2}$-norm of the final wave function computed with full and half resolution. For all computations it is less than $10^{-4}$.

| $\varepsilon$ | 0.0005 | 0.001 | 0.005 | 0.01 | 0.015 | 0.02 | 0.022 | 0.03 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\\|\Pi^{+} \psi^{\varepsilon}(t)\right\\|^{2}$ | 0.499 | 0.576 | 0.792 | 0.378 | 0.263 | 0.276 | 0.276 | 0.239 |
| $\sharp$ particles, $R=1$ | 5396 | 5229 | 3730 | 3548 | 3316 | 3274 | 3482 | 3292 |
| $\sharp$ particles, $R=2$ | 6650 | 6353 | 4732 | 4766 | 4801 | 5569 | 6106 | 8281 |
| $\sharp$ particles, $R=3$ | 7392 | 6881 | 5809 | 6155 | 7119 | 10536 | 12581 | 34485 |
| Ref. accuracy $\cdot 10^{5}$ | 3.44 | 2.89 | 7.57 | 2.56 | 2.47 | 2.45 | 2.47 | 2.63 |

where $v^{+}(q)$ is a normalized eigenvector of $V(q)$ for the eigenvalue $v(q)+|\phi(q)|$, which depends smoothly on $q$. The initial center in position space

$$
q_{0}^{\varepsilon}=(1.63-4 \sqrt{\varepsilon}, 0.5 \sqrt{\varepsilon})
$$

is chosen left of the two crossing points $\left(\gamma_{1}, 0\right),\left(\gamma_{\mathrm{r}}, 0\right)$, where $\gamma_{1, \mathrm{r}}$ are the two solutions of $\cos \varphi=1-2 E_{1} /\left(W_{0}+W_{1}\right)$ for $\left.\left.\varphi \in\right]-\frac{\pi}{2}, \frac{3 \pi}{2}\right]$, that is, $\gamma_{1} \approx 1.63$ and $\gamma_{\mathrm{r}} \approx 4.65$. The initial momentum center and the time interval,

$$
p_{0}=(1,0), \quad[0, T]=[0,7 \sqrt{\varepsilon}]
$$

are chosen such that the wave function passes only the left crossing point $\left(\gamma_{1}, 0\right)$ once without returning to it again. The upper level populations $\left\|\Pi^{+} \psi^{\varepsilon}(t)\right\|^{2}$ at the final time $T=7 \sqrt{\varepsilon}$, which are given in Table 1 , confirm that the experimental set-up produces leading order nonadiabatic transitions.

The numerical realization of the surface hopping semigroup $\left(\mathcal{L}_{\varepsilon, R}^{t}\right)_{t \geq 0}$ is the same as for the simulations of models with a linear isotropic potential matrix presented in [17], up to adding the $R \sqrt{\varepsilon}$-dependent jump criterion

$$
t \mapsto\left|\phi\left(q^{ \pm}(t)\right)\right| \text { has a local minimum in } t=t^{*} \text { and }\left|\phi\left(q^{ \pm}\left(t^{*}\right)\right)\right| \leq R \sqrt{\varepsilon}
$$

The initial sampling is performed on $16 \times 16$ grids in position and momentum space, and the classical transport is discretized by the explicit Runge-Kutta method of Dormand and Prince DOPRI45. For comparison, we have also solved the Schrödinger equation (1.1) by a numerically converged pseudospectral Strang splitting scheme. The solutions obtained with a $1024 \times 512$ space grid on the computational domain $[1.63-8 \sqrt{\varepsilon}, 1.63+16 \sqrt{\varepsilon}] \times[-6 \sqrt{\varepsilon}, 6 \sqrt{\varepsilon}]$ and with $10^{4}$ time steps are regarded as a reference, since they differ in $L^{2}$-norm from the corresponding solution with a fourth of the grid points and half the time steps by less than $10^{-4}$; see Table 1. We have computed the following quadratic quantities of the wave function at final time $T=$ $7 \sqrt{\varepsilon}$ : the level populations $\left\|\Pi^{ \pm} \psi^{\varepsilon}(t)\right\|^{2}$ and the expectation values of position and momentum on each level,

$$
\left\langle\Pi^{ \pm}(q) \psi^{\varepsilon}(q, t), q \Pi^{ \pm}(q) \psi^{\varepsilon}(q, t)\right\rangle, \quad\left\langle\Pi^{ \pm}(q) \psi^{\varepsilon}(q, t),-i \varepsilon \nabla_{q} \Pi^{ \pm}(q) \psi^{\varepsilon}(q, t)\right\rangle
$$

We note that the reference solver restricts the length of the time interval to $7 \sqrt{\varepsilon}$, since the dynamics can be resolved only as long as the solution stays well localized in the computational domain, while for the fixed number of $1024 \times 512$ grid points the size of the computational domain affects the numerical accuracy.

Comparing the outcome of the two algorithms, we find all errors within and below the corridor $\left[\frac{1}{5} \sqrt{\varepsilon}, 5 \sqrt{\varepsilon}\right]$ (see Figure 1), which is better than the proven convergence rate $\varepsilon^{1 / 8}$. Moreover, the errors increase monotonically when increasing the semiclassical parameter; however, when entering the range $\varepsilon \geq 0.01$ we observe different dependencies. The level populations' error starts decreasing, while the error of the momentum expectation oscillates. We have no mathematical explanation for these observations and can make only an educated guess. The good convergence rate might be caused by the localization properties of the initial Gaussian wave packet combined with the short length of the time interval. Indeed, the error terms $O\left(1 / R^{2}\right)$ and $O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)$ in the approximation by classical transport in Proposition 2.3 might be negligible in this case as well as the contribution $O\left(1 / R^{2}\right)$ in Proposition 2.4, which is due to localization in energy. The tendencies for a large semiclassical parameter, however, are clearly beyond the reach of our asymptotic analysis.

Table 1 shows that an increase of the hopping range $R$ increases the number of final particles, that is, the number of jumps within the overall time interval. We obtain particle numbers around 3000 and 30000 for $R=1$ and $R=3$, respectively, resulting in half a minute and 5 minutes computing time for our implementation of the algorithm in MATLAB 7.0 on a 3 GHz Pentium 4 computer. However, an enlarged hopping range need not improve the accuracy of the approximation. The plots in Figure 1 mostly display smaller errors for larger $R$, but the level populations in the physical relevant range of $\varepsilon=0.022$ have the most accurate computation for $R=2$.

Summarizing, the numerical experiments are consistent with the theoretical result, but also present a better convergence rate and tendencies in the range of a larger semiclassical parameter, which seem to be unexplainable by our asymptotic analysis. A systematic comparison with the well-established surface hopping algorithms of chemical physics is in progress.
4. Propagation outside the crossing zone. We now begin proving our main result. The first step is to establish the validity of the classical transport approximation in the zone of large eigenvalue gap $\{|\phi| \geq C R \sqrt{\varepsilon}\}$.

Proof of Proposition 2.3. Our aim is to prove

$$
\begin{aligned}
\operatorname{tr} \int\left\{\chi(t) c(q, p) b\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right), \tau+\frac{1}{2}|p|^{2}+v(q) \pm \mid \phi(q)\right\} & \Pi^{ \pm}(q) W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t \\
& =O\left(\frac{1}{R^{2}}\right)+O\left(\frac{1}{R^{5} \sqrt{\varepsilon}}\right)+O(\sqrt{\varepsilon})
\end{aligned}
$$

since then classical transport follows immediately. The key argument is the estimation of the action of the commutator

$$
K=\frac{1}{\varepsilon}\left[\chi(t) \mathrm{op}_{\varepsilon}\left(c(q, p) b\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(q)\right),-i \varepsilon \partial_{t}-\frac{\varepsilon^{2}}{2} \Delta_{q}+V(q)\right]
$$

on the solution of the Schrödinger equation (1.1). Indeed, observing that

$$
\left(K \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}=0
$$

we are going to prove

$$
\begin{aligned}
& \left(K \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}=O\left(\frac{1}{R^{2}}\right)+O\left(\frac{1}{R^{5} \sqrt{\varepsilon}}\right)+O(\sqrt{\varepsilon}) \\
& +\left(\mathrm{op}_{\varepsilon}\left(\left\{\chi(t) c(q, p) b\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right), \tau+\frac{1}{2}|p|^{2}+v(q) \pm \mid \phi(q)\right\} \Pi^{ \pm}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}
\end{aligned}
$$



Fig. 1. Double logarithmic plots of the absolute error, when comparing the outcome of the surface hopping algorithm with a numerically converged pseudospectral splitting scheme. The semiclassical parameter $\varepsilon$ varies in the set $\{0.0005,0.001,0.005,0.01,0.015,0.02,0.022,0.03\}$. The dashed, dashed-dotted, and solid lines refer to a hopping range $R=1,2,3$, respectively. The three plots show the error of the level population $\left\|\Pi^{+}(q) \psi^{\varepsilon}(q, t)\right\|^{2}$, of the position expectation value $\left\langle\Pi^{+}(q) \psi^{\varepsilon}(q, t), q \Pi^{+}(q) \psi^{\varepsilon}(q, t)\right\rangle$, and of the momentum expectation $\left\langle\Pi^{-}(q) \psi^{\varepsilon}(q, t),-i \varepsilon \nabla_{q} \Pi^{-}(q) \psi^{\varepsilon}(q, t)\right\rangle$ at the final time $T=7 \sqrt{\varepsilon}$. All errors lie in and below the corridor defined by the two functions $\varepsilon \mapsto 5 \sqrt{\varepsilon}$ and $\varepsilon \mapsto \frac{1}{5} \sqrt{\varepsilon}$, which are represented by dotted lines.
where $\mathrm{op}_{\varepsilon}$ also denotes Weyl quantized operators acting on space-time variables. We use the scaling operator

$$
\begin{equation*}
T: L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d+1}\right) \rightarrow L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d+1}\right), \quad(T \psi)(t, q)=\varepsilon^{d / 4} \psi(t, \sqrt{\varepsilon} q) \tag{4.1}
\end{equation*}
$$

and write

$$
T^{*} K T=\frac{1}{\varepsilon}\left[\mathrm{op}_{1}\left(\chi(t) c(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p) b\left(\frac{\phi(\sqrt{\varepsilon} q)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(\sqrt{\varepsilon} q)\right),-i \varepsilon \partial_{t}-\frac{\varepsilon}{2} \Delta_{q}+V(\sqrt{\varepsilon} q)\right]
$$

We have to deal carefully with the $\varepsilon, R$ dependence of the symbol in the left-hand side of the commutator. For all multi-indices $\alpha \in \mathbb{N}^{d}$,

$$
D^{\alpha}\left(\Pi^{ \pm}(q)\right)=O\left(|\phi(q)|^{-|\alpha|}\right)
$$

Since $|\phi(q)|>C R \sqrt{\varepsilon}$ on the support of $b_{\varepsilon, R}(q, p):=c(q, p) b\left(\frac{\phi(q)}{R \sqrt{\varepsilon}}\right)$, we have

$$
\begin{equation*}
D_{q}^{\alpha}\left(\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)=O(1), \quad D_{p}^{\alpha}\left(\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)=O\left(\varepsilon^{|\alpha| / 2}\right) \tag{4.2}
\end{equation*}
$$

for $\alpha \in \mathbb{N}^{d}$. By the symbolic calculus of Lemma A.2,

$$
\begin{array}{r}
\frac{1}{\varepsilon}\left[\mathrm{op}_{1}\left(\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right), \mathrm{op}_{1}\left(\frac{\varepsilon}{2}|p|^{2}\right)\right]=\frac{1}{i} \mathrm{op}_{1}\left(\left\{\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \frac{1}{2}|p|^{2}\right\}\right) \\
\quad=\frac{1}{i} \mathrm{op}_{1}\left(\left\{b_{\varepsilon, R}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \frac{1}{2}|p|^{2}\right\} \Pi^{ \pm}(\sqrt{\varepsilon} q)\right)-\frac{1}{i} \mathrm{op}_{1}\left(r_{0}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)
\end{array}
$$

where

$$
\begin{equation*}
r_{0}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)=b_{\varepsilon, R}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p) \sum_{j=1}^{d} \sqrt{\varepsilon} p_{j}\left(\partial_{q_{j}} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q) \tag{4.3}
\end{equation*}
$$

Moreover, in view of $\left[\Pi^{ \pm}, V\right]=0$ and (4.2),

$$
\begin{aligned}
\frac{1}{\varepsilon}\left[\mathrm{op}_{1}\left(\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right), V(\sqrt{\varepsilon} q)\right] & =\frac{1}{2 i \varepsilon} \mathrm{op}_{1}\left(\left\{\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), V(\sqrt{\varepsilon} q)\right\}\right) \\
& -\frac{1}{2 i \varepsilon} \mathrm{op}_{1}\left(\left\{V(\sqrt{\varepsilon} q),\left(b_{\varepsilon, R} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right\}\right)+O(\varepsilon)
\end{aligned}
$$

Working on the Poisson brackets involving $V=v+V_{\ell}(\phi)$, we first observe that

$$
\left\{b_{\varepsilon, R} \Pi^{ \pm}, V_{\ell}(\phi)\right\}-\left\{V_{\ell}(\phi), b_{\varepsilon, R} \Pi^{ \pm}\right\}=\Pi^{ \pm}\left\{b_{\varepsilon, R}, V_{\ell}(\phi)\right\}-\left\{V_{\ell}(\phi), b_{\varepsilon, R}\right\} \Pi^{ \pm}
$$

Using that $V_{\ell}(\phi)=|\phi|\left(\Pi^{+}-\Pi^{-}\right)$and $\partial_{q_{j}} \Pi^{ \pm}=\Pi^{ \pm}\left(\partial_{q_{j}} \Pi^{ \pm}\right)+\left(\partial_{q_{j}} \Pi^{ \pm}\right) \Pi^{ \pm}$, we get

$$
\left\{b_{\varepsilon, R} \Pi^{ \pm}, V_{\ell}(\phi)\right\}-\left\{V_{\ell}(\phi), b_{\varepsilon, R} \Pi^{ \pm}\right\}= \pm 2\left\{b_{\varepsilon, R},|\phi|\right\} \Pi^{ \pm} \pm 2|\phi| \sum_{j=1}^{d}\left(\partial_{p_{j}} b_{\varepsilon, R}\right) \partial_{q_{j}} \Pi^{ \pm}
$$

and set

$$
\begin{align*}
r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p) & =\frac{1}{\varepsilon}|\phi(\sqrt{\varepsilon} q)| \sum_{j=1}^{d} \partial_{p_{j}}\left(b_{\varepsilon, R}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right) \partial_{q_{j}}\left(\Pi^{ \pm}(\sqrt{\varepsilon} q)\right)  \tag{4.4}\\
& =|\phi(\sqrt{\varepsilon} q)| \sum_{j=1}^{d}\left(\partial_{p_{j}} c\right)(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p) b\left(\frac{\phi(\sqrt{\varepsilon} q)}{R \sqrt{\varepsilon}}\right)\left(\partial_{q_{j}} \Pi^{ \pm}\right)(\sqrt{\varepsilon} q)
\end{align*}
$$

Now, collecting all the different pieces, we have

$$
\begin{aligned}
K= & \mathrm{op}_{\varepsilon}\left(\left\{\chi(t) b_{\varepsilon, R}(q, p), \tau+\frac{1}{2}|p|^{2}+v(q) \pm|\phi(q)|\right\} \Pi^{ \pm}(q)\right) \\
& +\mathrm{op}_{\varepsilon}\left(\chi(t) r_{0}(q, p)\right)+\mathrm{op}_{\varepsilon}\left(\chi(t) r_{1}(q, p)\right)+O(\varepsilon)
\end{aligned}
$$

Hence, our claim follows from the analysis of $r_{0}$ and $r_{1}$, which is carried out in Lemma 4.1.

LEMMA 4.1. Let $\psi^{\varepsilon}$ solve the Schrödinger equation (1.1). For the matrix-valued functions $r_{0}$ and $r_{1}$ defined in (4.3) and (4.4), respectively, one has

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(\chi(t) r_{0}(q, p)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}=O(\sqrt{\varepsilon})+O\left(1 / R^{2}\right)+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right) \\
& \left(\mathrm{op}_{\varepsilon}\left(\chi(t) r_{1}(q, p)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}=O(\sqrt{\varepsilon})+O\left(1 / R^{2}\right)
\end{aligned}
$$

Proof. Both functions have off-diagonal matrix structure; that is, $r_{0}(q, p)$ and $r_{1}(q, p)$ do not commute with $V(q)$. However, since $r_{1}$ contains an additional factor $|\phi|$, it is less singular than $r_{0}$, in the sense that for $\alpha \in \mathbb{N}^{d}$ and $(q, p)$ with $|\phi(\sqrt{\varepsilon} q)|>C R \sqrt{\varepsilon}$

$$
D_{q}^{\alpha}\left(r_{0}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)=O\left(R^{-|\alpha|-1} \varepsilon^{-1 / 2}\right), \quad D_{q}^{\alpha}\left(r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)=O\left(R^{-|\alpha|}\right)
$$

We begin with $r_{1}$. We write $r_{1}=\Pi^{-} r_{1} \Pi^{+}+\Pi^{+} r_{1} \Pi^{-}$and work successively with each part. Thus, without loss of generality, we suppose that $\Pi^{-} r_{1} \Pi^{+}=r_{1}$. The strategy is to reuse the Schrödinger equation, since

$$
r_{1}=\Pi^{-} r_{1} \Pi^{+}=\frac{1}{2|\phi|}\left[r_{1}, V_{\ell}(\phi)\right]=\frac{1}{2|\phi|}\left[r_{1}, \tau+\frac{1}{2}|p|^{2}+V\right] .
$$

With the scaling operator $T$ defined in (4.1), we obtain

$$
\mathrm{op}_{\varepsilon}\left(\chi(t) r_{1}(q, p)\right)=T^{*} \mathrm{op}_{1}\left(\left[\frac{\chi(t)}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \varepsilon \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right]\right) T
$$

Then, by the symbolic calculus of Lemma A.2,

$$
\begin{aligned}
& \mathrm{op}_{1}\left(\left[\frac{\chi(t)}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \varepsilon \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right]\right) \\
& \quad=\left[\mathrm{op}_{1}\left(\frac{\chi(t)}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right), \mathrm{op}_{1}\left(\varepsilon \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right)\right]+\mathrm{op}_{1}\left(r_{2}(t, \sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)
\end{aligned}
$$

where

$$
r_{2}(t, \sqrt{\varepsilon} q, \sqrt{\varepsilon} p)=\chi(t) \tilde{r}_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)+\varepsilon \frac{\chi^{\prime}(t)}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)+\varepsilon \chi(t) \tilde{r}_{2}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)
$$

with

$$
\begin{aligned}
\tilde{r}_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)= & \frac{1}{2 i}\left\{\frac{1}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right\} \\
& -\frac{1}{2 i}\left\{\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q), \frac{1}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right\} .
\end{aligned}
$$

The term $\tilde{r}_{2}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)$ contains the commutator of second derivatives in $p$ of the symbol $|\phi(\sqrt{\varepsilon} q)|^{-1} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)$ with second derivatives of $V(\sqrt{\varepsilon} q)$ and a linear combination of derivatives in $(q, p)$ of order greater than or equal to three. Hence, by Lemma A. 2

$$
\mathrm{op}_{\varepsilon}\left(\chi(t) \tilde{r}_{2}(q, p)\right)=O(\varepsilon \sqrt{\varepsilon})+O\left(\varepsilon / R^{4}\right) \text { in } \mathcal{L}\left(L^{2}\left(\mathbb{R}^{d+1}\right)\right)
$$

It remains to study $\tilde{r}_{1}$. Since derivatives in $p$ of $r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)$ generate powers of $\sqrt{\varepsilon}$, the bracket with $V(\sqrt{\varepsilon} q)$ gives

$$
\mathrm{op}_{1}\left(\chi(t)\left\{\frac{1}{2|\phi(q \sqrt{\varepsilon})|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), V(\sqrt{\varepsilon} q)\right\}\right)=O\left(\frac{\sqrt{\varepsilon}}{R}\right) \text { in } \mathcal{L}\left(L^{2}\left(\mathbb{R}^{d+1}\right)\right)
$$

For the bracket with $\frac{\varepsilon}{2}|p|^{2}$ one has

$$
\begin{aligned}
&\left\{\frac{1}{2|\phi(\sqrt{\varepsilon} q)|} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \frac{\varepsilon}{2}|p|^{2}\right\} \\
&=\frac{\sqrt{\varepsilon}}{2|\phi(\sqrt{\varepsilon} q)|} \sqrt{\varepsilon} p \cdot \nabla_{q}\left(r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)+\frac{\varepsilon}{2} \frac{\mathrm{~d} \phi(\sqrt{\varepsilon} q) \sqrt{\varepsilon} p \cdot \phi(\sqrt{\varepsilon} q)}{|\phi(\sqrt{\varepsilon} q)|^{3}} r_{1}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p) .
\end{aligned}
$$

Both terms give a contribution of order $O\left(1 / R^{2}\right)$, but since they are not purely offdiagonal, the preceding commutator argument cannot be reiterated. Hence,

$$
\mathrm{op}_{\varepsilon}\left(\chi(t) \tilde{r}_{1}(q, p)\right)=O\left(\frac{1}{R^{2}}\right)+O\left(\frac{\sqrt{\varepsilon}}{R}\right), \quad \mathrm{op}_{\varepsilon}\left(\varepsilon \frac{\chi^{\prime}(t)}{|\phi(q)|} r_{1}(q, p)\right)=O\left(\frac{\sqrt{\varepsilon}}{R}\right)
$$

in $\mathcal{L}\left(L^{2}\left(\mathbb{R}^{d+1}\right)\right)$, and we have proven one part of the lemma.
In the case of the more singular symbol $r_{0}$, the previous strategy results in an error of size

$$
\begin{aligned}
1 / R \sqrt{\varepsilon}\left(O(\varepsilon \sqrt{\varepsilon})+O\left(\varepsilon / R^{4}\right)\right. & \left.+O(\sqrt{\varepsilon} / R)+O\left(1 / R^{2}\right)\right) \\
& =O(\sqrt{\varepsilon})+O\left(1 / R^{2}\right)+O\left(1 /\left(R^{3} \sqrt{\varepsilon}\right)\right)
\end{aligned}
$$

However, the special form of $r_{0}$ allows us to ameliorate the term of order $O\left(1 /\left(R^{3} \sqrt{\bar{\varepsilon}}\right)\right)$, which stems from the Poisson bracket with $\frac{\varepsilon}{2}|p|^{2}$. Indeed, we observe that

$$
p \cdot \nabla \Pi^{+}(q)=\frac{1}{4|\phi(q)|^{3}}\left[V_{\ell}(\phi(q)),\left[V_{\ell}(\phi(q)), V_{\ell}(\mathrm{d} \phi(q) p)\right]\right] .
$$

Therefore, the bracket with $\frac{\varepsilon}{2}|p|^{2}$ in the $\tilde{r}_{1}$ term writes as

$$
\begin{aligned}
&\left\{\frac{1}{4|\phi(\sqrt{\varepsilon} q)|^{3}} b_{\varepsilon, R}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\left[V_{\ell}(\phi(\sqrt{\varepsilon} q)), V_{\ell}(\mathrm{d} \phi(\sqrt{\varepsilon} q) \sqrt{\varepsilon} p)\right], \frac{\varepsilon}{2}|p|^{2}\right\} \\
&=\frac{\varepsilon}{|\phi(\sqrt{\varepsilon} q)|^{4}}\left[V_{\ell}(\phi(\sqrt{\varepsilon} q)), G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right]
\end{aligned}
$$

for some matrix-valued function $G_{\varepsilon}$ with

$$
D_{q}^{\alpha}\left(G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)=O(1), \quad D_{p}^{\alpha}\left(G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right)=O\left(\varepsilon^{|\alpha| / 2}\right)
$$

for all $\alpha \in \mathbb{N}^{d}$. We then set

$$
\begin{aligned}
\tilde{r}_{3}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p) & :=\frac{\varepsilon}{|\phi(\sqrt{\varepsilon} q)|^{4}}\left[V_{\ell}(\phi(\sqrt{\varepsilon} q)), G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right] \\
& =-\left[\frac{\varepsilon}{|\phi(\sqrt{\varepsilon} q)|^{4}} G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right]
\end{aligned}
$$

and obtain

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(\chi(t) \tilde{r}_{3}(q, p)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& =\left(T^{*} \mathrm{op}_{1}\left(\left[\frac{\varepsilon \chi(t)}{|\phi(\sqrt{\varepsilon} q)|^{4}} G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \varepsilon \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right]\right) T \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2 i}\left(T^{*} \mathrm{op}_{1}\left(\left\{\frac{\varepsilon \chi(t)}{\left.\phi(\sqrt{\varepsilon} q)\right|^{4}} G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p), \varepsilon \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q)\right\}\right) T \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& -\frac{1}{2 i}\left(T^{*} \mathrm{op}_{1}\left(\left\{\varepsilon \tau+\frac{\varepsilon}{2}|p|^{2}+V(\sqrt{\varepsilon} q), \frac{\varepsilon \chi(t)}{|\phi(\sqrt{\varepsilon} q)|^{4}} G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right\}\right) T \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& +\left(T^{*} \mathrm{op}_{1}\left(\tilde{r}_{4}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)\right) T \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)},
\end{aligned}
$$

where $\tilde{r}_{4}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)$ contains the commutator of second order derivatives in $p$ of $\varepsilon \chi(t)|\phi(\sqrt{\varepsilon} q)|^{-4} G_{\varepsilon}(\sqrt{\varepsilon} q, \sqrt{\varepsilon} p)$ with second derivatives of $V(\sqrt{\varepsilon} q)$ and a linear combination of higher order derivatives in $(q, p)$. Hence, op $_{\varepsilon}\left(\tilde{r}_{4}(q \sqrt{\varepsilon}, p \sqrt{\varepsilon})\right)=O\left(\varepsilon / R^{4}\right)$ in $\mathcal{L}\left(L^{2}\left(\mathbb{R}^{d+1}\right)\right)$. Since the Poisson brackets give a contribution of order $O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)+$ $O\left(1 / R^{4}\right)$, the other part of the lemma is proven, too.
5. Transitions near the crossing. The microlocal normal form used for proving Proposition 2.4 holds locally near some point $\left(q_{0}, t_{0}, p_{0}, \tau_{0}\right) \in \mathbb{R}^{2 d+2}$ of the phase space of space-time, which is a crossing point in the sense that $\phi\left(q_{0}\right)=0$ and $\tau_{0}+v\left(q_{0}\right)+\frac{1}{2}\left|p_{0}\right|^{2}=0$.
5.1. Localization in energy. For localization in energy, we consider a cut-off function $\theta \in \mathcal{C}_{c}^{\infty}(\mathbb{R}), 0 \leq \theta \leq 1$, with $\theta(x)=1$ for $|x| \leq \frac{1}{2}$ and $\theta(x)=0$ for $|x|>1$. We set

$$
\lambda^{ \pm}(q, p, \tau)=\tau+v(q)+\frac{1}{2}|p|^{2} \pm|\phi(q)|
$$

and crucially use the following lemma for suitably reformulating Proposition 2.4.
Lemma 5.1. Let $c \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+1+\ell}, \mathbb{C}\right)$. If $c_{\varepsilon, R}(t, q, p)=c(t, q, p, \phi(q) /(R \sqrt{\varepsilon}))$ is supported in $\left\{|\phi| \geq \frac{R}{2} \sqrt{\varepsilon}\right\}$, then

$$
\begin{aligned}
& \operatorname{tr} \int_{\mathbb{R}^{2 d+1}} W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) c_{\varepsilon, R}(t, q, p) \Pi^{ \pm}(q) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t=O\left(\frac{1}{R^{2}}\right)+O(\sqrt{\varepsilon}) \\
& \quad+\left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}(t, q, p) \theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}
\end{aligned}
$$

Proof. Writing $1-\theta(u)=u G(u)$ with $G \in \mathcal{C}^{\infty}(\mathbb{R})$, we have

$$
1-\theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)=\frac{1}{R \sqrt{\varepsilon}} \lambda^{ \pm}(q, p, \tau) G\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right) .
$$

We now argue as in section 4, using the estimates on $\Pi^{ \pm}$and $\lambda^{ \pm}(q, p, \tau) \Pi^{ \pm}(q)=$ $\Pi^{ \pm}(q)\left(\tau+\frac{1}{2}|p|^{2}+V(q)\right)$. The symbolic calculus of Lemma A. 2 yields in $\mathcal{L}\left(L^{2}\left(\mathbb{R}^{d+1}\right)\right)$

$$
\begin{aligned}
\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}(t, q, p)( \right. & \left.\left(1-\theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)\right) \Pi^{ \pm}(q)\right)=O(\sqrt{\varepsilon})+O\left(\frac{1}{R^{2}}\right) \\
& +\frac{1}{R \sqrt{\varepsilon}} \mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}(t, q, p) G\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(q)\right) \mathrm{op}_{\varepsilon}\left(\tau+\frac{1}{2}|p|^{2}+V(q)\right) .
\end{aligned}
$$

Indeed, the derivatives of the projectors are less harmful than in section 4, since they are divided only by $\sqrt{\varepsilon}$ and not by $\varepsilon$. Since $\psi^{\varepsilon}$ solves the equation, we obtain

$$
\left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}(t, q, p)\left(1-\theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)\right) \Pi^{ \pm}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}=O\left(\frac{1}{R^{2}}\right)+O(\sqrt{\varepsilon}) .
$$

By Lemma 5.1, we introduce the energy cut-off on both sides of equality (2.4), adding an error of order $O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon})$. Then, the left-hand side reads

$$
\begin{aligned}
& \operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi(t) W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p) a_{L Z}^{ \pm}(q, p) \Pi^{ \pm}(q) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t=O\left(\frac{1}{R^{2}}\right)+O(\sqrt{\varepsilon}) \\
&+\left(\operatorname{op}_{\varepsilon}\left(a_{L Z}^{ \pm}(q, p) \chi(t) \theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)}
\end{aligned}
$$

Using the notation

$$
f_{a}^{ \pm}(q, p, j)=\mathbf{1}_{\{j= \pm 1\}}(j) a^{j}(q, p), \quad(q, p, j) \in \mathbb{R}_{ \pm}^{2 d}
$$

for a $V$-diagonal matrix-valued symbol $a$, the action of the semigroup on $a_{L Z}^{ \pm}$can be written as

$$
\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} a_{L Z}^{ \pm}\right)(q, p) \Pi^{ \pm}(q)=\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} f_{a_{L Z}}^{ \pm}\right)(q, p,+) \Pi^{+}(q)
$$

Then, the right-hand side of (2.4) is
$\operatorname{tr} \int_{\mathbb{R}^{2 d+1}} \chi\left(t+\delta_{t}^{ \pm}\right) W^{\varepsilon}\left(\psi^{\varepsilon}(t)\right)(q, p)\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} a_{L Z}^{ \pm}\right)(q, p) \Pi^{+}(q) \mathrm{d} q \mathrm{~d} p \mathrm{~d} t$

$$
\begin{array}{r}
=\left(\operatorname{op}_{\varepsilon}\left(\chi\left(t+\delta_{t}\right) \theta\left(\frac{\lambda^{+}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} f_{a_{L Z}}^{ \pm}\right)(q, p,+) \Pi^{+}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
+O\left(\frac{1}{R^{2}}\right)+O(\sqrt{\varepsilon})
\end{array}
$$

and the proof of Proposition 2.4 reduces to showing that

$$
\begin{align*}
& \left(\mathrm{op}_{\varepsilon}\left(a_{L Z}^{ \pm}(q, p) \chi(t) \theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right) \Pi^{ \pm}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& =\left(\mathrm{op}_{\varepsilon}\left(\chi\left(t+\delta_{t}^{ \pm}\right) \theta\left(\frac{\lambda^{+}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} f_{a_{L Z}}^{ \pm}\right)(q, p,+) \Pi^{+}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& \quad \quad+O\left(\frac{1}{R^{2}}\right)+O\left(R^{3} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(\frac{1}{R^{5} \sqrt{\varepsilon}}\right) \tag{5.1}
\end{align*}
$$

For points $(q, t, p, \tau, j) \in \mathbb{R}^{2 d+2} \times\{ \pm 1\}$, we consider random trajectories

$$
\mathcal{T}_{\varepsilon, R}^{(q, t, p, \tau, j)}:[0,+\infty) \rightarrow\left(\mathbb{R}^{2 d+2} \times\{ \pm 1\}\right)
$$

with $\mathcal{T}_{\varepsilon, R}^{(q, t, p, \tau, j)}(r)=\left(q^{j}(r), r+t, p^{j}(r), \tau, j\right)$ as long as $\left(q^{j}(r), p^{j}(r)\right) \notin S_{\varepsilon, R}$ and a jump from $j$ to $-j$ with probability $T^{\varepsilon}\left(q^{*}, p^{*}\right)$, whenever $\left(q^{j}(r), p^{j}(r)\right)$ hits $S_{\varepsilon, R}$ at a point $\left(q^{*}, p^{*}\right)$. We keep the notation $\left(\mathcal{L}_{\varepsilon, R}^{r}\right)_{r \geq 0}$ for the associated semigroup and set

$$
\begin{equation*}
c_{\varepsilon, R}^{ \pm}(q, t, p, \tau)=a_{L Z}^{ \pm}(q, p) \chi(t) \theta\left(\frac{\lambda^{ \pm}(q, p, \tau)}{R \sqrt{\varepsilon}}\right) . \tag{5.2}
\end{equation*}
$$

Since $r \mapsto \lambda^{ \pm}\left(q^{ \pm}(r), p^{ \pm}(r), \tau\right)$ is a constant function, and since within $\left[t-t_{\mathrm{i}}, t-t_{\mathrm{f}}\right]$ all involved random trajectories perform a jump, we have

$$
\begin{aligned}
& \left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} f_{c_{\varepsilon, R}}^{+}\right)(q, t, p, \tau,+)=\chi\left(t+\delta_{t}\right) \theta\left(\frac{\lambda^{+}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{a_{L Z}}^{+}\right)(q, p,+) \\
& \left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{-}\right)(q, t, p, \tau,+)=\chi\left(t+\delta_{t}\right) \theta\left(\frac{\lambda^{+}(q, p, \tau)}{R \sqrt{\varepsilon}}\right)\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{a_{L Z}}^{-}\right)(q, p,+)
\end{aligned}
$$

With this notation, (5.1) and, consequently, Proposition 2.4 are equivalent to

$$
\begin{align*}
& \left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}^{ \pm}(q, t, p, \tau) \Pi^{ \pm}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& =\left(\mathrm{op}_{\varepsilon}\left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} f_{c_{\varepsilon, R}}^{ \pm}\right)(q, t, p, \tau,+) \Pi^{+}(q)\right) \psi^{\varepsilon}, \psi^{\varepsilon}\right)_{L^{2}\left(\mathbb{R}^{d+1}\right)} \\
& 5.3) \quad+O\left(1 / R^{2}\right)+O\left(R^{3} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right) . \tag{5.3}
\end{align*}
$$

We emphasize that the symbols $c_{\varepsilon, R}^{ \pm}$and $\mathcal{L}_{\varepsilon, R}^{\delta_{t}^{ \pm}} f_{\varepsilon_{\varepsilon, R}}^{ \pm}$are compactly supported inside the annulus $\left\{\frac{R}{2} \sqrt{\varepsilon}<|\phi|<R \sqrt{\varepsilon}\right\}$ at a distance of order $R \sqrt{\varepsilon}$ of $J^{ \pm, \text {out }}$, where

$$
J^{ \pm, \text {in /out }}=\left\{\left.(q, t, p, \tau) \in \mathbb{R}^{2 d+2}\left|(q, p) \in M^{ \pm, \text {in /out }}, \tau+v(q)+\frac{1}{2}\right| p\right|^{2} \pm|\phi(q)|=0\right\}
$$

denote the submanifolds, which consist of all Hamiltonian trajectories entering (respectively, leaving) the crossing set.
5.2. The normal form. Let us first recall some basic facts about canonical transforms and Fourier integral operators. The phase space $T^{*} \mathbb{R}^{d+1}=\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}$ is a symplectic space, once endowed with the symplectic form $\omega=\mathrm{d} \tau \wedge \mathrm{d} t+\mathrm{d} p \wedge \mathrm{~d} q$. A canonical transform $\kappa: T^{*} \mathbb{R}^{d+1} \rightarrow T^{*} \mathbb{R}^{d+1}$ is a change of coordinates, which preserves the symplectic form. With a canonical transform $\kappa$, one associates a unitary operator $U: L^{2}\left(\mathbb{R}^{d+1}\right) \rightarrow L^{2}\left(\mathbb{R}^{d+1}\right)$ such that for all $a \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+2}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$

$$
U^{*} \mathrm{op}_{\varepsilon}(a) U=\mathrm{op}_{\varepsilon}(a \circ \kappa)+O\left(\varepsilon^{2}\right)
$$

as bounded operators on $L^{2}\left(\mathbb{R}^{d+1}\right)$; see, for example, section 2.2 in [7]. The operator $U$ is a Fourier integral operator. The last equality extends to symbols of the form

$$
b_{\varepsilon, R}(q, t, p, \tau)=b\left(q, t, p, \tau, \frac{f(q, p)}{R \sqrt{\varepsilon}}\right)
$$

with $b \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+3}, \mathbb{C}^{N(\ell) \times N(\ell)}\right)$ and $f \in \mathcal{C}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{R}\right)$ according to

$$
\begin{equation*}
U^{*} \mathrm{op}_{\varepsilon}\left(b_{\varepsilon, R}\right) U=\mathrm{op}_{\varepsilon}\left(b_{\varepsilon, R} \circ \kappa\right)+O(\sqrt{\varepsilon}) . \tag{5.4}
\end{equation*}
$$

The proof of this statement follows the proof of Lemma 2 in [7]: one uses symbolic calculus for the commutator of a usual semiclassical pseudodifferential operator and a two-scale one of the form $\operatorname{op}_{\varepsilon}\left(b_{\varepsilon, R}\right)$, hence the gain of $\sqrt{\varepsilon}$.

We shall crucially use the following microlocal normal form result, which for codimension two and three crossings is proven in [1, 2], however, without the explicit equations (5.6)-(5.9). These equations, including the normal form for codimension five crossings, are provided in Theorem 1 and Proposition 4 of [6].

Theorem 5.2 (see [6]). We consider $\rho_{0}=\left(q_{0}, t_{0}, p_{0}, \tau_{0}=-v\left(q_{0}\right)-\frac{1}{2}\left|p_{0}\right|^{2}\right)$ such that $\phi\left(q_{0}\right)=0, \mathrm{~d} \phi\left(q_{0}\right) p_{0} \neq 0$, and $\mathrm{d} \phi$ is of maximal rank near $q_{0}$. Then, there exists a local canonical transform $\kappa$ from a neighborhood of $\rho_{0}$ into some neighborhood $\Omega$ of 0 ,

$$
\kappa:(q, t, p, \tau) \mapsto(z, s, \zeta, \sigma), \quad \kappa\left(\rho_{0}\right)=0 .
$$

There exist a Fourier integral operator $U$ associated with $\kappa^{-1}$ and an invertible matrixvalued symbol $A_{\varepsilon}=A_{0}+\varepsilon A_{1}+\varepsilon^{2} A_{2}+\cdots$ such that $v^{\varepsilon}=U^{*} \mathrm{op}_{\varepsilon}\left(A_{\varepsilon}\right)^{-1} \psi^{\varepsilon}$ satisfies for all $\varphi \in \mathcal{C}_{c}^{\infty}(\Omega, \mathbb{R})$

$$
\begin{equation*}
\mathrm{op}_{\varepsilon}(\varphi) \mathrm{op}_{\varepsilon}\left(-\sigma+V_{\ell}\left(s, \tilde{z}+\gamma_{\varepsilon}(z, \zeta)\right)\right) v^{\varepsilon}=O\left(\varepsilon^{\infty}\right) \tag{5.5}
\end{equation*}
$$

in $L^{2}\left(\mathbb{R}^{d+1}\right)$, where $z=\left(\tilde{z}, z^{\prime}\right) \in \mathbb{R}^{d}$ with $\tilde{z} \in \mathbb{R}^{\ell-1}$ and $\gamma_{\varepsilon}=\gamma_{\varepsilon}(z, \zeta)$ is a vector-valued symbol $\gamma_{\varepsilon}=\gamma_{0}+\varepsilon \gamma_{1}+\varepsilon^{2} \gamma_{2}+\cdots \in \mathbb{R}^{\ell-1}$ with

$$
\gamma_{\varepsilon}=0 \text { for } \ell=2, \quad \gamma_{\varepsilon}=O\left(|\tilde{z}|^{2}\right) \text { for } \ell>2
$$

$\tilde{z} \in \mathbb{R}^{\ell-1}$ contains the coordinates of the vector $|\mathrm{d} \phi(q) p|^{-1 / 2} \pi_{\ell}(q, p) \phi(q)$ in an orthonormal basis of the hyperplane normal to $\mathrm{d} \phi(q) p$ up to $O\left(|\phi(q)|^{2}\right)$, while

$$
\begin{align*}
s & =-|\mathrm{d} \phi(q) p|^{-1 / 2} \frac{\mathrm{~d} \phi(q) p}{|\mathrm{~d} \phi(q) p|} \cdot \phi(q)+O\left(s^{2}+\sigma^{2}+|\tilde{z}|^{2}\right)  \tag{5.6}\\
\sigma & =|\mathrm{d} \phi(q) p|^{-1 / 2}\left(\tau+\frac{1}{2}|p|^{2}+v(q)\right)+O\left(s^{2}+\sigma^{2}+|\tilde{z}|^{2}\right)
\end{align*}
$$

Moreover,

$$
\begin{equation*}
J^{ \pm, i n}=\{\sigma \mp s=0, \tilde{z}=0, s \leq 0\}, \quad J^{ \pm, o u t}=\{\sigma \pm s=0, \tilde{z}=0, s \geq 0\} \tag{5.7}
\end{equation*}
$$

and there exists $\gamma \in\{-1,+1\}$ such that for all $\rho=(q, t, p, \tau)$ with $\kappa(\rho)=(z, s, \zeta, \sigma)$

$$
\begin{align*}
A_{0}^{*}(\rho)\left(\tau+\frac{1}{2}|p|^{2}+V(q)\right) A_{0}(\rho) & =\gamma\left(-\sigma+V_{\ell}\left(s, \tilde{z}+\gamma_{0}(z, \zeta)\right)\right)  \tag{5.8}\\
A_{0}^{*}(\rho) V_{\ell}\left(\frac{\pi_{\ell}(q, p) \phi(q)}{\left|\pi_{\ell}(q, p) \phi(q)\right|}\right) A_{0}(\rho) & =\gamma V_{\ell}\left(0, \frac{\tilde{z}}{|\tilde{z}|}\right)+O\left(\sqrt{\sigma^{2}+s^{2}+|\tilde{z}|^{2}}\right) \tag{5.9}
\end{align*}
$$

We denote by

$$
\begin{gathered}
\widetilde{\Pi}^{ \pm}(z, s, \zeta)=\frac{1}{2}\left(\operatorname{Id} \mp \frac{1}{\sqrt{s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}}} V_{\ell}\left(s, \tilde{z}+\gamma_{0}(z, \zeta)\right)\right) \\
\tilde{\lambda}^{ \pm}(z, s, \zeta, \sigma)=-\sigma \mp \sqrt{s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}}
\end{gathered}
$$

the spectral projectors and the eigenvalues of $-\sigma+V_{\ell}\left(s, \tilde{z}+\gamma_{0}(z, \zeta)\right)$. Due to the relation $J^{ \pm, \text {in/out }} \subseteq\left\{-\sigma \mp \sqrt{s^{2}+|\tilde{z}|^{2}}=0, \tilde{z}=0\right\}$, the labeling of $\widetilde{\Pi}^{ \pm}$coincides on $J^{ \pm, \text {in/out }}$ with the one for $\Pi^{ \pm}$.

Proposition 5.3. There exist functions $k^{ \pm}$such that if $\kappa(q, t, p, \tau)=(z, s, \zeta, \sigma)$, the projectors $\Pi^{ \pm}$and $\widetilde{\Pi}^{ \pm}$are related by

$$
\begin{equation*}
\widetilde{\Pi}^{ \pm}(z, s, \zeta, \sigma)=\left(k^{ \pm} A_{0}^{*} \Pi^{ \pm} A_{0}\right)(q, t, p, \tau) \text { on } \Sigma^{\mp}=\left\{\lambda^{\mp}=0\right\} \tag{5.10}
\end{equation*}
$$

If $S=\left\{\phi(q)=0, \tau+\frac{1}{2}|p|^{2}+v(q)=0\right\}$, then $k_{\mid S}^{+}=k_{\mid S}^{-}=e \neq 0$ and $\left(e A_{0}^{*} A_{0}\right)_{\mid S}=\operatorname{Id}_{\mid S}$. Moreover, on $\Sigma^{ \pm} \cap\{0<|\phi| \leq R \sqrt{\varepsilon}\}$,

$$
\begin{equation*}
\widetilde{\Pi}^{ \pm}(z, s, \zeta, \sigma)=e\left(A_{0}^{*} \Pi^{ \pm} A_{0}\right)(q, t, p, \tau)+O(R \sqrt{\varepsilon}) \tag{5.11}
\end{equation*}
$$

Proof. For convenience, we set

$$
P=\tau+\frac{1}{2}|p|^{2}+V(q), \quad \widetilde{P}=-\sigma+V_{\ell}\left(s, \tilde{z}+\gamma_{0}(z, \zeta)\right)
$$

By (5.8), the use of determinants gives $\Sigma^{+} \cup \Sigma^{-}=\kappa^{-1}\left(\left\{\tilde{\lambda}^{+}=0\right\} \cup\left\{\tilde{\lambda}^{-}=0\right\}\right)$.
Considering the equations of $J^{ \pm, \text {in/out }}$, the only possibility is

$$
\Sigma^{ \pm}=\kappa^{-1}\left(\left\{\tilde{\lambda}^{ \pm}=0\right\}\right)
$$

Therefore, for $\rho \in \Sigma^{+}$we have

$$
\gamma \widetilde{P}(\kappa(\rho))=\gamma\left(\tilde{\lambda}^{-} \widetilde{\Pi}^{-}\right)(\kappa(\rho))=\left(A_{0}^{*} P A_{0}\right)(\rho)=\left(\lambda^{-} A_{0}^{*} \Pi^{-} A_{0}\right)(\rho) .
$$

The same argument for $\Sigma^{-}$gives (5.10).
The fact $k_{\mid S}^{+}=k_{\mid S}^{-}$comes from the precise analysis of the Hamiltonian vector fields associated with the eigenvalues $\lambda^{ \pm}$. Let $\rho \in S$. We find in $[6$, section 5$]$ that if

$$
H(\rho)=\lim _{\alpha \rightarrow 0^{\mp}} H_{\lambda^{ \pm}}\left(\Phi_{ \pm}^{\alpha}(q, p)\right), \quad H^{\prime}(\rho)=\lim _{\alpha \rightarrow 0^{ \pm}} H_{\lambda^{ \pm}}\left(\Phi_{ \pm}^{\alpha}(q, p)\right),
$$

then there exists a nonzero function $e$ such that

$$
H=e\left(\partial_{s}+\partial_{\sigma}\right), \quad H^{\prime}=e\left(\partial_{s}-\partial_{\sigma}\right) \text { on } S
$$

Since $\lambda^{ \pm}=0$ and $\tilde{\lambda}^{ \pm}=0$ on $S$, we have $k_{\mid S}^{+}=k_{\mid S}^{-}=e$. Next, we consider the limit of the projectors $\Pi^{ \pm}$along outgoing trajectories,

$$
\Pi_{S}^{\mp}(\rho)=\lim _{\alpha \rightarrow 0^{-}} \Pi^{\mp}\left(\Phi_{ \pm}^{\alpha}(q, p)\right)=\frac{1}{2}\left(\operatorname{Id} \mp V_{\ell}\left(\frac{\mathrm{d} \phi(q) p}{|\mathrm{~d} \phi(q) p|}\right)\right) .
$$

Then, (5.10) gives on $S$

$$
e A_{0}^{*} A_{0}=e A_{0}^{*}\left(\Pi_{S}^{+}+\Pi_{S}^{-}\right) A_{0}=\left(\widetilde{\Pi}^{+}+\widetilde{\Pi}^{-}\right) \circ \kappa=\mathrm{Id} .
$$

Finally, let $\rho \in \Sigma^{+}$. By relation (5.8), we have for any vector $w \in \mathbb{C}^{N(\ell)}$ that $w \in \operatorname{Ker} \widetilde{P}(\kappa(\rho))$ if and only if $A_{0}(\rho) w \in \operatorname{Ker} P(\rho)$. Moreover, $\operatorname{Ker} P(\rho)=\operatorname{Ran} \Pi^{+}(\rho)$ and $\operatorname{Ker} \widetilde{P}(\kappa(\rho))=\operatorname{Ran} \widetilde{\Pi}^{+}(\kappa(\rho))$. We therefore obtain

$$
\operatorname{Ran} \widetilde{\Pi}^{+}(\kappa(\rho))=\operatorname{Ran}\left(A_{0}^{-1} \Pi^{+} A_{0}\right)(\rho) .
$$

Since $\sqrt{e} A_{0}$ is unitary on $S$, we have

$$
\left(A_{0}^{-1} \Pi^{+} A_{0}\right)^{*}(\rho)=\left(A_{0}^{-1} \Pi^{+} A_{0}\right)(\rho)+O(R \sqrt{\varepsilon})
$$

for $\rho \in \Sigma^{+} \cap\{|\phi| \leq R \sqrt{\varepsilon}\}$. Since the two projectors $\widetilde{\Pi}^{+}(\kappa(\rho))$ and $\left(A_{0}^{-1} \Pi^{+} A_{0}\right)(\rho)$ have the same range, while one of them is orthogonal and the other orthogonal up to $O(R \sqrt{\varepsilon})$, they coincide up to $O(R \sqrt{\varepsilon})$. The same argument holds for $\rho \in \Sigma^{-}$, and we have proven relation (5.11).

As the next step towards proving the claimed identity (5.3), we perform the canonical change of coordinates for arriving at the microlocal normal form.

Proposition 5.4. Let $c_{\varepsilon, R}^{ \pm} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+2}, \mathbb{C}\right)$ be the functions defined in (5.2) and $v^{\varepsilon}=U^{*} \mathrm{op}_{\varepsilon}\left(A_{\varepsilon}\right)^{-1} \psi^{\varepsilon}$. Denote

$$
\begin{equation*}
\widetilde{T}^{\varepsilon}(\tilde{z})=\exp \left(-\frac{\pi}{\varepsilon}|\tilde{z}|^{2}\right) \tag{5.12}
\end{equation*}
$$

Then, there exist functions $b^{ \pm} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+2}, \mathbb{C}\right)$ and $s_{1}^{ \pm} \in \mathbb{R}$, such that $b^{ \pm}(z, s, \zeta, \eta)$ and $b^{ \pm}\left(z, s_{1}^{ \pm}+s, \zeta, \eta\right)$ are compactly supported in $\{s>0\}$ and $\{s<0\}$, respectively, and satisfy
$\left(\operatorname{op}_{\varepsilon}\left(c_{\varepsilon, R}^{+}(q, t, p, \tau) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}}$

$$
\begin{gathered}
=\left(\mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) v_{2}^{\varepsilon}(z, s), v_{2}^{\varepsilon}(z, s)\right)_{L^{2}}+O(R \sqrt{\varepsilon}) \\
\left(\mathrm{op}_{\varepsilon}\left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{+}\right)(q, t, p, \tau,+) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
=\left(\mathrm{op}_{\varepsilon}\left(\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right)^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) v_{1}^{\varepsilon}(z, s), v_{1}^{\varepsilon}(z, s)\right)_{L^{2}}+O\left(R^{3} \sqrt{\varepsilon}\right) \\
\left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}^{-}(q, t, p, \tau) \Pi^{-}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
\quad=\left(\mathrm{op}_{\varepsilon}\left(b^{-}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) v_{1}^{\varepsilon}(z, s), v_{1}^{\varepsilon}(z, s)\right)_{L^{2}}+O(R \sqrt{\varepsilon}) \\
\quad=\left(\mathrm{op}_{\varepsilon}\left(\widetilde{T}^{\varepsilon}(\tilde{z}) b^{-}\left(z, s+s_{1}^{-}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) v_{1}^{\varepsilon}(z, s), v_{1}^{\varepsilon}(z, s)\right)_{L^{2}}+O\left(R^{3} \sqrt{\varepsilon}\right) .
\end{gathered}
$$

Proof. We prove only the first two equalities, since one deals similarly with the other two. By symbolic calculus and the transformation property (5.4), the canonical transform $\kappa^{-1}$ of Theorem 5.2 acts as

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}^{+}(q, t, p, \tau) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
& \quad=\left(\mathrm{op}_{\varepsilon}\left(\left(\left(c_{\varepsilon, R}^{+} A_{0}^{*} \Pi^{+} A_{0}\right) \circ \kappa^{-1}\right)(z, s, \zeta, \sigma)\right) v^{\varepsilon}(z, s), v^{\varepsilon}(z, s)\right)_{L^{2}}+O(\sqrt{\varepsilon})
\end{aligned}
$$

The compactly supported function $c_{\varepsilon, R}^{+} \circ \kappa^{-1}$ is localized near $J^{+, \text {out }}$, that is, near $\{\sigma+s=0, \tilde{z}=0, s>0\}$. The relation (5.11) between the projectors gives a function $b \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+2+\ell}, \mathbb{C}\right)$ compactly supported in $\{s>0\}$ such that

$$
\begin{aligned}
\left(\left(c_{\varepsilon, R}^{+} A_{0}^{*} \Pi^{+} A_{0}\right) \circ\right. & \left.\kappa^{-1}\right)(z, s, \zeta, \sigma) \\
& =b\left(z, s, \zeta, \sigma, \frac{\tilde{z}}{R \sqrt{\varepsilon}}, \frac{\tilde{\lambda}^{+}(z, s, \zeta, \sigma)}{R \sqrt{\varepsilon}}\right) \widetilde{\Pi}^{+}(z, s, \zeta)+O(R \sqrt{\varepsilon}) \\
& =: b_{\varepsilon, R}(z, s, \zeta, \sigma) \widetilde{\Pi}^{+}(z, s, \zeta)+O(R \sqrt{\varepsilon})
\end{aligned}
$$

as functions in $\mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+2}, \mathbb{C}\right)$. Hence, we obtain

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}^{+}(q, t, p, \tau) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
& \quad=\left(\mathrm{op}_{\varepsilon}\left(b_{\varepsilon, R}(z, s, \zeta, \sigma) \widetilde{\Pi}^{+}(z, s, \zeta)\right) v^{\varepsilon}(z, s), v^{\varepsilon}(z, s)\right)_{L^{2}}+O(R \sqrt{\varepsilon})
\end{aligned}
$$

For $|\tilde{z}|=O(R \sqrt{\varepsilon})$ we have

$$
\begin{align*}
& \widetilde{\Pi}^{+}(z, s, \zeta)=\left(\begin{array}{cc}
0 & 0 \\
0 & \text { Id }
\end{array}\right)+O(R \sqrt{\varepsilon}) \text { in }\{s>0\}, \\
& \widetilde{\Pi}^{+}(z, s, \zeta)=\left(\begin{array}{cc}
\mathrm{Id} & 0 \\
0 & 0
\end{array}\right)+O(R \sqrt{\varepsilon}) \text { in }\{s<0\}, \tag{5.13}
\end{align*}
$$

and therefore

$$
\begin{aligned}
\left(\mathrm{op}_{\varepsilon}\left(b_{\varepsilon, R}(z, s, \zeta, \sigma) \widetilde{\Pi}^{+}(z, s, \zeta)\right)\right. & ) v^{\varepsilon}(z, s), v^{\varepsilon}(z, s)\right)_{L^{2}} \\
& =\left(\operatorname{op}_{\varepsilon}\left(b_{\varepsilon, R}(z, s, \zeta, \sigma)\right) v_{2}^{\varepsilon}(z, s), v_{2}^{\varepsilon}(z, s)\right)_{L^{2}}+O(R \sqrt{\varepsilon})
\end{aligned}
$$

We now remove the $\sigma$-dependence of the symbol. Taylor expanding around $\sigma=$ $-\sqrt{s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}}$, we write

$$
\begin{aligned}
b_{\varepsilon, R}(z, s, \zeta, \sigma)= & b\left(z, s, \zeta,-\sqrt{s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}}, \frac{\tilde{z}}{R \sqrt{\varepsilon}}, 0\right) \\
& +\frac{1}{R \sqrt{\varepsilon}} \tilde{\lambda}^{+}(s, z, \sigma, \zeta) G\left(z, s, \zeta, \sigma, \frac{\tilde{z}}{R \sqrt{\varepsilon}}, \frac{\tilde{\lambda}^{+}(z, s, \sigma, \zeta)}{R \sqrt{\varepsilon}}\right)
\end{aligned}
$$

with $G \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+2+\ell}, \mathbb{C}\right)$. Since

$$
\tilde{\lambda}^{+}(z, s, \zeta, \sigma) \tilde{\Pi}^{+}(z, s, \zeta)=\tilde{\Pi}^{+}(z, s, \zeta)\left(\sigma-V_{\ell}\left(s, \tilde{z}+\gamma_{0}(z, \zeta)\right),\right.
$$

and since $v^{\varepsilon}$ solves the Landau-Zener-type problem (5.5), an argument analogous to the proof of Lemma 5.1 yields

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(b_{\varepsilon, R}(z, s, \zeta, \sigma)\right) v_{2}^{\varepsilon}(z, s), v_{2}^{\varepsilon}(z, s)\right)_{L^{2}}=O\left(\frac{1}{R^{2}}\right)+O(\sqrt{\varepsilon}) \\
& \quad+\left(\mathrm{op}_{\varepsilon}\left(b\left(z, s, \zeta,-\sqrt{s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}}, \frac{\tilde{z}}{R \sqrt{\varepsilon}}, 0\right)\right) v_{2}^{\varepsilon}(z, s), v_{2}^{\varepsilon}(z, s)\right)_{L^{2}} .
\end{aligned}
$$

Setting $b^{+}(z, s, \zeta, \eta)=b(z, s, \zeta,-s, \eta, 0)$, we obtain

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(c_{\varepsilon, R}^{+}(q, t, p, \tau) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
& \quad=\left(\mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) v_{2}^{\varepsilon}(z, s), v_{2}^{\varepsilon}(z, s)\right)_{L^{2}}+O(R \sqrt{\varepsilon})+O\left(\frac{1}{R^{2}}\right)
\end{aligned}
$$

Next, we focus on the second claimed identity, which contains nonadiabatic transitions. We have

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{+}\right)(q, t, p, \tau,+) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
& \quad=\left(\mathrm{op}_{\varepsilon}\left(\left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{+}\right) A_{0}^{*} \Pi^{+} A_{0}\right)\left(\kappa^{-1}(z, s, \zeta, \sigma),+\right)\right) v^{\varepsilon}(z, s), v^{\varepsilon}(z, s)\right)_{L^{2}}+O(\sqrt{\varepsilon}) .
\end{aligned}
$$

Let $r \mapsto\left(z^{+}(r), s^{+}(r), \zeta^{+}(r), \sigma^{+}(r)\right)$ be the Hamiltonian trajectory of

$$
\begin{aligned}
& \dot{z}=\partial_{\zeta} \tilde{\lambda}^{+}={ }^{t} \mathrm{~d}_{\zeta} \gamma_{0}(z, \zeta)\left(\tilde{z}+\gamma_{0}(z, \zeta)\right)\left(s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}\right)^{-1 / 2}, \\
& \dot{s}=\partial_{\sigma} \tilde{\lambda}^{+}=1, \\
& \dot{\zeta}=-\partial_{z} \tilde{\lambda}^{+}=-{ }^{t} \mathrm{~d}_{z}\left(\tilde{z}+\gamma_{0}(z, \zeta)\right)\left(\tilde{z}+\gamma_{0}(z, \zeta)\right)\left(s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}\right)^{-1 / 2}, \\
& \dot{\sigma}=-\partial_{s} \tilde{\lambda}^{+}=-s\left(s^{2}+\left|\tilde{z}+\gamma_{0}(z, \zeta)\right|^{2}\right)^{-1 / 2}
\end{aligned}
$$

with $(z(0), s(0), \zeta(0), \sigma(0))=(z, s, \zeta, \sigma)=\kappa(q, t, p, \tau)$. A trajectory jumps for $r=r_{*}$ if $s^{+}\left(r_{*}\right)=O\left(|\phi(q)|^{2}\right)=O\left(R^{2} \varepsilon\right)$. Then, $\sigma^{+}\left(r_{*}\right)=O\left(R^{2} \varepsilon\right)$ as well. Since

$$
\frac{\mathrm{d}}{\mathrm{~d} r}\left(s^{+}(r)+\sigma^{+}(r)\right)=O\left(|\tilde{z}|^{2}\right) \quad \text { on } \quad J^{+, \text {out }}=\{\sigma+s=0, \tilde{z}=0, s>0\},
$$

and since $|\tilde{z}|=O(R \sqrt{\varepsilon})$ on the support of our symbol, we have

$$
\begin{aligned}
& z^{+}(r)=z+O\left(R^{3} \varepsilon^{3 / 2}\right), \quad s^{+}(r)=s+r \\
& \zeta^{+}(r)=\zeta+O(R \sqrt{\varepsilon}), \quad \sigma^{+}(r)=-s^{+}(r)+O\left(R^{2} \varepsilon\right)
\end{aligned}
$$

These asymptotics together with conservation of energy along Hamiltonian flows yield

$$
\begin{aligned}
& b\left(z^{+}(r), s^{+}(r), \zeta^{+}(r), \sigma^{+}(r), \frac{\tilde{z}^{+}(r)}{R \sqrt{\varepsilon}}, \frac{\tilde{\lambda}^{+}\left(z^{+}(r), s^{+}(r), \zeta^{+}(r), \sigma^{+}(r)\right)}{R \sqrt{\varepsilon}}\right) \\
& \quad=b\left(z, s+r, \zeta,-(s+r), \frac{\tilde{z}}{R \sqrt{\varepsilon}}, \frac{\tilde{\lambda}^{+}(z, s, \zeta, \sigma)}{R \sqrt{\varepsilon}}\right)+O(R \sqrt{\varepsilon})
\end{aligned}
$$

Jumps occur for $|\phi(q)| \leq R \sqrt{\varepsilon}$, that is, for

$$
\begin{aligned}
|\tilde{z}|^{2} & =|\mathrm{d} \phi(q) p|^{-1}\left|\pi_{\ell}(q, p) \phi(q)\right|^{2}+O\left(|\phi(q)|^{3}\right) \\
& =|\mathrm{d} \phi(q) p|^{-1}\left|\pi_{\ell}(q, p) \phi(q)\right|^{2}+O\left(R^{3} \varepsilon^{3 / 2}\right)
\end{aligned}
$$

Therefore, the transition rate $T^{\varepsilon}(q, p)$ reads in the new coordinates as

$$
\begin{aligned}
T^{\varepsilon}(q, p) & =\exp \left(-\frac{\pi}{\varepsilon}|\mathrm{d} \phi(q) p|^{-1}\left|\pi_{\ell}(q, p) \phi(q)\right|^{2}\right) \\
& =\exp \left(-\frac{\pi}{\varepsilon}|\tilde{z}|^{2}\right)+O\left(R^{3} \sqrt{\varepsilon}\right)=\widetilde{T}^{\varepsilon}(\tilde{z})+O\left(R^{3} \sqrt{\varepsilon}\right)
\end{aligned}
$$

and there exists $s_{1}^{+} \in \mathbb{R}$ such that

$$
\begin{aligned}
& \left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{+}\right) A_{0}^{*} \Pi^{+} A_{0}\right)\left(\kappa^{-1}(z, s, \zeta, \sigma),+\right) \\
& =\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) b\left(z, s+s_{1}^{+}, \zeta,-\left(s+s_{1}^{ \pm}\right), \frac{\tilde{z}}{R \sqrt{\varepsilon}}, \frac{\tilde{\lambda}^{+}(z, s, \zeta, \sigma)}{R \sqrt{\varepsilon}}\right) \widetilde{\Pi}^{+}(z, s, \zeta)+O\left(R^{3} \sqrt{\varepsilon}\right)
\end{aligned}
$$

By the asymptotics (5.13) of $\widetilde{\Pi}^{+}$above $\{s<0\}$, we then get

$$
\begin{aligned}
& \left(\operatorname{op}_{\varepsilon}\left(\left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{+}\right) A_{0}^{*} \Pi^{+} A_{0}\right)\left(\kappa^{-1}(z, s, \zeta, \sigma),+\right)\right) v^{\varepsilon}(z, s), v^{\varepsilon}(z, s)\right)_{L^{2}}=O\left(R^{3} \sqrt{\varepsilon}\right) \\
& +\left(\operatorname{op}_{\varepsilon}\left(\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) b\left(z, s+s_{1}^{+}, \zeta,-\left(s+s_{1}^{ \pm}\right), \frac{\tilde{z}}{R \sqrt{\varepsilon}}, \frac{\tilde{\lambda}^{+}(z, s, \zeta, \sigma)}{R \sqrt{\varepsilon}}\right)\right) v_{1}^{\varepsilon}(z, s), v_{1}^{\varepsilon}(z, s)\right)_{L^{2}}
\end{aligned}
$$

As before, we remove the $\sigma$-dependence of the symbol and obtain

$$
\begin{aligned}
& \left(\mathrm{op}_{\varepsilon}\left(\left(\mathcal{L}_{\varepsilon, R}^{\delta_{t}} f_{c_{\varepsilon, R}}^{+}\right)(q, t, p, \tau,+) \Pi^{+}(q)\right) \psi^{\varepsilon}(q, t), \psi^{\varepsilon}(q, t)\right)_{L^{2}} \\
& =\left(\operatorname{op}_{\varepsilon}\left(\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) v_{1}^{\varepsilon}(z, s), v_{1}^{\varepsilon}(z, s)\right)_{L^{2}}+O\left(R^{3} \sqrt{\varepsilon}\right)
\end{aligned}
$$

5.3. The transitions. It remains to analyze $v^{\varepsilon}=U^{*} \mathrm{op}_{\varepsilon}\left(A_{\varepsilon}^{-1}\right) \psi^{\varepsilon}$ for proving the equality of each pair in Proposition 5.4 up to an error of $O\left(1 / R^{2}\right)+O\left(R^{3} \sqrt{\varepsilon}\right)+$ $O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)$, concluding the proof of our main result. We consider the solution $u^{\varepsilon}$ of

$$
-i \varepsilon \partial_{s} u^{\varepsilon}=\left(\begin{array}{cc}
s \operatorname{Id} & \sqrt{\varepsilon} G  \tag{5.14}\\
\sqrt{\varepsilon} G^{*} & -s \mathrm{Id}
\end{array}\right) u^{\varepsilon}, \quad u_{\mid s=0}^{\varepsilon}=v_{\mid s=0}^{\varepsilon},
$$

where $G$ is one of the operators

$$
\begin{aligned}
& G_{2}=\frac{1}{\sqrt{\varepsilon}} \varphi\left(\frac{\tilde{z}}{R \sqrt{\varepsilon}}\right) \tilde{z}, \quad G_{3}=\frac{1}{\sqrt{\varepsilon}} \varphi\left(\frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\left(Z_{1}+i Z_{2}\right), \\
& G_{5}=\frac{1}{\sqrt{\varepsilon}} \varphi\left(\frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\left(\begin{array}{cc}
Z_{1}+i Z_{2} & Z_{3}+i Z_{4} \\
-Z_{3}+i Z_{4} & Z_{1}-i Z_{2}
\end{array}\right)
\end{aligned}
$$

with $Z=\mathrm{op}_{\varepsilon}\left(\tilde{z}+\gamma_{\varepsilon}(z, \zeta)\right)$ and $\varphi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{\ell-1}, \mathbb{R}\right)$. In all three cases, $G$ is a bounded operator on $L^{2}\left(\mathbb{R}^{d}\right)$ with $\|G\|=O(R)$, and we have

$$
\left\|u^{\varepsilon}-v^{\varepsilon}\right\|_{L_{l o c}^{2}\left(\mathbb{R}^{d+1}\right)}=O\left(\varepsilon^{\infty}\right)
$$

The following Landau-Zener-type formula is given in Proposition 7 of [8], up to the explicit error terms.

Proposition 5.5. Let $u^{\varepsilon}$ be the solution of (5.14). There exist vector-valued functions $\alpha^{\varepsilon}=\left(\alpha_{1}^{\varepsilon}, \alpha_{2}^{\varepsilon}\right)$, $\omega^{\varepsilon}=\left(\omega_{1}^{\varepsilon}, \omega_{2}^{\varepsilon}\right) \in L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N(\ell)}\right)$ such that for any function $\chi \in \mathcal{C}_{c}^{\infty}\left(\left\{x \in \mathbb{R}| | x \mid \leq R^{2}\right\}, \mathbb{R}\right)$ the families $\left(\chi\left(G G^{*}\right) \alpha_{1}^{\varepsilon}\right)_{\varepsilon>0},\left(\chi\left(G^{*} G\right) \alpha_{2}^{\varepsilon}\right)_{\varepsilon>0}$, $\left(\chi\left(G G^{*}\right) \omega_{1}^{\varepsilon}\right)_{\varepsilon>0},\left(\chi\left(G^{*} G\right) \omega_{2}^{\varepsilon}\right)_{\varepsilon>0}$ are bounded in $L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and satisfy

$$
\begin{aligned}
& \chi\left(G G^{*}\right) u_{1}^{\varepsilon}(z, s)=\chi\left(G G^{*}\right) \mathrm{e}^{i s^{2} /(2 \varepsilon)}\left|\frac{s}{\sqrt{\varepsilon}}\right|^{i \frac{G G^{*}}{2}} k_{1}^{\varepsilon}(z)+O\left(R^{2} \sqrt{\varepsilon}\right), \\
& \chi\left(G^{*} G\right) u_{2}^{\varepsilon}(z, s)=\chi\left(G^{*} G\right) \mathrm{e}^{-i s^{2} /(2 \varepsilon)}\left|\frac{s}{\sqrt{\varepsilon}}\right|^{-i \frac{G^{*} G}{2}} k_{2}^{\varepsilon}(z)+O\left(R^{2} \sqrt{\varepsilon}\right)
\end{aligned}
$$

in $L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$, where $k_{j}^{\varepsilon}=\alpha_{j}^{\varepsilon}$ and $k_{j}^{\varepsilon}=\omega_{j}^{\varepsilon}$ for $s<0$ and $s>0$, respectively, $j \in\{1,2\}$. Moreover,

$$
\binom{\omega_{1}^{\varepsilon}}{\omega_{2}^{\varepsilon}}=\left(\begin{array}{cc}
a\left(G G^{*}\right) & -\bar{b}\left(G G^{*}\right) G  \tag{5.15}\\
b\left(G^{*} G\right) G^{*} & a\left(G^{*} G\right)
\end{array}\right)\binom{\alpha_{1}^{\varepsilon}}{\alpha_{2}^{\varepsilon}}
$$

with

$$
a(\lambda)=\mathrm{e}^{-\pi \lambda / 2}, \quad b(\lambda)=\frac{2 i \mathrm{e}^{i \pi / 4}}{\lambda \sqrt{\pi}} 2^{-i \lambda / 2} \mathrm{e}^{-\pi \lambda / 4} \Gamma\left(1+i \frac{\lambda}{2}\right) \sinh \left(\frac{\pi \lambda}{2}\right)
$$

Proof. Lemma 7 in [8] is the crucial step in the proof of Proposition 7 for which we have to check that the leading order error estimate is indeed $O\left(R^{2} \sqrt{\varepsilon}\right)$. For this, we turn to the explicit calculations in the proof of Lemma 11 in [7] and study the two integrals

$$
\begin{aligned}
& A_{0}=s^{-1+i \eta^{2} / 2} \mathrm{e}^{-i s^{2} / 2} \int_{\mathbb{R}} \tilde{\chi}\left(\sqrt{2}-\sqrt{2-\frac{2 z}{s^{2}}}\right)\left|\sqrt{2}-\sqrt{2-\frac{2 z}{s^{2}}}\right|^{i \eta^{2} / 2} \frac{\mathrm{e}^{i z}}{\sqrt{2-\frac{2 z}{s^{2}}}} \mathrm{~d} z \\
& B_{0}=s^{1+i \eta^{2} / 2} \int_{\mathbb{R}}(1-\tilde{\chi}(y)) \mathrm{e}^{-\frac{i}{2} s^{2}\left(1+y^{2}-2 \sqrt{2} y\right)}|y|^{i \eta^{2} / 2} \mathrm{~d} y
\end{aligned}
$$

where $\tilde{\chi} \in \mathcal{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$ is a function with $0 \leq \tilde{\chi} \leq 1, \tilde{\chi}(y)=0$ for $|y| \geq \sqrt{2} / 2$, and $\tilde{\chi}(y)=1$ for $|y| \leq \sqrt{2} / 4$. The phase function $y \mapsto-\frac{1}{2}\left(1+y^{2}-2 \sqrt{2} y\right)$ of $B_{0}$ has the stationary point $y=\sqrt{2}$, and Taylor expansion of $y \mapsto \ln |y|$ around $y=\sqrt{2}$ yields

$$
B_{0}=\sqrt{2 \pi} \mathrm{e}^{-i \pi / 4} 2^{i \eta^{2} / 4} s^{i \eta^{2} / 2} \mathrm{e}^{i s^{2} / 2}+O\left(\eta^{2} s^{-2}\right)
$$

while integration by parts gives

$$
A_{0}=O\left(\eta^{2} s^{-1}\right)
$$

as $\eta, s \rightarrow \infty$. Since the asymptotics of the other relevant integrals can be obtained analogously, the claimed error estimates follow by setting $s=O\left(\varepsilon^{-1 / 2}\right)$ and $\eta=O(R)$.

For implementing these Landau-Zener asymptotics, we need the following additional relations, which are literally contained in the proofs of Lemmas 8 and 9 in [8].

Lemma 5.6. For any $\chi \in \mathcal{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$ and $b \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d+N(\ell)-1}, \mathbb{C}\right)$, we have

$$
\begin{gathered}
\chi\left(\frac{|\tilde{z}|^{2}}{\varepsilon}\right)=\chi\left(G G^{*}\right)+O(\sqrt{\varepsilon})=\chi\left(G^{*} G\right)+O(\sqrt{\varepsilon}), \\
\left|\frac{s}{\sqrt{\varepsilon}}\right|^{ \pm i \frac{G^{*} G}{2}} \mathrm{op}_{\varepsilon}\left(b\left(z, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right)\left|\frac{s}{\sqrt{\varepsilon}}\right|^{\mp i \frac{G^{*} G}{2}}=\mathrm{op}_{\varepsilon}\left(b\left(z, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|) .
\end{gathered}
$$

Now, we are ready to conclude the proof of Theorem 2.2. We discuss only the first pair of terms in Proposition 5.4, since the other pair can be dealt with analogously. We set

$$
\begin{aligned}
& I_{\varepsilon, R}^{1}=\left(\mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) u_{2}^{\varepsilon}(z, s), u_{2}^{\varepsilon}(z, s)\right)_{L^{2}} \\
& I_{\varepsilon, R}^{2}=\left(\mathrm{op}_{\varepsilon}\left(\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) u_{1}^{\varepsilon}(z, s), u_{1}^{\varepsilon}(z, s)\right)_{L^{2}}
\end{aligned}
$$

By Lemma 5.6 and Proposition 5.5, we have

$$
\begin{aligned}
& I_{\varepsilon, R}^{1}=\left(\operatorname{op}_{\varepsilon}\left(b^{+}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \chi\left(G^{*} G\right) u_{2}^{\varepsilon}(z, s), \chi\left(G^{*} G\right) u_{2}^{\varepsilon}(z, s)\right)_{L^{2}}+O(\sqrt{\varepsilon}) \\
&=\left(\operatorname{op}_{\varepsilon}\left(b^{+}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \mathrm{e}^{-i \frac{s^{2}}{2 \varepsilon}}\left|\frac{s}{\sqrt{\varepsilon}}\right|^{-i \frac{G^{*} G}{2}} \omega_{2}^{\varepsilon}(z), \mathrm{e}^{-i \frac{s^{2}}{2 \varepsilon}}\left|\frac{s}{\sqrt{\varepsilon}}\right|^{-i \frac{G^{*} G}{2}} \omega_{2}^{\varepsilon}(z)\right)_{L^{2}} \\
&=\left(\operatorname{op}_{\varepsilon}\left(b^{+}\left(z, s, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \omega_{2}^{\varepsilon}(z), \omega_{2}^{\varepsilon}(z)\right)_{L^{2}}+O\left(R^{2} \sqrt{\varepsilon}\right) \\
&=\left(\operatorname{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \omega_{2}^{\varepsilon}(z), \omega_{2}^{\varepsilon}(z)\right)_{L^{2}}+O\left(R^{2} \sqrt{\varepsilon}|\ln \varepsilon|\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)
\end{aligned}
$$

because $s_{1}^{ \pm}=O(R \sqrt{\varepsilon})$ and analogously

$$
\begin{aligned}
I_{\varepsilon, R}^{2}=\left(\mathrm{op}_{\varepsilon}\left(\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \alpha_{1}^{\varepsilon}(z),\right. & \left.\alpha_{1}^{\varepsilon}(z)\right)_{L^{2}} \\
& +O\left(R^{2} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)
\end{aligned}
$$

By the scattering identity (5.15), we have $\omega_{2}^{\varepsilon}=b\left(G^{*} G\right) G^{*} \alpha_{1}^{\varepsilon}+a\left(G^{*} G\right) \alpha_{2}^{\varepsilon}$ and

$$
\begin{aligned}
& I_{\varepsilon, R}^{1}=\left(\mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right)\left(b\left(G^{*} G\right) G^{*} \alpha_{1}^{\varepsilon}(z)+a\left(G^{*} G\right) \alpha_{2}^{\varepsilon}(z)\right)\right. \\
&\left.b\left(G^{*} G\right) G^{*} \alpha_{1}^{\varepsilon}(z)+a\left(G^{*} G\right) \alpha_{2}^{\varepsilon}(z)\right)_{L^{2}}+O\left(R^{2} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)
\end{aligned}
$$

Since the wave function $\psi^{\varepsilon}(q, t)$ is of order $O\left(1 / R^{2}\right)+O(\sqrt{\varepsilon})+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)$ near the set $J^{-, \text {in }}=\{\sigma+s=0, \tilde{z}=0, s<0\}$, we have

$$
\begin{aligned}
\binom{0}{v_{2}^{\varepsilon}(z, s)} & =\mathrm{op}_{\varepsilon}\left(\widetilde{\Pi}^{-}(z, s, \zeta)\right) v^{\varepsilon}(z, s)+O(R \sqrt{\varepsilon}) \\
& =O\left(1 / R^{2}\right)+O(R \sqrt{\varepsilon})+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)
\end{aligned}
$$

as functions in $L_{l o c}^{2}\left(\mathbb{R}^{d+1}\right)$ localized near $J^{-, \text {in }}$. The preceding arguments expressing $I_{\varepsilon, R}^{1}$ and $I_{\varepsilon, R}^{2}$ in terms of $\alpha^{\varepsilon}$ and $\omega^{\varepsilon}$ then yield

$$
a\left(G^{*} G\right) \alpha_{2}^{\varepsilon}(z)=O\left(1 / R^{2}\right)+O\left(R^{2} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right)
$$

near $J^{-, \text {in }}$, and hence

$$
\begin{aligned}
I_{\varepsilon, R}^{1}=\left(\mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right)\right. & \left.b\left(G^{*} G\right) G^{*} \alpha_{1}^{\varepsilon}(z), b\left(G^{*} G\right) G^{*} \alpha_{1}^{\varepsilon}(z)\right)_{L^{2}} \\
& +O\left(\frac{1}{R^{2}}\right)+O\left(R^{2} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(\frac{1}{R^{5} \sqrt{\varepsilon}}\right)
\end{aligned}
$$

Lemma 5.6 together with the relations $G^{*} b\left(G G^{*}\right)=b\left(G^{*} G\right) G^{*}$ and

$$
\lambda|b(\lambda)|^{2}=1-\mathrm{e}^{-\pi \lambda}
$$

implies

$$
\begin{align*}
& G \bar{b}\left(G^{*} G\right) \mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) b\left(G^{*} G\right) G^{*} \alpha_{1}^{\varepsilon}(z) \\
& =G \bar{b}\left(G^{*} G\right) b\left(G^{*} G\right) G^{*} \operatorname{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \alpha_{1}^{\varepsilon}(z)+O(\sqrt{\varepsilon}) \\
& =G G^{*} \bar{b}\left(G G^{*}\right) b\left(G G^{*}\right) \mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \alpha_{1}^{\varepsilon}(z)+O(\sqrt{\varepsilon}) \\
& =\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) \mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \alpha_{1}^{\varepsilon}(z)+O(\sqrt{\varepsilon}) \tag{5.16}
\end{align*}
$$

and finally

$$
I_{\varepsilon, R}^{1}=I_{\varepsilon, R}^{2}+O\left(1 / R^{2}\right)+O\left(R^{2} \sqrt{\varepsilon}\right)+O(\sqrt{\varepsilon}|\ln \varepsilon|)+O\left(1 /\left(R^{5} \sqrt{\varepsilon}\right)\right) .
$$

6. Eigenvalues of multiplicity two. We have assumed that the matrix-valued observable $a$ is $V$-diagonal in the sense that $a=a^{+} \Pi^{+}+a^{-} \Pi^{-}$with scalar-valued functions $a^{ \pm}$. The more natural assumption, that $a$ commutes with $V$,

$$
a=\Pi^{+} a \Pi^{+}+\Pi^{-} a \Pi^{-},
$$

does not change the situation in the case $\ell=2,3$ but enlarges the class of observables for $\ell=3^{\prime}, 5$. For observables of this form, one has to modify the Markov process to account for a polarization effect. The state space requires an additional component $w \in \mathbb{C}^{4}$, and when the deterministic flow $\Phi_{j}^{t}(q, p)$ hits the jump manifold $S_{\varepsilon, R}$ in a point $\left(q^{*}, p^{*}\right)$ a more general branching occurs. The state $\left(q^{*}, p^{*}, j, w\right)$ changes with probability $T^{\varepsilon}\left(q^{*}, p^{*}\right)$ to ( $\left.q^{*}, p^{*},-j, w\right)$ and with probability $1-T^{\varepsilon}\left(q^{*}, p^{*}\right)$ to $\left(q^{*}, p^{*}, j, \mathcal{R}\left(q^{*}, p^{*}\right) w\right)$, where

$$
\mathcal{R}(q, p)=V_{\ell}\left(\frac{\pi_{\ell}(q, p) \phi(q)}{\left|\pi_{\ell}(q, p) \phi(q)\right|}\right) .
$$

This phenomenon is also described in Theorem 1 of [5] for two-scale Wigner measures. Our main result, Theorem 2.2, for the propagation of Wigner functions still applies for the semigroup, which incorporates polarization.

Proof of Theorem 2.2 for $a=\Pi^{+} a \Pi^{+}+\Pi^{-} a \Pi^{-}$if $\ell=3^{\prime}, 5$. Let us first prove classical transport. We set $A^{+}=\Pi^{+} a \Pi^{+}$and focus on the + mode. We extensively use $\Pi^{+} A^{+}=A^{+} \Pi^{+}=A^{+}$. The strategy is similar to the one of section 4 , and we have to focus on the Poisson brackets

$$
\frac{1}{2}\left\{A^{+}(q, p), \tau+\frac{1}{2}|p|^{2}+v(q)+V_{\ell}(\phi(q))\right\}-\frac{1}{2}\left\{\tau+\frac{1}{2}|p|^{2}+v(q)+V_{\ell}(\phi(q)), A^{+}(q, p)\right\}
$$

We set $\mu(q, p, \tau)=\tau+\frac{1}{2}|p|^{2}+v(q)$ and write

$$
\left\{A^{+}, \mu\right\}=\Pi^{+}\left\{A^{+}, \mu\right\} \Pi^{+}+A^{+}\left\{\Pi^{+}, \mu\right\}+\left\{\Pi^{+}, \mu\right\} A^{+}
$$

We observe that

$$
r_{0}=A^{+}\left\{\Pi^{+}, \mu\right\}+\left\{\Pi^{+}, \mu\right\} A^{+}=-A^{+}\left(\nabla_{q} \Pi^{+} \cdot p\right)-\left(\nabla_{q} \Pi^{+} \cdot p\right) A^{+}
$$

can be treated as in section 4. Indeed, since $A^{+}$commutes with $V_{\ell}(\phi)$, one has for any matrix $G$ that $A^{+}\left[V_{\ell}(\phi), G\right]=\left[V_{\ell}(\phi), A^{+} G\right],\left[V_{\ell}(\phi), G\right] A^{+}=\left[V_{\ell}(\phi), G A^{+}\right]$, and consequently

$$
\begin{aligned}
r_{0} & =-\frac{1}{4|\phi|^{3}}\left[V_{\ell}(\phi),\left[V_{\ell}(\phi), A^{+} V_{\ell}(\mathrm{d} \phi p)\right]\right]-\frac{1}{4|\phi|^{3}}\left[V_{\ell}(\phi),\left[V_{\ell}(\phi), V_{\ell}(\mathrm{d} \phi p) A^{+}\right]\right] \\
& =-\left[\mu+V_{\ell}(\phi), \frac{1}{4|\phi|^{3}}\left[V_{\ell}(\phi), A^{+} V_{\ell}(\mathrm{d} \phi p)\right]\right]-\left[\mu+V_{\ell}(\phi), \frac{1}{4|\phi|^{3}}\left[V_{\ell}(\phi), V_{\ell}(\mathrm{d} \phi p) A^{+}\right]\right] .
\end{aligned}
$$

The most harmful of the arising terms contains the brackets with $\frac{1}{2}|p|^{2}$, that is,

$$
\tilde{r}_{0}=-\left\{\frac{1}{2}|p|^{2}, \frac{1}{4|\phi|^{3}}\left[V_{\ell}(\phi), A^{+} V_{\ell}(\mathrm{d} \phi p)\right]\right\}-\left\{\frac{1}{2}|p|^{2}, \frac{1}{4|\phi|^{3}}\left[V_{\ell}(\phi), V_{\ell}(\mathrm{d} \phi p) A^{+}\right]\right\} .
$$

Since the term containing the derivatives of $V_{\ell}(\phi)$ vanishes,

$$
-\frac{1}{4|\phi|^{3}}\left[V_{\ell}(\mathrm{d} \phi p), A^{+} V_{\ell}(\mathrm{d} \phi p)\right]-\frac{1}{4|\phi|^{3}}\left[V_{\ell}(\mathrm{d} \phi p), V_{\ell}(\mathrm{d} \phi p) A^{+}\right]=0,
$$

there is a matrix-valued function $G_{\varepsilon}$ with suitable bounds on its derivatives, such that $\tilde{r}_{0}=|\phi|^{-4}\left[V_{\ell}(\phi), G_{\varepsilon}\right]$, and hence the other arguments of Lemma 4.1 apply for the analysis of $r_{0}$.

For the brackets with the matrix part, we write

$$
\frac{1}{2}\left\{A^{+}, V_{\ell}(\phi)\right\}-\frac{1}{2}\left\{V_{\ell}(\phi), A^{+}\right\}=\Pi^{+}\left\{A^{+},|\phi|\right\} \Pi^{+}+|\phi|\left(\left\{A^{+}, \Pi^{+}\right\}-\left\{\Pi^{+}, A^{+}\right\}\right) .
$$

The second part,

$$
r_{1}=|\phi|\left(\left\{A^{+}, \Pi^{+}\right\}-\left\{\Pi^{+}, A^{+}\right\}\right)=|\phi|\left(\nabla_{p} A^{+} \cdot \nabla_{q} \Pi^{+}+\nabla_{q} \Pi^{+} \nabla_{p} A^{+}\right)
$$

is off-diagonal with respect to $V$, since $\nabla_{p} A^{+}=\Pi^{+} \nabla_{p} A^{+}=\nabla_{p} A^{+} \Pi^{+}, \Pi^{ \pm} \Pi^{\mp}=0$, and $\Pi^{ \pm} \nabla_{q} \Pi^{+} \Pi^{ \pm}=0$ imply

$$
\Pi^{ \pm}\left(\nabla_{p} A^{+} \cdot \nabla_{q} \Pi^{+}+\nabla_{q} \Pi^{+} \nabla_{p} A^{+}\right) \Pi^{ \pm}=0
$$

Hence, Lemma 4.1 applies.

The importance of $\mathcal{R}(q, p)$ for the nonadiabatic transitions becomes clear, when recasting (5.16) in the previous section as

$$
\begin{aligned}
& \left(\begin{array}{cc}
0 & G^{*} \\
G & 0
\end{array}\right) \bar{b}\left(G^{*} G\right) \mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) b\left(G^{*} G\right)\left(\begin{array}{cc}
0 & G \\
G^{*} & 0
\end{array}\right)\binom{\alpha_{1}^{\varepsilon}(z)}{0} \\
& =V_{\ell}^{*}\left(0, \frac{\tilde{z}}{|\bar{z}|}\right)\left(G^{*} G\right)^{\frac{1}{2}} \bar{b}\left(G^{*} G\right) \mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) \\
& \quad \times b\left(G^{*} G\right)\left(G^{*} G\right)^{\frac{1}{2}} V_{\ell}^{*}\left(0, \frac{\tilde{z}}{|z|}\right)\binom{\alpha_{1}^{\varepsilon}(z)}{0}+O(\sqrt{\varepsilon}) \\
& =\left(1-\widetilde{T}^{\varepsilon}(\tilde{z})\right) V_{\ell}^{*}\left(0, \frac{\tilde{z}}{|\bar{z}|}\right) \mathrm{op}_{\varepsilon}\left(b^{+}\left(z, s+s_{1}^{+}, \zeta, \frac{\tilde{z}}{R \sqrt{\varepsilon}}\right)\right) V_{\ell}\left(0, \frac{\tilde{z}}{|\bar{z}|}\right)\binom{\alpha_{1}^{\varepsilon}(z)}{0}+O(\sqrt{\varepsilon})
\end{aligned}
$$

and observing that the normal form transformation relates $V_{\ell}(0, \tilde{z} /|\tilde{z}|)$ and $\mathcal{R}(q, p)$ by identity (5.9) of Theorem 5.2.

Appendix A. Weyl calculus. For the convenience of the reader, we formulate the key technical lemma of the calculus of Weyl quantized pseudodifferential operators.

Definition A.1. A smooth matrix-valued function $a \in \mathcal{C}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N \times N}\right)$ is of subquadratic growth if for all $|\alpha|+|\beta| \geq 2$ there exists $C_{\alpha, \beta}>0$ such that

$$
\left\|\partial_{q}^{\alpha} \partial_{p}^{\beta} a\right\|_{\infty} \leq C_{\alpha} .
$$

Lemma A.2. Let $a \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N \times N}\right)$, and let $b \in \mathcal{C}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N \times N}\right)$ be of subquadratic growth. Then, for all $\psi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{C}^{N}\right)$

$$
\mathrm{op}_{1}(a) \mathrm{op}_{1}(b) \psi=\left(\mathrm{op}_{1}(a b)+\frac{1}{2 i} \mathrm{op}_{1}(\{a, b\})+\mathrm{op}_{1}(c)+\mathrm{op}_{1}(r)\right) \psi,
$$

with $\{a, b\}=\partial_{p} a \partial_{q} b-\partial_{q} a \partial_{p} b$ the Poisson bracket, $c$ a linear combination of

$$
\partial_{q_{j}, p_{j}} a \partial_{q_{j}, p_{j}} b, \partial_{q_{j}}^{2} a \partial_{p_{j}}^{2} b, \partial_{p_{j}}^{2} a \partial_{q_{j}}^{2} b,
$$

and $r \in \mathcal{C}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{C}^{N \times N}\right)$ such that

$$
N_{k}(r):=\operatorname{Sup}_{|\alpha|+|\beta| \leq k}\left\|\partial_{q}^{\alpha} \partial_{p}^{\beta} r\right\|_{\infty} \leq C_{k} \underset{m+m^{\prime}=k}{\Sigma}\left(N_{m}\left(D^{3} a\right) N_{m^{\prime}}\left(D^{3} b\right)\right)
$$

for all $k \in \mathbb{N}$.
For a proof of this classical lemma, the reader can refer to [15] or to [3]. The theorem of Calderon and Vaillancourt implies that $\mathrm{op}_{1}(r)$ is a bounded operator on $L^{2}\left(\mathbb{R}^{d}, \mathbb{C}^{N}\right)$.
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#### Abstract

We consider a hyperbolic system of three conservation laws in one space variable. The system is a model for fluid flow allowing phase transitions; in this case the state variables are the specific volume, the velocity, and the mass density fraction of the vapor in the fluid. For a class of initial data having large total variation we prove the global existence of solutions to the Cauchy problem.
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1. Introduction. We consider a model for the one-dimensional flow of an inviscid fluid capable of undergoing phase transitions. Both liquid and vapor phases are possible, as well as mixtures of them. In Lagrangian coordinates the model is

$$
\begin{cases}v_{t}-u_{x} & =0  \tag{1.1}\\ u_{t}+p(v, \lambda)_{x} & =0 \\ \lambda_{t} & =0\end{cases}
$$

Here $t>0$ and $x \in \mathbb{R}$; moreover, $v>0$ is the specific volume, $u$ the velocity, and $\lambda$ the mass density fraction of vapor in the fluid. Then $\lambda \in[0,1]$, with $\lambda=0$ characterizing the liquid and $\lambda=1$ the vapor phase; the intermediate values of $\lambda$ model the mixtures of the two pure phases. The pressure is denoted by $p=p(v, \lambda)$; under natural assumptions the system is strictly hyperbolic.

This model is a simplified version of a model proposed by Fan [13], where also viscous and relaxation terms were taken into account. The model is isothermal (see (2.1) below); in the presence of phase transitions this physical assumption is meaningful for retrograde fluids. A study of the Riemann problem for a $2 \times 2$ relaxation approximation of (1.1) has been done in [10]. We focus here on the global existence of solutions to the Cauchy problem for (1.1), namely, for initial data

$$
(v, u, \lambda)(0, x)=\left(v_{o}(x), u_{o}(x), \lambda_{o}(x)\right)
$$

having finite total variation. This problem is motivated by the study of more complete models, where (1.1) is supplemented by source terms.

The problem of the global existence of solutions to strictly hyperbolic system of conservation laws has been studied for a long time; see $[9,11,24,25,26]$ for general information. If the initial data have small total variation, then the Glimm theorem [14] applies; we refer the reader again to [9] for the analogous results obtained by a

[^8]wave-front tracking algorithm as well as for uniqueness and continuous dependence of the solutions on the initial data.

Some special systems allow, however, initial data with large total variation. For the system of isothermal gasdynamics Nishida [19] proved that it is sufficient that the variation $\mathrm{TV}\left(v_{o}, u_{o}\right)$ of the initial data is finite in order to have globally defined solutions. This result was extended by Nishida and Smoller [20] to any pressure law $p=k / v^{\gamma}, \gamma>1$, provided that $(\gamma-1) \mathrm{TV}\left(v_{o}, u_{o}\right)$ is small; related results are in [12]. For the full nonisentropic system of $3 \times 3$ gasdynamics, where $p=k \exp \left(\frac{\gamma-1}{R} s\right) / v^{\gamma}$ and $s$ denotes the entropy, Liu $[17,16]$ proved the global existence of solutions if $(\gamma-1) \mathrm{TV}\left(v_{o}, p_{o}\right)$ is small and TV $\left(s_{o}\right)$ bounded. Temple [27] and Peng [21] obtained similar results. All these papers use the Glimm scheme. Analogous results making use of a wave-front tracking scheme have been given recently by Asakura [4, 5]; we point out that the use of wave-front tracking schemes in case of data with large variation is far from being trivial, and a deep analysis of the wave interactions is required. Very general results can be proved for systems with coinciding shock and rarefaction curves [8]; however, system (1.1) is not of this type.

In comparison with the above systems of gasdynamics, in (1.1) we keep a $\gamma$-law for the pressure with $\gamma=1$ but add a dependence of $p$ on $\lambda$ : we then take $p=a(\lambda) / v$ for a suitable function $a$. System (1.1) has close connections to a system introduced by Benzoni-Gavage [6] and studied by Peng [22]; it seems, however, that the proof in [22] is not complete. A comparison of these models is done in subsection 3.1. We mention that the method of compensated compactness has also been applied to (1.1) (see $[15,7]$ and $[18$, sections 12.3 and 16]) but for different pressure laws.

In this paper we prove by a wave-front tracking scheme the global existence of solutions to (1.1) for a wide class of initial data with large total variation. We first introduce a weighted total variation (WTV) of $a\left(\lambda_{o}\right)$; this quantity arises in a natural way in the problem and also has an analytical meaning, being the logarithmic variation in the case of continuous functions. We prescribe a bound, on WTV $\left(a\left(\lambda_{o}\right)\right)$; for the variation $\mathrm{TV}\left(v_{o}, u_{o}\right)$ there is not such a bound, but, roughly speaking, the larger $\operatorname{TV}\left(v_{o}, u_{o}\right)$ is, the smaller WTV $\left(a\left(\lambda_{o}\right)\right)$ must be. An important point is that we give explicit expressions for these bounds; then our results are qualitatively different from some of those quoted above, where a generic smallness is required.

The plan of the paper is the following. The main result is stated in section 2 , Theorem 2.2. The Riemann problem is reviewed in section 3 together with related results; proofs have been given in [2]. The definition of the algorithm is in section 4. The core of the proof is section 5-where interactions are studied in detail-and section 6-where we prove the convergence and consistence of the scheme. A careful analysis is needed due to the presence of large waves.

The paper is completed by two appendices. In the first one we prove the main result on the WTV. In the second we study the interaction of two shock waves to the light of section 5; namely, we look for precise bounds of the damping coefficient that controls the reflected wave produced in the interaction; we think that this analysis is interesting on its own. Good reading!
2. Main results. We consider the system of conservation laws (1.1). The pressure is given by

$$
\begin{equation*}
p(v, \lambda)=\frac{a^{2}(\lambda)}{v} \tag{2.1}
\end{equation*}
$$

where $a$ is a smooth $\left(\mathbf{C}^{\mathbf{1}}\right)$ function defined on $[0,1]$ satisfying for every $\lambda \in[0,1]$

$$
\begin{equation*}
a(\lambda)>0, \quad a^{\prime}(\lambda)>0 \tag{2.2}
\end{equation*}
$$

see Figure 2.1. For instance $a^{2}(\lambda)=k_{0}+\lambda\left(k_{1}-k_{0}\right)$ for $0<k_{0}<k_{1}$. As a consequence of (2.1) and (2.2) we have, for every $(v, \lambda) \in(0,+\infty) \times[0,1]$,

$$
\begin{array}{lll}
p>0, & p_{v}<0, & p_{v v}>0 \\
& p_{\lambda}>0, & p_{v \lambda}<0 \tag{2.4}
\end{array}
$$

Remark that assumptions (2.3) and (2.4) are analogous to those usually made on the pressure in the full nonisentropic case [17], the entropy replacing $\lambda$.


Fig. 2.1. Pressure curves as functions of $v$.
We denote $U=(v, u, \lambda) \in \Omega=(0,+\infty) \times \mathbb{R} \times[0,1]$. Under assumptions (2.1) and (2.2) the system (1.1) is strictly hyperbolic in the whole $\Omega$ with eigenvalues $e_{1}=-\sqrt{-p_{v}(v, \lambda)}, e_{2}=0, e_{3}=\sqrt{-p_{v}(v, \lambda)}$. We write $c=\sqrt{-p_{v}}=a(\lambda) / v$. The eigenvectors associated with the eigenvalues $e_{i}, i=1,2,3$, are $r_{1}=(1, c, 0), r_{2}=$ $\left(-p_{\lambda}, 0, p_{v}\right), r_{3}=(-1, c, 0)$. Because of the third inequality in (2.3) the eigenvalues $e_{1}, e_{3}$ are genuinely nonlinear with $\nabla e_{i} \cdot r_{i}=p_{v v} /(2 c)>0, i=1,3$, while $e_{2}$ is linearly degenerate. Pairs of Riemann invariants are $R_{1}=\{u-a(\lambda) \log v, \lambda\}, R_{2}=\{u, p\}$, $R_{3}=\{u+a(\lambda) \log v, \lambda\}$.

We denote by $\operatorname{TV}(f)$ the total variation of a function $f$. In the case $f: \mathbb{R} \rightarrow$ $(0,+\infty)$ we define the weighted total variation of $f$ by

$$
\mathrm{WTV}(f)=2 \sup \sum_{j=1}^{n} \frac{\left|f\left(x_{j}\right)-f\left(x_{j-1}\right)\right|}{f\left(x_{j}\right)+f\left(x_{j-1}\right)}
$$

where the supremum is taken over all $n \geq 1$ and $(n+1)$-tuples of points $x_{j}$ with $x_{o}<x_{1}<\cdots<x_{n}$. This variation is motivated by the definition (3.6) of strength for the waves of the second family. If $f$ is bounded and bounded away from zero, then

$$
\frac{1}{\sup f} \mathrm{TV}(f) \leq \mathrm{WTV}(f) \leq \frac{1}{\inf f} \mathrm{TV}(f)
$$

Proposition 2.1. Consider $f: \mathbb{R} \rightarrow(0,+\infty)$; then

$$
\begin{equation*}
\frac{\inf f}{\sup f} \mathrm{TV}(\log (f)) \leq \mathrm{WTV}(f) \leq \operatorname{TV}(\log (f)) \tag{2.5}
\end{equation*}
$$

Moreover, if $f \in C(\mathbb{R})$, then $\operatorname{WTV}(f)=\mathrm{TV}(\log (f))$.

The proof is deferred to Appendix A. In (2.5), in the inequality on the right, the strict sign may occur if $f$ is discontinuous; see Remark A.1.

We provide system (1.1) with initial data

$$
\begin{equation*}
U(x, 0)=U_{o}(x)=\left(v_{o}(x), u_{o}(x), \lambda_{o}(x)\right) \tag{2.6}
\end{equation*}
$$

for $x \in \mathbb{R}$. Denote $a_{o}(x) \doteq a\left(\lambda_{o}(x)\right), p_{o}(x) \doteq p\left(v_{o}(x), \lambda_{o}(x)\right)$; remark that inf $a_{o}(x) \geq$ $a(0)>0$. The main result of this paper now follows.

Theorem 2.2. Assume (2.1), (2.2). Consider initial data (2.6) with $v_{o}(x) \geq \underline{v}>0$ for some constant $\underline{v}$ and $0 \leq \lambda_{o}(x) \leq 1$. For every $m>0$ and a suitable function $k(m) \in(0,1 / 2)$ the following holds. If

$$
\begin{align*}
\mathrm{TV}\left(\log \left(p_{o}\right)\right)+\frac{1}{\inf a_{o}} \mathrm{TV}\left(u_{o}\right) & <2\left(1-2 \mathrm{WTV}\left(a_{o}\right)\right) m  \tag{2.7}\\
\mathrm{WTV}\left(a_{o}\right) & <k(m) \tag{2.8}
\end{align*}
$$

then the Cauchy problem $(1.1),(2.6)$ has a weak entropic solution $(v, u, \lambda)$ defined for $t \in[0,+\infty)$. Moreover, the solution is valued in a compact set of $\Omega$, and there is a constant $C(m)$ such that for every $t \in[0,+\infty)$

$$
\begin{equation*}
\operatorname{TV}(v(t, \cdot), u(t, \cdot)) \leq C(m) \tag{2.9}
\end{equation*}
$$

The function $k(m)$, whose expression is given in (6.22), deserves some comments. The interaction of two waves $\alpha, \alpha^{\prime}$ of the same family $i=1,3$ produces a wave $\beta$ of the same family $i$ and a "reflected" wave $\delta$ of the other family $j(j=1,3, j \neq i)$. For a suitable definition of the strengths of the waves we prove that $|\delta| \leq d \cdot \min \left\{|\alpha|,\left|\alpha^{\prime}\right|\right\}$ for a damping coefficient $d<1$ depending on $\alpha$ and $\alpha^{\prime}$; see Lemma 5.6. The function $k$ above depends essentially on the supremum of such coefficients $d$; we prove that $k(0)=1 / 2$ and that $k(m)$ decreases to 0 as $m \rightarrow+\infty$. In particular then WTV $\left(a_{o}\right)<$ $1 / 2$. The assumptions (2.7), (2.8) read as analogous to those in [20]: the larger $m$ is, the smaller $k(m)$ is, and vice versa. The occurrence of a possible blow-up when the bound on WTV $\left(a_{o}\right)$ does not hold is an interesting open problem.

The variation of $\lambda_{o}$ appears both in condition (2.7), because of $p_{o}$, and in (2.8). Using the definition of the pressure, we can replace (2.7) by the slightly stronger condition TV $\log \left(v_{o}\right)+2 \mathrm{TV} \log \left(a_{o}\right)+\frac{1}{\inf a_{o}} \mathrm{TV}\left(u_{o}\right) \leq 2\left(1-2 \mathrm{WTV}\left(a_{o}\right)\right) m$ or even

$$
\mathrm{TV} \log \left(v_{o}\right)+\frac{1}{a(0)} \mathrm{TV}\left(u_{o}\right) \leq 2 m\left(1-\frac{2 m+1}{m} \mathrm{TV}\left(\log \left(a_{o}\right)\right)\right)
$$

by making use of (2.5). In particular if $\lambda_{o}$ is constant, we recover the famous result by Nishida [19].

Clearly $\lambda(t, x)=\lambda_{o}(x)$ for any $t$ because of the third equation in (1.1); this is why only $v$ and $u$ appear in the estimate (2.9). In other words system (1.1) can be rewritten as a $p$-system of two conservation laws with flux depending on $x$, namely, for the pressure law $p=p\left(v, \lambda_{o}(x)\right)=a^{2}\left(\lambda_{o}(x)\right) / v$.

The proof of Theorem 2.2 makes use of a wave-front tracking scheme where we exploit the special structure of system (1.1) by differentiating the treatment of 1- and 3 -waves from that of 2 -waves. Our algorithm is a natural extension of that in [3], where the system for $\lambda_{o}$ constant is studied, in the presence of a relaxation term.

Here we consider a linear functional as in [3] that accounts for the strengths of all 1 - and 3 -waves, with a weight $\xi>1$ assigned to shock waves; a crucial point in
the proof is the choice of $\xi$ as a function of $m$. This functional differs from that in [19, 4], where $\xi$ is missing and only the variation of shocks is taken into account. Moreover, motivated again by [3], we do not introduce a simplified Riemann solver for interactions between 1 - and 3 -waves but only for interactions involving the 2 contact discontinuities. The interaction potential then uniquely considers interactions of 2 -waves with 1 - or 3 -waves approaching it.

System (1.1) can be written in Eulerian coordinates. Denoting $\rho=1 / v$ the density, the pressure law becomes $p=a^{2}(\lambda) \rho$, and (1.1) turns into

$$
\begin{cases}\rho_{t}+(\rho u)_{x} & =0  \tag{2.10}\\ (\rho u)_{t}+\left(\rho u^{2}+p(\rho, \lambda)\right)_{x} & =0 \\ (\rho \lambda)_{t}+(\rho \lambda u)_{x} & =0\end{cases}
$$

A global existence result of weak solutions for (2.10) holds by Theorem 2.2 because of [28].

## 3. Preliminaries.

3.1. Comparison with other models. In [6] many models for diphasic flows are proposed and studied. In a simple case (no source terms, the fluid in either a dispersed or separated configuration) and keeping notation as in [6, page 35], they can be written as

$$
\begin{cases}\left(\rho_{l} R_{l}\right)_{t}+\left(\rho_{l} R_{l} u_{l}\right)_{x} & =0  \tag{3.1}\\ \left(\rho_{g} R_{g}\right)_{t}+\left(\rho_{g} R_{g} u_{g}\right)_{x} & =0 \\ \left(\rho_{l} R_{l} u_{l}+\rho_{g} R_{g} u_{g}\right)_{t}+\left(\rho_{l} R_{l} u_{l}^{2}+\rho_{g} R_{g} u_{g}^{2}+p\right)_{x} & =0\end{cases}
$$

Here the indexes $l$ and $g$ stand for liquid and gas. Therefore $\rho_{l}, R_{l}, u_{l}$ are the liquid density, phase fraction, and velocity, and analogously for the gas; clearly $R_{l}+R_{g}=1$. The pressure law is $p=a^{2} \rho_{g}$ for $a>0$ a constant. Equations (3.1) state the conservation of mass of either phase and the total momentum.

A case studied in [6, page 44] is when $u_{l}=u_{g}$ and $\rho_{l}$ is constant, say, equal to 1 . The unknown variables are then $R_{l}, u, \rho_{g}$, and it is assumed $0<R_{l}<1$ and $\rho_{g}>0$; as a consequence $0<R_{g}<1$. Under these conditions, and still writing $\rho_{l}$ instead of 1 for clarity, we define the concentration $c=\frac{\rho_{g} R_{g}}{\rho_{l} R_{l}}>0$ and deduce the pressure law $p=a^{2} c \frac{R_{l}}{1-R_{l}}$. We obtain exactly the model of [22]:

$$
\begin{cases}\left(R_{l}\right)_{t}+\left(R_{l} u\right)_{x} & =0  \tag{3.2}\\ \left(R_{l} c\right)_{t}+\left(R_{l} c u\right)_{x} & =0 \\ \left(R_{l}(1+c) u\right)_{t}+\left(R_{l}(1+c) u^{2}+p\right)_{x} & =0\end{cases}
$$

This system is strictly hyperbolic for $c>0$. Remark that the three eigenvalues of (3.2) coincide with $u$ at $c=0$, and if $c$ vanishes identically, then (3.2) reduces to the pressureless gasdynamics system. System (3.2) is analogous to (2.10), but the pressure laws are different. In fact the variables $\rho$ and $\lambda$ of (2.10) write $\rho=\rho_{l} R_{l}+\rho_{g} R_{g}$ and $\lambda=\frac{\rho_{g} R_{g}}{\rho_{l} R_{l}+\rho_{g} R_{g}}=\frac{c}{1+c}$, and then $R_{l}=(1-\lambda) \rho, \rho_{g}=\frac{\lambda}{\rho^{-1}-(1-\lambda)}$. If we sum up the first two equations in (3.2), we find the first equation in (2.10); the third (resp., second) equation in (3.2) becomes the second (resp., third) equation in (2.10). The choice $p=a^{2} \rho_{g}$ for the pressure in (3.1) gives $p=a^{2} \frac{\lambda}{\frac{1}{\rho}-(1-\lambda)}$.

Notice that the pressure vanishes in the presence of a pure liquid phase, and this is the main difference with (2.1), (2.2).

We now compare (2.10) and (3.2) in Lagrangian coordinates. Consider for (3.2) the change of coordinates $y=R_{l} d x-R_{l} u d t$ based on the streamlines of the liquid particles (because $R_{l}=\rho_{l} R_{l}$ ) [22]. Denote $w=\frac{1}{R_{l}}-1=\frac{R_{g}}{R_{l}}=\frac{c}{\rho_{g}}$. Then for $p=\frac{a^{2} c}{w}$ system (3.2) turns into

$$
\begin{cases}w_{t}-u_{x} & =0  \tag{3.3}\\ ((1+c) u)_{t}+p_{x} & =0 \\ c_{t} & =0\end{cases}
$$

It is more interesting, however, to consider for system (3.2) the change $y=(1+$ c) $R_{l} d x-(1+c) R_{l} u d t=\rho d x-\rho u d t$ into Lagrangian coordinates based on the streamlines of the full density $\rho$. Let $w$ be as above and $v=\frac{w}{1+c}=\frac{R_{g}}{\rho}$. Then system (3.2) becomes system (1.1) with $a^{2}(\lambda)=a^{2} \frac{c}{1+c}=a^{2} \lambda$. As a consequence the pressure law $p(v, \lambda)=a^{2}(\lambda) / v$ does not satisfy (2.2). This difficulty can be overcome as follows. Fix any $0<a_{1}<a_{2}<a$ and consider for $c_{i}=\frac{a_{i}^{2}}{a^{2}-a_{i}^{2}}$ the invariant domain $\left\{\left(R_{l}, u, c\right): 0<c_{1} \leq c \leq c_{2}\right\}$ [22]. In this domain $0<b_{1} \leq \lambda \leq b_{2}<1$ for $b_{i}=a_{i}^{2} / a^{2}$. If we denote $\mu=\frac{\bar{\lambda}-b_{1}}{b_{2}-b_{1}}$, then the function $b(\mu)=a(\lambda)=a\left(b_{1}+\left(b_{2}-b_{1}\right) \mu\right)$ makes the pressure law $p(v, \lambda)=b^{2}(\mu) / v$, with $\mu \in[0,1]$, satisfy both conditions in (2.2).
3.2. Wave curves and the Riemann problem. In this section we recall some results about the wave curves for system (1.1) and the solution to the Riemann problem; see [2] for more details.

The shock-rarefaction curves through the point $U_{o}=\left(v_{o}, u_{o}, \lambda_{o}\right)$ for (1.1) are

$$
\begin{equation*}
\Phi_{i}\left(v, U_{o}\right)=\left(v, \phi_{i}\left(v, U_{o}\right), \lambda_{o}\right), \quad i=1,3 \tag{3.4}
\end{equation*}
$$

$$
\begin{align*}
& \phi_{1}\left(v, U_{o}\right)=\left\{\begin{array}{lll}
u_{o}+a\left(\lambda_{o}\right) \cdot\left(v-v_{o}\right) / \sqrt{v v_{o}}, & v<v_{o}, & \text { shock }, \\
u_{o}+a\left(\lambda_{o}\right) \log \left(v / v_{o}\right), & v>v_{o}, & \text { rarefaction },
\end{array}\right. \\
& \phi_{3}\left(v, U_{o}\right)=\left\{\begin{array}{lll}
u_{o}-a\left(\lambda_{o}\right) \log \left(v / v_{o}\right), & v<v_{o}, & \text { rarefaction }, \\
u_{o}-a\left(\lambda_{o}\right) \cdot\left(v-v_{o}\right) / \sqrt{v v_{o}}, & v>v_{o}, & \text { shock },
\end{array}\right. \\
& \Phi_{2}\left(\lambda, U_{o}\right)=\left(v_{o} \frac{a^{2}(\lambda)}{a^{2}\left(\lambda_{o}\right)}, u_{o}, \lambda\right), \quad \lambda \in[0,1], \quad \text { contact discontinuity. } \tag{3.5}
\end{align*}
$$

The curves $\Phi_{1}, \Phi_{2}$, and $\Phi_{3}$ are plane curves: $\Phi_{1}$ and $\Phi_{3}$ lie on the plane $\lambda=\lambda_{o}$, while $\Phi_{2}$ on $u=u_{o}$.

Definition 3.1 (wave strengths). Under the notation (3.4), (3.5) we define the strength $\varepsilon_{i}$ of an $i$-wave as

$$
\begin{equation*}
\varepsilon_{1}=\frac{1}{2} \log \left(\frac{v}{v_{o}}\right), \quad \varepsilon_{2}=2 \frac{a(\lambda)-a\left(\lambda_{o}\right)}{a(\lambda)+a\left(\lambda_{o}\right)}, \quad \varepsilon_{3}=\frac{1}{2} \log \left(\frac{v_{o}}{v}\right) . \tag{3.6}
\end{equation*}
$$

According to this definition, rarefaction waves have positive strengths and shock waves have negative strengths. Given the initial datum $\lambda_{o}=\lambda_{o}(x)$, denote

$$
\begin{equation*}
a^{*} \doteq \sup _{x \in \mathbb{R}} a\left(\lambda_{o}(x)\right), \quad a_{*} \doteq \inf _{x \in \mathbb{R}} a\left(\lambda_{o}(x)\right), \quad[a]_{*} \doteq \frac{a^{*}-a_{*}}{a^{*}+a_{*}} \tag{3.7}
\end{equation*}
$$

Then $[a]_{*} \leq \frac{a(1)-a(0)}{a(1)+a(0)}<1$ and $\left|\varepsilon_{2}\right| \leq 2[a]_{*}<2$. It is useful to also define the function (see [22])

$$
h(\varepsilon)= \begin{cases}\varepsilon & \text { if } \varepsilon \geq 0  \tag{3.8}\\ \sinh \varepsilon & \text { if } \varepsilon<0\end{cases}
$$

Then we have for $i=1,3$

$$
\begin{equation*}
\phi_{i}\left(v, U_{o}\right)=u_{o}+a\left(\lambda_{o}\right) \cdot 2 h\left(\varepsilon_{i}\right) . \tag{3.9}
\end{equation*}
$$

At last we consider the Riemann problem. This is the initial value problem for (1.1) under the piecewise constant initial condition

$$
(v, u, \lambda)(0, x)= \begin{cases}\left(v_{\ell}, u_{\ell}, \lambda_{\ell}\right)=U_{\ell} & \text { if } x<0  \tag{3.10}\\ \left(v_{r}, u_{r}, \lambda_{r}\right)=U_{r} & \text { if } x>0\end{cases}
$$

for $U_{\ell}$ and $U_{r}$ in $\Omega$. We denote $a_{r}=a\left(\lambda_{r}\right), p_{r}=a_{r}^{2} / v_{r}$, and similarly for $a_{\ell}, p_{\ell}$.
Proposition 3.2. Fix any pair of states $U_{\ell}, U_{r}$ in $\Omega$; then the Riemann problem (1.1), (3.10) has a unique $\Omega$-valued solution in the class of solutions consisting of simple Lax waves. If $\varepsilon_{i}$ is the strength of the $i$-wave, $i=1,2,3$, then

$$
\varepsilon_{3}-\varepsilon_{1}=\frac{1}{2} \log \left(\frac{p_{r}}{p_{\ell}}\right), \quad 2\left(a_{\ell} h\left(\varepsilon_{1}\right)+a_{r} h\left(\varepsilon_{3}\right)\right)=u_{r}-u_{\ell}
$$

Moreover, let $\underline{v}>0$ be a fixed number. There exists a constant $C_{1}>0$ depending on $\underline{v}$ and $a(\lambda)$ such that if $v_{l}, v_{r} \geq \underline{v}$, then

$$
\begin{equation*}
\left|\varepsilon_{1}\right|+\left|\varepsilon_{2}\right|+\left|\varepsilon_{3}\right| \leq C_{1}\left|U_{\ell}-U_{r}\right| . \tag{3.11}
\end{equation*}
$$

For the proof, see [2]. One can easily find that

$$
\begin{align*}
\left|\varepsilon_{1}\right| & +\left|\varepsilon_{3}\right| \leq \frac{1}{2}\left|\log \left(p_{r}\right)-\log \left(p_{\ell}\right)\right|+\frac{1}{2 \min \left\{a_{\ell}, a_{r}\right\}}\left|u_{r}-u_{\ell}\right|  \tag{3.12}\\
& \leq \frac{1}{2}\left|\log \left(v_{r}\right)-\log \left(v_{\ell}\right)\right|+\left|\log \left(a_{r}\right)-\log \left(a_{\ell}\right)\right|+\frac{1}{2 \min \left\{a_{\ell}, a_{r}\right\}}\left|u_{r}-u_{\ell}\right|
\end{align*}
$$

We remark that for any Riemann data $\left(v_{\ell}, u_{\ell}, \lambda_{\ell}\right),\left(v_{r}, u_{r}, \lambda_{r}\right)$, the $\lambda$ component of the solution takes value $\lambda_{\ell}$ for $x<0$ and $\lambda_{r}$ for $x>0$. The fact that the interfaces between different phases are connected by a stationary wave can then be interpreted as a "kinetic condition" [1], analogous to Maxwell's rule.
4. The approximate solution. In this section we define a wave-front tracking scheme [9] to build up piecewise constant approximate solutions to (1.1). More precisely, we follow the algorithm introduced in [3].

First, we approximate the initial data. For any $\nu \in \mathbb{N}$ we take a sequence $\left(v_{o}^{\nu}, u_{o}^{\nu}, \lambda_{o}^{\nu}\right)$ of piecewise constant functions with a finite number of jumps such that
(i) $\operatorname{TV} p_{o}^{\nu} \leq \operatorname{TV} p_{o}, \operatorname{TV} u_{o}^{\nu} \leq \operatorname{TV} u_{o}, \operatorname{WTV} a\left(\lambda_{o}^{\nu}\right) \leq \operatorname{WTV} a\left(\lambda_{o}\right)$, $\inf a_{o}^{\nu} \geq \inf a_{o}$;
(ii) $\lim _{x \rightarrow-\infty}\left(v_{o}^{\nu}, u_{o}^{\nu}, \lambda_{o}^{\nu}\right)(x)=\lim _{x \rightarrow-\infty}\left(v_{o}, u_{o}, \lambda_{o}\right)(x)$;
(iii) $\left\|\left(v_{o}^{\nu}, u_{o}^{\nu}, \lambda_{o}^{\nu}\right)-\left(v_{o}, u_{o}, \lambda_{o}\right)\right\|_{\mathbf{L}^{1}} \leq \frac{1}{\nu}$,
where $p_{o}^{\nu}=a^{2}\left(\lambda_{o}^{\nu}\right) / v_{o}^{\nu}$. Second, we define the approximate Riemann solver. We introduce positive parameters $\eta=\eta_{\nu}, \rho=\rho_{\nu}$; they control, respectively, the size of rarefactions and the threshold when a simplified Riemann solver is used. Define also a parameter $\hat{s}>0$ strictly larger than all possible speeds of wave fronts of both families 1 and 3. These parameters will be determined at the end of section 6.

- At time $t=0$ we solve the Riemann problems at each point of jump of $\left(v_{o}^{\nu}, u_{o}^{\nu}, \lambda_{o}^{\nu}\right)(0+, \cdot)$ as follows: shocks are not modified while rarefactions are approximated by fans of waves, each of them having size less than $\eta$. More precisely, a rarefaction of size $\varepsilon$ is approximated by $N=[\varepsilon / \eta]+1$ waves whose size is $\varepsilon / N<\eta$; we set their speeds to be equal to the characteristic speed of the state at the right.
Then $(v, u, \lambda)(t, \cdot)$ is defined until some wave fronts interact; by slightly changing the speed of some waves [9] we can assume that only two fronts interact at a time.
- When two wave fronts of families either 1 or 3 interact we solve the Riemann problem at the interaction point. If one of the incoming waves is a rarefaction, after the interaction it is prolonged (if it still exists) as a single discontinuity with speed equal to the characteristic speed of the state at the right. If a new rarefaction is generated, we employ the Riemann solver described before and divide it into a fan of waves having size less than $\eta$.
- When a wave front of family either 1 or 3 interacts with a 2 -wave we proceed as follows. Let $\delta_{2}$ be the size of the 2 -wave and $\delta$ the size of the other wave.
- If $\left|\delta_{2} \delta\right| \geq \rho$, we solve the Riemann problem as above, that is, with the accurate Riemann solver.
- If $\left|\delta_{2} \delta\right|<\rho$, we prolong the 1- or 3 - wave with a wave of the same family and size. Since the two waves do not commute, a nonphysical front is introduced [9], with fixed speed $\hat{s}>0$. The size of a nonphysical wave is set to be $\left|u_{r}-u_{\ell}\right|$, where $u_{\ell}, u_{r}$ are the $u$ components of the left and right states of the wave. We call this solver the simplified Riemann solver.
- When a nonphysical front interacts with a front of family 1,2 , or 3 ("physical"), we prolong the solution with a physical wave of the same size and a nonphysical one, consequently computing the intermediate value.
We refer for the last two items to Proposition 5.12 below. Remark that two nonphysical fronts cannot interact since they have the same constant speed $\hat{s}$. We denote by $\mathcal{N P}$ the set of nonphysical waves.

5. Interactions. Fix the index $\nu$ introduced in the previous section. We shall prove in subsection 6.1 that the algorithm described above is defined for any $t>0$ and provides for any initial data ( $v_{o}^{\nu}, u_{o}^{\nu}, \lambda_{o}^{\nu}$ ) a piecewise constant approximate solution $\left(v^{\nu}, u^{\nu}, \lambda^{\nu}\right)=(v, u, \lambda)$, where we dropped for simplicity the index $\nu$. Here we study the interaction of waves.

For $K_{n p}>0$ and $t>0$ we define the functional $L$ and the interaction potential $Q$, both referred to $(v, u, \lambda)(t, \cdot)$, by

$$
\begin{align*}
& L(t)=\sum_{i=1,3}\left|\gamma_{i}\right|+K_{n p} L_{n p}, \quad L_{n p}=\sum_{\gamma \in \mathcal{N P}}|\gamma|, \\
& Q(t)=\sum_{\gamma_{3} \text { at the left of } \delta_{2}}\left|\gamma_{3}\right|\left|\delta_{2}\right|+\sum_{\gamma_{1} \text { at the right of } \delta_{2}}\left|\delta_{2}\right|\left|\gamma_{1}\right| \tag{5.1}
\end{align*}
$$

Remark that $L$ takes into account only the strengths of both 1- and 3-waves and that of nonphysical waves. For contact discontinuities we define

$$
L_{c d}=\sum\left|\gamma_{2}\right|=\operatorname{WTV} a\left(\lambda_{o}^{\nu}\right)
$$

Finally, for $\xi \geq 1$ and $K \geq 0$ we introduce

$$
\begin{align*}
L_{\xi} & =\sum_{\substack{i=1,3 \\
\gamma_{i}>0}}\left|\gamma_{i}\right|+\xi \sum_{\substack{i=1,3 \\
\gamma_{i}<0}}\left|\gamma_{i}\right|+K_{n p} L_{n p},  \tag{5.2}\\
F & =L_{\xi}+K Q . \tag{5.3}
\end{align*}
$$

For simplicity we omitted noting the dependence on $K_{n p}$ in the functional $L_{\xi}$ and on $K_{n p}, \xi, K$ in $F$; the choice of $K_{n p}$ shall depend on that of $K$; see Proposition 5.12.

Observe that if $\lambda_{o}$ is constant, then $Q=0$ and $F=L_{\xi}$, whose variation was analyzed in Lemma 3.2 of [3]. Hence we will assume from now on that

$$
\begin{equation*}
A_{o} \doteq \mathrm{WTV}\left(a_{o}\right)>0 \tag{5.4}
\end{equation*}
$$

By assumption (i) in section 4 , one has $L_{c d} \leq A_{o}$.
In the following sections we analyze in detail the different types of interactions. Recalling the definition of $h$, (3.8), and with the notation of Figure 5.1, we introduce the following identities (see (3.1), (3.2) in [22]):

$$
\begin{align*}
\varepsilon_{3}-\varepsilon_{1} & =\alpha_{3}+\beta_{3}-\alpha_{1}-\beta_{1}  \tag{5.5}\\
a_{\ell} h\left(\varepsilon_{1}\right)+a_{r} h\left(\varepsilon_{3}\right) & =a_{\ell} h\left(\alpha_{1}\right)+a_{m} h\left(\alpha_{3}\right)+a_{m} h\left(\beta_{1}\right)+a_{r} h\left(\beta_{3}\right) \tag{5.6}
\end{align*}
$$

Formula (5.5) does not depend on $\lambda$ and follows easily by equating the specific volumes $v$ before and after the interaction time. By equating the velocities $u$ we obtain (5.6). These properties are a consequence of the definition (3.6) of the strengths for 1- and 3 -waves and of (3.9).


Fig. 5.1. A general interaction pattern.
5.1. Interactions with a 2-wave. We first consider the interactions of 1 - or 3-waves with a 2 -wave; see Figure 5.2.

Proposition 5.1 (see [2]). Denote by $\lambda_{\ell}, \lambda_{r}$ the side states of a 2-wave. The interactions of 1- or 3 -waves with the 2 -wave give rise to the following pattern of solutions:

| Interaction | Outcome |  |
| :---: | :---: | :---: |
|  | $\lambda_{\ell}<\lambda_{r}$ | $\lambda_{\ell}>\lambda_{r}$ |
| $2 \times 1 R$ | $1 R+2+3 R$ | $1 R+2+3 S$ |
| $2 \times 1 S$ | $1 S+2+3 S$ | $1 S+2+3 R$ |
| $3 R \times 2$ | $1 S+2+3 R$ | $1 R+2+3 R$ |
| $3 S \times 2$ | $1 R+2+3 S$ | $1 S+2+3 S$ |

The next lemma is concerned instead with the strengths of waves involved in the interaction above. The inequalities (5.8) improve the inequality (3.3) in [22] in the special case of two interacting wave fronts, one of them being of the second family. More precisely, under the notation of [22] we find a term $1 /\left(a_{r}+a_{\ell}\right)$ instead of $1 / \min \left\{a_{r}, a_{\ell}\right\}$. The proof differs from Peng's. Our estimates are sharp: in some cases (5.8) reduces to an identity.


FIG. 5.2. Interactions. (a) from the right; (b) from the left.
Lemma 5.2 (see [2]). Assume that a 1 -wave of strength $\delta_{1}$ or a 3 -wave of strength $\delta_{3}$ interacts with a 2-wave of strength $\delta_{2}=2\left(a_{r}-a_{\ell}\right) /\left(a_{r}+a_{\ell}\right)$. Then the strengths $\varepsilon_{i}$ of the outgoing waves satisfy $\varepsilon_{2}=\delta_{2}$ and

$$
\begin{equation*}
\left|\varepsilon_{i}-\delta_{i}\right|=\left|\varepsilon_{j}\right| \leq \frac{1}{2}\left|\delta_{2}\right| \cdot\left|\delta_{i}\right| \leq[a]_{*}\left|\delta_{i}\right| \tag{5.7}
\end{equation*}
$$

for $i, j=1,3, i \neq j$. Moreover,

$$
\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right| \leq \begin{cases}\left|\delta_{1}\right|+\left|\delta_{1}\right|\left[\delta_{2}\right]_{+} & \text {if } 1 \text { interacts }  \tag{5.8}\\ \left|\delta_{3}\right|+\left|\delta_{3}\right|\left[\delta_{2}\right]_{-} & \text {if } 3 \text { interacts }\end{cases}
$$

Here $[x]_{+}=\max \{x, 0\},[x]_{-}=\max \{-x, 0\}, x \in \mathbb{R}$. Remark that the colliding 1 - or 3 -wave does not change sign across the interaction. Moreover, the functional $L$ increases iff the incoming and the reflected waves are of the same type; this happens when the colliding wave is moving toward a more liquid phase.

Now we prove that $F$ is decreasing for suitable $K$ when an interaction with a 2-wave occurs. The potential $Q$ is needed to balance the possible increase of $L_{\xi}$.

Proposition 5.3. Assume $A_{o}<2$ and consider an interaction of a 1- or 3-wave with a 2-wave, with the notation of Lemma 5.2. Then $\Delta Q<0$. If, moreover,

$$
\begin{equation*}
\xi \geq 1 \quad \text { and } \quad K>\frac{2 \xi}{2-A_{o}} \tag{5.9}
\end{equation*}
$$

then

$$
\begin{equation*}
\xi\left|\varepsilon_{j}\right|=\xi| | \varepsilon_{i}\left|-\left|\delta_{i}\right|\right|<\frac{K}{2}|\Delta Q| \tag{5.10}
\end{equation*}
$$

and hence $\Delta F<0$.
Proof. We consider the interaction of a 1 -wave with a 2 -wave; the symmetric case follows in an analogous way. We use the notation as in Figure 5.2(a). We define $L_{c d}^{*}=L_{c d}^{-}+L_{c d}^{+}, L_{c d}^{ \pm}$, meaning right or left of the 2-wave under consideration.

By assumption, one has

$$
\begin{equation*}
L_{c d}=L_{c d}^{-}+L_{c d}^{+}+\left|\delta_{2}\right|=L_{c d}^{*}+\left|\delta_{2}\right| \leq A_{o}<2 \tag{5.11}
\end{equation*}
$$

Recall that $\varepsilon_{1}-\delta_{1}=\varepsilon_{3}$ and by Proposition 5.1

$$
\begin{align*}
& \left|\varepsilon_{1}\right|-\left|\delta_{1}\right|=\left|\varepsilon_{3}\right| \quad \text { if } \delta_{2}>0  \tag{5.12}\\
& \left|\varepsilon_{1}\right|-\left|\delta_{1}\right|=-\left|\varepsilon_{3}\right| \quad \text { if } \delta_{2}<0 \tag{5.13}
\end{align*}
$$

so that in particular $\left|\varepsilon_{3}\right|=\left|\left|\varepsilon_{1}\right|-\left|\delta_{1}\right|\right|$. An estimate for $\Delta Q$ follows at once because of (5.11):

$$
\begin{align*}
\Delta Q & =-\left|\delta_{2} \delta_{1}\right|+\left(\left|\varepsilon_{1}\right|-\left|\delta_{1}\right|\right) L_{c d}^{-}+\left|\varepsilon_{3}\right| L_{c d}^{+} \leq \frac{1}{2}\left|\delta_{2} \delta_{1}\right|\left(L_{c d}^{*}-2\right) \\
& \leq \frac{1}{2}\left|\delta_{2} \delta_{1}\right|\left(A_{o}-2\right)<0 \tag{5.14}
\end{align*}
$$

Hence, using (5.7), we get

$$
\begin{equation*}
\xi\left|\varepsilon_{3}\right|+\frac{K}{2} \Delta Q \leq \frac{1}{2}\left|\delta_{2} \delta_{1}\right|\left\{\xi+\frac{K}{2}\left(A_{o}-2\right)\right\}<0 \tag{5.15}
\end{equation*}
$$

because of (5.9); this proves (5.10). Finally, by using (5.15) we get

$$
\begin{equation*}
\Delta F=\Delta L_{\xi}+K \Delta Q \leq \xi\left|\varepsilon_{3}\right|+\xi\left|\varepsilon_{1}-\delta_{1}\right|+K \Delta Q<0 \tag{5.16}
\end{equation*}
$$

5.2. Interactions between $\mathbf{1}$ - and $\mathbf{3}$-waves. Here we analyze the possible interactions between 1- and 3-waves. Two situations may occur; see Figure 5.3: either the waves belong to different families or they both belong to the same family. In this last case, at least one of the waves must be a shock.

(a)

(b)

Fig. 5.3. Interactions of 1- and 3-waves.

Lemma 5.4 (different families interacting). If a wave of the third family interacts with a wave of the first family, they cross each other without changing their strength.

Proof. See also Lemma 3.1 in [3]. Using notation as in Figure 5.3(a) we have $\varepsilon_{3}-\varepsilon_{1}=\delta_{3}-\delta_{1}$ and $h\left(\varepsilon_{1}\right)+h\left(\varepsilon_{3}\right)=h\left(\delta_{1}\right)+h\left(\delta_{3}\right)$. The uniqueness of solutions to the Riemann problem implies $\varepsilon_{1}=\delta_{1}, \varepsilon_{3}=\delta_{3}$.

Remark that here $\Delta L_{\xi}=0=\Delta Q$ and then $\Delta F=0$ for all $\xi \geq 1$ and $K$.
LEMMA 5.5 (same family interacting: outcome). Assume that a wave $\alpha_{3}$ of the third family interacts with a wave $\beta_{3}$ of the third family, giving rise to waves $\varepsilon_{1}, \varepsilon_{3}$. Then
(i) $\alpha_{3}<0, \beta_{3}<0 \Rightarrow \varepsilon_{1}>0, \varepsilon_{3}<0$,
(ii) $\alpha_{3} \beta_{3}<0 \Rightarrow \varepsilon_{1}<0$.

An analogous result holds for interacting waves of the first family.
Proof. The proof can be done in a geometric way by observing the mutual positions of the curves [19, 26]. A simple alternative proof by analytical arguments now follows. We have

$$
\begin{align*}
\varepsilon_{3}-\varepsilon_{1} & =\alpha_{3}+\beta_{3}  \tag{5.17}\\
h\left(\varepsilon_{1}\right)+h\left(\varepsilon_{3}\right) & =h\left(\alpha_{3}\right)+h\left(\beta_{3}\right) \tag{5.18}
\end{align*}
$$

In case (i) these formulas read $\varepsilon_{1}-\varepsilon_{3}=\left|\alpha_{3}\right|+\left|\beta_{3}\right|>0$ and $-h\left(\varepsilon_{1}\right)-h\left(\varepsilon_{3}\right)=$ $\sinh \left(\left|\alpha_{3}\right|\right)+\sinh \left(\left|\beta_{3}\right|\right)>0$. If it were $\varepsilon_{3}>0$, then $\varepsilon_{1}>0$ from the first equality and $\varepsilon_{1}<0$ from the second, a contradiction. Therefore $\varepsilon_{3}<0$ so that $\varepsilon_{1}+\left|\varepsilon_{3}\right|=\left|\alpha_{3}\right|+\left|\beta_{3}\right|$ and $-h\left(\varepsilon_{1}\right)+\sinh \left(\left|\varepsilon_{3}\right|\right)=\sinh \left(\left|\alpha_{3}\right|\right)+\sinh \left(\left|\beta_{3}\right|\right)$. Analogously, if it were $\varepsilon_{1}<0$, using elementary inequalities we get $0=\sinh \left(\left|\varepsilon_{1}\right|\right)+\sinh \left(\left|\alpha_{3}\right|+\left|\beta_{3}\right|+\left|\varepsilon_{1}\right|\right)-\sinh \left(\left|\alpha_{3}\right|\right)-$ $\sinh \left(\left|\beta_{3}\right|\right) \geq 2 \sinh \left(\left|\varepsilon_{1}\right|\right)$, a contradiction again. Hence $\varepsilon_{1}>0$.

In case (ii) assume $\alpha_{3}<0, \beta_{3}>0$; the other case is dealt with analogously since $(5.17)$, (5.18) are symmetric in $\alpha_{3}, \beta_{3}$. We have $\varepsilon_{3}-\varepsilon_{1}=-\left|\alpha_{3}\right|+\left|\beta_{3}\right|$ and $h\left(\varepsilon_{1}\right)+h\left(\varepsilon_{3}\right)=-\sinh \left(\left|\alpha_{3}\right|\right)+\left|\beta_{3}\right|$; then $\left[h\left(\varepsilon_{1}\right)+\varepsilon_{1}\right]+\left[h\left(\varepsilon_{3}\right)-\varepsilon_{3}\right]=\left|\alpha_{3}\right|-\sinh \left(\left|\alpha_{3}\right|\right)<0$. If $\varepsilon_{3}>0$, this last equality becomes $h\left(\varepsilon_{1}\right)+\varepsilon_{1}=\left|\alpha_{3}\right|-\sinh \left(\left|\alpha_{3}\right|\right)<0$, which implies $\varepsilon_{1}<0$. If $\varepsilon_{3}<0$, then $h\left(\varepsilon_{1}\right)+\varepsilon_{1}=\left[\left|\alpha_{3}\right|-\sinh \left(\left|\alpha_{3}\right|\right)\right]-\left[\left|\varepsilon_{3}\right|-\sinh \left(\left|\varepsilon_{3}\right|\right)\right]$. If it were $\varepsilon_{1}>0$, it would be $\left|\alpha_{3}\right|<\left|\varepsilon_{3}\right|$, since the map $x \mapsto x-\sinh x$ is decreasing; but from $\left|\varepsilon_{3}\right|+\left|\varepsilon_{1}\right|=\left|\alpha_{3}\right|-\left|\beta_{3}\right|$ we would get that $\left|\varepsilon_{3}\right|<\left|\alpha_{3}\right|$, a contradiction. Hence in all cases one has $\varepsilon_{1}<0$.

Now we give sharper estimates for the interaction of waves of the same family: we prove that the strength of the reflected wave is bounded by the size of each incoming wave, multiplied by a damping factor smaller than 1 . This property will be crucial in the next section, and it holds also for interactions with a 2 -wave, with damping factor $[a]_{*}$; see (5.7). In the case below, however, the coefficient depends on the strengths of the incoming waves; this happens also when nonphysical waves are generated; see Proposition 5.12. We assume that
the strength of any interacting $i$-wave is less than $m$

$$
\begin{equation*}
\text { for some } m>0 \text { and } i=1,3 . \tag{5.19}
\end{equation*}
$$

In the special case of interaction of waves of the same family producing two outgoing shocks we give a more precise result in Appendix B.

Lemma 5.6 (same family interacting). Consider the interaction of two waves of the same family, of sizes $\alpha_{i}$ and $\beta_{i}, i=1,3$, producing two outgoing waves $\varepsilon_{1}, \varepsilon_{3}$; assume (5.19). Then the following hold.
(i) There exists a damping coefficient $d=d(m)$, with $0<d<1$, such that

$$
\begin{equation*}
\left|\varepsilon_{j}\right| \leq d(m) \cdot \min \left\{\left|\alpha_{i}\right|,\left|\beta_{i}\right|\right\}, \quad j \neq i \tag{5.20}
\end{equation*}
$$

(ii) If the incoming waves are both shocks, the resulting shock satisfies $\left|\varepsilon_{i}\right|>$ $\max \left\{\left|\alpha_{i}\right|,\left|\beta_{i}\right|\right\}$. If the incoming waves have different signs, both the amount of shocks and the amount of rarefactions of the ith family decrease across the interaction.
In any case

$$
\begin{equation*}
\left|\varepsilon_{i}\right| \leq\left|\alpha_{i}\right|+\left|\beta_{i}\right| \tag{5.21}
\end{equation*}
$$

Proof. (i) To fix the ideas, assume $i=3$. We have

$$
\begin{align*}
\varepsilon_{3}-\varepsilon_{1} & =\alpha_{3}+\beta_{3}  \tag{5.22}\\
h\left(\varepsilon_{1}\right)+h\left(\varepsilon_{3}\right) & =h\left(\alpha_{3}\right)+h\left(\beta_{3}\right) \tag{5.23}
\end{align*}
$$

and then

$$
\begin{equation*}
h\left(\varepsilon_{1}\right)+h\left(\varepsilon_{1}+\alpha_{3}+\beta_{3}\right)=h\left(\alpha_{3}\right)+h\left(\beta_{3}\right) . \tag{5.24}
\end{equation*}
$$

Remark that (5.24) is symmetric in $\alpha_{3}, \beta_{3}$; from the implicit function theorem we find that $\varepsilon_{1}=\varepsilon_{1}\left(\alpha_{3}, \beta_{3}\right)$ is $\mathbf{C}^{\mathbf{1}}$. Using the notation $\varepsilon_{1}=\tau, \alpha_{3}=a, \beta_{3}=b$, the identity (5.24) rewrites as

$$
\begin{equation*}
h(\tau)+h(\tau+a+b)-h(a)-h(b)=0 \tag{5.25}
\end{equation*}
$$

with $\tau=\tau(a, b)$. One verifies that $\tau(a, 0)=\tau(0, b)=0$ and that

$$
\tau_{a}=\frac{h^{\prime}(a)-h^{\prime}(\tau+a+b)}{h^{\prime}(\tau)+h^{\prime}(\tau+a+b)}, \quad \tau_{b}=\frac{h^{\prime}(b)-h^{\prime}(\tau+a+b)}{h^{\prime}(\tau)+h^{\prime}(\tau+a+b)}
$$

As $a \rightarrow 0$, one has $\tau_{a} \rightarrow\left(1-h^{\prime}(b)\right) /\left(1+h^{\prime}(b)\right)$; then $\left|\tau_{a}(0, b)\right|<1$, and it can be bounded by a positive constant less than 1 that depends on $m$. The same argument works for $\tau_{b}$.

To complete the proof, we show that $|\tau|<\min \{|a|,|b|\}$ in the nontrivial case $a \neq 0 \neq b$. We argue by contradiction, using an argument of [23]. Suppose that $|\tau| \geq|a|$; we can assume $\tau>0$, since the case $\tau<0$ can be proved by using the equality (5.25) written in terms of $G(t)=-h(-t)$. Since the function $h$ is increasing we have, for $\tau \geq|a|$,

$$
h(\tau) \geq h(a), \quad h(\tau+a+b) \geq h(b)
$$

Moreover, one of the two inequalities is strict: if $a<0$, the first; if $a>0$, the second. Hence we contradict (5.25).
(ii) From [3] we already know that $\Delta L=\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|-\left|\beta_{3}\right| \leq 0$, and hence (5.21).

If the incoming waves are both shocks, then (5.22) becomes

$$
\begin{equation*}
\left|\varepsilon_{3}\right|+\left|\varepsilon_{1}\right|=\left|\alpha_{3}\right|+\left|\beta_{3}\right| . \tag{5.26}
\end{equation*}
$$

From (i) we have $\left|\varepsilon_{1}\right|<\left|\alpha_{3}\right|,\left|\beta_{3}\right|$ and hence the first part of (ii). On the other hand, if $\alpha_{3} \beta_{3}<0$, we have $\varepsilon_{1}<0$. We can assume $\alpha_{3}<0<\beta_{3}$; hence (5.22) becomes $\varepsilon_{3}=\left|\beta_{3}\right|-\left|\alpha_{3}\right|-\left|\varepsilon_{1}\right|$. If $\varepsilon_{3}>0$, then $\left|\varepsilon_{3}\right|<\left|\beta_{3}\right|$; if $\varepsilon_{3}<0$, using (i) again one finds that $\left|\varepsilon_{3}\right|<\left|\alpha_{3}\right|$.

Remark 5.7. The damping coefficient $d(m)$ (see Figure 5.4) is given by

$$
d(m)=\max _{\substack{|a| \leq m \\|b| \leq m}} \frac{|\varepsilon(a, b)|}{\min \{|a|,|b|\}}
$$

where the function $\varepsilon(a, b)$ satisfies $h(\varepsilon)+h(\varepsilon+a+b)-h(a)-h(b)=0$; see (5.24). Hence $d(m)$ increases with $m$ and vanishes as $m \rightarrow 0$ because quadratic interaction estimates hold for $m$ small.


Fig. 5.4. The coefficient $d(m)$.

Moreover, it is asymptotic to 1 for $m$ large. Indeed, from the proof of Lemma 5.6 we have $\tau_{a}(0, b)=\frac{1-h^{\prime}(b)}{1+h^{\prime}(b)}$; then $\tau_{a}(0, b)=0$ if $b>0$ and $\left|\tau_{a}(0, b)\right|=\frac{\cosh (b)-1}{\cosh (b)+1} \leq$ $\frac{\cosh m-1}{\cosh m+1}$ if $b<0$. Therefore $\left|\tau_{a}(0, b)\right| \leq \frac{\cosh m-1}{\cosh m+1}$ for every $b$, and an analogous estimate holds for $\left|\tau_{b}(0, a)\right|$. Hence $d(m) \geq \frac{\cosh m-1}{\cosh m+1} \doteq c(m)$; we refer to Lemma B. 1 for the role of this quantity.

Remark 5.8. When a rarefaction interacts with a 1- or 3-wave, its size does not increase. Indeed, the size does not change upon interactions with waves of the other family by Lemma 5.4; if the rarefaction interacts with a shock of the same family, we apply Lemma 5.6(ii). Remark, moreover, that by Lemma 5.5, when a rarefaction and a shock of the same family interact, the reflected wave is never a rarefaction.

Remark 5.9. If two waves of the same family interact, the wave belonging to that family can be missing, while the "reflected" wave is always present. This follows easily from (5.22), (5.23).

Proposition 5.10 (variation of $F$ ). Consider the interactions of any two wave fronts of the same family, 1 or 3 , and assume (5.4), (5.19). If

$$
\begin{equation*}
1<\xi<\frac{1}{d} \quad \text { and } \quad K<\frac{\xi-1}{A_{o}} \tag{5.27}
\end{equation*}
$$

then $\Delta L_{\xi}<0$ and $\Delta F<0$.
Proof. Let two waves $\alpha_{i}, \beta_{i}$ interact, $i=1,3$, giving rise to waves $\varepsilon_{1}, \varepsilon_{3}$. We consider $i=3$, the other case being analogous. Using (5.21), we get

$$
\begin{equation*}
\Delta Q=\left(\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|-\left|\beta_{3}\right|\right) L_{c d}^{+}+\left|\varepsilon_{1}\right| L_{c d}^{-} \leq\left|\varepsilon_{1}\right| L_{c d}^{-} \leq\left|\varepsilon_{1}\right| A_{o} \tag{5.28}
\end{equation*}
$$

Now we claim that

$$
\begin{equation*}
\Delta L_{\xi}+\left|\varepsilon_{1}\right|(\xi-1) \leq 0 \tag{5.29}
\end{equation*}
$$

From this estimate it follows that $\Delta F=\Delta L_{\xi}+K \Delta Q \leq\left|\varepsilon_{1}\right|\left(1-\xi+K A_{o}\right)<0$ because of (5.27). To prove our claim we consider the possible cases; we make use of (5.22).
$S S \rightarrow R S$. Since $\Delta L=0$, then

$$
\begin{equation*}
\Delta L_{\xi}+(\xi-1)\left|\varepsilon_{1}\right|=\xi\left(\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|-\left|\beta_{3}\right|\right) \leq 0 . \tag{5.30}
\end{equation*}
$$

$S R, R S \rightarrow S R$. Assume $\alpha_{3}<0<\beta_{3}$; then (5.29) reads $(2 \xi-1)\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-$ $\left|\beta_{3}\right|-\xi\left|\alpha_{3}\right| \leq 0$. For later use we prove the stronger inequality

$$
\begin{equation*}
\xi^{2}\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\beta_{3}\right|-\xi\left|\alpha_{3}\right| \leq 0 . \tag{5.31}
\end{equation*}
$$

Indeed, from Lemma $5.6(\mathrm{ii})$ we have $\left|\varepsilon_{3}\right|<\left|\beta_{3}\right|$, while $\xi\left|\varepsilon_{1}\right| \leq\left|\alpha_{3}\right|$ from (5.20), (5.27) ${ }_{1}$.
$S R, R S \rightarrow S S$. Assume $\alpha_{3}<0<\beta_{3}$; then (5.29) is $(2 \xi-1)\left|\varepsilon_{1}\right|+\xi\left(\left|\varepsilon_{3}\right|-\right.$ $\left.\left|\alpha_{3}\right|\right)-\left|\beta_{3}\right| \leq 0$. We prove also in this case the stronger inequality

$$
\begin{equation*}
\xi^{2}\left|\varepsilon_{1}\right|+\xi\left(\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|\right)-\left|\beta_{3}\right| \leq 0 . \tag{5.32}
\end{equation*}
$$

Indeed, by (5.17) and again because of (5.20), (5.27) ${ }_{1}$, one has

$$
\begin{aligned}
\xi^{2}\left|\varepsilon_{1}\right|+\xi\left(\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|\right)-\left|\beta_{3}\right| & =\xi^{2}\left|\varepsilon_{1}\right|+\xi\left(\left|\varepsilon_{1}\right|-\left|\beta_{3}\right|\right)-\left|\beta_{3}\right| \\
& =(\xi+1)\left(\xi\left|\varepsilon_{1}\right|-\left|\beta_{3}\right|\right) \leq 0
\end{aligned}
$$

This proves the claim and concludes the proof.
Remark 5.11. From the above proof we see that $\Delta L_{\xi} \leq 0$ for $\xi=1$. This was a key point in [19], where, however, a different choice of strengths was made. In [3] the inequality $\Delta L_{\xi} \leq 0$ was proved to hold also for $1<\xi \leq \xi_{o}$ for some $\xi_{o}>1$; the condition $(5.27)_{1}$ gives an estimate of such a threshold.

More precisely, in the first two cases of Proposition 5.10 we have $\Delta L_{\xi} \leq 0$ for every $\xi \geq 1$. The third case is analyzed in detail in Lemma B.1; we prove there that $\Delta L_{\xi} \leq 0$ for any $\xi>1$ if $c(m) \leq 1 / 2$, while we need $1<\xi \leq \frac{1}{2 c(m)-1}$ if $c(m)>1 / 2$.
5.3. Nonphysical waves. In this subsection we compute the strength of a nonphysical wave generated by an interaction and prove that it does not change in subsequent interactions. We introduce the following notation: given $U_{\ell}=\left(v_{\ell}, u_{\ell}, \lambda_{\ell}\right)$ and $\lambda_{r}$ we define by

$$
U_{\ell r}^{*}=\Phi_{2}\left(\lambda_{r}, U_{\ell}\right)=\left(A_{r \ell} v_{\ell}, u_{\ell}, \lambda_{r}\right)
$$

the state on the right of a 2 -wave with left state $U_{\ell}=\left(v_{\ell}, u_{\ell}, \lambda_{\ell}\right)$ and $\lambda=\lambda_{r}$ on the right, where $A_{r \ell}=a^{2}\left(\lambda_{r}\right) / a^{2}\left(\lambda_{\ell}\right)$. See (3.5) and [2].


Fig. 5.5. Simplified Riemann solver.
Proposition 5.12 (nonphysical waves). Consider $U_{\ell}=\left(v_{\ell}, u_{\ell}, \lambda_{\ell}\right)$. Let $U_{r}=$ $\left(v_{r}, u_{r}, \lambda_{r}\right)$ be connected to $U_{\ell r}^{*}$ by a 1-wave of size $\delta_{1}$ and $U_{q}=\left(v_{q}, u_{q}, \lambda_{\ell}\right)$ be connected to $U_{\ell}$ by a 1-wave of size $\delta_{1}$; see Figure 5.5(a). Assume (5.19).

Then $U_{q r}^{*}$ and $U_{r}$ differ only in the $u$ component; if $\delta_{2}$ denotes the size of the 2-wave, there exists a constant $C_{o}=C_{o}(m)$ such that

$$
\begin{equation*}
\left\|U_{q r}^{*}-U_{r}\right\|=\left|u_{q}-u_{r}\right| \leq C_{o}\left|\delta_{2} \delta_{1}\right| \tag{5.33}
\end{equation*}
$$

A similar result holds for the interaction of a 3-wave (see Figure 5.5(b)), again under (5.19).

Moreover, the size of a nonphysical wave does not change in subsequent interactions. For any $K>0$ and $K_{n p}<K / C_{o}$ at any interaction involving a nonphysical wave we have

$$
\begin{equation*}
\Delta F \leq 0 \tag{5.34}
\end{equation*}
$$

with $\Delta F<0$ when a nonphysical wave is generated.
Proof. Recalling [2, Lemma 2], only the $u$ component will be different after commutation of the 1 - and the 2 -wave. We find that

$$
u_{q}-u_{\ell}=2 a_{\ell} h\left(\delta_{1}\right), \quad u_{r}-u_{\ell}=2 a_{r} h\left(\delta_{1}\right)
$$

and hence

$$
\left|u_{q}-u_{r}\right|=2\left|a_{\ell}-a_{r}\right| \cdot\left|h\left(\delta_{1}\right)\right| \leq\left|\delta_{2} \delta_{1}\right| \cdot 2 a(1) \max _{0<\eta \leq m} \frac{\sinh \eta}{\eta}
$$

Then (5.33) follows with $C_{o}(m) \doteq 2 a(1) \cdot \frac{\sinh m}{m}$.
Next, assume that a nonphysical wave interacts with a 2 -wave. Since the values of $u$ do not change across a 2 -wave, the left and right values of $u$ of the nonphysical wave do not change across the interaction; hence the size does not change.

Assume then that a nonphysical wave interacts with a 1 - or 3 -wave of size $\delta$. Since $\lambda$ is constant, we refer only to the components $v, u$. Let $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{\ell}, u_{q}\right)$ be the side states of the nonphysical wave before the interaction and $\left(v_{\ell}, u_{q}\right),\left(v_{r}, u_{r}\right)$ be the side states of the physical wave. After the interaction, let $\left(\tilde{v}_{\ell}, \tilde{u}_{\ell}\right)$ be the intermediate state. One has

$$
u_{r}-u_{q}=2 a(\lambda) h(\delta)=\tilde{u}_{\ell}-u_{\ell}
$$

and hence $\left|u_{q}-u_{\ell}\right|=\left|u_{r}-\tilde{u}_{\ell}\right|$.
At last, we consider the functional $F$. The potential $Q$ is unaltered when nonphysical waves interact with other waves. The only cases in which $L_{n p}$ changes are when a nonphysical wave arises. Assume that a 1- or a 3 -wave of size $\delta$ interacts with a 2 -wave of size $\delta_{2}$, producing a wave of the same size and a nonphysical wave. Then $\Delta Q=-\left|\delta \delta_{2}\right|$ and $\Delta L_{\xi}=K_{n p} \Delta L_{n p} \leq K_{n p} C_{o}\left|\delta \delta_{2}\right| ;$ hence $\Delta F=\Delta L_{\xi}+K \Delta Q \leq$ $\left|\delta \delta_{2}\right|\left(K_{n p} C_{o}-K\right)$, and then (5.34).
5.4. Decreasing of the functional $\boldsymbol{F}$ and control of the variations. We first collect the previous results into a single proposition.

Proposition 5.13 (local decreasing). Consider the interaction of any two waves either of families 1, 2, 3 or nonphysical. Assume (5.19) for some $m>0$; let $C_{o}=$ $C_{o}(m)$ as in Proposition 5.12. Finally, let $A_{o}$ satisfy

$$
\begin{equation*}
0<A_{o}<2 \frac{1-d}{3-d} \tag{5.35}
\end{equation*}
$$

If $\xi, K, K_{n p}$ satisfy

$$
\begin{equation*}
\frac{2-A_{o}}{2-3 A_{o}}<\xi<\frac{1}{d}, \quad \frac{2 \xi}{2-A_{o}}<K<\frac{\xi-1}{A_{o}}, \quad K_{n p}<\frac{K}{C_{o}}, \tag{5.36}
\end{equation*}
$$

then

$$
\Delta F \leq 0 .
$$

Proof. The condition on $K$ comes from (5.9) and (5.27)2. The interval where $K$ lies is not empty if $A_{o}<\frac{2}{3}$ and $\xi>\frac{2-A_{o}}{2-3 A_{o}}$; together with (5.27) ${ }_{1}$ this gives the assumption required on $\xi$. In turn, it is possible to choose $\xi$ in such an interval if (5.35) holds. Remark that $2 \frac{1-d}{3-d} \leq \frac{2}{3}$, so the previous condition on $A_{o}$ holds. Therefore the assumptions of Propositions 5.3, 5.10, and 5.12 hold, and then (5.37) follows.

Proposition 5.14 (global decreasing). Let $m>0$; assume (5.35), (5.36),

$$
\begin{equation*}
L(0+)<\frac{m}{2 \xi-1} \tag{5.38}
\end{equation*}
$$

and that the approximate solution $U$ is defined in $[0, T]$. Then $L(t)<m$ for any $t \in(0, T]$; as a consequence, condition (5.19) holds for any 1- or 3-wave in $U$. Finally, $\Delta F(t) \leq 0$ for all times $t \in[0, T]$.

Proof. Since $L$ may change value only at the times of interaction, we use an induction argument based on Proposition 5.13.

First, we have $L(0+)<m$ because $\xi \geq 1$ and (5.38). Now assume that $L(\tau)<m$ for all $0<\tau<t$. By Proposition 5.13 one has both $\Delta F(\tau) \leq 0$ and $\Delta F(t) \leq 0$, so that

$$
F(t) \leq F(0+) \leq \xi L(0+)+K Q(0+) .
$$

Since $Q(0+) \leq L(0+) L_{c d} \leq L(0+) A_{o}$, and recalling (5.36) $)_{2}$, we get

$$
\begin{equation*}
F(t) \leq L(0+) \cdot\left(\xi+K A_{o}\right) \leq L(0+) \cdot(2 \xi-1)<m, \tag{5.39}
\end{equation*}
$$

again because of (5.38). Finally, since $L(t) \leq L_{\xi}(t) \leq F(t)$ we arrive at the conclusion.

Remark 5.15. From (5.38) we see that, in order to have $L(t)<m$, the smaller $\xi$ is, the larger the $L(0+)$ can be chosen.

Remark 5.16. From Proposition 5.14 we deduce that $v$ remains bounded away from zero. Indeed, recalling (3.6), (3.5) and that $v$ is constant across nonphysical waves, we have

$$
\frac{1}{2} \mathrm{TV}(\log v(t, \cdot)) \leq L(t)+\mathrm{TV}\left(\log a_{o}\right) \leq m+\mathrm{TV}\left(\log a_{o}\right)
$$

6. The convergence and the consistence of the algorithm. In this section we prove Theorem 2.2. We first show that for fixed $\nu$ the algorithm introduced in section 4 gives an approximate solution defined for every $t>0$; more precisely, we prove that at every time the number of interactions is bounded. Then we prove that the total amount of nonphysical waves in each approximate solution is very small. The convergence of a suitable subsequence is assured by Helly's theorem; then consistence follows.
6.1. Control of the number of interactions. We prove first that the size of the rarefactions in the scheme is small.

Lemma 6.1. Consider a rarefaction of size $\varepsilon$; then

$$
\begin{equation*}
|\varepsilon|<\eta e^{\frac{A_{o}}{2}} \tag{6.1}
\end{equation*}
$$

Proof. We analyze all possible situations. When the rarefaction is generated, one has $0<\varepsilon<\eta$. When it interacts with a 1 - or 3 -wave, the size does not increase; see Remark 5.8. By Proposition 5.12 the size does not change when interactions with nonphysical waves occur.

The last case to be considered is when a rarefaction interacts with a 2 -wave. In this case the size may increase; however, a rarefaction can meet a fixed 2 -wave only once. Consider the case of a 1-rarefaction of size $\delta_{1}$, as in Proposition 5.3, the other being analogous. If $\delta_{2}<0$, then the size decreases; see (5.13). If $\delta_{2}>0$, by (5.12) we have

$$
\left|\varepsilon_{1}\right|=\left|\delta_{1}\right|+\left|\varepsilon_{3}\right| \leq\left|\delta_{1}\right|\left(1+\frac{1}{2}\left|\delta_{2}\right|\right)<\left|\delta_{1}\right| \mathrm{e}^{\frac{\left|\delta_{2}\right|}{2}}
$$

Summarizing the three cases above, we get $|\varepsilon|<\eta \mathrm{e}^{L_{c d}^{+} / 2}$ (or $|\varepsilon|<\eta \mathrm{e}^{L_{c d}^{-} / 2}$ ) for a 1rarefaction (resp., 3-rarefaction), where $L_{c d}^{ \pm}$is the sum of the 2 -waves at the right or left of the rarefaction. Then (6.1) follows.

Next, we prove that the number of interactions remains bounded in finite time, so that the approximate solution is well defined for all $t>0$. We first give a lemma.

Lemma 6.2. Consider the wave-front tracking algorithm described in section 4, under the assumptions of Proposition 5.14. Then
(i) the number of interactions involving a 2-wave and solved by the accurate Riemann solver is finite;
(ii) the number of interactions where a new rarefaction of size $\varepsilon \geq \eta$ arises is finite.

Proof. First consider (i) and refer to Proposition 5.3. Then, using (5.16), we have $\Delta F \leq \rho\left(\xi+K\left(A_{o}-2\right) / 2\right)<0$, and hence $F$ decreases by a uniform positive quantity; since it is nonincreasing, this can happen only a finite number of times.

Then consider (ii). After (i), it remains only to consider the case of two shocks of the same family interacting.

Under the notation of the corresponding case in the proof of Proposition 5.10 we have $\varepsilon=\varepsilon_{1} \geq \eta$ and

$$
\Delta F \leq\left|\varepsilon_{1}\right|\left(1-\xi+K A_{o}\right) \leq \eta\left(1-\xi+K A_{o}\right)<0
$$

because of (5.36). Arguing similarly as in (i), this can happen only a finite number of times.

Regarding (ii) in Lemma 6.2, recall that if $\varepsilon \geq \eta$, then the new rarefaction must be split into more than one wave. Therefore Lemma 6.2 can be rephrased by saying that, except for finite interactions, the number of waves emitted in an interaction is at most three, and this case occurs precisely when a nonphysical wave is generated; moreover, in every interaction at most one wave per family is emitted.

In a schematic way, apart from a finite number of interactions, in our algorithm the following hold (we will consider the set of nonphysical waves as a fourth family of waves):
(a) the interaction of an $i$-wave, $i=1,3$, with a 2 -wave is solved by a single $i$-wave, a 2 -wave, and a 4 -wave;
(b) in the interaction of just 1- and/or 3-waves, there is at most one outgoing wave of each family 1 and 3 ;
(c) the interaction of a $i$-wave, $i=1,2,3$, with a 4 -wave is solved by an $i$-wave and a 4-wave.
The next proposition extends the result of Lemma 2.5 in [3].
Proposition 6.3. Consider the wave-front algorithm described in section 4 and assume in the strip $[0, T) \times \mathbb{R}$ the following:
for some $a_{1}<a_{2}<0<b_{1}<b_{2}$ the waves of the first (resp., third)
family have speeds in the interval $\left[a_{1}, a_{2}\right]$ (resp., $\left[b_{1}, b_{2}\right]$ ).
Then the number of interactions in the region $[0, T) \times \mathbb{R}$ is finite.
Proof. Assume by contradiction that in the region $[0, T) \times \mathbb{R}$ there exists an infinite number of interactions. Unless we take a smaller $T$ we can assume that the number of interactions is finite in every strip $[0, t] \times \mathbb{R}, 0<t<T$, and that $T$ is an accumulation point for the times of interaction. Because of the finite propagation speed, the interaction points are also bounded in space.

Then there exists a bounded sequence $\left(t_{j}, x_{j}\right), j=1,2, \ldots$, of interaction points such that

$$
0<t_{j}<t_{j+1}<T \text { for all } j \text { and }\left(t_{j}, x_{j}\right) \rightarrow(T, \bar{x})
$$

for some $\bar{x}$. Denote $\mathcal{J}=\left\{\left(t_{j}, x_{j}\right): j=1,2, \ldots\right\}$ the set of all interaction points.
The situation described in items (a)-(c) above holds except in a finite number of interactions; let $\tau<T$ be the maximum time of these "exceptional" interactions. It is not restrictive to assume that $\tau<t_{j}<T$ for all $j=1,2, \ldots$.

Starting from a point of $\mathcal{J}$, we "trace back" all the segments up to $t=0$; we repeat the procedure for all the points of $\mathcal{J}$ and call $\mathcal{F}$ the set of the "traced segments" obtained in this way. In other words, a segment belongs to the set $\mathcal{F}$ iff it can be joined forward in time to some point of $\mathcal{J}$ by a continuous path along the wave fronts. The set $\mathcal{F}$ is not empty: for instance, two segments interacting at the point $\left(t_{j}, x_{j}\right)$ belong to $\mathcal{F}$ for any $j=1,2, \ldots$, . Observe the following dichotomy property of $\mathcal{F}$ which is used just below:
two interacting waves either both belong to $\mathcal{F}$ or none of them does;
moreover, if at least one of the outgoing waves belong to $\mathcal{F}$, then
both the incoming waves must belong to $\mathcal{F}$.
We now partition all the interaction points of the algorithm that occur for times $t>\tau$ into the following sets:

- $\mathcal{I}_{0}$ : the interaction points where no ingoing wave belongs to $\mathcal{F}$;
- $\mathcal{I}_{1}$ : the interaction points where both incoming waves belong to $\mathcal{F}$ and at most one outgoing segment belongs to $\mathcal{F}$;
- $\mathcal{I}_{2}$ : the interaction points where exactly two outgoing segments belong to $\mathcal{F}$;
- $\mathcal{I}_{3}$ : the interaction points where three outgoing waves all belong to $\mathcal{F}$.

Because of the dichotomy property quoted above no outgoing wave in case $\mathcal{I}_{0}$ can belong to $\mathcal{F}$. On the contrary, both incoming waves in $\mathcal{I}_{1}, \mathcal{I}_{2}, \mathcal{I}_{3}$ must belong to $\mathcal{F}$.

Recall that we are considering times $t>\tau$. Therefore the maximum number of emitted waves in an interaction is three, and this happens only in the situation considered in $\mathcal{I}_{3}$, that is, for interactions as in (a) above. The case of more than one emitted wave per family cannot occur, and so the outgoing waves in $\mathcal{I}_{2}$ belong to different families. By definition we have $\mathcal{J} \cap \mathcal{I}_{0}=\emptyset$, and so $\mathcal{J} \subset \mathcal{I}_{1} \cup \mathcal{I}_{2} \cup \mathcal{I}_{3}$.

Let $\mathcal{V}(t)$ be the total number of wave fronts of the families 1,2 , and 3 that belong to $\mathcal{F}$ at time $t$. The functional $\mathcal{V}(t)$ is nonincreasing, and it decreases at least by 1 across $\mathcal{I}_{1}$. Then $\mathcal{I}_{1}$ is finite. As a consequence, all the interaction points of $\mathcal{J}$ belong to $\mathcal{I}_{2} \cup \mathcal{I}_{3}$, except at most a finite number. Let $\tau_{1} \in[\tau, T)$ be a time such that all points in $\mathcal{I}_{1}$ lie in $t<\tau_{1}$.

Let $P=\left\{x_{1}, \ldots, x_{N_{1}}\right\}$ be the set of points of the $x$-axis where a 2 -wave is located. We consider two cases and make use of [3, Lemma 2.5].
$\bar{x} \notin P$. In this case we can choose a time $\tau_{1}<T$ such that after that time no segment belonging to $\mathcal{F}$ crosses a 2 -wave. Then all the points in $\mathcal{J}$ with $t_{j}>\tau_{1}$ belong to $\mathcal{I}_{2}$.

Take a point $\left(t^{*}, x^{*}\right) \in \mathcal{J}$ with $t^{*}>\tau_{1}$, so that $\left(t^{*}, x^{*}\right) \in \mathcal{I}_{2}$. At $\left(t^{*}, x^{*}\right)$ there are two outgoing segments, both of them belonging to $\mathcal{F}$; for $t>t^{*}$ and $t$ close to $t^{*}$ we define $\gamma_{\ell}(t)$ to be the segment on the left and $\gamma_{r}(t)$ that on the right. When $\gamma_{\ell}(t)$ (resp., $\left.\gamma_{r}(t)\right)$ reaches an interaction point, we prolong it by the segment of $\mathcal{F}$ outgoing from that point and located on the left (resp., on the right).

In this way we define recursively for any $t<T$ two paths: $\gamma_{\ell}(t)$ is made by segments of the families 1 or 3 , while $\gamma_{r}(t)$ is made by segments of the families 3 or 4 .

We claim that the speeds of the two paths are strictly separated. Indeed, if $\gamma_{r}$ starts following a 3 -segment, then $\gamma_{\ell}$ starts with a 1 -segment and so will always follow 1-segments; therefore $\dot{\gamma}_{\ell}(t) \leq a_{2}<0<b_{1} \leq \dot{\gamma}_{r}(t)$. If $\gamma_{r}$ starts following a 4-segment, then it will always follow 4-segments; in this case $\dot{\gamma}_{\ell}(t) \leq b_{2}<\hat{s}=\dot{\gamma}_{r}(t)$.

Thus for $c=\min \left\{\hat{s}-b_{2}, b_{1}-a_{2}\right\}>0$ we have $\gamma_{r}(t)-\gamma_{\ell}(t) \geq c\left(t-t^{*}\right)$. Now set $\rho=c\left(T-t^{*}\right)$ and choose $t_{n} \in\left(t^{*}, T\right)$, with $\left(t_{n}, x_{n}\right) \in \mathcal{J}$, such that

$$
\begin{equation*}
c\left(t_{n}-t^{*}\right)>\frac{\rho}{2}, \quad\left(T-t_{n}\right)\left(\left|a_{1}\right|+\hat{s}\right)<\frac{\rho}{4} \tag{6.2}
\end{equation*}
$$

By definition of $\mathcal{F}$, the points $\left(t_{n}, \gamma_{\ell}\left(t_{n}\right)\right)$ and $\left(t_{n}, \gamma_{r}\left(t_{n}\right)\right)$ can be joined forward in time to points $\left(t_{h}, x_{h}\right)$, resp., $\left(t_{k}, x_{k}\right)$, of $\mathcal{J}$, with $h, k>n$. Then

$$
x_{h} \leq \gamma_{\ell}\left(t_{n}\right)+\hat{s}\left(t_{h}-t_{n}\right), \quad x_{k} \geq \gamma_{r}\left(t_{n}\right)-\left|a_{1}\right|\left(t_{k}-t_{n}\right) .
$$

Thanks to (6.2), we get

$$
x_{k}-x_{h} \geq c\left(t_{n}-t^{*}\right)-\left(\left|a_{1}\right|+\hat{s}\right)\left(T-t_{n}\right)>\frac{\rho}{4}
$$

Since $n$ can be taken arbitrarily large, the last inequality contradicts the convergence of the sequence $x_{j}$.
$\bar{x} \in P$. Consider case (a) above. The possibility that the outgoing waves belonging to $\mathcal{F}$ are precisely one physical and one nonphysical wave may happen only a finite number of times, since the functional $\mathcal{V}(t)$ is nonincreasing. Therefore we can assume that, for $t>\tau_{1}$, in case (a) the two outgoing physical waves belong to $\mathcal{F}$.

Let $\left(t^{*}, x^{*}\right) \in \mathcal{J}$ with $t^{*}>\tau_{1}$. As before we define for $t \in\left[t^{*}, T\right)$ two continuous paths $\gamma_{\ell}(t), \gamma_{r}(t)$ starting at $\left(t^{*}, x^{*}\right)$ in the following way.

At $\left(t^{*}, x^{*}\right)$ there are either two or three outgoing segments belonging to $\mathcal{F}$; for times $t>t^{*}$ and sufficiently close to $t^{*}$ we define $\gamma_{\ell}(t)$ to be the segment on the left and $\gamma_{r}(t)$ the one on the right. When $\gamma_{\ell}(t)\left(\gamma_{r}(t)\right)$ reaches an interaction point, it is prolonged by the segment of $\mathcal{F}$ on the left (resp., on the right). Then the path $\gamma_{\ell}(t)$ is made by segment of the families 1,2 , or 3 , while $\gamma_{r}(t)$ is made by segments of families 3 or 4 ; in fact the interaction of a 1 -wave with a 2 -wave always produces a 4 -wave (except in a finite number of cases).

Now we prove that the speeds of the paths $\gamma_{\ell}(t), \gamma_{r}(t)$ are strictly separated. Indeed, if $\gamma_{r}(t)$ starts following a 3-segment, then $\gamma_{\ell}$ starts with either a 2- or a 1 -segment and, by the remark at the beginning of this subcase, $\dot{\gamma}_{\ell}(t) \leq 0<b_{1} \leq \dot{\gamma}_{r}(t)$. If $\gamma_{r}(t)$ starts following a 4 -segment, then $\dot{\gamma}_{\ell}(t) \leq b_{2}<\hat{s}=\dot{\gamma}_{r}(t)$.

Finally, for $c=\min \left\{\hat{s}-b_{2}, b_{1}\right\}$ the same argument exploited in the other case leads to a contradiction.
6.2. Control of the total size of nonphysical fronts. Assume as above that the assumptions of Proposition 5.14 hold. We assign inductively to each wave $\alpha$ a generation order $k_{\alpha}$ as in [9, page 140]. This is done according to the following procedure. First, at time $t=0$ each wave has order 1 . Second, assume that two waves $\alpha$ and $\beta$ interact at time $t$; if $\alpha$ and $\beta$ belong to different families, the outgoing waves of those families keep the order of the incoming waves, and the other waves assume order $\max \left\{k_{\alpha}, k_{\beta}\right\}+1$; if $\alpha$ and $\beta$ belong to the same family, and the outgoing wave of that family takes the order $\min \left\{k_{\alpha}, k_{\beta}\right\}$, and the other waves are assigned order $\max \left\{k_{\alpha}, k_{\beta}\right\}+1$.

When specialized to the current setting this has the following consequences:

- every 2 -wave has order 1 ; when an $i$-wave, $i=1,3$, of order $k$ interacts with a 2 -wave, the outgoing $i$-wave has order $k$, and the other outgoing wave (of the family $j, j=1,3, j \neq i$, or a nonphysical wave) has order $k+1$;
- in the interaction of a 1 - with a 3 -wave the waves cross without changing order; in the interaction of two waves $\alpha, \beta$ of the same family $i=1,3$, the outgoing wave of the family $i$ takes order $\min \left\{k_{\alpha}, k_{\beta}\right\}$, and the wave of the family $j=1,3, j \neq i$, has order $\max \left\{k_{\alpha}, k_{\beta}\right\}+1$;
- when a nonphysical wave interacts with any other wave, both waves cross without changing order; in particular a nonphysical wave keeps the order it has been assigned when generated.
For $t \geq 0$ not an interaction time and any $k=1,2, \ldots$ define (see (5.2), (5.1))

$$
\begin{aligned}
V_{k}(t) & =\sum_{\substack{\gamma>0 \\
k \gamma=k}}|\gamma|+\xi \sum_{\substack{\gamma<0 \\
k_{\gamma}=k}}|\gamma|+K_{n p} \sum_{\substack{\gamma \in \mathcal{N P} \\
k \gamma=k}}|\gamma|, \\
Q_{k}(t) & =\sum_{\substack{\gamma_{3} \text { at the left of } \delta_{2} \\
k_{\gamma_{3}}=k}}\left|\gamma_{3}\right|\left|\delta_{2}\right|+\sum_{\substack{\gamma_{1} \text { at the right of } \delta_{2} \\
k \gamma_{1}=k}}\left|\delta_{2}\right|\left|\gamma_{1}\right|, \\
F_{k}(t) & =V_{k}(t)+K Q_{k}(t),
\end{aligned}
$$

and

$$
\tilde{V}_{k}(t)=\sum_{\ell \geq k} V_{\ell}(t), \quad \tilde{Q}_{k}(t)=\sum_{\ell \geq k} Q_{\ell}(t), \quad \tilde{F}_{k}(t)=\tilde{V}_{k}(t)+K \tilde{Q}_{k}(t)
$$

We remark that

$$
\tilde{F}_{1}(0+)=L_{\xi}(0+)+K Q(0+), \quad \tilde{F}_{k}(0+)=0 \quad \text { for } k \geq 2
$$

Observe that if a nonphysical front interacts with another wave, the functionals above do not change; the same holds for interactions between 3 - and 1 -waves. Then we focus on interactions of waves of the same $i$ family, $i=1,3$ (as usual denote $j=1,3, j \neq i$ ), and on interactions between 1 - or 3 -waves with a 2 -wave.

For $h \in \mathbb{N}$, denote by $I_{h}$ the set of times $t$ when an interaction occurs between two waves $\alpha$ and $\beta$ of families 1 or 3 with $\max \left\{k_{\alpha}, k_{\beta}\right\}=h$; denote by $J_{h}$ the set of interaction times $t$ of a 1 - or 3 -wave of order $h$ with a 2 -wave. Finally, denote $\mathcal{T}_{h}=I_{h} \cup J_{h}$ and $I=\bigcup_{h \geq 1} I_{h}, J=\bigcup_{h \geq 1} J_{h}, \mathcal{T}=I \cup J$.

In order to control the total size of nonphysical fronts we must strengthen the assumptions (5.35), (5.36) required in Proposition 5.14. First, for any fixed $m>0$, instead of (5.35) we require the stronger condition

$$
\begin{equation*}
0<A_{o}<\frac{1-\sqrt{d}}{2-\sqrt{d}} \tag{6.3}
\end{equation*}
$$

Then denote

$$
\begin{equation*}
\lambda \doteq \frac{1+K A_{o}}{\xi}, \quad \lambda_{2} \doteq \frac{\xi+K A_{o}}{K\left(2-A_{o}\right)-\xi}, \quad \mu \doteq \max \left\{\lambda, \lambda_{2}, \frac{K_{n p} C_{o}}{K}\right\} . \tag{6.4}
\end{equation*}
$$

We need $0<\mu<1$. From (5.36) $)_{3}$ we have $K_{n p} C_{o}<K$; moreover, we have $0<\lambda<1$ and $\lambda_{2}>0$ because of $(5.36)_{2}$. At last $\lambda_{2}<1$ holds iff $\frac{\xi}{1-A_{o}}<K$; this condition is stronger than the left inequality in $(5.36)_{2}$. Hence, instead of (5.36) we assume

$$
\begin{equation*}
\frac{1-A_{o}}{1-2 A_{o}}<\xi<\frac{1}{\sqrt{d}}, \quad \frac{\xi}{1-A_{o}}<K<\frac{\xi-1}{A_{o}}, \quad K_{n p}<\frac{K}{C_{o}} . \tag{6.5}
\end{equation*}
$$

Remark the new upper bound required on $\xi$. As in the proof of Proposition 5.13, the interval where $K$ varies is not empty if $A_{o}<\frac{1}{2}$ and $\xi>\frac{1-A_{o}}{1-2 A_{o}}$. In turn, we can find $\xi$ satisfying (6.5) if (6.3) holds; remark that $\frac{1-\sqrt{d}}{2-\sqrt{d}} \leq \frac{1}{2}$. The last condition in (6.5) coincides with that in (5.36).

Remark 6.4. Proposition 5.14 still holds under the stronger assumptions (6.3), (6.5) under the same condition (5.38), because the inequality on the right-hand side in $(6.5)_{2}$ has not changed; see (5.39).

Proposition 6.5. Fix $m>0$ and assume (6.3), (6.5). We have the following:

1. $\tau \in \mathcal{T}_{h}, h \leq k-2$ : then $\Delta \tilde{F}_{k}=\Delta F_{k}=0$.
2. $\tau \in \mathcal{T}_{k-1}$ : then $\Delta F_{k-1}<0, \Delta \tilde{F}_{k}=\Delta F_{k}>0$, and

$$
\begin{equation*}
\left[\Delta \tilde{F}_{k}\right]_{+} \leq \mu\left(\left[\Delta F_{k-1}\right]_{-}-\sum_{\ell=1}^{k-2}\left[\Delta F_{\ell}\right]_{+}\right) . \tag{6.6}
\end{equation*}
$$

3. $\tau \in \mathcal{T}_{h}, h \geq k$ : if $h=k$, then $\Delta F_{k}<0$; in any case $\Delta \tilde{F}_{k}<0$ and

$$
\begin{equation*}
\sum_{\ell=1}^{k-1}\left[\Delta F_{\ell}\right]_{+}<\left[\Delta \tilde{F}_{k}\right]_{-} \tag{6.7}
\end{equation*}
$$

Proof. As we pointed out above, for $\tau \in I$ only interactions of waves of the same family are taken into account; see Figure 6.1. Remark that by Proposition 5.14 we have

$$
\begin{equation*}
\sum_{\ell=1}^{k-1} \Delta F_{\ell}+\Delta \tilde{F}_{k}<0 \tag{6.8}
\end{equation*}
$$

1. If $h \leq k-2$, no waves with order $\geq k$ are involved, and then $\Delta \tilde{F}_{k}=\Delta F_{k}=0$.
2. Let $h=k-1$. First, consider $\tau \in I_{k-1}$; then $\Delta \tilde{V}_{k}=\Delta V_{k}>0$. We prove that


Fig. 6.1. Interactions of 3 -waves; $h \geq \ell$ denote generation orders.

$$
\begin{equation*}
\left[\Delta \tilde{V}_{k}\right]_{+} \leq \frac{1}{\xi}\left(\left[\Delta V_{k-1}\right]_{-}-\sum_{\ell=1}^{k-2}\left[\Delta V_{\ell}\right]_{+}\right) . \tag{6.9}
\end{equation*}
$$

Indeed, from (5.30)-(5.32), we deduce that

$$
\begin{equation*}
\xi\left[\Delta \tilde{V}_{k}\right]_{+}+\Delta V_{k-1}+\sum_{\ell=1}^{k-2} \Delta V_{\ell} \leq 0 \tag{6.10}
\end{equation*}
$$

If $\min \left\{k_{\alpha}, k_{\beta}\right\}=k-1$, then $\Delta V_{\ell}=0$ for $\ell=1, \ldots, k-2$ and (6.10) becomes $\xi\left[\Delta \tilde{V}_{k}\right]_{+}+\Delta V_{k-1}<0$; this implies $\Delta V_{k-1}<0$ and hence $\left[\Delta \tilde{V}_{k}\right]_{+}<(1 / \xi)\left[\Delta V_{k-1}\right]_{-}$, that is, (6.9). Moreover, in this case, one easily finds that $\Delta Q_{k-1} \leq 0$, because of (5.21).

If $\min \left\{k_{\alpha}, k_{\beta}\right\}=\ell \leq k-2$, then $\Delta V_{k-1}<0$ and $\Delta Q_{k-1}<0$, since no waves of order $k-1$ are present after the interaction. Therefore the estimate (6.10) becomes

$$
\xi\left[\Delta \tilde{V}_{k}\right]_{+}-\left[\Delta V_{k-1}\right]_{-}+\Delta V_{\ell} \leq 0
$$

If $\Delta V_{\ell} \geq 0$, we get (6.9). If $\Delta V_{\ell}<0$, we check directly that $\xi\left[\Delta \tilde{V}_{k}\right]_{+}-\left[\Delta V_{k-1}\right]_{-} \leq$ $\xi^{2}\left|\varepsilon_{1}\right|-\left|\alpha_{3}\right|<0$ because of (5.20) and (6.5) . This completes the proof of (6.9).

From this proof we see also that $\Delta F_{k-1}=\Delta V_{k-1}+K \Delta Q_{k-1}<0$, since both terms in the sum are negative. Then we use (6.9) and $0 \leq \Delta \tilde{Q}_{k} \leq A_{o} \Delta \tilde{V}_{k}$ to get

$$
\begin{equation*}
0<\Delta \tilde{F}_{k} \leq\left(1+K A_{o}\right)\left[\Delta \tilde{V}_{k}\right]_{+} \leq \lambda\left(\left[\Delta V_{k-1}\right]_{-}-\sum_{\ell=1}^{k-2}\left[\Delta V_{\ell}\right]_{+}\right) \tag{6.11}
\end{equation*}
$$

We now prove that

$$
\begin{equation*}
\left[\Delta Q_{k-1}\right]_{-}-\sum_{\ell=1}^{k-2}\left[\Delta Q_{\ell}\right]_{+} \geq 0 \tag{6.12}
\end{equation*}
$$

We have only to consider the case in which $\left[\Delta Q_{\ell}\right]_{+}>0$ for some $\ell \leq k-2$; but in this case $\left[\Delta Q_{k-1}\right]_{-}-\sum_{\ell=1}^{k-2}\left[\Delta Q_{\ell}\right]_{+}=L_{c d}^{+}\left(\left|\alpha_{3}\right|+\left|\beta_{3}\right|-\left|\varepsilon_{3}\right|\right) \geq 0$ because of (5.21).

Therefore (6.6) for $\tau \in I_{k-1}$ follows from (6.11) and (6.12).
Second, assume $\tau \in J_{k-1}$; we prove that

$$
\begin{equation*}
\left[\Delta \tilde{F}_{k}\right]_{+} \leq \mu\left[\Delta F_{k-1}\right]_{-} \tag{6.13}
\end{equation*}
$$

Indeed, if the reflected wave is a physical wave, then, under the notation of Proposition 5.3,

$$
\Delta V_{k-1} \leq \xi \frac{\left|\delta_{1} \delta_{2}\right|}{2}, \quad \Delta Q_{k-1} \leq-\left|\delta_{1} \delta_{2}\right|+\frac{\left|\delta_{1} \delta_{2}\right|}{2} A_{o}=-\frac{\left|\delta_{1} \delta_{2}\right|}{2}\left(2-A_{o}\right)
$$

so that $\Delta F_{k-1} \leq\left[\xi-K\left(2-A_{o}\right)\right]\left|\delta_{1} \delta_{2}\right| / 2<0$ because of (6.5). Then (6.13) follows since $\Delta \tilde{F}_{k}=\Delta F_{k}>0$ and
$\left[\Delta \tilde{F}_{k}\right]_{+} \leq \frac{\left|\delta_{1} \delta_{2}\right|}{2}\left(\xi+K A_{o}\right)=\frac{\left|\delta_{1} \delta_{2}\right|}{2}\left[K\left(2-A_{o}\right)-\xi\right] \cdot \lambda_{2} \leq \lambda_{2}\left[\Delta F_{k-1}\right]_{-} \leq \mu\left[\Delta F_{k-1}\right]_{-}$.
If the reflected wave is a nonphysical wave, we have, under the notation of Proposition 5.12,

$$
0<\Delta F_{k}=\Delta V_{k} \leq K_{n p} C_{o}\left|\delta \delta_{2}\right|, \quad \Delta V_{k-1}=0, \quad \Delta Q_{k-1}=-\left|\delta \delta_{2}\right|,
$$

and then

$$
\left[\Delta F_{k-1}\right]_{-}=K\left|\delta \delta_{2}\right|, \quad\left[\Delta F_{k}\right]_{+} \leq \frac{K_{n p} C_{o}}{K}\left[\Delta F_{k-1}\right]_{-} \leq \mu\left[\Delta F_{k-1}\right]_{-} .
$$

The estimate (6.13) is then completely proved. From (6.13) we get (6.6) since no 1-, 3 -, or nonphysical waves of order $\leq k-2$ are involved in the interaction.
3. Finally, let $h \geq k$. We first consider $\tau \in I_{h}$. If $\min \left\{k_{\alpha}, k_{\beta}\right\} \geq k$, then $\Delta \tilde{V}_{k}=$ $\Delta L_{\xi}<0$ and $\Delta \tilde{F}_{k}=\Delta F<0$. If $\min \left\{k_{\alpha}, k_{\beta}\right\} \leq k-1$, assume $k_{\alpha} \geq k$ and $k_{\beta} \leq k-1 ;$ then $\Delta \tilde{V}_{k} \leq \xi\left|\varepsilon_{1}\right|-\left|\alpha_{3}\right| \leq(\xi d-1)\left|\alpha_{3}\right|<0$ by (5.20) and (5.36). Moreover, $\Delta \tilde{Q}_{k}=$ $\left|\varepsilon_{1}\right| L_{c d}^{-}-\left|\alpha_{3}\right| L_{c d}^{+} \leq\left|\varepsilon_{1}\right| A_{o} \leq d A_{o}\left|\alpha_{3}\right|$ again by (5.20). Then

$$
\Delta \tilde{F}_{k} \leq\left[\left(\xi+K A_{o}\right) d-1\right] \cdot\left|\alpha_{3}\right|,
$$

and since, because of (6.5),

$$
\left(\xi+K A_{o}\right) d-1<(2 \xi-1) d-1<\left(\frac{2}{\sqrt{d}}-1\right) d-1=-(1-\sqrt{d})^{2}<0
$$

we proved that $\Delta \tilde{F}_{k}<0$. Now from (6.8) we deduce that $\sum_{\ell=1}^{k-1} \Delta F_{\ell}<\left[\Delta \tilde{F}_{k}\right]_{-}$. Since at most one nonzero term is present in the first sum, (6.7) follows. If $h=k$, we are in the same situation as in case 2 , so we have $\Delta F_{k}<0$.

Now assume $\tau \in J_{h}$. Then $\Delta \tilde{F}_{k}=\Delta F<0$ and no 1-, 3-, or nonphysical waves of order $<k$ are present, so (6.7) holds. If $h=k$ and the reflected wave is physical, from the proof of Proposition 5.3 and (6.5) we find that

$$
\Delta F_{k}=\Delta V_{k}+K \Delta Q_{k} \leq \frac{\left|\delta_{1} \delta_{2}\right|}{2}\left(\xi-2 K+K A_{o}\right)<0
$$

If $h=k$ and the reflected wave is nonphysical, then $\Delta V_{k}=0, \Delta Q_{k}<0$, and $\Delta F_{k}<0$.

Summarizing, for $\tau \in \mathcal{T}$ we have the following table:

| $\mathcal{T}_{h} ; h$ | $\leq k-2$ | $k-1$ | $k$ | $\geq k+1$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta F_{k}$ | 0 | + | - | $\pm$ |
| $\Delta \tilde{F}_{k}$ | 0 | + | - | - |

We write $\tilde{F}_{k}^{ \pm}(t)=\sum_{\tau \leq t}\left[\Delta \tilde{F}_{k}(\tau)\right]_{ \pm}$for $k \geq 2$. For simplicity the time $\tau$ in such sums is omitted.

Lemma 6.6. Under the assumptions of Proposition 6.5 we have

$$
\begin{align*}
& \tilde{F}_{2}^{+}(t) \leq \mu\left(L_{\xi}(0)+K Q(0)\right)+\sum_{\mathcal{T}_{h}, h \geq 2}\left[\Delta F_{1}\right]_{+}  \tag{6.14}\\
& \tilde{F}_{k}^{+}(t) \leq \mu\left(\tilde{F}_{k-1}^{+}(t)+\sum_{\mathcal{T}_{h}, h \geq k}\left[\Delta F_{k-1}\right]_{+}-\sum_{\mathcal{T}_{k-1}} \sum_{\ell=1}^{k-2}\left[\Delta F_{\ell}\right]_{+}\right), \quad k \geq 3 \tag{6.15}
\end{align*}
$$

Proof. By Proposition 6.5 (see also the table above), the functional $F_{k}$ increases at times $\tau \in \mathcal{T}_{k-1}$ and decreases at times $\tau \in \mathcal{T}_{k}$, while it does not have a given sign at times $\tau \in \mathcal{T}_{h}$, with $h \geq k+1$.

First, by summing up (6.6) we obtain

$$
\begin{equation*}
\tilde{F}_{k}^{+}(t) \leq \mu \sum_{\mathcal{T}_{k-1}}\left(\left[\Delta F_{k-1}\right]_{-}-\sum_{\ell=1}^{k-2}\left[\Delta F_{\ell}\right]_{+}\right) \tag{6.16}
\end{equation*}
$$

for $k \geq 2$, where the last term in (6.16) is missing if $k=2$.
Now recall that $F_{1}(0)=L_{\xi}(0)+K Q(0)$; therefore

$$
F_{1}(t) \leq L_{\xi}(0)+K Q(0)-\sum_{\mathcal{T}_{1}}\left[\Delta F_{1}\right]_{-}+\sum_{\mathcal{T}_{h}, h \geq 2}\left[\Delta F_{1}\right]_{+}
$$

and then

$$
\begin{equation*}
\sum_{\mathcal{T}_{1}}\left[\Delta F_{1}\right]_{-} \leq L_{\xi}(0)+K Q(0)+\sum_{\mathcal{T}_{h}, h \geq 2}\left[\Delta F_{1}\right]_{+} \tag{6.17}
\end{equation*}
$$

On the other hand, $F_{k}(0)=0$ for $k \geq 2$; from Proposition 6.5 we have

$$
F_{k}(t) \leq \sum_{\mathcal{T}_{k-1}}\left[\Delta F_{k}\right]_{+}-\sum_{\mathcal{T}_{k}}\left[\Delta F_{k}\right]_{-}+\sum_{\mathcal{T}_{h}, h \geq k+1}\left[\Delta F_{k}\right]_{+}
$$

Moreover,

$$
\sum_{\mathcal{T}_{k-1}}\left[\Delta F_{k}\right]_{+}=\sum_{\mathcal{T}_{k-1}}\left[\Delta \tilde{F}_{k}\right]_{+}=\tilde{F}_{k}^{+}(t)
$$

and then

$$
\begin{equation*}
\sum_{\mathcal{T}_{k}}\left[\Delta F_{k}\right]_{-} \leq \tilde{F}_{k}^{+}(t)+\sum_{\mathcal{T}_{h}, h \geq k+1}\left[\Delta F_{k}\right]_{+} \tag{6.18}
\end{equation*}
$$

From (6.16), (6.17), (6.18) we get (6.14), (6.15).
Proposition 6.7 (a contraction property). Under the assumptions of Proposition 6.5 , for any $t \geq 0$ and $k \geq 1$ we have

$$
\begin{equation*}
\tilde{V}_{k}(t) \leq \tilde{F}_{k}(t) \leq \mu^{k-1} \cdot\left(L_{\xi}(0)+K Q(0)\right) \tag{6.19}
\end{equation*}
$$

Proof. The estimate (6.19) holds for $k=1$ because $\tilde{F}_{1}(t)=F(t) \leq L_{\xi}(0)+K Q(0)$. Next, we prove by induction on $k \geq 2$ that for any $t$

$$
\begin{equation*}
\tilde{F}_{k}^{+}(t) \leq \mu^{k-1}\left(L_{\xi}(0)+K Q(0)\right)+\sum_{\mathcal{T}_{h}, h \geq k} \sum_{\ell=1}^{k-1}\left[\Delta F_{\ell}\right]_{+} \tag{6.20}
\end{equation*}
$$

Since by summing up (6.7) we obtain

$$
\begin{equation*}
\tilde{F}_{k}^{-}(t) \geq \sum_{\mathcal{T}_{h}, h \geq k} \sum_{\ell=1}^{k-1}\left[\Delta F_{\ell}\right]_{+} \tag{6.21}
\end{equation*}
$$

then (6.19) will follow from (6.20) for any $k \geq 2$ because of (6.21).
Formula (6.20) for $k=2$ reduces to (6.14). Next, assume that (6.20) holds for some $k \geq 2$. By (6.15) and the induction assumption

$$
\begin{aligned}
& \tilde{F}_{k+1}^{+}(t) \leq \mu\left(\tilde{F}_{k}^{+}(t)+\sum_{\mathcal{T}_{h}, h \geq k+1}\left[\Delta F_{k}\right]_{+}-\sum_{\mathcal{T}_{k}} \sum_{\ell=1}^{k-1}\left[\Delta F_{\ell}\right]_{+}\right) \\
& \leq \mu^{k}\left(L_{\xi}(0)+K Q(0)\right)+\mu\left(\sum_{\mathcal{T}_{h}, h \geq k} \sum_{\ell=1}^{k-1}\left[\Delta F_{\ell}\right]_{+}+\sum_{\mathcal{T}_{h}, h \geq k+1}\left[\Delta F_{k}\right]_{+}-\sum_{\mathcal{T}_{k}} \sum_{\ell=1}^{k-1}\left[\Delta F_{\ell}\right]_{+}\right) \\
& \leq \mu^{k}\left(L_{\xi}(0)+K Q(0)\right)+\mu \sum_{\mathcal{T}_{h}, h \geq k+1} \sum_{\ell=1}^{k}\left[\Delta F_{\ell}\right]_{+} .
\end{aligned}
$$

Since $\mu<1$, we get (6.20) for $k+1$. $\quad \square$
Remark 6.8. We now comment on the case $A_{o}=0$. In this case system (1.1) reduces to the $p$-system with pressure law given by (2.1) for fixed $\lambda$. According to our front-tracking algorithm, stationary and nonphysical waves do not appear, and so $L_{c d}=Q=0$; the algorithm reduces to the one introduced in [3]. Then Proposition 6.5 holds with $\tilde{V}_{k}$ and $1 / \xi$ replacing $\tilde{F}_{k}$ and $\mu$, respectively, and at last (6.19) reads

$$
\tilde{V}_{k}(t) \leq \frac{1}{\xi^{k-1}} \cdot L_{\xi}(0)
$$

Next, we conclude that the total strength of all nonphysical waves is small by proceeding as in [9, page 142]. Recall the notation in section 4. First, by Remark 5.16, the sequence $\left\{v^{\nu}\right\}$ is uniformly bounded from above and away from 0 ; then the eigenvalues $e_{1}$ and $e_{3}$ are bounded, and this makes possible the choice of a suitable $\hat{s}$. We have two more parameters $\eta, \rho$ to be chosen. Fix $\eta>0$ with the condition $\eta=\eta_{\nu} \rightarrow 0$ as $\nu \rightarrow \infty$ and estimate the total number of waves of order $<k$. We have

$$
\begin{aligned}
\sum_{\gamma \in \mathcal{N P}}|\gamma|(t) & \leq \tilde{V}_{k}(t)+\sum_{\gamma \in \mathcal{N P}, k_{\gamma}<k}|\gamma|(t) \\
& \leq \mu^{k-1} \cdot\left(L_{\xi}(0)+K Q(0)\right)+C_{o} \rho \cdot[\text { number of fronts of order }<k] \leq \frac{1}{\nu}
\end{aligned}
$$

by choosing $k$ sufficiently large to have the first term $\leq 1 /(2 \nu)$ and then choose $\rho$ small enough to have the second term $\leq 1 /(2 \nu)$.

We now accomplish the proof of Theorem 2.2. First define

$$
\begin{equation*}
k(m)=\frac{1-\sqrt{d(m)}}{2-\sqrt{d(m)}} \tag{6.22}
\end{equation*}
$$

From the properties of the function $d(m)$ stated in Remark 5.7 we see that $k(0)=1 / 2$ and that $k(m)$ is decreasing, tending to 0 for $m \rightarrow+\infty$. The assumption (2.8) implies that (6.3) holds.

Now, by hypotheses (2.7) it follows that we can choose $\xi$ such that

$$
\frac{1}{2} \mathrm{TV} \log \left(p_{o}\right)+\frac{1}{2 \inf a_{o}} \mathrm{TV}\left(u_{o}\right)<\frac{m}{2 \xi-1}<\left(1-2 A_{o}\right) m
$$

and that $(6.5)_{1}$ holds. Hence, using (3.12) and (i) in section 4, we have

$$
L(0+) \leq \frac{1}{2} \mathrm{TV} \log \left(p_{o}\right)+\frac{1}{2 \inf a_{o}} \mathrm{TV}\left(u_{o}\right)<\frac{m}{2 \xi-1}
$$

so that the hypotheses (5.38) of Proposition 5.14 hold. Theorem 2.2 now follows along the lines of [9, section 7.4].

Appendix A. The weighted total variation. In this appendix we prove Proposition 2.1. Remark that the map $d(a, b) \doteq \frac{|a-b|}{a+b}$ is a distance on $\mathbb{R}_{+}$, as one can easily prove.

We start with the proof of the inequality on the right in (2.5). It is enough to prove that

$$
\begin{equation*}
2 \sum_{j=1}^{n} \frac{\left|f\left(x_{j}\right)-f\left(x_{j-1}\right)\right|}{f\left(x_{j}\right)+f\left(x_{j-1}\right)} \leq \sum_{j=1}^{n}\left|\log f\left(x_{j}\right)-\log f\left(x_{j-1}\right)\right| \tag{A.1}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\log t \geq \frac{2(t-1)}{t+1} \quad \text { for } t \geq 1 \tag{A.2}
\end{equation*}
$$

where the inequality is strict if $t>1$. To prove the claim it is sufficient to notice that the function $\phi(t)=\log t-2 \frac{t-1}{t+1}$ vanishes in 1 and $\phi^{\prime}(t)=\frac{(t-1)^{2}}{t(t+1)^{2}}>0$ if $t>1$.

We apply (A.2) to $t=x / y$ for $0<y \leq x$ and arguing by symmetry deduce that

$$
|\log x-\log y| \geq \frac{2|x-y|}{x+y} \quad \text { for every } x, y>0
$$

Then (A.1) follows. The proof of the inequality on the left in (2.5) is analogous, starting from the inequality

$$
\begin{equation*}
\frac{1}{t} \log t \leq \frac{2(t-1)}{t+1} \quad \text { for } t \geq 1 \tag{A.3}
\end{equation*}
$$

with strict inequality if $t>1$.
Now assume that $f \in C(\mathbb{R})$. To show that $\operatorname{WTV}(f)=\mathrm{TV}(\log (f))$, we have to prove that the inequality

$$
\begin{equation*}
\mathrm{TV}(\log (f)) \leq 2 \sup \sum_{j=1}^{n} \frac{\left|f\left(x_{j}\right)-f\left(x_{j-1}\right)\right|}{f\left(x_{j}\right)+f\left(x_{j-1}\right)} \tag{A.4}
\end{equation*}
$$

holds for any $[a, b] \subset \mathbb{R}$, the supremum being taken on the set of all partitions $a=$ $x_{o}<x_{1}<\cdots<x_{n}=b, n \in \mathbb{N}$. Consider any such partition; by the mean value theorem and by the intermediate value theorem applied to $f$, we get

$$
\begin{aligned}
\left|\log \left(f\left(x_{j}\right)\right)-\log \left(f\left(x_{j-1}\right)\right)\right| & =\frac{\left|f\left(x_{j}\right)-f\left(x_{j-1}\right)\right|}{\zeta_{j}} \\
& =\frac{f\left(x_{j}\right)+f\left(x_{j-1}\right)}{2 f\left(\eta_{j}\right)} \cdot 2 \frac{\left|f\left(x_{j}\right)-f\left(x_{j-1}\right)\right|}{f\left(x_{j}\right)+f\left(x_{j-1}\right)}
\end{aligned}
$$

for some $\zeta_{j}$ between $f\left(x_{j}\right)$ and $f\left(x_{j-1}\right)$ and $\eta_{j} \in\left[x_{j-1}, x_{j}\right]$. We exploit again the continuity of $f$ in $[a, b]$. On one hand, its image is compact; then $\min _{[a, b]} f=m>0$. On the other hand, $f$ is uniformly continuous in $[a, b]$, so that for any $\varepsilon>0$ there exists $\delta_{\varepsilon}>0$ such that $|f(x)-f(y)|<\varepsilon$ if $|x-y|<\delta_{\varepsilon}$ for $x, y \in[a, b]$.

Now fix any $\varepsilon>0$; without loss of generality we can consider partitions of the interval $[a, b]$ of mesh less than $\delta_{\varepsilon}$. Assume for instance $f\left(x_{j-1}\right) \leq f\left(x_{j}\right)$; then from the inequalities

$$
f\left(x_{j}\right)-f\left(x_{j-1}\right)<\varepsilon, \quad f\left(x_{j-1}\right) \leq f\left(\eta_{j}\right) \leq f\left(x_{j}\right)
$$

it follows that

$$
\frac{f\left(x_{j}\right)+f\left(x_{j-1}\right)}{2 f\left(\eta_{j}\right)} \leq \frac{2 f\left(x_{j-1}\right)+\varepsilon}{2 f\left(x_{j-1}\right)} \leq 1+\frac{\varepsilon}{m}
$$

The inequality (A.4) follows by remarking that then for any partition of mesh less than $\delta_{\varepsilon}$

$$
\sum_{j=1}^{n}\left|\log \left(f\left(x_{j}\right)\right)-\log \left(f\left(x_{j-1}\right)\right)\right| \leq\left(1+\frac{\varepsilon}{m}\right) 2 \sum_{j=1}^{n} \frac{\left|f\left(x_{j}\right)-f\left(x_{j-1}\right)\right|}{f\left(x_{j}\right)+f\left(x_{j-1}\right)}
$$

The proof of Proposition 2.1 is complete.
Remark A.1. Observe that if TV $(\log (f))<\infty$ and $f$ is discontinuous, then the inequality on the right in (2.5) is strict, because of the strict inequality in (A.2). For example, if $f$ has a single jump and assumes the values $c>0$ and $d>0$, then $\operatorname{WTV}(f)=2 \frac{|c-d|}{c+d}<|\log c-\log d|=\operatorname{TV}(\log (f))$.

Remark, moreover, that WTV and TV are not equivalent, in the sense that there does not exist a positive constant $C$ such that $C \cdot \mathrm{TV}(\log (f)) \leq \mathrm{WTV}(f)$. This follows from the fact that clearly the inequality $C \log t \leq \frac{2(t-1)}{t+1}$ does not hold for every $t \geq 1$.

Appendix B. Shock-rarefaction interactions. In this appendix we consider a particular case of Lemma 5.6. Actually, this is the only case needed in order to define a decreasing functional (see section 5) ; however, we needed further analysis for the control and treatment of the nonphysical waves.

Lemma B. 1 (the case $S R, R S \rightarrow S S$ ). Consider the interaction of a shock $\alpha_{i}$ and a rarefaction $\beta_{i}$ of the same family, $i=1,3$, producing two outgoing shocks $\varepsilon_{1}, \varepsilon_{3}$. Then there exists a smooth function $B$ satisfying $\left|\alpha_{i}\right| \leq B\left(\alpha_{i}\right) \leq \min \left\{\sinh \left(\left|\alpha_{i}\right|\right), 2\left|\alpha_{i}\right|\right\}$ such that

$$
\begin{equation*}
0<\beta_{i} \leq B\left(\alpha_{i}\right) \tag{B.1}
\end{equation*}
$$

Moreover, assume

$$
\begin{equation*}
\left|\alpha_{i}\right| \leq m \tag{B.2}
\end{equation*}
$$

for some $m>0$ and denote $c=c(m)=\frac{\cosh (m)-1}{\cosh (m)+1}$. Then both the variation of shock waves and the reflected wave $\varepsilon_{j}, j \neq i, j=1,3$, are estimated by the interacting rarefaction as

$$
\begin{equation*}
\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{i}\right| \leq(2 c-1) \cdot\left|\beta_{i}\right|, \tag{B.3}
\end{equation*}
$$

$$
\begin{equation*}
\left|\varepsilon_{j}\right| \leq c \cdot\left|\beta_{i}\right| \tag{B.4}
\end{equation*}
$$

Proof. We focus on the case $i=3, j=1$; see Figure 5.3(b). Therefore we consider $\alpha_{3}<0, \beta_{3}>0$ and $\varepsilon_{1}<0, \varepsilon_{3}<0$. Then (5.5), (5.6) become

$$
\begin{align*}
\left|\varepsilon_{1}\right|-\left|\varepsilon_{3}\right| & =\left|\beta_{3}\right|-\left|\alpha_{3}\right|  \tag{B.5}\\
\sinh \left(\left|\varepsilon_{1}\right|\right)+\sinh \left(\left|\varepsilon_{3}\right|\right) & =\sinh \left(\left|\alpha_{3}\right|\right)-\left|\beta_{3}\right| \tag{B.6}
\end{align*}
$$

From the second equation $\left|\varepsilon_{1}\right|<\left|\alpha_{3}\right|,\left|\varepsilon_{3}\right|<\left|\alpha_{3}\right|$, and $\left|\beta_{3}\right|<\sinh \left(\left|\alpha_{3}\right|\right)$; using the first equation and $\left|\varepsilon_{3}\right|<\left|\alpha_{3}\right|$, we get $\left|\varepsilon_{1}\right|<\left|\beta_{3}\right|$. Therefore in conclusion

$$
\begin{equation*}
\left|\varepsilon_{1}\right|<\min \left\{\left|\alpha_{3}\right|,\left|\beta_{3}\right|\right\}, \quad\left|\varepsilon_{3}\right|<\left|\alpha_{3}\right|, \quad\left|\beta_{3}\right|<\sinh \left(\left|\alpha_{3}\right|\right) . \tag{B.7}
\end{equation*}
$$

Step 1: notation. We set $x=\left|\beta_{3}\right|, y=\left|\varepsilon_{1}\right|, z=\left|\alpha_{3}\right|$, so that

$$
\begin{equation*}
\left|\varepsilon_{3}\right|=y-x+z ; \tag{B.8}
\end{equation*}
$$

see Figure B.1. Under this notation, (B.6) writes as

$$
\begin{equation*}
F(x, y ; z)=\sinh y+\sinh (y-x+z)-\sinh z+x=0 \tag{B.9}
\end{equation*}
$$

for $x \geq 0, y \geq 0, z \geq 0, y-x+z \geq 0$. By (B.7), any solution of (B.9) satisfies

$$
\begin{equation*}
y<z, \quad y<x, \quad x<\sinh (z) \tag{B.10}
\end{equation*}
$$

Step 2: the threshold. Observe that, despite the last inequality in (B.7), we may well have $\left|\beta_{3}\right|>\left|\alpha_{3}\right|$, that is, $x>z$. Consider in fact the limit case of $\varepsilon_{3}=0$ : we have $y=x-z>0$ and $\sinh (y)=\sinh (z)-x$ that give

$$
\sinh (x-z)=\sinh (z)-x, \quad x>z
$$

The last equality is the relation needed for $\beta_{3}, \alpha_{3}$ in order to have that the shock and rarefaction cancel out exactly, giving rise only to a wave of the opposite family. Observe that the size of the rarefaction must be larger than the one of the shock. Under the notation above, the threshold curve separating the case of the outgoing waves $S_{1} S_{3}$ from the case $S_{1} R_{3}$ is given by

$$
\begin{equation*}
f(x, z)=\sinh (x-z)-\sinh (z)+x=0 . \tag{B.11}
\end{equation*}
$$

Since $f_{x}=\cosh (x-z)+1>0$ and $f(z, z)<0$, the implicit equation $f(x, z)=0$ is solved by $x=x_{o}(z) \geq z$ with $x_{o}^{\prime}(z)=\frac{\cosh (x-z)+\cosh (z)}{\cosh (x-z)+1}>0$ for every $z \geq 0$; the curve has for tangent at $(0,0)$ the line $z=x$. Observe that $x_{o}(z) \leq 2 z$ because $f(2 z, z)=z \geq 0$. In conclusion

$$
\begin{equation*}
z \leq x_{o}(z) \leq 2 z \tag{B.12}
\end{equation*}
$$

see Figure B.2(a). This estimate and the third inequality in (B.7) prove (B.1) for $B\left(\alpha_{i}\right)=x_{o}\left(\left|\alpha_{i}\right|\right)$. We can prove more than (B.12), that is,

$$
\begin{equation*}
\lim _{z \rightarrow+\infty}\left(x_{o}(z)-2 z\right)=0 \tag{B.13}
\end{equation*}
$$

Indeed, we show that the inequality $x_{o}(z)>2 z-q$ holds for large $z$ and $q>0$. This follows from $f(2 z-q, z)=\sinh (z-q)-\sinh z+2 z-q \sim e^{z}\left(e^{-q}-1\right) / 2 \rightarrow-\infty$ for $z \rightarrow \infty$.


Fig. B.1. Interactions.


FIG. B.2. (a) the threshold curve $f(x, z)=\sinh (x-z)-\sinh (z)+x=0$; (b) the domain $D_{z}$ and the function $y=y(x ; z)$.

Remark that the fact that $\varepsilon_{3}$ is a shock implies that

$$
\begin{equation*}
f(x, z)=\sinh (x-z)-\sinh (z)+x<0 \tag{B.14}
\end{equation*}
$$

Step 3: the amount of shocks can increase. From (B.5) we have

$$
\begin{equation*}
\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|=2\left|\varepsilon_{1}\right|-\left|\beta_{3}\right| \tag{B.15}
\end{equation*}
$$

We now prove that the inequality $\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|<0$, or equivalently $\left|\varepsilon_{1}\right|<\frac{1}{2}\left|\beta_{3}\right|$, does not hold if $m$ is large.

The equation giving $\left|\varepsilon_{1}\right|=y$ in terms of $\left|\beta_{3}\right|=x$, for a given parameter $\left|\alpha_{3}\right|=z$, is (B.9), to be considered in the domain

$$
D_{z}=\left\{(x, y): 0 \leq x \leq x_{o}(z), y \geq \max \{0, x-z\}\right\} \quad \text { for } z \geq 0
$$

where $x_{o}(z)$ satisfies (B.11); see Figure B.2(b). Since $F_{y}=\cosh y+\cosh (y-x+z)>0$, the implicit equation (B.9) defines a function $y=y(x ; z)$ with $0 \leq y(x ; z) \leq x$ and $y(x ; z) \leq z$; see (B.10). Remark that $F(x, x ; z)=\sinh x+x>0$. Moreover, $F(x, 0 ; z)=\sinh (z-x)-\sinh z+x$ so that $F(0,0 ; z)=0 ;$ by $F_{x}=1-\cosh (z-x)<0$, we deduce that $F(x, 0 ; z)<0$ if $x>0$. By the implicit function theorem we have $y^{\prime}(x ; z) \geq 0$,

$$
\begin{equation*}
y^{\prime}(0 ; z)=\frac{\cosh (z)-1}{\cosh (z)+1} \in[0,1) \tag{B.16}
\end{equation*}
$$

and $y^{\prime \prime}(0 ; z)=-\frac{4 \sinh (z)}{(1+\cosh (z))^{2}} \leq 0$. The function $\frac{\cosh (z)-1}{\cosh (z)+1}$ is increasing, and then for $z \in[0, m]$ its maximum is $\frac{\cosh (m)-1}{\cosh (m)+1}$; this quantity is strictly larger than $1 / 2$ if $m>$ $\log (3+2 \sqrt{2})$. Thus in general the estimate $y(x ; z)<x / 2$ cannot hold.

Step 4: proof of the estimate. From (B.15) we see that $\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right| \leq(2 c-1)$. $\left|\beta_{3}\right| \Longleftrightarrow\left|\varepsilon_{1}\right| \leq c \cdot\left|\beta_{3}\right|$, that is, that (B.3) and (B.4) are equivalent; we shall prove (B.4). To bypass the study of the function $y(x ; z)$ we define

$$
\Phi(x ; z, c)=F(x, c x ; z)=\sinh (c x)+\sinh (z-(1-c) x)-\sinh z+x .
$$

If $1 / 2 \leq c<1$, then $z>(1-c) x$ and $\Phi(0 ; z, c)=0$,

$$
\begin{aligned}
\Phi_{x}(x ; z, c) & =1+c \cosh (c x)-(1-c) \cosh (z-(1-c) x) \\
\Phi_{x x}(x ; z, c) & =c^{2} \sinh (c x)+(1-c)^{2} \sinh (z-(1-c) x)>0
\end{aligned}
$$

Therefore the function $x \rightarrow \Phi_{x}(x ; z, c)$ is increasing, and then $\Phi(x ; z, c) \geq 0$ if

$$
\Phi_{x}(0 ; z, c)=(1+c)-(1-c) \cosh (z)>0
$$

that is, if $\cosh (z) \leq \frac{1+c}{1-c}$; this is just (B.2). Then $y(x ; z) \leq c x$ for all $x \in\left(0, x_{o}(z)\right)$, and so (B.4) is proved.

Remark B.2. From (B.16) we see that condition (B.2) is equivalent to the geometric condition $y^{\prime}(0 ; z)=(\cosh z-1) /(\cosh z+1)<c$. Moreover, as we noticed in the above proof, condition (B.2) is equivalent to

$$
\begin{equation*}
\cosh \left(\left|\alpha_{i}\right|\right) \leq \frac{1+c}{1-c} \tag{B.17}
\end{equation*}
$$

which, in turn, is equivalent to

$$
\begin{equation*}
\left|\alpha_{i}\right| \leq \log \frac{(1+\sqrt{c})^{2}}{1-c} \tag{B.18}
\end{equation*}
$$

From the definition of the strength, one has that $\left|\alpha_{i}\right|=(1 / 2) \log \left(v_{\max } / v_{\min }\right)$, where $v_{\text {max }}=\max \left\{v_{\ell}, v_{r}\right\}, v_{\text {min }}=\min \left\{v_{\ell}, v_{r}\right\}, v_{\ell}, v_{r}$ being, respectively, the left and right values of $v$ for the wave of size $\alpha_{i}$. Hence (B.18) is equivalent to

$$
\sqrt{\frac{v_{\max }}{v_{\min }}} \leq \frac{(1+\sqrt{c})^{2}}{1-c}
$$

Remark B.3. In the proof above we showed that $\Delta L_{\text {shocks }}=\left|\varepsilon_{1}\right|+\left|\varepsilon_{3}\right|-\left|\alpha_{3}\right|=$ $2\left|\varepsilon_{1}\right|-\left|\beta_{3}\right|$ may be positive, differently from Nishida's paper, where it is always decreasing. This depends on the definition of the wave strengths, which was imposed to us in order to have good estimates when dealing with interactions with the 2 -waves. In any case $\Delta L=\Delta L_{\text {shocks }}+\Delta L_{\text {rarefactions }} \leq 0$.

Remark B.4. Under the notation and assumptions of Lemma B. 1 we verify that

$$
\begin{equation*}
\left|\varepsilon_{j}\right| \leq c \cdot\left|\alpha_{i}\right| \tag{B.19}
\end{equation*}
$$

This estimate, together with (B.4), allows us to obtain (in a special case) the analogue of (5.20) with $c$ in place of $d$.

The proof makes use of a numerical computation. As in that lemma we consider the case $j=1, i=3$. Let $z>0$ be fixed and $0 \leq x \leq x_{o}(z)$. From the proof of Lemma B. 1 we deduce that $y=y(x, z)$; for $z$ fixed the function $x \rightarrow y(x, z)$ is increasing. Then define

$$
Y(z)=y\left(x_{o}(z), z\right)=x_{o}(z)-z
$$

In order to prove (B.19) it is sufficient to prove that

$$
Y(z) \leq c z \quad \text { if } \quad \cosh (z) \leq \frac{1+c}{1-c}
$$

Remark that from (B.13) we know that $Y(z) / z \rightarrow 1$ for $z \rightarrow+\infty$; however, the constraint (B.17) implies that $z$ is bounded. The inequality $Y(z) \leq c z$ is equivalent to $x_{o}(z)-z \leq c z$, i.e., $x_{o}(z) \leq(1+c) z$. Therefore we need to prove that

$$
\begin{equation*}
\phi(z, c) \doteq \sinh (c z)-\sinh (z)+(1+c) z \geq 0 \quad \text { if } \quad \cosh (z) \leq \frac{1+c}{1-c} \tag{B.20}
\end{equation*}
$$

Notice that $\cosh (z) \leq \frac{1+c}{1-c}$ means $0 \leq z \leq z_{c}$ for $z_{c}=\log \left(\frac{1+c}{1-c}+\sqrt{\left(\frac{1+c}{1-c}\right)^{2}-1}\right)$. Formula (B.20) is shown to hold true by numerical computations. Remark, however, that

$$
\begin{aligned}
& \phi^{\prime}(z, c)=c \cosh (c z)-\cosh (z)+1+c \\
& \phi^{\prime \prime}(z, c)=c^{2} \sinh (c z)-\sinh (z) \leq 0
\end{aligned}
$$

so $\phi^{\prime}(0, c)=2 c, \phi(\cdot, c)$ is concave, $\lim _{z \rightarrow+\infty} \phi(z, c)=-\infty$, and $\phi(\cdot, c)$ has a single point of maximum; at last $\phi^{\prime}\left(z_{c}\right)=c\left(\cosh \left(c z_{c}\right)-\cosh \left(z_{c}\right)\right)<0$. This concludes the proof of (B.19).

Remark that if $c=1 / 2$, then $\phi(z, c)=\sinh (z / 2)-\sinh z+\frac{3}{2} z$. If $z$ is such that $\cosh z=3$, then $\sinh z=2 \sqrt{2}, \sinh (z / 2)=1, z=\log (3+\sqrt{8})$, and (B.20) holds with strict inequality.
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#### Abstract

We prove the global well-posedness of the critical dissipative quasi-geostrophic equation for large initial data belonging to the critical Besov space $\dot{B}_{\infty, 1}^{0}\left(\mathbb{R}^{2}\right)$.
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1. Introduction. In this paper we are concerned with the initial value problem of the 2D (two-dimensional) dissipative quasi-geostrophic equation

$$
(\mathrm{QG})_{\alpha}\left\{\begin{array}{l}
\partial_{t} \theta+v \cdot \nabla \theta+|\mathrm{D}|^{2 \alpha} \theta=0 \\
\theta_{\mid t=0}=\theta^{0}
\end{array}\right.
$$

where the scalar function $\theta$ represents the potential temperature and the parameter $\alpha \in] 0,1]$. The velocity $v=\left(v^{1}, v^{2}\right)$ is determined by Riesz transforms of $\theta$,

$$
v=\left(-\partial_{2}|\mathrm{D}|^{-1} \theta, \partial_{1}|\mathrm{D}|^{-1} \theta\right):=\left(-R_{2} \theta, R_{1} \theta\right), \quad|\mathrm{D}|=\sqrt{-\Delta}
$$

In addition to its intrinsic mathematical importance, this equation serves as a 2 D model in geophysical fluid dynamics; for more details about the subject, see [6, 19].

This equation has been intensively investigated, and much attention is devoted to the problem of global well-posedness. For the subcritical case $\left(\alpha>\frac{1}{2}\right)$ the theory seems to be in a satisfactory state. Indeed, global existence and uniqueness for arbitrary initial data are established in various function spaces (see, for example, [8, 20]). However, the critical and supercritical cases, corresponding respectively to $\alpha=\frac{1}{2}$ and $\alpha<\frac{1}{2}$, are harder to deal with. In the supercritical case, we have until now only global results for small initial data; see, for instance, $[3,5,12,13,23,24]$. For the critical case, Constantin, Córdoba, and Wu showed in [7] the global existence in Sobolev space $H^{1}$ under a smallness assumption of the $L^{\infty}$ norm of $\theta^{0}$. Many other relevant results can be found in $[9,14,15,17]$. Very recently, Kiselev, Nazarov, and Volberg proved in [16] global well-posedness for arbitrary periodic smooth initial data by using an elegant argument of the modulus of continuity. In [2], Caffarelli and Vasseur established the global regularity of weak solutions associated with $L^{2}$ initial data.

The main goal of this work is to establish global well-posedness in the critical case when initial data belong to the homogeneous critical Besov space $\dot{B}_{\infty, 1}^{0}\left(\mathbb{R}^{2}\right)$ : we remove the periodic condition, and we weaken the initial regularity. Before giving our main result let us first specify our notion of critical spaces. Let $\theta$ be a solution of

[^9](QG) $)_{\alpha}$ and $\lambda>0$; then $\theta_{\lambda}(t, x)=\theta(\lambda t, \lambda x)$ is also a solution. One class of scaling invariant spaces is the homogeneous Besov spaces $\left(\dot{B}_{p, r}^{2 / p}\right)$, with $p, r \in[1, \infty]$.

Our first main result reads as follows.
THEOREM 1.1. Let $\theta^{0} \in \dot{B}_{\infty, 1}^{0}$; then there exists a unique global solution $\theta$ to $(\mathrm{QG})_{\alpha}$ such that

$$
\theta \in \mathcal{C}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{0}\right) \cap L_{l o c}^{1}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{1}\right)
$$

The proof relies essentially on two facts: the first is the establishment of local existence, which is the major part of this paper, and the derivation of some smoothing effects of the solution, described in the next theorem. The second is the use of the modulus of continuity, as used in [16]. We mention that the property allowing us to remove the periodicity is the spatial decay of the solution. The key to our local existence result is some new estimates for the following transport-diffusion equation:

$$
(\mathrm{TD})\left\{\begin{array}{l}
\partial_{t} \theta+v \cdot \nabla \theta+|\mathrm{D}| \theta=f \\
\theta_{\mid t=0}=\theta^{0}
\end{array}\right.
$$

where $v$ and $f$ are given and $\theta$ is the unknown scalar function. We now state our second main result.

THEOREM 1.2. Let $s \in]-1,1\left[, r, \bar{r} \in[1,+\infty]\right.$ with $r \geq \bar{r}, f \in \widetilde{L}_{\mathrm{loc}}^{\bar{r}}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{s+\frac{1}{\bar{T}}-1}\right)$, and $v$ be a divergence-free vector field belonging to $L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+} ; \operatorname{Lip}\left(\mathbb{R}^{2}\right)\right)$. We consider a smooth solution $\theta$ of the transport-diffusion equation (TD); then there exists a constant $C$ depending only on $s$ such that for every $t \in \mathbb{R}_{+}$

$$
\|\theta\|_{\widetilde{L}_{t}^{r} \dot{B}_{\infty, 1}^{s+\frac{1}{r}}} \leq C e^{C \int_{0}^{t}\|\nabla v(\tau)\|_{L} \infty d \tau}\left(\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\widetilde{L}_{t}^{\widetilde{r}} \dot{B}_{\infty, 1}^{s++\frac{1}{\tilde{r}}-1}}\right)
$$

Additionally, if $v=\nabla^{\perp}|\mathrm{D}|^{-1} \theta$, then we have for all $s \geq 1$

$$
\|\theta\|_{\widetilde{L}_{t}^{r} \dot{B}_{\infty, 1}^{s+\frac{1}{r}}} \leq C e^{C \int_{0}^{t}\left(\|\nabla \theta(\tau)\|_{L \infty}+\|\nabla v(\tau)\|_{L \infty}\right) d \tau}\left(\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\widetilde{L}_{t}^{\widetilde{r}} \dot{B}_{\infty, 1}^{s+\frac{1}{T}}-1}\right) .
$$

We use for the proof a new approach based on Lagrangian coordinates combined with paradifferential calculus and a new commutator estimate. This idea has been recently used by the second author in [11, 12].

The rest of the paper is structured as follows. In section 2 we review some basic results of Littlewood-Paley theory, and we give some useful lemmas. Section 3 deals with a new commutator estimate which is needed for the proof of Theorem 1.2, done in section 4 . Theorem 1.1 is proved in section 5 .
2. Preliminaries. Throughout the paper, $C$ stands for a constant which may be different in each occurrence. We shall sometimes use the notation $A \lesssim B$ instead of $A \leq C B$, and $A \approx B$ means that $A \lesssim B$ and $B \lesssim A$. We denote by $\mathcal{F} \tilde{f}$ the Fourier transform of $f$ and by $[\eta]$ the whole part of $\eta$.

One starts with recalling a traditional result that will be frequently used.
Lemma 2.1 (Bernstein). Let $f \in L^{p}\left(\mathbb{R}^{2}\right)$, with $1 \leq p \leq \infty$ and $0<r<R$. Then there exists a constant $C>0$ such that $\forall k \in \mathbb{N}$ and $\lambda>0$ we have

$$
\begin{aligned}
& \operatorname{supp} \mathcal{F} f \subset B(0, \lambda r) \Longrightarrow \sup _{|\beta|=k}\left\|\partial^{\beta} f\right\|_{L^{q}} \leq C^{k} \lambda^{k+2\left(\frac{1}{p}-\frac{1}{q}\right)}\|f\|_{L^{p}} \\
& \operatorname{supp} \mathcal{F} f \subset \mathcal{C}(0, \lambda r, \lambda R) \Longrightarrow C^{-k} \lambda^{k}\|f\|_{L^{p}} \leq \sup _{|\beta|=k}\left\|\partial^{\beta} f\right\|_{L^{p}} \leq C^{k} \lambda^{k}\|f\|_{L^{p}}
\end{aligned}
$$

These estimates hold true if we replace the derivation $\partial^{\beta}$ by $|\mathrm{D}|^{|\beta|}$.
To define Besov spaces we need to recall the homogeneous Littlewood-Paley decomposition based on a dyadic unity partition. Let $\varphi$ be a smooth function supported in the $\operatorname{ring} \mathcal{C}:=\left\{\xi \in \mathbb{R}^{2}, \frac{3}{4} \leq|\xi| \leq \frac{8}{3}\right\}$ and such that

$$
\sum_{q \in \mathbb{Z}} \varphi\left(2^{-q} \xi\right)=1 \quad \text { for } \quad \xi \neq 0
$$

Now, for $u \in \mathcal{S}^{\prime}$ we set

$$
\forall q \in \mathbb{Z}, \quad \Delta_{q} u=\varphi\left(2^{-q} \mathrm{D}\right) u \quad \text { and } \quad S_{q} u=\sum_{j \leq q-1} \Delta_{j} u
$$

We have the formal decomposition

$$
u=\sum_{q \in \mathbb{Z}} \Delta_{q} u \quad \forall u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right) / \mathcal{P}\left[\mathbb{R}^{2}\right]
$$

where $\mathcal{P}\left[\mathbb{R}^{2}\right]$ is the set of polynomials (see [18]). Moreover, the Littlewood-Paley decomposition satisfies the property of almost orthogonality:

$$
\begin{equation*}
\Delta_{k} \Delta_{q} u \equiv 0 \quad \text { if } \quad|k-q| \geq 2, \quad \text { and } \quad \Delta_{k}\left(S_{q-1} u \Delta_{q} u\right) \equiv 0 \quad \text { if } \quad|k-q| \geq 5 \tag{1}
\end{equation*}
$$

We recall now the definition of Besov spaces. Letting $(p, m) \in[1,+\infty]^{2}, s \in \mathbb{R}$, and $u \in \mathcal{S}^{\prime}$, we set

$$
\|u\|_{\dot{B}_{p, m}^{s}}:=\left(2^{q s}\left\|\Delta_{q} u\right\|_{L^{p}}\right)_{\ell^{m}}, \quad \dot{\mathcal{B}}_{p, m}^{s}:=\left\{u \in \mathcal{S} \mid\|u\|_{\dot{B}_{p, m}^{s}}<\infty\right\}
$$

- For $s<\frac{2}{p}$ (or $s \leq \frac{2}{p}$ if $m=1$ ), we then define $\dot{B}_{p, m}^{s}$ as the completion of $\dot{\mathcal{B}}_{p, m}^{s}$ for $\|\cdot\|_{\dot{B}_{p, m}^{s}}$.
- If $k \in \mathbb{N}$ and $\frac{2}{p}+k-1 \leq s<\frac{2}{p}+k$ (or $s=\frac{2}{p}+k$ if $m=1$ ), then $\dot{B}_{p, m}^{s}$ is defined as the subset of distributions $u \in \mathcal{S}^{\prime}$ such that $\partial^{\beta} u \in \dot{B}_{p, m}^{s-k}$ whenever $|\beta|=k$.
Another characterization of the homogeneous Besov spaces that will be needed later is the following; see, for instance, [21]. For $s \in] 0,1[, p, m \in[1, \infty]$

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{2}} \frac{\|u(\cdot-x)-u(\cdot)\|_{L^{p}}^{m}}{|x|^{s m}} \frac{d x}{|x|^{2}}\right)^{\frac{1}{m}} \approx\|u\|_{\dot{B}_{p, m}^{s}} \tag{2}
\end{equation*}
$$

with the usual modification if $m=\infty$.
In our next study we require two kinds of coupled space-time Besov spaces. The first one is defined in the following manner: for $T>0$ and $m \geq 1$, we denote by $L_{T}^{r} \dot{B}_{p, m}^{s}$ the set of all tempered distributions $u$ satisfying

$$
\|u\|_{L_{T}^{r} \dot{B}_{p, m}^{s}}:=\left\|\left(2^{q s}\left\|\Delta_{q} u\right\|_{L^{p}}\right)_{\ell^{m}}\right\|_{L_{T}^{r}}<\infty
$$

The second mixed space is $\widetilde{L}_{T}^{r} \dot{B}_{p, m}^{s}$, which is the set of tempered distributions $u$ satisfying

$$
\|u\|_{\tilde{L}_{T}^{r} \dot{B}_{p, m}^{s}}:=\left(2^{q s}\left\|\Delta_{q} u\right\|_{L_{T}^{r} L^{p}}\right)_{\ell^{m}}<\infty
$$

We can define in the same way the spaces $L_{T}^{r} B_{p, m}^{s}$ and $\widetilde{L}_{T}^{r} B_{p, m}^{s}$. The following embeddings are a direct consequence of Minkowski's inequality.

Let $s \in \mathbb{R}, r \geq 1$, and $(p, m) \in[1, \infty]^{2}$; then we have

$$
\begin{align*}
& L_{T}^{r} \dot{B}_{p, m}^{s} \hookrightarrow \widetilde{L}_{T}^{r} \dot{B}_{p, m}^{s} \quad \text { if } \quad m \geq r \quad \text { and }  \tag{3}\\
& \widetilde{L}_{T}^{r} \dot{B}_{p, m}^{s} \hookrightarrow L_{T}^{r} \dot{B}_{p, m}^{s} \quad \text { if } \quad r \geq m
\end{align*}
$$

The next lemma will be useful.
Proposition 2.2. The following results hold true:

$$
\dot{B}_{p, m}^{s} \hookrightarrow \dot{B}_{p_{1}, m_{1}}^{s-2\left(\frac{1}{p}-\frac{1}{p_{1}}\right)} \quad \text { for } \quad p \leq p_{1} \quad \text { and } \quad m \leq m_{1}
$$

- Let $|\mathrm{D}|:=\sqrt{-\Delta}$ and $\sigma \in \mathbb{R}$; then the operator $|\mathrm{D}|^{\sigma}$ is an isomorphism from $\dot{B}_{p, m}^{s}$ to $\dot{B}_{p, m}^{s-\sigma}$.
- Let $\gamma \in] 0,1\left[, s_{1}, s_{2} \in \mathbb{R}\right.$ such that $s_{1}<s_{2}$ and $u \in \dot{B}_{p, \infty}^{s_{1}} \cap \dot{B}_{p, \infty}^{s_{2}} ;$ then

$$
\|u\|_{\dot{B}_{p, 1}^{\gamma s_{1}+(1-\gamma) s_{2}}} \lesssim\|u\|_{\dot{B}_{p, \infty}^{s_{1}}}^{\gamma}\|u\|_{\dot{B}_{p, \infty}^{s_{2}}}^{1-\gamma}
$$

- For $s>0, \dot{B}_{p, m}^{s} \cap L^{\infty}$ is an algebra.

We now recall some commutator estimates (see $[4,10]$ and the references therein).
Lemma 2.3. Let $p, r \in[1, \infty], 1=\frac{1}{r}+\frac{1}{r^{\prime}}, \rho_{1}<1, \rho_{2}<1$, and $v$ be a divergence-free vector field of $\mathbb{R}^{2}$. Assume in addition that

$$
\rho_{1}+\rho_{2}+2 \min \{1,2 / p\}>0 \quad \text { and } \quad \rho_{1}+2 / p>0
$$

Then we have

$$
\sum_{q \in \mathbb{Z}} 2^{q\left(\frac{2}{p}+\rho_{1}+\rho_{2}-1\right)}\left\|\left[\Delta_{q}, v \cdot \nabla\right] u\right\|_{L_{t}^{1} L^{p}} \lesssim\|v\|_{\widetilde{L}_{t}^{r} \dot{B}_{p, 1}^{\frac{2}{p}+\rho_{1}}}\|u\|_{\widetilde{L}_{t}^{r^{\prime}} \dot{B}_{p, 1}^{\frac{2}{p}+\rho_{2}}}
$$

Moreover, we have for $s \in]-1,1[$

$$
\sum_{q \in \mathbb{Z}} 2^{q s}\left\|\left[\Delta_{q}, v \cdot \nabla\right] u\right\|_{L^{p}} \lesssim\|\nabla v\|_{L^{\infty}}\|u\|_{\dot{B}_{p, 1}^{s}}
$$

If $v=\nabla^{\perp}|\mathrm{D}|^{-1} \theta$, then the above estimate holds true for $s \geq 1$ if we replace $\|\nabla v\|_{L^{\infty}}$ by $\|\nabla v\|_{L^{\infty}}+\|\nabla u\|_{L^{\infty}}$.

The following result is due to Vishik [22].
Lemma 2.4. Let $f$ be a function in the Schwartz class and $\psi$ a diffeomorphism preserving Lebesgue measure; then $\forall p \in[1,+\infty]$ and $\forall j, q \in \mathbb{Z}$,

$$
\left\|\Delta_{j}\left(\Delta_{q} f \circ \psi\right)\right\|_{L^{p}} \leq C 2^{-|j-q|}\left\|\nabla \psi^{\epsilon(j, q)}\right\|_{L^{\infty}}\left\|\Delta_{q} f\right\|_{L^{p}}
$$

with

$$
\epsilon(j, q)=\operatorname{sign}(j-q)
$$

The following result is proved in [9].

Proposition 2.5. Let $v$ be a smooth divergence-free vector field and $f$ be a smooth function. We assume that $\theta$ is a smooth solution of the equation

$$
\partial_{t} \theta+v \cdot \nabla \theta+\kappa|\mathrm{D}|^{2 \alpha} \theta=f, \quad \text { with } \quad \kappa \geq 0 \quad \text { and } \quad \alpha \in[0,1] .
$$

Then for $p \in[1,+\infty]$ we have

$$
\|\theta(t)\|_{L^{p}} \leq\|\theta(0)\|_{L^{p}}+\int_{0}^{t}\|f(\tau)\|_{L^{p}} d \tau
$$

We can find a proof of the next proposition in [12].
Proposition 2.6. Let $\mathcal{C}$ be a ring and $\alpha \in \mathbb{R}_{+}$. There exists a positive constant $C$ such that, for any $p \in[1 ;+\infty]$, for any pair $(t, \lambda)$ of positive real numbers, we have

$$
\operatorname{supp} \mathcal{F} u \subset \lambda \mathcal{C} \Rightarrow\left\|e^{-t|\mathrm{D}|^{\alpha}} u\right\|_{L^{p}} \leq C e^{-C^{-1} t \lambda^{\alpha}}\|u\|_{L^{p}}
$$

3. Commutator estimate. The main result of this section is the following estimate that will play a crucial role for the proof of Theorem 1.2.

Proposition 3.1. Let $v$ be a divergence-free vector field belonging to $L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}\right.$; $\left.\operatorname{Lip}\left(\mathbb{R}^{2}\right)\right)$. For $q \in \mathbb{Z}$ we denote by $\psi_{q}$ the flow of the regularized vector field $S_{q-1} v$. Then for $f \in \dot{B}_{\infty, \infty}^{1}$ and for $q \in \mathbb{Z}$ we have

$$
\left\||\mathrm{D}|\left(\Delta_{q} f \circ \psi_{q}\right)-\left(|\mathrm{D}| \Delta_{q} f\right) \circ \psi_{q}\right\|_{L^{\infty}} \leq C e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q}\left\|\Delta_{q} f\right\|_{L^{\infty}},
$$

where $V(t)=\|\nabla v\|_{L_{t}^{1} L^{\infty}\left(\mathbb{R}^{2}\right)}$ and $C$ is an absolute constant.
Proof. We set $f_{q}:=\Delta_{q} f$, and then it is obvious that

$$
\begin{aligned}
|\mathrm{D}|\left(f_{q} \circ \psi_{q}\right)-\left(|\mathrm{D}| f_{q}\right) \circ \psi_{q} & =|\mathrm{D}|^{\frac{1}{2}}\left\{\left(|\mathrm{D}|^{\frac{1}{2}} f_{q}\right) \circ \psi_{q}\right\}-\left\{|\mathrm{D}|^{\frac{1}{2}}\left(|\mathrm{D}|^{\frac{1}{2}} f_{q}\right)\right\} \circ \psi_{q} \\
& +|\mathrm{D}|^{\frac{1}{2}}\left\{|\mathrm{D}|^{\frac{1}{2}}\left(f_{q} \circ \psi_{q}\right)-\left(|\mathrm{D}|^{\frac{1}{2}} f_{q}\right) \circ \psi_{q}\right\} \\
& :=\mathrm{I}+\mathrm{II} .
\end{aligned}
$$

For the first term we apply Proposition 3.1 from [12], with $\alpha=\frac{1}{2}$ and $F_{q}=|\mathrm{D}|^{\frac{1}{2}} f_{q}$, yielding

$$
\begin{aligned}
\|\mathrm{I}\|_{L^{\infty}} & \leq C e^{C V(t)}\left(e^{C V(t)}-1\right)\left\|F_{q}\right\|_{\dot{B}_{\infty, 1}} \\
& \leq C e^{C V(t)}\left(e^{C V(t)}-1\right) 2^{q}\left\|f_{q}\right\|_{L^{\infty}} \\
& \lesssim e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q}\left\|f_{q}\right\|_{L^{\infty}}
\end{aligned}
$$

For the second term we use the following formula for the fractional Laplacian:

$$
|\mathrm{D}|^{\frac{1}{2}} f(x)=C \int_{\mathbb{R}^{2}} \frac{f(x)-f(y)}{|x-y|^{\frac{5}{2}}} d y
$$

Since the flow $\psi_{q}$ preserves Lebesgue measure, we easily get

$$
\begin{aligned}
|\mathrm{D}|^{\frac{1}{2}}\left(f_{q} \circ \psi_{q}\right)(x)-\left(|\mathrm{D}|^{\frac{1}{2}} f_{q}\right) \circ \psi_{q}(x)= & C \int_{\mathbb{R}^{2}} \frac{f_{q}\left(\psi_{q}(x)\right)-f_{q}\left(\psi_{q}(y)\right)}{|x-y|^{\frac{5}{2}}} \\
& \times\left(1-\frac{|x-y|^{\frac{5}{2}}}{\left|\psi_{q}(x)-\psi_{q}(y)\right|^{\frac{5}{2}}}\right) d y .
\end{aligned}
$$

We denote $g_{q}(x)=f_{q}\left(\psi_{q}(x)\right)$ and we set $h=x-y$ :

$$
|\mathrm{D}|^{\frac{1}{2}}\left(f_{q} \circ \psi_{q}\right)(x)-\left(|\mathrm{D}|^{\frac{1}{2}} f_{q}\right) \circ \psi_{q}(x)=C \int_{\mathbb{R}^{2}} \frac{g_{q}(x)-g_{q}(x-h)}{|h|^{\frac{5}{2}}} \bar{\psi}_{q}(x, h) d h
$$

with

$$
\bar{\psi}_{q}(x, h)=1-\frac{|h|^{\frac{5}{2}}}{\left|\psi_{q}(x)-\psi_{q}(x-h)\right|^{\frac{5}{2}}} .
$$

It follows from law products and the embedding $\dot{B}_{\infty, 1}^{0} \hookrightarrow L^{\infty}$ that

$$
\begin{aligned}
\|\mathrm{II}\|_{L^{\infty}} & \leq\left\||\mathrm{D}|^{\frac{1}{2}}\left(f_{q} \circ \psi_{q}\right)-\left(|\mathrm{D}|^{\frac{1}{2}} f_{q}\right) \circ \psi_{q}\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} \\
& \leq C\left\|\bar{\psi}_{q}\right\|_{L^{\infty}\left(\mathbb{R}^{4}\right)} \int_{\mathbb{R}^{2}}|h|^{-\frac{5}{2}}\left\|g_{q}(\cdot)-g_{q}(\cdot-h)\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} d h \\
& +C \sup _{h \in \mathbb{R}^{2}}\left\|\bar{\psi}_{q}(\cdot, h)\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} \int_{\mathbb{R}^{2}}|h|^{-\frac{5}{2}}\left\|g_{q}(\cdot)-g_{q}(\cdot-h)\right\|_{L^{\infty}} d h \\
& =J_{q}^{1}+J_{q}^{2}
\end{aligned}
$$

We intend to estimate $J_{q}^{1}$. It is plain from the mean value theorem that

$$
\frac{1}{\|\nabla \psi\|_{L^{\infty}}^{\frac{5}{2}}} \leq \frac{|h|^{\frac{5}{2}}}{|\psi(x)-\psi(x-h)|^{\frac{5}{2}}} \leq\left\|\nabla \psi^{-1}\right\|_{L^{\infty}}^{\frac{5}{2}}
$$

which easily gives the inequality

$$
\left\|\bar{\psi}_{q}\right\|_{L^{\infty}\left(\mathbb{R}^{4}\right)} \leq \max \left(\left|1-\left\|\nabla \psi_{q}^{-1}\right\|_{L^{\infty}}^{\frac{5}{2}}\right| ;\left|1-\left\|\nabla \psi_{q}\right\|_{L^{\infty}}^{-\frac{5}{2}}\right|\right)
$$

On the other hand, we have the classical estimates

$$
\begin{gather*}
e^{-C\left\|S_{q-1} \nabla v\right\|_{L_{t}^{1} L^{\infty}}} \leq\left\|\nabla \psi_{q}^{\mp 1}\right\|_{L^{\infty}} \leq e^{C\left\|S_{q-1} \nabla v\right\|_{L_{t}^{1} L^{\infty}}}  \tag{4}\\
\text { and }\left\|S_{q-1} \nabla v\right\|_{L_{t}^{1} L^{\infty}} \leq C V(t) .
\end{gather*}
$$

We thus get

$$
\begin{equation*}
\left\|\bar{\psi}_{q}\right\|_{L^{\infty}\left(\mathbb{R}^{4}\right)} \leq C e^{C V(t)}\left(e^{C V(t)}-1\right) \tag{5}
\end{equation*}
$$

Using the definition of Besov spaces and the commutation of $\Delta_{j}$ with translation operators, one finds

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}|h|^{-\frac{5}{2}} \| g_{q}(\cdot) & -g_{q}(\cdot-h) \|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} d h \\
& \leq \sum_{j} 2^{\frac{1}{2} j} \int_{\mathbb{R}^{2}}|h|^{-\frac{1}{2}}\left\|\Delta_{j} g_{q}(\cdot)-\left(\Delta_{j} g_{q}\right)(\cdot-h)\right\|_{L^{\infty}} \frac{d h}{|h|^{2}}
\end{aligned}
$$

Applying the characterization of Besov spaces (2) yields

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}|h|^{-\frac{5}{2}}\left\|g_{q}(\cdot)-g_{q}(\cdot-h)\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} d h & \leq C \sum_{j} 2^{\frac{1}{2} j}\left\|\Delta_{j} g_{q}\right\|_{\dot{B}_{\infty, 1}} \\
& \leq C \sum_{|j-k| \leq 1} 2^{j \frac{1}{2}} 2^{\frac{1}{2} k}\left\|\Delta_{j} \Delta_{k} g_{q}\right\|_{L^{\infty}} \\
& \leq C\left\|g_{q}\right\|_{\dot{B}_{\infty, 1}^{1}}
\end{aligned}
$$

Now we use the following interpolation estimate:

$$
\begin{aligned}
\left\|g_{q}\right\|_{\dot{B}_{\infty, 1}^{1}} & \lesssim\left\|g_{q}\right\|_{L^{\infty}}^{\frac{1}{2}}\left\|\Delta g_{q}\right\|_{L^{\infty}}^{\frac{1}{2}} \\
& \lesssim\left\|f_{q}\right\|_{L^{\infty}}^{\frac{1}{2}}\left\|\Delta g_{q}\right\|_{L^{\infty}}^{\frac{1}{2}}
\end{aligned}
$$

It is easy to check from Leibniz rule that

$$
\Delta g_{q}=\Delta\left(f_{q} \circ \psi_{q}\right)=\sum_{i=1}^{d}\left\langle\left(\nabla^{2} f_{q}\right) \circ \psi_{q} \cdot \partial_{i} \psi_{q}, \partial_{i} \psi_{q}\right\rangle+\left(\nabla f_{q}\right) \circ \psi_{q} \cdot \Delta \psi_{q}
$$

Applying the Bernstein inequality, we get

$$
\left\|\Delta g_{q}\right\|_{L^{\infty}} \lesssim e^{C V(t)} 2^{2 q}\left\|f_{q}\right\|_{L^{\infty}}+2^{q}\left\|f_{q}\right\|_{L^{\infty}}\left\|\Delta \psi_{q}\right\|_{L^{\infty}}
$$

The derivative of the flow equation with respect to $x$ and the use of the Gronwall and Bernstein inequalities gives

$$
\begin{align*}
\left\|\nabla^{2} \psi_{q}(t)\right\|_{L^{\infty}} & \lesssim e^{C V(t)} \int_{0}^{t}\left\|\nabla^{2} S_{q-1} v(\tau)\right\|_{L^{\infty}} d \tau \\
& \lesssim e^{C V(t)} 2^{q} \tag{6}
\end{align*}
$$

Combining both last estimates, we obtain

$$
\begin{equation*}
\left\|\Delta g_{q}\right\|_{L^{\infty}} \lesssim e^{C V(t)} 2^{2 q}\left\|f_{q}\right\|_{L^{\infty}} \tag{7}
\end{equation*}
$$

Putting together (5) and (7), we conclude that

$$
\left\|J_{q}^{1}(t)\right\|_{L^{\infty}} \lesssim e^{C V(t)}\left(e^{C V(t)}-1\right) 2^{q}\left\|f_{q}\right\|_{L^{\infty}}
$$

Let us now turn to the second term $J_{q}^{2}$. The integral term can be estimated from (2) as follows:

$$
\int_{\mathbb{R}^{2}}|h|^{-\frac{5}{2}}\left\|g_{q}(\cdot)-g_{q}(\cdot-h)\right\|_{L^{\infty}} d h \lesssim\left\|g_{q}\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}}
$$

According to the classical composition result we write

$$
\begin{align*}
\left\|g_{q}(t)\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} & \lesssim\left\|\nabla \psi_{q}\right\|_{L^{\infty}}^{\frac{1}{2}}\left\|f_{q}\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} \\
& \lesssim e^{C V(t)} 2^{q \frac{1}{2}}\left\|f_{q}\right\|_{L^{\infty}} \tag{8}
\end{align*}
$$

In order to estimate $\bar{\psi}_{q}$ we use the interpolation inequality

$$
\left\|\bar{\psi}_{q}(\cdot, h)\right\|_{\dot{B}_{\infty, 1}} \lesssim\left\|\bar{\psi}_{q}(\cdot, h)\right\|_{L^{\infty}}^{\frac{1}{2}}\left\|\nabla_{x} \bar{\psi}_{q}(\cdot, h)\right\|_{L^{\infty}}^{\frac{1}{2}}
$$

This leads in view of (5) to

$$
\begin{equation*}
\left\|\bar{\psi}_{q}(\cdot, h)\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} \leq C e^{C V(t)}\left(e^{C V(t)}-1\right)^{\frac{1}{2}}\left\|\nabla_{x} \bar{\psi}_{q}(\cdot, h)\right\|_{L^{\infty}}^{\frac{1}{2}} \tag{9}
\end{equation*}
$$

The derivative of $\bar{\psi}_{q}$ with respect to $x$ yields

$$
\begin{aligned}
\left|\nabla_{x} \bar{\psi}_{q}(x, h)\right| & \lesssim \frac{|h|^{\frac{7}{2}}}{\left|\psi_{q}(x)-\psi_{q}(x-h)\right|^{\frac{7}{2}}} \frac{\left|\nabla_{x} \psi_{q}(x)-\nabla_{x} \psi_{q}(x-h)\right|}{|h|} \\
& \lesssim\left\|\nabla \psi_{q}^{-1}\right\|_{L^{\infty}}^{\frac{7}{2}}\left\|\nabla^{2} \psi_{q}\right\|_{L^{\infty}}
\end{aligned}
$$

Combining (4) and (6), we obtain

$$
\begin{equation*}
\left\|\nabla_{x} \bar{\psi}_{q}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{4}\right)} \lesssim e^{C V(t)} 2^{q} \tag{10}
\end{equation*}
$$

Plugging (10) into (9), we find

$$
\begin{equation*}
\left\|\bar{\psi}_{q}(\cdot, h)\right\|_{\dot{B}_{\infty, 1}^{\frac{1}{2}}} \lesssim e^{C V(t)} V^{\frac{1}{2}}(t) 2^{\frac{q}{2}} \tag{11}
\end{equation*}
$$

Thus we deduce from (11) and (8) that

$$
\left\|J_{q}^{2}(t)\right\|_{L^{\infty}} \leq C e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q}\left\|f_{q}(t)\right\|_{L^{\infty}}
$$

This achieves the proof.
4. Proof of Theorem 1.2. The Fourier localized function $\theta_{q}:=\Delta_{q} \theta$ satisfies

$$
\begin{equation*}
\partial_{t} \theta_{q}+S_{q-1} v \cdot \nabla \theta_{q}+|\mathrm{D}| \theta_{q}=-\left[\Delta_{q}, v \cdot \nabla\right] \theta+\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}+f_{q}:=\mathcal{R}_{q} \tag{12}
\end{equation*}
$$

Let $\psi_{q}$ denote the flow of the velocity $S_{q-1} v$, and set

$$
\bar{\theta}_{q}(t, x)=\theta_{q}\left(t, \psi_{q}(t, x)\right) \quad \text { and } \quad \overline{\mathcal{R}}_{q}(t, x)=\mathcal{R}_{q}\left(t, \psi_{q}(t, x)\right)
$$

Since $\psi_{q}$ is an homeomorphism, then

$$
\begin{equation*}
\left\|\overline{\mathcal{R}}_{q}\right\|_{L^{\infty}} \leq\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta\right\|_{L^{\infty}}+\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}\right\|_{L^{\infty}}+\left\|f_{q}\right\|_{L^{\infty}} \tag{13}
\end{equation*}
$$

It is not hard to check that the function $\bar{\theta}_{q}$ satisfies

$$
\begin{equation*}
\partial_{t} \bar{\theta}_{q}+|\mathrm{D}| \bar{\theta}_{q}=|\mathrm{D}|\left(\theta_{q} \circ \psi_{q}\right)-\left(|\mathrm{D}| \theta_{q}\right) \circ \psi_{q}+\overline{\mathcal{R}}_{q}:=\overline{\mathcal{R}}_{q}^{1} \tag{14}
\end{equation*}
$$

From Proposition 3.1 we find that for $q \in \mathbb{Z}$

$$
\begin{equation*}
\left\||\mathrm{D}|\left(\theta_{q} \circ \psi_{q}\right)-\left(|\mathrm{D}| \theta_{q}\right) \circ \psi_{q}\right\|_{L^{\infty}} \lesssim e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q}\left\|\theta_{q}(t)\right\|_{L^{\infty}} \tag{15}
\end{equation*}
$$

where $V(t):=\|\nabla v\|_{L_{t}^{1} L^{\infty}}$. Putting together (13) and (15) yields

$$
\begin{aligned}
\left\|\overline{\mathcal{R}}_{q}^{1}(t)\right\|_{L^{\infty}} \lesssim\left\|f_{q}(t)\right\|_{L^{\infty}} & +\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}\right\|_{L^{\infty}}+\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta\right\|_{L^{\infty}} \\
& +e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q}\left\|\theta_{q}(t)\right\|_{L^{\infty}}
\end{aligned}
$$

Applying the operator $\Delta_{j}$ to (14) and using Proposition 2.6, we obtain

$$
\begin{align*}
\left\|\Delta_{j} \bar{\theta}_{q}(t)\right\|_{L^{\infty}} & \lesssim e^{-c t 2^{j}}\left\|\Delta_{j} \theta_{q}^{0}\right\|_{L^{\infty}}+\int_{0}^{t} e^{-c(t-\tau) 2^{j}}\left\|f_{q}(\tau)\right\|_{L^{\infty}} d \tau  \tag{16}\\
& +e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q} \int_{0}^{t} e^{-c(t-\tau) 2^{j}}\left\|\theta_{q}(\tau)\right\|_{L^{\infty}} d \tau \\
& +\int_{0}^{t} e^{-c(t-\tau) 2^{j}}\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta(\tau)\right\|_{L^{\infty}} d \tau \\
& +\int_{0}^{t} e^{-c(t-\tau) 2^{j}}\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}(\tau)\right\|_{L^{\infty}} d \tau . \tag{17}
\end{align*}
$$

Integrating this estimate with respect to the time and using the Young inequality, we get

$$
\begin{align*}
\left\|\Delta_{j} \bar{\theta}_{q}\right\|_{L_{t}^{r} L^{\infty}} & \lesssim 2^{-\frac{j}{r}}\left(1-e^{-c r t 2^{j}}\right)^{\frac{1}{r}}\left\|\Delta_{j} \theta_{q}^{0}\right\|_{L^{\infty}}+2^{-j\left(1+\frac{1}{r}-\frac{1}{r}\right)}\left\|f_{q}\right\|_{L_{t}^{\bar{r}} L^{\infty}} \\
& +e^{C V(t)} V^{\frac{1}{2}}(t) 2^{(q-j)}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}} \\
& +2^{-\frac{j}{r}} \int_{0}^{t}\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta(\tau)\right\|_{L^{\infty}} d \tau \\
& +2^{-\frac{j}{r}} \int_{0}^{t}\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}(\tau)\right\|_{L^{\infty}} d \tau \tag{18}
\end{align*}
$$

Since the flow $\psi$ is a homeomorphism, one writes

$$
\begin{aligned}
2^{q\left(s+\frac{1}{r}\right)}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}} & =2^{q\left(s+\frac{1}{r}\right)}\left\|\bar{\theta}_{q}\right\|_{L_{t}^{r} L^{\infty}} \\
& \leq 2^{q\left(s+\frac{1}{r}\right)}\left(\sum_{|j-q|>N}\left\|\Delta_{j} \bar{\theta}_{q}\right\|_{L_{t}^{r} L^{\infty}}+\sum_{|j-q| \leq N}\left\|\Delta_{j} \bar{\theta}_{q}\right\|_{L_{t}^{r} L^{\infty}}\right) \\
& :=\mathrm{I}+\mathrm{II} .
\end{aligned}
$$

To estimate the term I we appeal to Lemma 2.4,

$$
\begin{aligned}
\left\|\Delta_{j} \bar{\theta}_{q}\right\|_{L_{t}^{r} L^{\infty}} & \lesssim 2^{-|q-j|} e^{C \int_{0}^{t}\|\nabla v(\tau)\|_{L^{\infty}} d \tau}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}} \\
& \leq C 2^{-|q-j|} e^{C V(t)}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}} .
\end{aligned}
$$

Therefore we get

$$
\begin{equation*}
\mathrm{I} \leq C 2^{-N} e^{C V(t)} 2^{q\left(s+\frac{1}{r}\right)}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}} . \tag{19}
\end{equation*}
$$

In order to bound the second term II we use (18):

$$
\begin{align*}
\mathrm{II} & \lesssim\left(1-e^{-c r t 2^{q}}\right)^{\frac{1}{r}} 2^{q s}\left\|\theta_{q}^{0}\right\|_{L^{\infty}}+2^{N\left(\frac{1}{r}+1-\frac{1}{r}\right)} 2^{q\left(s+\frac{1}{\bar{r}}-1\right)}\left\|f_{q}\right\|_{L_{t}^{r} L^{\infty}} \\
& +2^{N} e^{C V(t)} V^{\frac{1}{2}}(t) 2^{q\left(s+\frac{1}{r}\right)}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}} \\
& +2^{\frac{N}{r}} 2^{q s} \int_{0}^{t}\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta(\tau)\right\|_{L^{\infty}} d \tau \\
& +2^{\frac{N}{r}} 2^{q s} \int_{0}^{t}\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}(\tau)\right\|_{L^{\infty}} d \tau \tag{20}
\end{align*}
$$

Denoting $Z_{q}^{r}(t):=2^{q\left(s+\frac{1}{r}\right)}\left\|\theta_{q}\right\|_{L_{t}^{r} L^{\infty}}$, we then obtain, in view of (19) and (20),

$$
\begin{aligned}
Z_{q}^{r}(t) & \leq C\left(1-e^{-c r 2^{q}}\right)^{\frac{1}{r}} 2^{q s}\left\|\theta_{q}^{0}\right\|_{L^{\infty}}+C 2^{N\left(\frac{1}{r}+1-\frac{1}{r}\right)} 2^{q\left(s+\frac{1}{r}-1\right)}\left\|f_{q}\right\|_{L_{t}^{\bar{r}} L^{\infty}} \\
& +C\left\{2^{N} e^{C V(t)} V^{\frac{1}{2}}(t)+2^{-N} e^{C V(t)}\right\} Z_{q}^{r}(t) \\
& +C 2^{\frac{N}{r}} 2^{q s} \int_{0}^{t}\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta(\tau)\right\|_{L^{\infty}} d \tau \\
& +C 2^{\frac{N}{r}} 2^{q s} \int_{0}^{t}\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}(\tau)\right\|_{L^{\infty}} d \tau
\end{aligned}
$$

It is easy to check the existence of two absolute constants $N$ and $C_{0}$ such that

$$
V(t) \leq C_{0} \Rightarrow C 2^{-N} e^{C V(t)}+C 2^{N} e^{C V(t)} V^{\frac{1}{2}}(t) \leq \frac{1}{2}
$$

Thus we obtain under this condition

$$
\begin{align*}
Z_{q}^{r}(t) & \lesssim\left(1-e^{-c r t 2^{q}}\right)^{\frac{1}{r}} 2^{q s}\left\|\theta_{q}^{0}\right\|_{L^{\infty}}+2^{q\left(s+\frac{1}{r}-1\right)}\left\|f_{q}\right\|_{L_{t}^{\bar{\top}} L^{\infty}} \\
& +2^{q s} \int_{0}^{t}\left(\left\|\left[\Delta_{q}, v \cdot \nabla\right] \theta(\tau)\right\|_{L^{\infty}}+\left\|\left(S_{q-1} v-v\right) \cdot \nabla \theta_{q}\right\|_{L^{\infty}}\right) d \tau \tag{21}
\end{align*}
$$

Summing over $q$ and using Lemma 2.3 leads, for $V(t) \leq C_{0}$, to

$$
\begin{align*}
\|\theta\|_{\widetilde{L}_{t}^{r} \dot{B}_{\infty, 1}^{s+\frac{1}{r}}} & \lesssim\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\widetilde{L}_{t}^{\vec{r}} \dot{B}_{\infty, 1}^{s+\frac{1}{1}-1}}+\int_{0}^{t}\|\nabla v(\tau)\|_{L^{\infty}}\|\theta(\tau)\|_{\dot{B}_{\infty, 1}^{s}} d \tau \\
& \lesssim\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\widetilde{L}_{t}^{\bar{r}} \dot{B}_{\infty, 1}^{s+\frac{1}{r}-1}}+C_{0}\|\theta\|_{L_{t}^{\infty} \dot{B}_{\infty, 1}^{s}} . \tag{22}
\end{align*}
$$

Let us show how to conclude the proof in the case of $r=\infty$. If $C_{0}$ is sufficiently small, then we obtain from (22) the desired estimate:

$$
\begin{equation*}
\|\theta\|_{\widetilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{s}} \lesssim\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\tilde{L}_{t}^{\overrightarrow{ }} \dot{B}_{\infty, 1}^{s+\frac{1}{T}-1}} \tag{23}
\end{equation*}
$$

Now for an arbitrary positive time $T$ we take a partition $\left(T_{i}\right)_{i=0}^{M}$ of $[0, T]$ such that $\int_{T_{i}}^{T_{i+1}}\|\nabla v(\tau)\|_{L^{\infty}} d \tau \approx C_{0}$. We can proceed analogously to the above calculus and obtain

$$
\|\theta\|_{\tilde{L}_{\left[T_{i}, T_{i+1}\right]}^{\infty} \dot{B}_{\infty, 1}^{s}} \lesssim\left\|\theta\left(T_{i}\right)\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\tilde{L}_{\left[T_{i}, T_{i+1}\right]}^{T} \dot{B}_{\infty, 1}^{s+\frac{1}{r}-1}}
$$

An iteration argument leads to

$$
\|\theta\|_{\tilde{L}_{\left[T_{i}, T_{i+1}\right]}^{\infty} \dot{B}_{\infty, 1}^{s} \leq C^{i+1}\left(\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\tilde{L}_{\left[0, T_{i+1}\right]}^{\bar{r}} \dot{B}_{\infty, 1}^{s+\frac{1}{\bar{T}}-1}}\right) . . ~} .
$$

The triangle inequality and the fact that $C_{0} M \simeq 1+V(t)$ give

$$
\begin{equation*}
\|\theta\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{s}} \leq C e^{C \int_{0}^{T}\|\nabla v(\tau)\|_{L^{\infty}}}\left(\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\tilde{L}_{T}^{\bar{r}} \dot{B}_{\infty, 1}^{s+\frac{1}{\tilde{I}}-1}}\right) \tag{24}
\end{equation*}
$$

Let us now turn to the case of finite $r$. Combining (22) and (23), we obtain under the assumption $V(t) \leq C_{0}$

$$
\begin{equation*}
\|\theta\|_{\widetilde{L}_{t}^{r} \dot{B}_{\infty, 1}^{s+\frac{1}{r}}} \lesssim\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{s}}+\|f\|_{\widetilde{L}_{t}^{r} \dot{B}_{\infty, 1}^{s+\frac{1}{\bar{T}}-1}} \tag{25}
\end{equation*}
$$

This gives the result for a short time, and as for the case $r=\infty$, we obtain the required global estimate.

Concerning the last estimate of Theorem 1.2, we use in the commutator term of (21) the last part of Lemma 2.3.
5. Proof of Theorem 1.1. The proof is divided into two parts: in the first one we construct a local unique solution and give a criterion of global existence. However, in the second part we discuss the global existence by reproducing an idea of [16].
5.1. Local existence. We aim to prove the following result.

Proposition 5.1. Given any $\theta^{0} \in \dot{B}_{\infty, 1}^{0}$, there is $T>0$ such that the $(\mathrm{QG})_{\alpha}$ equation has a unique solution $\theta$ with

$$
\theta \in \widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0} \cap L_{T}^{1} \dot{B}_{\infty, 1}^{1}
$$

Moreover, for all $\beta \in \mathbb{R}_{+}$we have $t^{\beta} \theta \in \widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{\beta}$.
Proof. The existence is based on Theorem 1.2 and an iterative method. We denote $\theta_{0}(t, x):=e^{-t|\mathrm{D}|} \theta^{0}(x), v_{0}:=\left(-R_{2} \theta_{0}, R_{1} \theta_{0}\right)$, and $\theta_{n+1}$ the solution of the linear system

$$
\left\{\begin{array}{l}
\partial_{t} \theta_{n+1}+v_{n} \cdot \nabla \theta_{n+1}+|\mathrm{D}| \theta_{n+1}=0 \\
v_{n}=\left(-R_{2} \theta_{n}, R_{1} \theta_{n}\right) \\
\theta_{n+1 \mid t=0}=\theta^{0}
\end{array}\right.
$$

Since $\theta_{0} \in L^{1}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{1}\right)$ and from the continuity of Riesz transforms in the homogeneous Besov spaces we find $v_{0} \in L^{1}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{1}\right)$. Thus by iteration and thanks to Theorem 1.2, one deduces that $\forall n \in \mathbb{N}$,

$$
\theta_{n} \in \widetilde{L}^{\infty}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{0}\right) \cap L^{1}\left(\mathbb{R}_{+} ; \dot{B}_{\infty, 1}^{1}\right)
$$

Step 1: Uniform bounds. Now we intend to obtain uniform bounds, with respect to the parameter $n$, for some $T>0$ independent of $n$.

By (21), we have for all $T \geq 0$ such that

$$
\begin{equation*}
\int_{0}^{T}\left\|\theta_{n}(\tau)\right\|_{\dot{B}_{\infty, 1}^{1}} d \tau \leq C_{1}\left(:=C C_{0}\right) \tag{26}
\end{equation*}
$$

the following estimate:

$$
\begin{aligned}
\left\|\theta_{n+1}\right\|_{\widetilde{L}_{T}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}} & +\left\|\theta_{n+1}\right\|_{L_{T}^{1} \dot{B}_{\infty, 1}^{1}} \lesssim \sum_{q \in \mathbb{Z}}\left(1-e^{-c T 2^{q}}\right)^{\frac{1}{2}}\left\|\Delta_{q} \theta^{0}\right\|_{L^{\infty}} \\
& +\sum_{q \in \mathbb{Z}} \int_{0}^{T}\left\|\left[\Delta_{q}, v_{n} \cdot \nabla\right] \theta_{n+1}(\tau)\right\|_{L^{\infty}} d \tau \\
& +\sum_{q \in \mathbb{Z}} \int_{0}^{T}\left\|\left(S_{q-1} v_{n}-v_{n}\right) \cdot \nabla \Delta_{q} \theta_{n+1}(\tau)\right\|_{L^{\infty}} d \tau
\end{aligned}
$$

Since $\operatorname{div} v_{n}=0$, then Lemma 2.3 combined with the continuity of Riesz transforms gives

$$
\begin{aligned}
\sum_{q \in \mathbb{Z}} \int_{0}^{T}\left\|\left[\Delta_{q}, v_{n} \cdot \nabla\right] \theta_{n+1}(\tau)\right\|_{L^{\infty}} d \tau & \lesssim\left\|v_{n}\right\|_{\widetilde{L}_{T}^{2} \dot{B}_{\infty}^{\frac{1}{2}}, \infty}\left\|\theta_{n+1}\right\|_{\widetilde{L}_{T}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}} \\
& \lesssim\left\|\theta_{n}\right\|_{\widetilde{L}_{T}^{2} \dot{B}_{\infty, \infty}^{\frac{1}{2}}}\left\|\theta_{n+1}\right\|_{\widetilde{L}_{T}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}}
\end{aligned}
$$

We deduce from the Hölder and Young inequalities that

$$
\begin{gathered}
\sum_{q \in \mathbb{Z}} \int_{0}^{t}\left\|\left(S_{q} v_{n}-v_{n}\right) \cdot \nabla \Delta_{q} \theta_{n+1}\right\|_{L^{\infty}} d \tau \lesssim \sum_{q \in \mathbb{Z}} 2^{q}\left\|\Delta_{q} \theta_{n+1}\right\|_{L_{t}^{2} L^{\infty}}\left\|S_{q} v_{n}-v_{n}\right\|_{L_{t}^{2} L^{\infty}} \\
\lesssim \sum_{q \in \mathbb{Z}} 2^{\frac{1}{2} q}\left\|\Delta_{q} \theta_{n+1}\right\|_{L_{t}^{2} L^{\infty}} \sum_{k \geq q} 2^{\frac{1}{2}(q-k)} 2^{\frac{1}{2} k}\left\|\Delta_{k} v_{n}\right\|_{L_{t}^{2} L^{\infty}} \\
\lesssim\left\|\theta_{n+1}\right\|_{\widetilde{L}_{t}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}}\left\|\theta_{n}\right\|_{\widetilde{L}_{t}^{2} \dot{B}_{\infty}^{\dot{1}}, \infty}
\end{gathered}
$$

Therefore we obtain from the above inequalities

$$
\begin{aligned}
\left\|\theta_{n+1}\right\|_{\widetilde{L}_{t}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}}+\left\|\theta_{n+1}\right\|_{L_{t}^{1} \dot{B}_{\infty, 1}^{1}} & \lesssim \sum_{q \in \mathbb{Z}}\left(1-e^{-c t 2^{q}}\right)^{\frac{1}{2}}\left\|\Delta_{q} \theta^{0}\right\|_{L^{\infty}} \\
& +\left\|\theta_{n+1}\right\|_{\widetilde{L}_{t}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}}\left\|\theta_{n}\right\|_{\widetilde{L}_{t}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}}
\end{aligned}
$$

Thus there exists an absolute constant $\varepsilon_{0}>0$ such that, if

$$
\begin{equation*}
\sum_{q \in \mathbb{Z}}\left(1-e^{-c T 2^{q}}\right)^{\frac{1}{2}}\left\|\Delta_{q} \theta^{0}\right\|_{L^{\infty}} \leq \varepsilon_{0} \tag{27}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\theta_{n+1}\right\|_{\tilde{L}_{T}^{2} \dot{B}_{\infty, 1}^{\frac{1}{2}}}+\left\|\theta_{n+1}\right\|_{L_{T}^{1} \dot{B}_{\infty, 1}^{1}} \leq 2 \varepsilon_{0} \tag{28}
\end{equation*}
$$

The existence of $T>0$ is due to the Lebesgue theorem.
Hence, by using the estimate

$$
\int_{0}^{T}\|\nabla v(\tau)\|_{L^{\infty}} d \tau \lesssim \int_{0}^{T}\|\theta(\tau)\|_{\dot{B}_{\infty, 1}^{1}} d \tau
$$

and Theorem 1.2, we obtain

$$
\left\|\theta_{n+1}\right\|_{\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}} \lesssim\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{0}}
$$

Thus we prove that the sequence $\left(v_{n}, \theta_{n}\right)_{n \in \mathbb{N}}$ is uniformly bounded in the space $\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0} \cap L_{T}^{1} \dot{B}_{\infty, 1}^{1}$.

Step 2: Strong convergence. We will prove that $\left(v_{n}, \theta_{n}\right)$ is a Cauchy sequence in $\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}$. Let $(n, m) \in \mathbb{N}^{2}, \theta_{n, m}=: \theta_{n+1}-\theta_{m+1}$, and $v_{n, m}:=v_{n}-v_{m}$; then

$$
\left\{\begin{array}{l}
\partial_{t} \theta_{n, m}+v_{n} \cdot \nabla \theta_{n, m}+|\mathrm{D}| \theta_{n, m}=-v_{n, m} \cdot \nabla \theta_{m+1} \\
\theta_{n, m \mid t=0}=0
\end{array}\right.
$$

Applying Theorem 1.2 to this equation gives

$$
\begin{equation*}
\left\|\theta_{n, m}\right\|_{\tilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{0}} \leq C e^{C\left\|\theta_{n}\right\|_{L_{t}^{1} \dot{B}_{\infty, 1}^{1}}} \int_{0}^{t}\left\|v_{n, m} \cdot \nabla \theta_{m+1}(\tau)\right\|_{\dot{B}_{\infty, 1}^{0}} d \tau \tag{29}
\end{equation*}
$$

Thanks to Bony's decomposition [1], the embedding $\dot{B}_{\infty, 1}^{0} \hookrightarrow L^{\infty}$, and the fact that $\operatorname{div} v_{n, m}=0$,

$$
\begin{equation*}
\left\|v_{n, m} \cdot \nabla \theta_{m+1}\right\|_{\dot{B}_{\infty, 1}^{0}} \lesssim\left\|v_{n, m}\right\|_{\dot{B}_{\infty, 1}^{0}}\left\|\theta_{m+1}\right\|_{\dot{B}_{\infty, 1}^{1}} \tag{30}
\end{equation*}
$$

Since Riesz transforms continuously map $\dot{B}_{\infty, 1}^{0}$ into itself, we get

$$
\begin{equation*}
\left\|v_{n, m} \cdot \nabla \theta_{m+1}\right\|_{\dot{B}_{\infty, 1}^{0}} \lesssim\left\|\theta_{n-1, m-1}\right\|_{\dot{B}_{\infty, 1}^{0}}\left\|\theta_{m+1}\right\|_{\dot{B}_{\infty, 1}^{1}} \tag{31}
\end{equation*}
$$

Thus we infer

$$
\left\|\theta_{n, m}\right\|_{\widetilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{0}} \leq C\left\|\theta_{n-1, m-1}\right\|_{\tilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{0}} e^{C\left\|\theta_{n}\right\|_{L_{t}^{1} \dot{B}_{\infty, 1}^{1}}} \int_{0}^{t}\left\|\theta_{m+1}(\tau)\right\|_{\dot{B}_{\infty, 1}^{1}} d \tau
$$

According to the inequality (28) one can choose $\varepsilon_{0}$ small such that

$$
\left\|\theta_{n, m}\right\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}} \leq \eta\left\|\theta_{n-1, m-1}\right\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}}
$$

with $\eta<1$. Let us suppose that $n \geq m$; then by induction one finds

$$
\left\|\theta_{n, m}\right\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}} \lesssim \eta^{m}\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{0}}
$$

Thus $\left(\theta_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}$. Then there exists $\theta \in \widetilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{0}$ such that $\theta_{n}$ converges strongly to $\theta$ in $\widetilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{0}$. Moreover, the Fatou lemma and inequality (28) imply that $\theta \in L_{t}^{1} \dot{B}_{\infty, 1}^{1}$. These pieces of information allow us to pass to the limit into the equation.

Step 3: Uniqueness. Let $X_{T}:=L_{T}^{\infty} \dot{B}_{\infty, 1}^{0} \cap L_{T}^{1} \dot{B}_{\infty, 1}^{1}$, and $\theta_{i}, i=1,2\left(v_{i}\right.$ the corresponding velocity), be two solutions of the $(\mathrm{QG})_{\alpha}$ equation with the same initial data and belonging to the space $X_{T}$. We set $\theta_{1,2}=\theta_{1}-\theta_{2}$ and $v_{1,2}=v_{1}-v_{2}$; then it is plain that

$$
\partial_{t} \theta_{1,2}+v^{1} \cdot \nabla \theta_{1,2}+|\mathrm{D}| \theta_{1,2}=-v_{1,2} \cdot \nabla \theta^{2}, \quad \theta_{1,2 \mid t=0}=0
$$

Thanks to the inequalities (29) and (31), we have

$$
\left\|\theta_{1,2}\right\|_{\tilde{L}_{t}^{\infty} \dot{B}_{\infty, 1}^{0}} \leq C e^{C\left\|\theta_{1}\right\|_{L_{t}^{1} \dot{B}_{\infty, 1}^{1}}} \int_{0}^{t}\left\|\theta_{1,2}\right\|_{\tilde{L}_{\tau}^{\infty} \dot{B}_{\infty, 1}^{0}}\left\|\theta_{2}(\tau)\right\|_{\dot{B}_{\infty, 1}^{1}} d \tau
$$

Thus Gronwall's inequality gives the desired result.
Step 4: Smoothing effect. We will show the precise estimate: $\forall \beta \in \mathbb{R}_{+}$we have

$$
\begin{equation*}
\left\|t^{\beta} \theta(t)\right\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{\beta}} \leq C_{\beta} e^{C(\beta+1)\|\theta\|_{L_{T}^{1} \dot{B}_{\infty, 1}^{1}}\|\theta\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}} . . . . ~} \tag{32}
\end{equation*}
$$

It is clear that

$$
\left\{\begin{array}{l}
\partial_{t}\left(t^{\beta} \theta\right)+v \cdot \nabla\left(t^{\beta} \theta\right)+|\mathrm{D}|\left(t^{\beta} \theta\right)=\beta t^{\beta-1} \theta \\
\left(t^{\beta} \theta\right)_{\mid t=0}=0
\end{array}\right.
$$

We will proceed by induction and start the proof with the case $\beta \in \mathbb{N}$.
For $\beta=1$, we apply Theorem 1.2 with $\bar{r}=+\infty$,

$$
\|t \theta(t)\|_{\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{1}} \lesssim e^{C\|\theta\|_{L_{T}^{1}} \dot{B}_{\infty, 1}^{1}}\|\theta\|_{\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}}
$$

Assume that (32) holds for degree $n$; we will prove it for $n+1$.
Applying Theorem 1.2 to the equation of $t^{n+1} \theta$, we get

$$
\begin{aligned}
\left\|t^{n+1} \theta(t)\right\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{n+1}} & \leq C(n+1) e^{C\|\theta\|_{L_{T}^{1} \dot{B}_{\infty, 1}^{1}}}\left\|t^{n} \theta\right\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{n}} \\
& \leq C_{n} e^{C(n+2)\|\theta\|_{L_{T}^{1} \dot{B}_{\infty, 1}^{1}}\|\theta\|_{\tilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0}}} .
\end{aligned}
$$

For $\beta \in \mathbb{R}_{+}$, we have $[\beta] \leq \beta<[\beta]+1$, and by interpolation, one has

$$
\left\|t^{\beta} \theta\right\|_{\widetilde{L}_{T}^{\infty}\left(\dot{B}_{\infty, 1}^{\beta}\right)} \lesssim\left\|t^{[\beta]} \theta\right\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{\infty, 1}^{[\beta]}\right)}^{1+[\beta]-\beta}\left\|t^{[\beta]+1} \theta\right\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{\infty, 1}^{[\beta]+1}\right)}^{\beta-[\beta]}
$$

This completes the proof.
5.2. Blowup criteria. The main result of this section is the following.

Proposition 5.2. Let $T^{*}$ be the maximum local existence time of $\theta$ in $\widetilde{L}_{T}^{\infty} \dot{B}_{\infty, 1}^{0} \cap$ $L_{T}^{1} \dot{B}_{\infty, 1}^{1}$. There exists an absolute constant $\varepsilon_{0}>0$ such that if $T^{*}<\infty$, then

$$
\liminf _{t \rightarrow T^{*}}\left(T^{*}-t\right)\|\nabla \theta(t)\|_{L^{\infty}} \geq \varepsilon_{0}
$$

Proof. From local existence theory and especially (27) we see that if $T^{*}<\infty$, then necessarily

$$
\liminf _{t \rightarrow T^{*}} \sum_{q \in \mathbb{Z}}\left(1-e^{-c\left(T^{*}-t\right) 2^{q}}\right)^{\frac{1}{2}}\left\|\theta_{q}(t)\right\|_{L^{\infty}} \geq \varepsilon_{0}
$$

otherwise we can continue the solution over $T^{*}$. It follows that

$$
\liminf _{t \rightarrow T^{*}} \sum_{q \in \mathbb{Z}}\left(1-e^{-c\left(T^{*}-t\right) 2^{q}}\right)^{\frac{1}{2}} \sup _{t \leq T^{*}}\left\|\theta_{q}(t)\right\|_{L^{\infty}} \geq \varepsilon_{0}
$$

Consequently from the Lebesgue theorem we obtain

$$
\|\theta\|_{\tilde{L}_{T^{*}}^{\infty}\left(\dot{B}_{\infty, 1}^{0}\right)}=\infty
$$

Using the Bernstein inequality and the fact that $\left\|\theta_{q}\right\|_{L^{\infty}} \lesssim\left\|\theta^{0}\right\|_{L^{\infty}}$, we have

$$
\begin{aligned}
\varepsilon_{0} \leq & \liminf _{t \rightarrow T^{*}}\left\{\sum_{q \leq N}\left(1-e^{-c\left(T^{*}-t\right) 2^{q}}\right)^{\frac{1}{2}}\left\|\theta_{q}(t)\right\|_{L^{\infty}}\right. \\
& \left.+\sum_{q \geq N}\left(1-e^{-c\left(T^{*}-t\right) 2^{q}}\right)^{\frac{1}{2}}\left\|\theta_{q}(t)\right\|_{L^{\infty}}\right\} \\
\lesssim & \liminf _{t \rightarrow T^{*}}\left\{\left(T^{*}-t\right)^{\frac{1}{2}}\left\|\theta^{0}\right\|_{L^{\infty}} \sum_{q \leq N} 2^{q / 2}+\|\nabla \theta(t)\|_{L^{\infty}} \sum_{q \geq N} 2^{-q}\right\} \\
\lesssim & \liminf _{t \rightarrow T^{*}}\left\{\left(T^{*}-t\right)\left\|\theta^{0}\right\|_{L^{\infty}} 2^{N}+\|\nabla \theta(t)\|_{L^{\infty}} 2^{-N}\right\}
\end{aligned}
$$

Choosing judiciously $N$, we obtain the desired result.
5.3. Global existence. We will use the idea of [16]. Let $T^{*}$ be the maximal time existence of the solution in the space $\widetilde{L}_{\mathrm{loc}}^{\infty}\left(\left[0, T^{*}\left[, \dot{B}_{\infty, 1}^{0}\right) \cap L_{\mathrm{loc}}^{1}\left(\left[0, T^{*}\left[, \dot{B}_{\infty, 1}^{1}\right)\right.\right.\right.\right.$. From the local existence, there exists $T_{0}>0$ such that

$$
\forall t \in\left[0, T_{0}\right], \quad t\|\nabla \theta(t)\|_{L^{\infty}} \leq C\left\|\theta^{0}\right\|_{\dot{B}_{\infty, 1}^{0}}
$$

Let $\lambda$ be a real positive number that will be fixed later and $\left.T_{1} \in\right] 0, T_{0}[$. We define the set

$$
I:=\left\{T \in \left[T_{1}, T^{*}\left[; \forall t \in\left[T_{1}, T\right], \forall x \neq y \in \mathbb{R}^{2},|\theta(t, x)-\theta(t, y)|<\omega_{\lambda}(|x-y|)\right\}\right.\right.
$$

where

$$
\omega: \mathbb{R}_{+} \longrightarrow \mathbb{R}_{+}
$$

is strictly nondecreasing, concave, $\omega(0)=0, \omega^{\prime}(0)<+\infty, \lim _{\xi \longrightarrow 0^{+}} \omega^{\prime \prime}(\xi)=-\infty$, and

$$
\omega_{\lambda}(|x-y|)=\omega(\lambda|x-y|)
$$

The function $\omega$ is a modulus of continuity chosen as in [16]. We shall first check that $I$ is nonempty. It suffices for this purpose to prove that $T_{1}$ belongs to $I$ under suitable conditions over $\lambda$. Let $C_{0}$ be a large positive number such that

$$
\begin{equation*}
\omega\left(C_{0}\right)>2\left\|\theta^{0}\right\|_{L^{\infty}} \tag{33}
\end{equation*}
$$

Since $\omega$ is a strictly nondecreasing function, then we get from the maximum principle that

$$
\forall x, y, \quad \lambda|x-y| \geq C_{0} \Rightarrow\left|\theta\left(T_{1}, x\right)-\theta\left(T_{1}, y\right)\right| \leq 2\left\|\theta^{0}\right\|_{L^{\infty}}<\omega_{\lambda}(|x-y|)
$$

On the other hand, we have from the mean value theorem

$$
\left|\theta\left(T_{1}, x\right)-\theta\left(T_{1}, y\right)\right| \leq|x-y|\left\|\nabla \theta\left(T_{1}\right)\right\|_{L^{\infty}}
$$

Let $0<\delta_{0}<C_{0}$. Then using the concavity of $\omega$, one obtains

$$
\lambda|x-y| \leq \delta_{0} \Rightarrow \omega_{\lambda}(|x-y|) \geq \frac{\omega\left(\delta_{0}\right)}{\delta_{0}} \lambda|x-y|
$$

If we choose $\lambda$ so that

$$
\lambda>\frac{\delta_{0}}{\omega\left(\delta_{0}\right)}\left\|\nabla \theta\left(T_{1}\right)\right\|_{L^{\infty}}
$$

then we get

$$
0<\lambda|x-y| \leq \delta_{0} \Rightarrow\left|\theta\left(T_{1}, x\right)-\theta\left(T_{1}, y\right)\right|<\omega_{\lambda}(|x-y|)
$$

Let us now move to the case $\delta_{0} \leq \lambda|x-y| \leq C_{0}$. By an obvious computation we find

$$
\begin{aligned}
\left|\theta\left(T_{1}, x\right)-\theta\left(T_{1}, y\right)\right| & \leq \frac{C_{0}}{\lambda}\left\|\nabla \theta\left(T_{1}\right)\right\|_{L^{\infty}} \quad \text { and } \\
\omega\left(\delta_{0}\right) & \leq \omega(\lambda|x-y|)
\end{aligned}
$$

Choosing $\lambda$ such that

$$
\lambda>\frac{C_{0}}{\omega\left(\delta_{0}\right)}\left\|\nabla \theta\left(T_{1}\right)\right\|_{L^{\infty}}
$$

then we obtain

$$
\delta_{0} \leq \lambda|x-y| \leq C_{0} \Rightarrow\left|\theta\left(T_{1}, x\right)-\theta\left(T_{1}, y\right)\right|<\omega_{\lambda}(|x-y|)
$$

All the preceding conditions over $\lambda$ can be obtained if we take

$$
\begin{equation*}
\lambda=\frac{\omega^{-1}\left(3\left\|\theta^{0}\right\|_{L^{\infty}}\right)}{2\left\|\theta^{0}\right\|_{L^{\infty}}}\left\|\nabla \theta\left(T_{1}\right)\right\|_{L^{\infty}} \tag{34}
\end{equation*}
$$

From the construction, the set $I$ is an interval of the form $\left[T_{1}, T_{*}\right)$. We have three possibilities. The first one is $T_{*}=T^{*}$, and in this case we must have $T^{*}=+\infty$ because the Lipschitz norm of $\theta$ does not blow up. The second one is $T_{*} \in I$, and we will show that is not possible. Indeed, let $C_{0}$ be as in (33); then $\forall t \in\left[T_{1}, T^{*}\right)$

$$
\lambda|x-y| \geq C_{0} \Rightarrow|\theta(t, x)-\theta(t, y)|<\omega_{\lambda}(|x-y|)
$$

Since $\nabla \theta(t)$ belongs to $\left.\left.C(] 0, T^{*}\right) ; \dot{B}_{\infty, 1}^{0}\right)$, then for $\epsilon>0$ there exist $\eta_{0}, R>0$ such that

$$
\begin{aligned}
& \forall t \in\left[T_{*}, T_{*}+\eta_{0}\right] \Rightarrow\|\nabla \theta(t)\|_{L^{\infty}} \leq\left\|\nabla \theta\left(T_{*}\right)\right\|_{L^{\infty}}+\epsilon / 2 \quad \text { and } \\
&\left\|\nabla \theta\left(T_{*}\right)\right\|_{L^{\infty}\left(B_{(0, R)}^{c}\right)} \leq \epsilon / 2
\end{aligned}
$$

where $B_{(0, R)}$ is the ball of radius $R$ and with center the origin.
Hence for $\lambda|x-y| \leq C_{0}$ and $x$ or $y \in B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}^{c}$ we have for $t \in\left[T_{*}, T_{*}+\eta_{0}\right]$

$$
\begin{aligned}
|\theta(t, x)-\theta(t, y)| & \leq|x-y|\|\nabla \theta(t)\|_{L^{\infty}\left(B_{(0, R)}^{c}\right)} \\
& \leq \epsilon|x-y|
\end{aligned}
$$

On the other hand, from the concavity of $\omega$ we have

$$
\lambda|x-y| \leq C_{0} \Rightarrow \frac{\omega\left(C_{0}\right)}{C_{0}} \lambda|x-y| \leq \omega_{\lambda}(|x-y|)
$$

Thus if we take $\epsilon$ sufficiently small such that

$$
\epsilon<\frac{\omega\left(C_{0}\right)}{C_{0}} \lambda
$$

then we find that

$$
\lambda|x-y| \leq C_{0}, x \text { or } y \in B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}^{c} \Rightarrow|\theta(t, x)-\theta(t, y)|<\omega_{\lambda}(|x-y|)
$$

It remains to study the case where $x, y \in B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}$. Since $\left\|\nabla^{2} \theta\left(T_{*}\right)\right\|_{L^{\infty}}$ is finite (see Proposition 5.1), we get for each $x \in \mathbb{R}^{2}$

$$
\left|\nabla \theta\left(T_{*}, x\right)\right|<\lambda \omega^{\prime}(0)
$$

For the proof, see [16, p. 3]. From the continuity of $x \longmapsto\left|\nabla \theta\left(T_{*}, x\right)\right|$ we obtain

$$
\left\|\nabla \theta\left(T_{*}\right)\right\|_{L^{\infty}\left(B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}\right)}<\lambda \omega^{\prime}(0) .
$$

Let $\delta_{0} \ll 1$; then using the continuity in time of the quantity $\|\nabla \theta(t)\|_{L^{\infty}}$, one can find $\eta_{1}>0$ such that $\forall t \in\left[T_{*}, T_{*}+\eta_{1}\right]$

$$
\|\nabla \theta(t)\|_{L^{\infty}\left(B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}^{\lambda}\right)}<\lambda \frac{\omega\left(\delta_{0}\right)}{\delta_{0}}
$$

For $\lambda|x-y| \leq \delta_{0}$ and $x \neq y$ belonging together to $B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}$ we have

$$
\begin{aligned}
|\theta(t, x)-\theta(t, y)| & \leq|x-y|\|\nabla \theta(t)\|_{L^{\infty}\left(B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}\right)} \\
& <\lambda|x-y| \frac{\omega\left(\delta_{0}\right)}{\delta_{0}} \leq \omega_{\lambda}(|x-y|)
\end{aligned}
$$

Now for the other case we have

$$
\forall x, y \in B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}, \quad \delta_{0} \leq \lambda|x-y| ; \quad\left|\theta\left(T_{*}, x\right)-\theta\left(T_{*}, y\right)\right|<\omega_{\lambda}(|x-y|) ;
$$

then we get from a standard compact argument the existence of $\eta_{2}>0$ such that $\forall t \in\left[T_{*}, T_{*}+\eta_{2}\right]$

$$
\forall x, y \in B_{\left(0, R+\frac{C_{0}}{\lambda}\right)}, \quad \delta_{0} \leq \lambda|x-y| ; \quad|\theta(t, x)-\theta(t, y)|<\omega_{\lambda}(|x-y|)
$$

Taking $\eta=\min \left\{\eta_{0}, \eta_{1}, \eta_{2}\right\}$, we obtain that $T_{*}+\eta \in I$, which contradicts the fact that $T_{*}$ is maximal.

The last case that we have to treat is that $T_{*}$ does not belong to $I$. Thus we have by the time continuity of $\theta$ the existence of $x \neq y$ such that

$$
\theta\left(T_{*}, x\right)-\theta\left(T_{*}, y\right)=\omega_{\lambda}(\xi), \quad \text { with } \quad \xi=|x-y|
$$

We will show that this scenario cannot occur, and more precisely

$$
f^{\prime}\left(T_{*}\right)<0, \quad \text { where } \quad f(t)=\theta(t, x)-\theta(t, y)
$$

This is impossible since $f(t) \leq f\left(T_{*}\right) \forall t \in\left[0, T_{*}\right]$. The proof is the same as in [16], but for the convenience of the reader we will outline the proof. From the regularity of the solution we see that $(\mathrm{QG})_{\alpha}$ can be defined in the classical manner and

$$
f^{\prime}\left(T_{*}\right)=(u \cdot \nabla \theta)\left(T_{*}, x\right)-(u \cdot \nabla \theta)\left(T_{*}, y\right)+|\mathrm{D}| \theta\left(T_{*}, x\right)-|\mathrm{D}| \theta\left(T_{*}, y\right)
$$

From [16] we have

$$
(u \cdot \nabla \theta)\left(T_{*}, x\right)-(u \cdot \nabla \theta)\left(T_{*}, y\right) \leq \Omega_{\lambda}(\xi) \omega_{\lambda}^{\prime}(\xi)
$$

where

$$
\Omega_{\lambda}(\xi)=C\left(\int_{0}^{\xi} \frac{\omega_{\lambda}(\eta)}{\eta} d \eta+\xi \int_{\xi}^{\infty} \frac{\omega_{\lambda}(\eta)}{\eta^{2}} d \eta\right)=\Omega(\lambda \xi)
$$

Again from [16],

$$
\begin{aligned}
|\mathrm{D}| \theta\left(T_{*}, x\right)-|\mathrm{D}| \theta\left(T_{*}, y\right) & \leq \frac{1}{\pi} \int_{0}^{\frac{\xi}{2}} \frac{\omega_{\lambda}(\xi+2 \eta)+\omega_{\lambda}(\xi-2 \eta)-2 \omega_{\lambda}(\xi)}{\eta^{2}} d \eta \\
& +\frac{1}{\pi} \int_{\frac{\xi}{2}}^{\infty} \frac{\omega_{\lambda}(2 \eta+\xi)-\omega_{\lambda}(2 \eta-\xi)-2 \omega_{\lambda}(\xi)}{\eta^{2}} d \eta \\
& \leq \lambda \mathcal{I}(\lambda \xi)
\end{aligned}
$$

where

$$
\begin{aligned}
\mathcal{I}(\xi) & =\frac{1}{\pi} \int_{0}^{\frac{\xi}{2}} \frac{\omega(\xi+2 \eta)+\omega(\xi-2 \eta)-2 \omega(\xi)}{\eta^{2}} d \eta \\
& +\frac{1}{\pi} \int_{\frac{\xi}{2}}^{\infty} \frac{\omega(2 \eta+\xi)-\omega(2 \eta-\xi)-2 \omega(\xi)}{\eta^{2}} d \eta
\end{aligned}
$$

Thus we get

$$
f^{\prime}\left(T_{*}\right)=\lambda\left(\Omega \omega^{\prime}+\mathcal{I}\right)(\lambda \xi)
$$

Now, we choose the same function as [16] (see p. 5):

$$
\omega(\xi)=\xi-\xi^{\frac{3}{2}} \quad \text { if } \xi \in[0, \delta]
$$

and

$$
\omega^{\prime}(\xi)=\frac{\gamma}{\xi(4+\log (\xi / \delta))} \quad \text { if } \xi>\delta
$$

where $\delta$ and $\gamma$ are small numbers and satisfy $0<\gamma<\delta$. It is shown in [16] that

$$
\Omega(\xi) \omega^{\prime}(\xi)+\mathcal{I}(\xi)<0 \quad \forall \xi \neq 0
$$

This yields $f^{\prime}\left(T_{*}\right)<0$.
Finally we have $T^{*}=+\infty$ and

$$
\forall t \in\left[T_{1},+\infty\right), \quad\|\nabla \theta(t)\|_{L^{\infty}} \leq \lambda
$$

The value of $\lambda$ is given by (34).
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#### Abstract

The elastic energy of a thin film $\Omega_{h}$ of thickness $h$ with displacement $u: \Omega_{h} \rightarrow \mathbb{R}^{3}$ is given by the functional $E^{h}(u)=\int_{\Omega_{h}} W(\nabla u)$. We consider materials whose energy density $W$ is linearly frame indifferent and vanishes on two linearized wells which are compatible in the plane but incompatible in the thickness direction. We prove compactness of displacement sequences $u^{(h)}$ : $\Omega_{h} \rightarrow \mathbb{R}^{3}$ satisfying $E^{h}\left(u^{(h)}\right) \leq C h^{2}$, and we derive the $\Gamma$-limit of the functionals $\frac{1}{h^{2}} E^{h}$ as $h \rightarrow 0$.
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1. Introduction. The study of solid-solid phase transitions in thin elastic films leads to functionals of the form

$$
\begin{equation*}
E^{h}(v)=\int_{\Omega_{h}} W(\nabla v(x)) d x \tag{1}
\end{equation*}
$$

where $\Omega_{h}=S \times\left(-\frac{h}{2}, \frac{h}{2}\right)$ is a cylindrical domain of thickness $h, S \subset \mathbb{R}^{2}$ is a bounded Lipschitz domain, $v: \Omega_{h} \rightarrow \mathbb{R}^{3}$ is the elastic deformation (in the nonlinear setting) or the displacement (in the linearized setting), and $W$ is a free energy density with $n$ energy minima $F_{i}$, i.e., $W\left(F_{i}\right)=0$ for $i=1, \ldots, n$. In the context of nonlinear elasticity $W$ is invariant under proper rotations, and in the context of linearized elasticity it is invariant under addition of skew symmetric matrices. In [10] it was observed (in the context of nonlinear elasticity) that for many materials which undergo austenite-martensite phase transitions, the low-energy states of very thin samples of material display a much richer variety of structures than bulk samples made of the same material. The reason is that three dimensional compatibility requires a plane on which two juxtaposed affine deformations coincide, i.e., that their gradients be rank-one connected. In contrast, two dimensional compatibility is already satisfied if there exists one in-plane vector on which the two deformations agree, so a rank-two connection between the gradients suffices. This fact leads to the existence of many nontrivial low-energy states, including laminates, tunnels, and tents; see, e.g., [11] for experimental results. This rich structure makes thin martensitic films particularly interesting for applications.

In this article we study the asymptotic behavior of thin martensitic films in the context of linearized elasticity. In our model the zero set of the energy density $W$ consists of two linearized wells which are incompatible in bulk but compatible in the plane (see section 2 for details). We study the asymptotic behavior of the functionals (1) in the thin film-limit $h \rightarrow 0$. We prove compactness of displacement sequences

[^10]whose energy scales like $h^{2}$, and we derive the $\Gamma$-limit of the functionals $\frac{1}{h^{2}} E^{h}$ as the film thickness $h$ converges to zero. To our knowledge this is the first $\Gamma$-convergence result for thin martensitic films in which both the domain and the image space are three dimensional and no interfacial energy term is added to the elastic energy. In our model, the formation of interfaces is penalized in a natural way by the interplay of nonzero film thickness with incompatibility of the energy wells in the thickness direction.

Thin films of single-well materials have been studied, e.g., in [1, 3, 12, 17] (in a linearized setting) and in $[34,13,28,29]$ (in a nonlinear setting). Thin films of multiwell materials have been studied, e.g., in [19] (in a linearized setting) and in $[37,10,15,6]$ (in a nonlinear setting).

To state our main result let us introduce the functionals

$$
I^{h}(u ; S)= \begin{cases}\frac{1}{h^{2}} \int_{S \times\left(-\frac{h}{2}, \frac{h}{2}\right)} W(\nabla u(x)) d x & \text { if } u \in W^{1,2}\left(S \times\left(-\frac{h}{2}, \frac{h}{2}\right) ; \mathbb{R}^{3}\right) \\ +\infty & \text { otherwise }\end{cases}
$$

and

$$
I^{0}(w ; S)= \begin{cases}\int_{J} k(\nu(x)) d \mathcal{H}^{1}(x) & \text { if } w \in \mathcal{A}(S) \\ +\infty & \text { otherwise }\end{cases}
$$

where the class $\mathcal{A}(S)$ of admissible limiting displacements is given in (30) below, $J$ denotes the jump set of $\operatorname{sym} \nabla^{\prime} w \in B V$, and $\nu$ denotes the normal to it, which can assume only two values (up to a sign). The function $k$ is a "surface tension" which depends on the normal and which we define in (29) below. Let us write $v^{\prime}$ to denote the first two entries of $v \in \mathbb{R}^{3}$, and let us call a domain $S \subset \mathbb{R}^{2}$ strictly star-shaped if there is $z \in S$ such that for all $z^{\prime} \in \bar{S}$ the open segment $\left(z, z^{\prime}\right)$ is contained in $S$. Our main result is the following theorem.

Theorem 1. Let $A, B \in \mathbb{R}^{3 \times 3}$ satisfy (i)-(iv) from section 2 , let $W$ satisfy the conditions (4)-(6) below, and let $S \subset \mathbb{R}^{2}$ be a bounded strictly star-shaped Lipschitz domain. Then a $\Gamma$-type convergence $I^{h}(\cdot ; S) \xrightarrow{\Gamma} I^{0}(\cdot ; S)$ holds in the following sense:
(i) Ansatz-free lower bound. Let $w \in L^{2}\left(S ; \mathbb{R}^{2}\right)$, $h_{n} \rightarrow 0$, let $v_{n} \in W^{1,2}(S \times$ $\left.\left(-\frac{h_{n}}{2}, \frac{h_{n}}{2}\right) ; \mathbb{R}^{3}\right)$, and set $w_{n}\left(x^{\prime}\right)=\frac{1}{h_{n}} \int_{-\frac{h_{n}}{2}}^{\frac{h_{n}}{2}} v_{n}^{\prime}\left(x^{\prime}, x_{3}\right) d x_{3}$. If $w_{n} \rightarrow w$ in $L^{2}\left(S ; \mathbb{R}^{2}\right)$, then $\liminf _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S\right) \geq I^{0}(w ; S)$.
(ii) Existence of recovery sequences. Let $w \in L^{2}\left(S ; \mathbb{R}^{2}\right)$ and $h_{n} \rightarrow 0$. Then there is a sequence $v_{n} \in W^{1,2}\left(S \times\left(-\frac{h_{n}}{2}, \frac{h_{n}}{2}\right) ; \mathbb{R}^{3}\right)$ such that, setting $w_{n}\left(x^{\prime}\right)=\frac{1}{h_{n}} \int_{-\frac{h_{n}}{2}}^{\frac{h_{n}}{2}} v_{n}^{\prime}$ $\left(x^{\prime}, x_{3}\right) d x_{3}$, we have $w_{n} \rightarrow w$ strongly in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ and $\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S\right)=$ $I^{0}(w ; S)$.

Remarks. (i) Theorem 1 is complemented by a compactness result for sequences $v_{n}$ whose energy $E^{h_{n}}\left(v_{n}\right)$ scales like $h_{n}^{2}$ (Theorem 6 below).
(ii) Notice that in Theorem 1(ii) we state the existence of recovery sequences for any given sequence $h_{n} \rightarrow 0$.
(iii) The vertical average $w_{n}$ can be interpreted as the in-plane displacement of the midplane $S$ of the thin film; compare, e.g., [3].
(iv) The lower bound (i) is true for general (also non-star-shaped) Lipschitz domains $S$; see Theorem 12. Star-shapedness is used in the proof of the upper bound (ii) to show that limiting displacements with finitely many well-separated interfaces are energy dense and to avoid the necessity of a lateral matching of two local recovery sequences. The same technical difficulty concerning non-star-shaped domains occurs
in $[19,20]$ and in $[18]$. A figure depicting the problematic situation can be found in [18, Figure 4].
(v) The $\Gamma$-limit obtained in Theorem 1 has the same structure as that derived in [19]. The reason is that the functionals $I^{h}$ are related to singularly perturbed functionals of the form

$$
\begin{equation*}
J^{(\varepsilon)}(u ; S)=\int_{S} \frac{1}{\varepsilon} W_{2 D}\left(\nabla u\left(x^{\prime}\right)\right)+\varepsilon\left|\nabla^{2} u\left(x^{\prime}\right)\right|^{2} d x^{\prime} \tag{2}
\end{equation*}
$$

The asymptotic behavior of singularly perturbed functionals has been extensively studied in the literature (see [35, 27, 26, 5, 38] and, for gradient phase transitions, see $[25,18,19,20]$ ). Recently, Conti and Schweizer derived the $\Gamma$-limit of the functionals (2) both under the assumption of linearized frame indifference [19] and under nonlinear frame indifference [20] of $W_{2 D}$. Their results are restricted to two dimensions.

There are two crucial differences between functionals of the form (2) and the model studied in this article: In the former the domain and the image space are two dimensional and an extra term $\int\left|\nabla^{2} u\right|^{2}$, weighted with some small parameter $\varepsilon^{2}$, is added to the elastic energy. The role of this term is to penalize the formation of phase interfaces. In our model (1), the domain and the image space are genuinely three dimensional and the energy functional does not involve higher derivatives: It is a key property of our model that no interfacial energy contribution is added to the elastic energy (this also contrasts with other thin film models [10, 37, 6]). The formation of phase interfaces is naturally penalized by the interplay of nonzero film thickness with the fact that the zero energy displacements $A+$ Skew and $B+$ Skew are incompatible in the thickness direction.

Lemma 14 makes the relation between (1) and (2) more precise. This requires a subtle mollification argument since (2) requires control on the second derivatives. Lemma 14 suggests that the small parameter $\varepsilon$ should be interpreted as the film thickness $h$.
(vi) No nonlinear version of Theorem 1 has yet been proven. The only result in this direction is [15], where it is shown that the energy of thin-film deformations consisting of two phases scales like $h^{2}$. Notice that, in contrast to the linearized setting, the model considered in [20] would not be appropriate to describe thin martensitic films since it is too rigid. Nonlinearly elastic rods of multiphase materials were studied in [36].

This article is organized as follows. In section 2 we introduce some definitions and reduce the problem to a canonical form. Then we prove a two-well analogue of Korn's inequality, Theorem 3, which applies to incompatible linear wells. Then we apply this result to deduce the compactness result Theorem 6. In section 3 we obtain the lower bound, Theorem 12, by an abstract scaling argument. Finally, in section 4 we derive the upper bound by constructing three dimensional recovery sequences. The proof of Theorem 1 closes section 4 .

Notation. We use the letter $C$ to denote constants depending only on the domain and on $W$. Within an expression the explicit value of $C$ may change from line to line. A bar above a given $3 \times 3$ matrix denotes its upper left $2 \times 2$ submatrix, and in general we use barred letters to denote $2 \times 2$ matrices. Primes on 3 -vectors will denote the 2 -vector consisting of the first two entries, so in particular $x=\left(x^{\prime}, x_{3}\right)$. For a matrix $A$ we write sym $A=\frac{1}{2}\left(A+A^{T}\right)$, skew $A=\frac{1}{2}\left(A-A^{T}\right)$, and $|A|^{2}=\operatorname{Tr}\left(A^{T} A\right)$, where $\operatorname{Tr}$ denotes the trace. By a subscript ${ }_{i}$ we will denote the partial derivative with respect to the $x_{i}$-variable. By $\nabla^{\prime}$ we denote the in-plane gradient, that is, $\nabla^{\prime} w=\left(w_{, 1} \mid w_{, 2}\right)$. For $h>0$ we set $I_{h}=\left(-\frac{h}{2}, \frac{h}{2}\right)$. All intervals in this article are implicitly assumed to
be nonempty and bounded. We use a dashed integral sign $f$ to denote the average. Often we will simply write $\{f=a\}$ instead of $\{x \in S: f(x)=a\}$. For $\rho>0$ we set $[\rho]=\max \{n \in \mathbb{N}: n \leq \rho\}$. If $E \subset \mathbb{R}^{n}$, then $|E|$ denotes its $n$ dimensional Lebesgue measure and $\mathcal{H}^{k}(E)$ its $k$ dimensional Hausdorff measure [24]. For $j \in\{1,2\}$ we denote by $e_{j}$ the $j$ th unit vector, by $\pi_{j}: \mathbb{R}^{2} \rightarrow \operatorname{span}\left\{e_{j}\right\}$ the orthogonal projection onto $\operatorname{span}\left\{e_{j}\right\}$, and by $\pi_{j}^{\perp}: \mathbb{R}^{2} \rightarrow\left\{e_{j}\right\}^{\perp}$ the orthogonal projection onto $\left\{e_{j}\right\}^{\perp}$. If $E \subset \mathbb{R}^{n}$, then $B_{\varepsilon}(E)=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}_{E}(x)<\varepsilon\right\}$.
2. Preliminaries and compactness. We consider the functional, defined for any Lipschitz domain $U \subset \mathbb{R}^{2}$,

$$
I^{h}(u ; U)= \begin{cases}\frac{1}{h^{2}} \int_{U \times I_{h}} W(\nabla u(x)) d x & \text { if } u \in W^{1,2}\left(U \times I_{h} ; \mathbb{R}^{3}\right)  \tag{3}\\ +\infty & \text { otherwise }\end{cases}
$$

Throughout this article, $W$ is assumed to satisfy the following conditions:

$$
\begin{equation*}
W: \mathbb{R}^{3 \times 3} \rightarrow \mathbb{R} \text { is continuous, } \tag{4}
\end{equation*}
$$

(5) $\quad$ linearized frame indifference: $W(F)=W(\operatorname{sym} F)$ for all $F \in \mathbb{R}^{3 \times 3}$,
(6) quadratic growth and coercivity: $c_{0} W_{0}(F) \leq W(F) \leq C_{0} W_{0}(F)$,
where $c_{0}, C_{0}$ are positive constants. Here we have introduced the standard energy density $W_{0}(F)=\operatorname{dist}^{2}(\operatorname{sym} F,\{A, B\})$, where $A$ and $B$ are symmetric $3 \times 3$ matrices to be specified below. We define the reduced functional

$$
I_{2 D}^{h}(w ; U)= \begin{cases}\int_{U} \frac{1}{h} W_{2 D}\left(\nabla^{\prime} w\right)+h\left|\nabla^{\prime 2} w\right|^{2} & \text { if } w \in W^{2,2}\left(U ; \mathbb{R}^{2}\right) \\ +\infty & \text { otherwise }\end{cases}
$$

where $W_{2 D}(\bar{F})=\operatorname{dist}^{2}(\operatorname{sym} \bar{F},\{\bar{A}, \bar{B}\})$. We make the following assumptions on the wells $A$ and $B$ :
(i) $A \in \mathbb{R}^{3 \times 3}$ and $B \in \mathbb{R}^{3 \times 3}$ are symmetric; i.e., $A=\operatorname{sym} A$ and $B=\operatorname{sym} B$.
(ii) Incompatibility in bulk. $\operatorname{rank}(A-B+T) \geq 2$ for all $T \in \mathbb{R}^{3 \times 3}$ with sym $T=$ 0.
(iii) Compatibility in the plane. There exists $\bar{T} \in \mathbb{R}^{2 \times 2}$ with sym $\bar{T}=0$ such that $\operatorname{rank}(\bar{A}-\bar{B}+\bar{T}) \leq 1$.
(iv) Nondegeneracy. $\operatorname{det}(\bar{A}-\bar{B}) \neq 0$.

Item (iii) is satisfied if and only if there exists $t \in \mathbb{R}$ such that

$$
0=\operatorname{det}\left(\bar{A}-\bar{B}+\left(\begin{array}{cc}
0 & t \\
-t & 0
\end{array}\right)\right)=\operatorname{det}(\bar{A}-\bar{B})+t^{2}
$$

whence (iii) is equivalent to $\operatorname{det}(\bar{A}-\bar{B}) \leq 0$ with equality if and only if $\bar{A}$ and $\bar{B}$ are rank-one connected. Thus (iii) and (iv) together are equivalent to $\operatorname{det}(\bar{A}-\bar{B})<$ 0 . Table 11.1 in [7] shows that conditions (i)-(iv) are generically satisfied by real materials (in a linearized framework).

Let us now reduce the set of all matrices satisfying (i)-(iv) to a canonical form. Let $\tilde{A}, \tilde{B}$ satisfy conditions (i)-(iv) but be arbitrary otherwise. Then there is an orthogonal matrix $R \in O(3)$ with $R e_{3}=e_{3}$ such that

$$
R^{T}(\tilde{B}-\tilde{A}) R=\lambda_{1} e_{1} \otimes e_{1}+\lambda_{2} e_{2} \otimes e_{2}+\sum_{i=1}^{3} \tilde{\mu}_{i} \frac{e_{i} \otimes e_{3}+e_{3} \otimes e_{i}}{2}
$$

where $\lambda_{i}$ are the eigenvalues of the matrix $\bar{B}-\bar{A}$ and $\tilde{\mu}_{i}$ are some real numbers. By possibly choosing $R$ differently (by interchanging the first two columns), we may assume that $\lambda_{1} \geq \lambda_{2}$, so since $\operatorname{det}(\bar{A}-\bar{B})<0$, we must in fact have $\lambda_{1}>0>\lambda_{2}$. Let $Q=\operatorname{diag}\left(\left|\lambda_{1}\right|^{-\frac{1}{2}},\left|\lambda_{2}\right|^{-\frac{1}{2}}, 1\right)$ and set $\hat{B}=Q R^{T}(\tilde{B}-\tilde{A}) R Q$. This gives $\hat{B}=e_{1} \otimes e_{1}-$ $e_{2} \otimes e_{2}+\sum_{i=1}^{3} \hat{\mu}_{i} \frac{e_{i} \otimes e_{3}+e_{3} \otimes e_{i}}{2}$, where $\hat{\mu}_{i}$ are related to $\tilde{\mu}_{i}$ and $\lambda_{i}$. Now we can find a proper rotation $\hat{Q} \in S O(3)$ with eigenvector $e_{3}$ such that

$$
\begin{equation*}
B=\hat{Q}^{T} \hat{B} \hat{Q}=e_{1} \otimes e_{2}+e_{2} \otimes e_{1}+\sum_{i=1}^{3} \mu_{i} \frac{e_{i} \otimes e_{3}+e_{3} \otimes e_{i}}{2} \tag{7}
\end{equation*}
$$

for some $\mu_{i} \in \mathbb{R}$. Since the structural assumptions on the energy density $W$ and on the shape of the domain (i.e., strict star-shapedness with respect to the origin and a cylindrical form $S \times I_{h}$ ) are invariant under the transformations introduced above, we obtain the following lemma.

Lemma 2. If Theorem 1 is shown for the special pairs $A, B$ given by $A=0$ and $B$ as in (7), then it holds for all possible choices of $A$ and $B$ which satisfy conditions (i)-(iv).
2.1. Korn's inequality for two incompatible strains. The following theorem provides a generalization of Korn's inequality to the case of two incompatible linearized wells. A nonquantitative version of this result can be found in [22]; compare also [39, 9, 8, 21]. In [19] an example is provided which shows that no Korn-type rigidity like the one derived here can be expected in the case of two compatible wells.

ThEOREM 3. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded connected Lipschitz domain, $n \geq 2$, and $K=(A+$ Skew $) \cup(B+$ Skew $)$, where $A$ and $B$ are incompatible strains, i.e., $(B-$ $A)+$ Skew does not contain rank-one matrices. Then there exists a positive constant $C(\Omega, A, B)$ with the following property: For every $u \in W^{1,2}\left(\Omega ; \mathbb{R}^{n}\right)$, there exists an associated $R \in K$ such that $\|\nabla u-R\|_{L^{2}\left(\Omega ; \mathbb{R}^{n \times n}\right)} \leq C(\Omega, A, B)\|\operatorname{dist}(\nabla u, K)\|_{L^{2}\left(\Omega ; \mathbb{R}^{n \times n}\right)}$.

This theorem will follow from the interior estimate provided by the following lemma.

Lemma 4. With assumptions as in Theorem 3 and $\bar{U} \subset \Omega$, where $U$ is Lipschitz and connected, there is a constant $C(U, \Omega, A, B)$ such that the following holds: For every $u \in W^{1,2}\left(\Omega ; \mathbb{R}^{n}\right)$, there exists an associated $R \in K$ such that

$$
\begin{equation*}
\|\nabla u-R\|_{L^{2}\left(U ; \mathbb{R}^{n \times n}\right)} \leq C(U, \Omega, A, B)\|\operatorname{dist}(\nabla u, K)\|_{L^{2}\left(\Omega ; \mathbb{R}^{n \times n}\right)} \tag{8}
\end{equation*}
$$

Proof. From (15) on this proof follows [14] rather closely with some minor changes. Define $d(F)=\operatorname{dist}(F,\{A, B\})$ and set $\varepsilon^{2}=\int_{\Omega} \operatorname{dist}^{2}(\nabla u, K)$. Notice that $\operatorname{dist}^{2}(F, K)=d^{2}(\operatorname{sym} F)$ for all $F \in \mathbb{R}^{n \times n}$. Since $|F-A| \leq d(F)+|A-B|$, by Korn's inequality there exists $C>0$ with the property that (8) is satisfied whenever $u$ is such that $\varepsilon \geq 1$. Hence we may assume without loss of generality that $\varepsilon<1$. By setting $\tilde{B}=B-A$ and applying the lemma to $\tilde{u}(x)=u(x)-A x$ we may also assume without loss of generality that $A=0$.

Denote by $P: \mathbb{R}^{n \times n} \rightarrow((\operatorname{span}\{B\}) \oplus \text { Skew })^{\perp}$ the orthogonal projection onto the orthogonal complement of the subspace $(\operatorname{span}\{B\}) \oplus$ Skew. Since $B+$ Skew does not contain rank-one matrices, the only rank-one matrix contained in $(\operatorname{span}\{B\}) \oplus$ Skew is the zero matrix. Thus $|P(a \otimes b)|^{2}>0$ for all $a, b \neq 0$. Hence, by continuity and by compactness of the sphere, $P$ satisfies the Legendre-Hadamard ellipticity condition $\Lambda|a|^{2}|b|^{2} \geq|P(a \otimes b)|^{2} \geq \lambda|a|^{2}|b|^{2}$ for some $\Lambda>\lambda>0$. Now let $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{n}\right)$ be
a weak solution of the linear elliptic system with constant coefficients

$$
\begin{align*}
\operatorname{div} P(\nabla w) & =0 \text { in } \Omega  \tag{9}\\
w & =u \text { on } \partial \Omega
\end{align*}
$$

Set $z=u-w$. Then $z \in W_{0}^{1,2}\left(\Omega ; \mathbb{R}^{n}\right)$ is a weak solution of $\operatorname{div} P(\nabla z)=\operatorname{div} P(\nabla u)$. Testing this with $z$ gives

$$
\begin{equation*}
\int_{\Omega} P(\nabla z): \nabla z=\int_{\Omega} P(\nabla u): \nabla z \leq\left(\int_{\Omega}|P(\nabla u)|^{2}\right)^{\frac{1}{2}}\left(\int_{\Omega}|\nabla z|^{2}\right)^{\frac{1}{2}} \tag{10}
\end{equation*}
$$

Since by ellipticity the left-hand side of (10) is greater than $\int_{\Omega} \lambda|\nabla z|^{2}$, we conclude

$$
\begin{equation*}
\int_{\Omega}|\nabla z|^{2} \leq C \int_{\Omega}|P(\nabla u)|^{2}=C \int_{\Omega} \operatorname{dist}^{2}(\operatorname{sym} \nabla u, \operatorname{span}\{B\}) \leq C \varepsilon^{2} \tag{11}
\end{equation*}
$$

Thus it remains to prove that there exists $R \in K$ such that $\int_{\Omega}|\nabla w(x)-R|^{2} d x \leq C \varepsilon^{2}$, where $C$ is independent of $w$.

Set $e_{w}=\operatorname{sym} \nabla w$ and let $y \in \Omega$ be such that $B(y, 2 r) \subset \Omega$. By Korn's inequality there is a $C=C(n)$ (which by scaling invariance is independent of $r$ ), and $T \in \mathbb{R}^{n \times n}$ with sym $T=0$ such that

$$
\begin{equation*}
\int_{B(y, 2 r)}|\nabla w-T|^{2} \leq C \int_{B(y, 2 r)}\left|e_{w}\right|^{2} \tag{12}
\end{equation*}
$$

Since by $P(M)=P(\operatorname{sym} M)$ we have $P(T)=0$, the mapping $v(x)=w(x)-T x$ is a weak solution of

$$
\begin{align*}
\operatorname{div} P(\nabla v) & =0 \text { in } \Omega \\
v & =u-T x \text { on } \partial \Omega . \tag{13}
\end{align*}
$$

By standard elliptic regularity for linear systems with constant coefficients (see, e.g., [30]), we obtain the inequality

$$
\begin{equation*}
\int_{B(y, r)}\left|\nabla^{2} v\right|^{2} \leq \frac{C}{r^{2}} \int_{B(y, 2 r)}|\nabla v|^{2}=\frac{C}{r^{2}} \int_{B(y, 2 r)}|\nabla w-T|^{2} \tag{14}
\end{equation*}
$$

We have $\left|\nabla e_{w}\right|^{2}=\frac{1}{4} \sum_{i, j, k}\left(w_{i, j k}+w_{j, i k}\right)^{2} \leq\left|\nabla^{2} w\right|^{2}$. Hence by the choice of $T$ and since $\left|\nabla^{2} w\right|^{2}=\left|\nabla^{2} v\right|^{2}$ on $B(y, 2 r)$, we conclude from (12) and (14) that

$$
\begin{equation*}
\int_{B(y, r)}\left|\nabla e_{w}\right|^{2} \leq \frac{C}{r^{2}} \int_{B(y, 2 r)}\left|e_{w}\right|^{2} \tag{15}
\end{equation*}
$$

This inequality holds for all $y \in \Omega$ with $B(y, 2 r) \subset \Omega$.
Fix $r_{0} \in\left(0, \frac{\operatorname{dist}(U, \partial \Omega)}{4}\right)$ such that there exists $c_{0}>0$ with the property that $\left|B_{r}(x) \cap U\right| \geq c_{0}\left|B_{r}\right|$ for all $x \in U$ and for all $r \leq r_{0}$. (Here and in what follows we will sometimes omit the center of the ball when denoting its volume.) Existence of such an $r_{0}$ follows from the Lipschitz property of $U$, and $c_{0}$ will depend on $U$. Covering $\bar{U}$ with finitely many balls of radius $\frac{1}{3} \operatorname{dist}(U, \partial \Omega)$ and applying (15) shows that $\int_{U}\left|\nabla e_{w}\right|^{2}$ is bounded by a constant independent of $u$ (since $\left|e_{w}\right| \leq d\left(e_{w}\right)+C$
and $\int_{\Omega} d^{2}\left(e_{w}\right) \leq C \varepsilon^{2}$ by (11)). Hence, by applying Lemma 5 below with $K_{1}=\{0\}$, $K_{2}=\{B\}$, and $F=e_{w}$, we obtain

$$
\begin{align*}
\min \left\{\int_{U}\left|e_{w}-B\right|^{2}, \int_{U}\left|e_{w}\right|^{2}\right\} & \leq C\left(\int_{U} d^{2}\left(e_{w}\right) \int_{U}\left|\nabla e_{w}\right|^{2}\right)^{\frac{n}{2(n-1)}}+\int_{U} d^{2}\left(e_{w}\right)  \tag{16}\\
& \leq C\left(\varepsilon^{\frac{n}{n-1}}+\varepsilon^{2}\right) .
\end{align*}
$$

Set $\rho=\frac{|B|}{2}$, and let us assume that $B$ is the minority phase in $U$; i.e., the set $E=\left\{x \in U:\left|e_{w}(x)-B\right|^{2} \leq \rho^{2}\right\}$ satisfies $|E| \leq\left|\left\{x \in U:\left|e_{w}(x)\right|^{2} \leq \rho^{2}\right\}\right|$. (The case when $A$ is the minority phase is treated similarly.) In particular, this implies $|E| \leq|U \backslash E|$ by the choice of $\rho$. We have $\rho^{2}|E| \leq \int_{U}\left|e_{w}\right|^{2}$ because $\left|e_{w}\right| \geq \rho$ on $E$, and similarly $\rho^{2}|E| \leq \rho^{2}|U \backslash E| \leq \int_{U}\left|e_{w}-B\right|^{2}$. Thus by (16), whenever $\varepsilon<1$,

$$
\begin{equation*}
|E| \leq C_{1}\left(\varepsilon^{\frac{n}{n-1}}+\varepsilon^{2}\right) \tag{17}
\end{equation*}
$$

for some constant $C_{1}$ independent of $u$. Now we fix $\varepsilon_{0} \in(0,1)$ such that $C_{1}\left(\varepsilon_{0}^{\frac{n}{n-1}}+\right.$ $\left.\varepsilon_{0}^{2}\right)<\frac{c_{0}}{2}\left|B_{r_{0}}\right|$. From now on we assume that $\varepsilon \leq \varepsilon_{0} ;$ the other case is treated at the end of this proof. From (17) we deduce that $|E|<\frac{c_{0}}{2}\left|B_{r_{0}}\right|$. Our aim is to show that

$$
\begin{equation*}
|E| \leq C \varepsilon^{2} \tag{18}
\end{equation*}
$$

for a constant $C$ independent of $u$. Using Lemma 5 (notice that the constant in its conclusion is invariant under a rescaling of the domain) as in (16) with $B_{r}$ replacing $U$, and then dividing through $\left|B_{r}\right|$ and applying (15), one obtains

$$
\begin{align*}
\min \left\{f_{B_{r}(x)}\left|e_{w}\right|^{2},\right. & \left.f_{B_{r}(x)}\left|e_{w}-B\right|^{2}\right\} \\
& \leq C\left[\left(\mathcal{M}\left(\left|e_{w}\right|^{2}\right)(x) f_{B_{r}(x)} d^{2}\left(e_{w}\right)\right)^{\frac{n}{2(n-1)}}+f_{B_{r}(x)} d^{2}\left(e_{w}\right)\right] \tag{19}
\end{align*}
$$

for all $x \in \Omega$ and for all $r>0$ such that $B_{2 r}(x) \subset \Omega$. Here $\mathcal{M}$ denotes the HardyLittlewood maximal function, $\mathcal{M}(f)(x)=\sup _{r>0} f_{B_{r}(x)}|f|$. Above and in what follows we extend $e_{w}$ by zero outside $\Omega$.

Claim 1. The set $A_{\infty}=\left\{x \in \Omega: \mathcal{M}\left(\left|e_{w}\right|^{2}\right)(x) \geq 10|B|^{2}\right\}$ satisfies $\left|A_{\infty}\right| \leq C \varepsilon^{2}$.
In fact, $\mathcal{M}\left(\left|e_{w}\right|^{2}\right) \leq \mathcal{M}\left(\left|e_{w}\right|^{2}-5|B|^{2}\right)_{+}+5|B|^{2}$, whence $x \in A_{\infty}$ implies $\mathcal{M}\left(\left|e_{w}\right|^{2}-\right.$ $\left.5|B|^{2}\right)_{+}(x) \geq 5|B|^{2}$. Since $\left|e_{w}\right|^{2} \leq 2\left(d^{2}\left(e_{w}\right)+|B|^{2}\right)$, we have $d^{2}\left(e_{w}\right) \geq \frac{1}{2}\left(\left|e_{w}\right|^{2}-\right.$ $\left.5|B|^{2}\right)_{+}$. We conclude that $A_{\infty} \subset\left\{\mathcal{M}\left(d^{2}\left(e_{w}\right)\right) \geq \frac{5}{2}|B|^{2}\right\}$. Thus, by the HardyLittlewood maximal theorem [31, Chapter 4], $\left|A_{\infty}\right| \leq\left|\left\{\mathcal{M}\left(d^{2}\left(e_{w}\right)\right) \geq \frac{5}{2}|B|^{2}\right\}\right| \leq$ $C \int_{\Omega} d^{2}\left(e_{w}\right)$, which proves Claim 1.

For almost every $x \in E \backslash A_{\infty}$ there is an $r_{x} \leq r_{0}$ such that

$$
\begin{equation*}
\frac{\left|E \cap B_{r_{x}}(x)\right|}{\left|B_{r_{x}}(x)\right|}=\frac{c_{0}}{2} . \tag{20}
\end{equation*}
$$

In fact, by the Lebesgue point theorem, for almost all $x \in E \backslash A_{\infty}$, we have $\frac{\left|E \cap B_{r}(x)\right|}{\left|B_{r}\right|} \rightarrow$ 1 as $r \rightarrow 0$. On the other hand, $\frac{\left|E \cap B_{r}(x)\right|}{\left|B_{r}(x)\right|} \leq \frac{|E|}{\left|B_{r}\right|}$, which is strictly less than $c_{0} / 2$ for $r>r_{0}$ by the choice of $\varepsilon_{0}$. In particular, $B_{2 r_{x}}(x) \subset \Omega$ for every $x$ as above, by the choice of $r_{0}$.

By Vitali's covering theorem [24, Theorem 1, section 1.5] we can choose countably many $x_{i} \in E \backslash A_{\infty}$ satisfying (20) and such that

$$
\begin{equation*}
\left|E \backslash A_{\infty}\right| \leq C \sum\left|B_{r_{x_{i}}}\left(x_{i}\right)\right| \tag{21}
\end{equation*}
$$

with pairwise disjoint balls on the right-hand side. By (20) and since $\left|e_{w}\right|^{2} \geq \rho^{2}$ on $E$ and $\left|e_{w}-B\right|^{2} \geq \rho^{2}$ on $U \backslash E$, for every $i$ we have

$$
\begin{align*}
\frac{c_{0} \rho^{2}}{2} & \leq \frac{1}{\left|B_{r_{x_{i}}}\right|} \min \left\{\int_{B_{r_{x_{i}}}\left(x_{i}\right) \cap E}\left|e_{w}\right|^{2}, \int_{B_{r_{x_{i}}}\left(x_{i}\right) \cap U \backslash E}\left|e_{w}-B\right|^{2}\right\} \\
& \leq C\left[\left(f_{B_{r_{x_{i}}}\left(x_{i}\right)} d^{2}\left(e_{w}\right)\right)^{\frac{n}{2 n-2}}+f_{B_{r_{x_{i}}}\left(x_{i}\right)} d^{2}\left(e_{w}\right)\right] \tag{22}
\end{align*}
$$

For the first inequality we have used that $x_{i} \in U$, whence $\left|B_{r_{x_{i}}}\left(x_{i}\right) \cap U\right| \geq c_{0}\left|B_{r_{x_{i}}}\right|$ by definition of $c_{0}$, and so $\left|B_{r_{x_{i}}}\left(x_{i}\right) \cap U \backslash E\right| \geq \frac{c_{0}}{2}\left|B_{r_{x_{i}}}\right|$ by (20). For the second inequality we have used (19) and the definition of $A_{\infty}$. From (22) we have $\frac{c_{0} \rho^{2}}{2} \leq$ $2 C \max \left\{\left(f_{B_{r_{x_{i}}}\left(x_{i}\right)} d^{2}\left(e_{w}\right)\right)^{\frac{n}{2 n-2}}, f_{B_{r_{x_{i}}}\left(x_{i}\right)} d^{2}\left(e_{w}\right)\right\}$. We conclude that $\left|B_{r_{x_{i}}}\left(x_{i}\right)\right| \leq \max$ $\left\{\frac{4 C}{c_{0} \rho^{2}},\left(\frac{4 C}{c_{0} \rho^{2}}\right)^{\frac{2 n-2}{n}}\right\} \int_{B_{r_{x_{i}}}\left(x_{i}\right)} d^{2}\left(e_{w}\right)$. Summing over $i$, from the disjointedness of the $B_{r_{x_{i}}}\left(x_{i}\right)$ and from (21) we conclude that $\left|E \backslash A_{\infty}\right| \leq C \varepsilon^{2}$, since $\int_{\Omega} d^{2}\left(e_{w}\right) \leq C \varepsilon^{2}$ by (11). By Claim 1 this implies (18) in the case $\varepsilon \leq \varepsilon_{0}$. But (18) also holds when $\varepsilon>\varepsilon_{0}$ by (17) (e.g., by choosing $C=\frac{2 C_{1}}{\varepsilon_{0}^{2}}$ in (18); recall that $\varepsilon<1$ ). Using (18) we can finally estimate

$$
\int_{U}\left|e_{w}\right|^{2}=\int_{U \backslash E}\left|e_{w}\right|^{2}+\int_{E}\left|e_{w}\right|^{2} \leq C\left[\int_{U \backslash E} d^{2}\left(e_{w}\right)+|E|+\int_{E} d^{2}\left(e_{w}\right)\right] \leq C \varepsilon^{2}
$$

The desired estimate now follows from Korn's inequality.
The proof of Theorem 3 is completed using a cube decomposition of $\Omega$ and applying a weighted Poincaré inequality exactly as in the proof of Theorem 2 in [14]. We have used the following lemma, the proof of which is the same as that of Lemma 2.4 in [14], where one can replace $\nabla w$ throughout by an arbitrary matrix-valued $W^{1,2_{-}}$ function $F$.

Lemma 5. Let $n \geq 2$, let $\Omega \subset \mathbb{R}^{n}$ be a bounded and connected Lipschitz domain, and let $K_{1}, K_{2}$ be compact disjoint subsets of $\mathbb{R}^{n \times n}, K=K_{1} \cup K_{2}$. Then there is $a$ constant $C=C(K, \Omega)$, such that for any $F \in W^{1,2}\left(\Omega ; \mathbb{R}^{n \times n}\right)$

$$
\begin{aligned}
\min _{i=1,2} \int_{\Omega} \operatorname{dist}^{2}\left(F, K_{i}\right) & \leq C(K, \Omega)\left(\int_{\Omega} \operatorname{dist}^{2}(F, K) \int_{\Omega}|\nabla F|^{2}\right)^{\frac{n}{2(n-1)}} \\
& +C(K, \Omega) \int_{\Omega} \operatorname{dist}^{2}(F, K)
\end{aligned}
$$

2.2. Compactness. The following theorem provides the compactness result which complements the $\Gamma$-convergence result of Theorem 1 . Its proof uses some facts which were derived in [15] (in order to prove a lower scaling bound in a nonlinearly elastic setting) and which in spirit are close to [28]. It is different from the Young
measure arguments used in the literature of singularly perturbed functionals (e.g., [27, 18, 19, 20]).

THEOREM 6. Let $S \subset \mathbb{R}^{2}$ be a bounded Lipschitz domain, let $A, B \in \mathbb{R}^{2 \times 2}$ be symmetric and such that $(B-A)+$ Skew does not contain rank-one matrices, and set $K=(A+$ Skew $) \cup(B+$ Skew $)$. Let $h_{n} \rightarrow 0$, set $\Omega_{h_{n}}=S \times I_{h_{n}}$, and suppose that $a$ sequence $u_{n} \in W^{1,2}\left(\Omega_{h_{n}} ; \mathbb{R}^{3}\right)$ satisfies

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{h_{n}^{2}} \int_{\Omega_{h_{n}}} \operatorname{dist}^{2}\left(\nabla u_{n}, K\right)<\infty \tag{23}
\end{equation*}
$$

Set $w_{n}\left(x^{\prime}\right)=f_{I_{h_{n}}}\left(u_{n}\left(x^{\prime}, x_{3}\right)\right)^{\prime} d x_{3}$. Then there exist a subsequence (not relabeled) and affine mappings $f_{n}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with sym $\nabla^{\prime} f_{n}=0$, and there is $w_{0} \in W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ satisfying sym $\nabla^{\prime} w_{0} \in B V(S ;\{\bar{A}, \bar{B}\})$ such that $w_{n}+f_{n} \rightarrow w_{0}$ strongly in $W^{1,2}$ $\left(S ; \mathbb{R}^{2}\right)$.

Proof. For $h>0$ we consider a lattice of squares $S_{a, h}=a+\left(-\frac{h}{2}, \frac{h}{2}\right)^{2}, a \in h \mathbb{Z}^{2}$, and we let $S_{h}^{\prime}=\bigcup_{\left\{a \in h \mathbb{Z}^{2}: S_{a, h} \subset S\right\}} S_{a, h}$. Now apply Theorem 3 to $u^{(h)}$ (here and in what follows we write $u^{(h)}$ instead of $u_{n}$ and $h$ instead of $h_{n}$ to avoid cumbersome notation) restricted to each cube $a+\left(-\frac{h}{2}, \frac{h}{2}\right)^{3}$ with $a \in h \mathbb{Z}^{2}$. This yields a piecewise constant map $R^{(h)}: S_{h}^{\prime} \rightarrow K$ such that

$$
\begin{equation*}
\int_{S_{a, h} \times I_{h}}\left|\nabla u^{(h)}(x)-R^{(h)}\left(x^{\prime}\right)\right|^{2} d x \leq C \int_{S_{a, h} \times I_{h}} \operatorname{dist}^{2}\left(\nabla u^{(h)}(x), K\right) d x \tag{24}
\end{equation*}
$$

Define the piecewise constant map $L^{(h)}: S_{h}^{\prime} \rightarrow\{A, B\}$ by setting $L^{(h)}(x)=\operatorname{sym}$ $R^{(h)}(x)$. Let $\varepsilon>0$ be sufficiently small (to be fixed below). We divide the family of squares $\left\{S_{a, h}: a \in h \mathbb{Z}^{2}\right.$ and $\left.S_{a, h} \subset S\right\}$ into three different groups:

$$
\begin{equation*}
a \in \mathcal{A}_{0}^{h} \text { if and only if } \int_{S_{a, h} \times I_{h}} \operatorname{dist}^{2}\left(\nabla u^{(h)}(x), K\right) d x \geq \varepsilon h^{3} . \tag{25}
\end{equation*}
$$

If $a \notin \mathcal{A}_{0}^{h}$, then the matrix $L^{(h)}(a) \in\{A, B\}$ is such that $\left.\frac{1}{h^{3}} \int_{S_{a, h} \times I_{h}} \right\rvert\,$ sym $\nabla u^{(h)}-$ $\left.L^{(h)}(a)\right|^{2} \leq C \varepsilon$. This follows from (24) and (25) by the definition of $L^{(h)}(a)$. Now define

$$
\begin{align*}
& a \in \mathcal{A}_{1}^{h} \text { if and only if } a \notin \mathcal{A}_{0}^{h} \text { and } L^{(h)}(a)=A \\
& a \in \mathcal{A}_{2}^{h} \text { if and only if } a \notin \mathcal{A}_{0}^{h} \text { and } L^{(h)}(a)=B \tag{26}
\end{align*}
$$

For $\varepsilon$ small enough, each square $S_{a, h}$ belongs to exactly one of these three groups. Thus the sets

$$
\begin{equation*}
\Omega_{i}^{h}=\operatorname{int}\left(\bigcup_{a \in \mathcal{A}_{i}^{h}} \bar{S}_{a, h}\right) \tag{27}
\end{equation*}
$$

$i=0,1,2$, are disjoint and cover $S_{h}^{\prime}$ up to an $\mathcal{H}^{2}$ null set. As in [15] one can prove that, for $\varepsilon$ small enough, the following implication holds:

$$
\begin{equation*}
a \in \mathcal{A}_{i}^{h}, a^{\prime} \in \mathcal{A}_{j}^{h}, \text { and } \mathcal{H}^{1}\left(\bar{S}_{a^{\prime}, h} \cap \bar{S}_{a, h}\right)>0 \Longrightarrow j \in\{0, i\} \tag{28}
\end{equation*}
$$

that is, a square of type $\mathcal{A}_{1}^{h}$ can only have neighboring squares of type $\mathcal{A}_{1}^{h}$ or $\mathcal{A}_{0}^{h}$ (never of type $\mathcal{A}_{2}^{h}$ ), and the analogous statement holds with $\mathcal{A}_{1}^{h}$ and $\mathcal{A}_{2}^{h}$ swapped. But from (23) and from (25) we deduce $\# \mathcal{A}_{0}^{h} \leq \frac{C}{h}$. Since the side-length of each square $S_{a, h}$ is $h$, this leads to the estimate $\mathcal{H}^{1}\left(\partial \Omega_{1}^{h} \backslash \partial S\right) \leq C$; compare [15]. This implies that the characteristic functions $\chi_{\Omega_{1}^{h}}$ are bounded in $B V(S)$, whence they have a subsequence converging strongly in $L^{1}(S)$ and hence (by interpolation) in all $L^{p}(S)$ with $p<\infty$. Since $\# \mathcal{A}_{0}^{h} \leq \frac{C}{h}$, we have $\left|\Omega_{0}^{h}\right| \leq C h$, whence $\chi_{\Omega_{0}^{h}} \rightarrow 0$ in $L^{1}\left(\mathbb{R}^{2}\right)$. Hence we also have strong $L^{1}(S)$-convergence of $\chi_{\Omega_{2}^{h}}$. Note that the respective limit functions, which we denote $\chi_{\Omega_{1}}$ and $\chi_{\Omega_{2}}$, both belong to $B V(S)$.

On the other hand, $L^{(h)}=A \chi_{\Omega_{1}^{h}}+B \chi_{\Omega_{2}^{h}}+L^{(h)} \chi_{\Omega_{0}^{h}}$. Let us extend $L^{(h)}$ by zero to all of $S$. By the convergence $\chi_{S_{h}^{\prime}} \rightarrow 1$ in $L^{1}(S)$ we obtain that $L^{(h)} \rightarrow L$ strongly in $L^{2}\left(S ; \mathbb{R}^{2 \times 2}\right)$, where $L=\chi_{\Omega_{1}} A+\chi_{\Omega_{2}} B \in B V(S ;\{A, B\})$. By (24), (23), and Jensen's inequality we have $\int_{S_{h}^{\prime}}\left|\operatorname{sym} \nabla^{\prime} w^{(h)}-\bar{L}^{(h)}\right|^{2} \leq C h$. Using $L^{(h)}=0$ on $S \backslash S_{h}^{\prime}$ and applying Jensen's inequality, we find $\int_{S \backslash S_{h}^{\prime}}\left|\operatorname{sym} \nabla^{\prime} w^{(h)}-\bar{L}^{(h)}\right|^{2} \leq$ $C\left|S \backslash S_{h}^{\prime}\right|+C h$. We conclude that sym $\nabla^{\prime} w^{(h)} \rightarrow \bar{L}$ strongly in $L^{2}\left(S ; \mathbb{R}^{2 \times 2}\right)$. Since the subspace of symmetrized gradients is strongly closed in $L^{2}\left(S ; \mathbb{R}^{2 \times 2}\right)$, there is a $w_{0} \in W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ such that sym $\nabla^{\prime} w_{0}=\bar{L} \in B V(S ;\{\bar{A}, \bar{B}\})$. An application of Korn's and of Poincaré's inequalities on $S$ for each $h$ yields affine mappings $f^{(h)}$ : $\mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with sym $\nabla^{\prime} f^{(h)}=0$ (explicitly, e.g., $\nabla^{\prime} f^{(h)}=$ skew $f_{S} \nabla^{\prime}\left(w^{(h)}-w_{0}\right)$ ) such that $\left\|w^{(h)}+f^{(h)}-w_{0}\right\|_{W^{1,2}\left(S ; \mathbb{R}^{2}\right)}^{2} \leq C \int_{S}\left|\operatorname{sym} \nabla^{\prime} w^{(h)}-\operatorname{sym} \nabla^{\prime} w_{0}\right|^{2}$. This converges to zero because sym $\nabla^{\prime} w^{(h)} \rightarrow \bar{L}$ in $L^{2}\left(S ; \mathbb{R}^{2 \times 2}\right)$.

Remark. Let $y^{(h)}\left(x^{\prime}, x_{3}\right)=u^{(h)}\left(x^{\prime}, h x_{3}\right)$ be the rescaled displacements defined on $\Omega=S \times\left(-\frac{1}{2}, \frac{1}{2}\right)$ and set $\nabla_{h} y=\left(\nabla^{\prime} y \left\lvert\, \frac{1}{h} y\right., 3\right)$. Then the proof of Theorem 6 shows that sym $\nabla_{h} y^{(h)} \rightarrow L$ strongly in $L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$. Thus $\nabla^{\prime}\left(y^{(h)}\right)^{\prime} \rightarrow \bar{L}$ and $y_{, 3} \rightarrow 0$ strongly in $L^{2}$. If, using a scaling analogous to that in [17, section 1.3], we set $\left(\bar{y}^{(h)}\right)^{\prime}=\left(y^{(h)}\right)^{\prime}$ and $\left(\bar{y}^{(h)}\right)_{3}=h\left(y^{(h)}\right)_{3}$, then Korn's inequality on $\Omega$ implies that there are affine mappings $F^{(h)}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ with sym $\nabla F^{(h)}=0$ and such that $\bar{y}^{(h)}+F^{(h)} \rightarrow F_{L}$ strongly in $W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$, where $F_{L}(x)=\binom{\bar{L} x^{\prime}}{0}$.

In [19, Proposition 2.2], the following characterization is provided for functions whose symmetrized gradient has bounded variation and is supported on two incompatible matrices $\bar{A}, \bar{B}$. (For earlier results in this direction, compare [23].)

Proposition 7. Let $S \subset \mathbb{R}^{2}$ be a bounded Lipschitz domain. Let $\bar{A}, \bar{B}$ satisfy (iii)-(iv) from the beginning of section 2 , let $\nu_{1}, \nu_{2}$ be linearly independent solutions to $\bar{A}-\bar{B}+t\left(e_{1} \otimes e_{2}-e_{2} \otimes e_{1}\right)=a \otimes \nu_{i}$, where $a \in \mathbb{R}^{3}$ and $t \in \mathbb{R}$, and let $w \in$ $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ satisfy sym $\nabla^{\prime} w \in B V(S ;\{\bar{A}, \bar{B}\})$. Then the jump set $J$ of sym $\nabla^{\prime} w$ consists of countably many disjoint segments whose endpoints belong to $\partial S$ and which have normal directions $\nu_{1}$ or $\nu_{2}$. In addition, $\nabla^{\prime} w$ is constant on each connected component of $S \backslash J$.
3. Lower bound. In this section we prove part (i) of Theorem 1. From now on we assume that $A=0$ and $B$ is as in (7). This choice allows exactly two different directions for the interface normal; the directions are orthogonal to each other: Setting $T_{1}=e_{2} \otimes e_{1}-e_{1} \otimes e_{2}$ and $T_{2}=e_{1} \otimes e_{2}-e_{2} \otimes e_{1}$, we have $\bar{B}+T_{1}=2 e_{2} \otimes e_{1}$, giving the normal $\nu_{1}=e_{1}$, and $\bar{B}+T_{2}=2 e_{1} \otimes e_{2}$, giving the normal $\nu_{2}=e_{2}$. Notice that,
if $\bar{T} \in \mathbb{R}^{2 \times 2} \backslash\left\{T_{1}, T_{2}\right\}$ with $\operatorname{sym} \bar{T}=0$, then $\operatorname{det}(\bar{B}+\bar{T}) \neq 0$. Define the piecewise constant mappings $F_{i}^{ \pm}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2 \times 2}$ by

$$
F_{i}^{ \pm}\left(x^{\prime}\right)= \begin{cases}0 & \text { for } \pm x^{\prime} \cdot \nu_{i}<0 \\ \bar{B}+T_{i} & \text { otherwise }\end{cases}
$$

and set $w_{i}^{ \pm}\left(x^{\prime}\right)=F_{i}^{ \pm}\left(x^{\prime}\right) x^{\prime}$; note that the jump set of $\nabla^{\prime} w_{i}^{ \pm}$agrees with $\left\{\nu_{i}\right\}^{\perp}$.
Definition 8. Let $\sigma \in\{-,+\}, i \in\{1,2\}$, let $J_{1}, J_{2}$ be open intervals, and set $S=J_{1} \times J_{2}$.
(i) We set $w_{i, S}^{\sigma}\left(x^{\prime}\right)=w_{i}^{\sigma}\left(x^{\prime}-\xi e_{i}\right)$, where $\xi=\frac{1}{2}\left(\sup J_{i}-\inf J_{i}\right)$. The set $\mathcal{J}_{i, S}=S \cap\left(\xi \nu_{i}+\left\{\nu_{i}\right\}^{\perp}\right)$ is called the interface of $w_{i, S}^{\sigma}$.
(ii) A pair of sequences $\left(u_{n}, h_{n}\right)$ is called $(\sigma, i)$-admissible on $S$, provided that $h_{n} \in \mathbb{R}_{+}, h_{n} \rightarrow 0, u_{n} \in W^{1,2}\left(S \times I_{h_{n}} ; \mathbb{R}^{3}\right)$, and $f_{I_{h_{n}}} u_{n}^{\prime} d x_{3} \rightarrow w_{i, S}^{\sigma}$ in $L^{2}\left(S ; \mathbb{R}^{2}\right)$.
(iii) If $J_{1}=\emptyset$ or $J_{2}=\emptyset$, then we set $\mathcal{F}_{i}^{\sigma}(S)=0$. Otherwise, we define

$$
\begin{array}{r}
\mathcal{F}_{i}^{\sigma}(S)=\inf \left\{\liminf _{n \rightarrow \infty} I^{h_{n}}\left(u_{n} ; S\right): \text { There exist }\left(h_{n}\right) \text { and }\left(u_{n}\right)\right. \text { such that } \\
\\
\left.\left(u_{n}, h_{n}\right) \text { is }(\sigma, i) \text {-admissible on } S\right\} .
\end{array}
$$

We define

$$
\begin{equation*}
k\left(\nu_{i}\right)=\mathcal{F}_{i}^{+}\left(\left(-\frac{1}{2}, \frac{1}{2}\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)\right) \tag{29}
\end{equation*}
$$

(iii) A pair of sequences $\left(u_{n}, h_{n}\right)$ is called $a(\sigma, i)$-recovery sequence on $S$, provided that $\left(u_{n}, h_{n}\right)$ is $(\sigma, i)$-admissible on $S$ and $\lim _{n \rightarrow \infty} I^{h_{n}}\left(u_{n} ; S\right)=\mathcal{F}_{i}^{\sigma}(S)$.

Remarks. (i) Our definition of $\mathcal{F}_{i}^{\sigma}$ differs slightly from the usual one. If one sets $\tilde{\mathcal{F}}_{1}^{\sigma}(J ; \varepsilon)=\mathcal{F}_{1}^{\sigma}((-\varepsilon, \varepsilon) \times J)$ and $\tilde{\mathcal{F}}_{2}^{\sigma}(J ; \varepsilon)=\mathcal{F}_{2}^{\sigma}(J \times(-\varepsilon, \varepsilon))$, then the $\tilde{\mathcal{F}}_{i}^{\sigma}$ correspond to the $\mathcal{F}_{i}^{\sigma}$ as defined, e.g., in [18, formula (4.2)].
(ii) In Lemma 13 we will show that for any fixed sequence $h_{n} \rightarrow 0$ there exist $u_{n}$ such that $\left(u_{n}, h_{n}\right)$ is a ( $\sigma, i$ )-recovery sequence.
(iii) When it is clear from the context which sequence $h_{n} \rightarrow 0$ is meant, then we will often just say that $u_{n}$ is a $(\sigma, i)$-recovery sequence. Also, we will drop the prefix $(\sigma, i)$ when it is clear from the context.

Lemma 9. Let $J_{1}, J_{2}$ be open intervals, set $S=J_{1} \times J_{2}$, and let $i \in\{1,2\}$. Then $\mathcal{F}_{i}^{+}(S)=\mathcal{F}_{i}^{-}(S)=k\left(\nu_{i}\right)\left|\pi_{i}^{\perp}(S)\right|$. (Recall that $\pi_{i}^{\perp}$ denotes the orthogonal projection onto $\left\{e_{i}\right\}^{\perp}=\left\{\nu_{i}\right\}^{\perp}$.)

Proof. Similar to [18, Lemma 4.3] or [19, Lemma 3.2], one can prove the lemma by showing the following facts. Let $J_{1}^{\prime} \subset J_{1}, J_{2}^{\prime} \subset J_{2}$ be open intervals and set $S^{\prime}=J_{1}^{\prime} \times J_{2}^{\prime}$. Then
(i) $\mathcal{F}_{i}^{+}(S)=\mathcal{F}_{i}^{-}(S)=: \mathcal{F}_{i}(S)$.
(ii) Behavior under homotheties. $\mathcal{F}_{i}\left(x^{\prime}+\lambda S\right)=\lambda \mathcal{F}_{i}(S)$ for all $x^{\prime} \in \mathbb{R}^{2}$ and all $\lambda>0$.
(iii) Monotonicity. $\mathcal{F}_{i}\left(S^{\prime}\right) \leq \mathcal{F}_{i}(S)$.
(iv) Concentration. $\mathcal{F}_{i}\left(S^{\prime}\right)=\mathcal{F}_{i}(S)$ if $\left|\pi_{i}^{\perp}\left(S^{\prime}\right)\right|=\left|\pi_{i}^{\perp}(S)\right|$.

Lemma 10. Let $i \in\{1,2\}, \sigma \in\{+,-\}$, let $J_{1}, J_{2}$ be open intervals, let $\lambda>0$, $y \in \mathbb{R}^{2} \times\{0\}$, and let $\left(v_{n}, h_{n}\right)$ be a $(\sigma, i)$-recovery sequence on $S=J_{1} \times J_{2}$. Set $\hat{v}_{n}(x)=\lambda v_{n}\left(\frac{x-y}{\lambda}\right)$ for all $n \in \mathbb{N}$. Then $\left(\hat{v}_{n}, \lambda h_{n}\right)$ is a $(\sigma, i)$-recovery sequence on $y^{\prime}+\lambda S$.

Proof. Since from Lemma 9 we have $\mathcal{F}_{i}^{\sigma}\left(y^{\prime}+S\right)=\mathcal{F}_{i}^{\sigma}(S)$, we may assume without loss of generality that $y=0$ and that $S$ is centered about the origin. Since $\left(v_{n}, h_{n}\right)$
is $(\sigma, i)$-admissible on $S,\left(\hat{v}_{n}, \lambda h_{n}\right)$ is also $(\sigma, i)$-admissible on $\lambda S$. By Lemma 9 and a change of variables we have $\lim \sup _{n \rightarrow \infty} I^{\lambda h_{n}}\left(\hat{v}_{n} ; \lambda S\right)=\lim \sup _{n \rightarrow \infty} \lambda I^{h_{n}}\left(v_{n} ; S\right)=$ $\lambda \mathcal{F}_{i}^{\sigma}(S)=\mathcal{F}_{i}^{\sigma}(\lambda S)$.

Lemma 11. Let $i \in\{1,2\}, \sigma \in\{+,-\}$, let $J_{j}$, $J_{j}^{\prime}$ be open intervals with $J_{j}^{\prime} \subset J_{j}$, $j=1,2$, and set $S=J_{1} \times J_{2}, S^{\prime}=J_{1}^{\prime} \times J_{2}^{\prime}$. Let $\left(v_{n}, h_{n}\right)$ be a $(\sigma, i)$-recovery sequence on $S$. Then the following hold:
(i) If $\overline{S^{\prime}} \cap \mathcal{J}_{i, S}=\emptyset$, then $\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S^{\prime}\right)=0$.
(ii) If $S^{\prime} \cap \mathcal{J}_{i, S} \neq \emptyset$, then $\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S^{\prime}\right)=\mathcal{F}_{i}^{\sigma}\left(S^{\prime}\right)$.

Proof. By translation invariance we may assume without loss of generality that $S$ is centered about the origin, so $\mathcal{J}_{i, S}=S \cap\left\{\nu_{i}\right\}^{\perp}$. Statement (i) is an immediate consequence of Lemma 9. In fact, let $\varepsilon>0$ be so small that $S_{\varepsilon}=\left\{x^{\prime} \in S:\left|x^{\prime} \cdot \nu_{i}\right|<\varepsilon\right\}$ satisfies $S_{\varepsilon} \cap S^{\prime}=\emptyset$. Then $\mathcal{F}_{i}^{\sigma}\left(S_{\varepsilon}\right)=\mathcal{F}_{i}^{\sigma}(S)$ by Lemma 9 because $\left|\pi_{i}^{\perp}\left(S_{\varepsilon}\right)\right|=\left|\pi_{i}^{\perp}(S)\right|$. Hence $\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S \backslash S_{\varepsilon}\right)=0$.

To prove statement (ii) notice that by Lemma 11(i) we may assume without loss of generality that $\pi_{i}\left(S^{\prime}\right)=\pi_{i}(S)$ (recall that $\pi_{i}$ denotes the orthogonal projection onto the subspace spanned by $e_{i}=\nu_{i}$ ). In other words, $J_{i}^{\prime}=J_{i}$, so $S^{\prime}$ is a stripe of width $\left|\pi_{i}^{\perp}\left(S^{\prime}\right)\right|$ perpendicular to the interface $\mathcal{J}_{i, S}$. Assume that (ii) is false, and so, since $v_{n}$ is admissible on $S^{\prime}$, we have $\lim \sup _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S^{\prime}\right)>\mathcal{F}_{i}^{\sigma}\left(S^{\prime}\right)$. If $S^{\prime}=S$, then this would contradict the fact that $v_{n}$ is a recovery sequence on $S$. Otherwise, denote by $S_{1}, S_{2}$ the two connected components of $S \backslash S^{\prime}$. (If $S \backslash S^{\prime}$ consists of only one connected component, then we call it $S_{1}$ and set $S_{2}=\emptyset$.) After passing to subsequences (not relabeled) we may assume that $I^{h_{n}}\left(v_{n} ; S^{\prime}\right)$ and $I^{h_{n}}\left(v_{n} ; S_{j}\right), j=1,2$, converge. Hence we obtain the contradiction

$$
\begin{aligned}
\mathcal{F}_{i}^{\sigma}(S) & =\mathcal{F}_{i}^{\sigma}\left(S^{\prime}\right)+\mathcal{F}_{i}^{\sigma}\left(S_{1}\right)+\mathcal{F}_{i}^{\sigma}\left(S_{2}\right) \\
& <\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S^{\prime}\right)+\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S_{1}\right)+\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S_{2}\right) \\
& =\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S\right)=\mathcal{F}_{i}^{\sigma}(S)
\end{aligned}
$$

The first equality follows from Lemma 9 ; the strict inequality holds because $\left(\left.v_{n}\right|_{S_{j}}, h_{n}\right)$ are admissible on $S_{j}$ and because by assumption we have $\lim I^{h_{n}}\left(v_{n} ; S^{\prime}\right)>$ $\mathcal{F}_{i}\left(S^{\prime}\right)$. The last equality holds because $\left(v_{n}, h_{n}\right)$ is a recovery sequence on $S$.

Now we define the set of admissible limiting functions as

$$
\begin{equation*}
\mathcal{A}(S)=\left\{w \in W^{1,2}\left(S ; \mathbb{R}^{2}\right): \operatorname{sym} \nabla^{\prime} w \in B V(S ;\{0, \bar{B}\})\right\} \tag{30}
\end{equation*}
$$

and the limiting functional

$$
I^{0}(w ; S)= \begin{cases}\int_{J} k(\nu(x)) d \mathcal{H}^{1}(x) & \text { if } w \in \mathcal{A}(S)  \tag{31}\\ +\infty & \text { otherwise }\end{cases}
$$

Here $J$ denotes the jump set of $\operatorname{sym} \nabla^{\prime} w$, also called the phase interface, and $\nu$ denotes the normal (the sign does not matter), which up to a sign can assume only the values $\nu_{1}=e_{1}$ and $\nu_{2}=e_{2}$.

Theorem 12. Let $S \subset \mathbb{R}^{2}$ be a bounded Lipschitz domain and $w \in L^{2}\left(S ; \mathbb{R}^{2}\right)$. Then, for all $h_{n} \rightarrow 0$ and all $u_{n} \in L^{2}\left(S \times I_{h_{n}} ; \mathbb{R}^{3}\right)$ satisfying $f_{I_{h_{n}}} u_{n}^{\prime} d x_{3} \rightarrow w$ in $L^{2}\left(S ; \mathbb{R}^{2}\right)$, one has $\liminf _{n \rightarrow \infty} I^{h_{n}}\left(u_{n} ; S\right) \geq I^{0}(w ; S)$.

Proof. If $\liminf _{n \rightarrow \infty} I^{h_{n}}\left(u_{n} ; S\right)=\infty$, then there is nothing to prove. Otherwise, by passing to a subsequence (not relabeled) we may assume that the sequence
$I^{h_{n}}\left(u_{n} ; S\right)$ converges, so, in particular, $\lim _{\sup _{n \rightarrow \infty}} I^{h_{n}}\left(u_{n} ; S\right)<\infty$. After passing to a further subsequence, Theorem 6 implies that there is a sequence of affine mappings $f_{n}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with sym $\nabla f_{n}=0$ such that $w_{n}+f_{n} \rightarrow w_{0}$ in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ for some $w_{0} \in \mathcal{A}(S)$, where we have set $w_{n}=f_{I_{h_{n}}} u_{n}^{\prime} d x_{3}$. Since $w_{n} \rightarrow w$ in $L^{2}\left(S ; \mathbb{R}^{2}\right)$, we deduce that $f_{n}$ converges in $L^{2}\left(S ; \mathbb{R}^{2}\right)$, whence there is $\bar{T} \in \mathbb{R}^{2 \times 2}$ with sym $\bar{T}=0$ and a vector $c \in \mathbb{R}^{2}$ such that $f_{n}\left(x^{\prime}\right) \rightarrow c+\bar{T} x^{\prime}$ for all $x^{\prime} \in S$. Hence $w=w_{0}-\bar{T} x^{\prime}-c$, and, in particular, we have $w \in \mathcal{A}(S)$. By the strong $W^{1,2}$-convergence of both $w_{n}+f_{n}$ and $f_{n}$ we have $w_{n} \rightarrow w$ in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$. By Proposition 7 the jump set of sym $\nabla^{\prime} w$ consists of a countable union of disjoint segments $\mathcal{J}_{k}$ with normal $\nu_{1}$ or $\nu_{2}$. The rest of the proof is standard: One covers each $\mathcal{J}_{k}$ with a box, applies Lemma 9 to each box separately, and uses the minimality of $\mathcal{F}_{i}^{ \pm}$(see, e.g., the proof of Proposition 3.1 in [19] for the details).
4. Upper bound. In this section we will show that for any admissible limit function $w$ and for any given sequence $h_{n} \rightarrow 0$ one can find a sequence $\left(v_{n}, h_{n}\right)$ such that $f_{I_{h_{n}}} v_{n}^{\prime} d x_{3} \rightarrow w$ strongly in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ and $I^{h_{n}}\left(v_{n} ; S\right) \rightarrow I^{0}(w ; S)$. We will first show that given $(\sigma, i)$ and any sequence $h_{n} \rightarrow 0$ one can find a sequence $\left(v_{n}\right)$ such that $\left(v_{n}, h_{n}\right)$ is a $(\sigma, i)$-recovery sequence on $S$. A key difference from the proof of the analogous Proposition 5.5 in [19] is that we do not rely on the existence of special recovery sequences which are affine away from the interface but work directly with an arbitrary recovery sequence.

Lemma 13. Let $J_{1}, J_{2}$ be open intervals and set $S=J_{1} \times J_{2}$. Let $\sigma \in\{+,-\}$, $i \in\{1,2\}$, and $H_{n} \rightarrow 0$ be given. Then we have

$$
\begin{array}{r}
\mathcal{F}_{i}^{\sigma}(S)=\inf \left\{\liminf _{n \rightarrow \infty} I^{H_{n}}\left(u_{n} ; S\right): \text { there is }\left(u_{n}\right) \text { such that }\left(u_{n}, H_{n}\right)\right. \\
\\
\text { is }(\sigma, i) \text {-admissible on } S\} .
\end{array}
$$

Proof. Clearly we must prove only the " $\geq$ "-inequality, and by Lemmas 10 and 11 we may assume without loss of generality that $S=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$. In fact, suppose Lemma 13 is shown for this particular case. Now let $H_{n} \rightarrow 0$ and an arbitrary $S$ be given and assume without loss of generality (by translation invariance) that $S$ is centered about the origin. Then there is $\lambda>0$ such that $\lambda S \subset\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$. By the special case of Lemma 13 there is a recovery sequence $\left(v_{n}, \lambda H_{n}\right)$ on $\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$. By Lemma 11(ii) we have that $\left(\left.v_{n}\right|_{\lambda S}, \lambda H_{n}\right)$ is a recovery sequence on $\lambda S$. By Lemma 10 , setting $\hat{v}_{n}(x)=\frac{1}{\lambda} v_{n}(\lambda x)$, we conclude that $\left(\hat{v}_{n}, H_{n}\right)$ is a recovery sequence on $S$.

So suppose that $S=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$ and let $H_{n} \rightarrow 0$ be given. Let us restrict our attention to the case $\sigma=+$ and $i=1$, so the interface normal is $\nu_{1}=e_{1}$, the phase " 0 " is used on the left, $\left\{\nabla^{\prime} w_{1}^{+}=0\right\}=S \cap\left\{x_{1}<0\right\}$, and $\left\{\nabla^{\prime} w_{1}^{+}=\bar{B}+T_{1}\right\}=S \cap\left\{x_{1}>0\right\}$ up to a null set; the other cases are similar. Note that the infimum in the definition of $\mathcal{F}_{i}^{\sigma}(S)=k\left(\nu_{i}\right)$ is attained; i.e., there is a sequence $h_{n} \rightarrow 0$ and $v_{n} \in W^{1,2}\left(S \times I_{h_{n}} ; \mathbb{R}^{3}\right)$ such that $f_{I_{h_{n}}} v_{n}^{\prime} d x_{3} \rightarrow w_{1}^{+}$in $L^{2}\left(S ; \mathbb{R}^{2}\right)$ and $\lim _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S\right)=k\left(\nu_{1}\right)$. Since after passing to subsequences this equality remains valid, we may assume without loss of generality that $h_{n} \ll H_{n}$, i.e., $\alpha_{n}=\frac{H_{n}}{h_{n}} \rightarrow \infty$.

Set $y_{1}^{(n)}=\frac{1}{2 \alpha_{n}}-\frac{1}{2}$ and $y_{m+1}^{(n)}=y_{m}^{(n)}+\frac{1}{\alpha_{n}}, m=1, \ldots,\left[\alpha_{n}\right]-1$, and let $S_{m}^{(n)}=$ $\left(-\frac{1}{2}, \frac{1}{2}\right) \times\left(y_{m}^{(n)}-\frac{1}{2 \alpha_{n}}, y_{m}^{(n)}+\frac{1}{2 \alpha_{n}}\right)$. We recall (25)-(28) from the proof of Theorem 6 and apply them to $v_{n}$ instead of $u^{(h)}$. Define $S_{m, 1}^{(n)}=S_{m}^{(n)} \cap \Omega_{1}^{h_{n}} \cap\left\{\nabla^{\prime} w_{1}^{+}=0\right\}$ and $S_{m, 2}^{(n)}=S_{m}^{(n)} \cap \Omega_{2}^{h_{n}} \cap\left\{\nabla^{\prime} w_{1}^{+}=\bar{B}+T_{1}\right\}$. It follows from the proof of Theorem 6 applied to $v_{n}$ that $\chi_{\Omega_{1}^{h_{n}}} \rightarrow \chi_{\left\{\nabla^{\prime} w_{1}^{+}=0\right\} \cap S}$ and $\chi_{\Omega_{2}^{h_{n}}} \rightarrow \chi_{\left\{\nabla^{\prime} w_{1}^{+}=\bar{B}+T_{1}\right\} \cap S}$ strongly in $L^{1}\left(\mathbb{R}^{2}\right)$
(notice that, by uniqueness of the limits, the full sequence indeed converges). Now denote by $G_{n}=\left\{m=1, \ldots,\left[\alpha_{n}\right]:\left|S_{m, 1}^{(n)}\right|>\frac{1}{3 \alpha_{n}}\right.$ and $\left.\left|S_{m, 2}^{(n)}\right|>\frac{1}{3 \alpha_{n}}\right\}$ the index set of "good" stripes, and for $i=1,2$ set $M_{n, i}=\left\{m=1, \ldots,\left[\alpha_{n}\right]:\left|S_{m, i}^{(n)}\right| \leq \frac{1}{3 \alpha_{n}}\right\}$. We claim that

$$
\begin{equation*}
\frac{\# G_{n}}{\alpha_{n}} \rightarrow 1 \text { as } n \rightarrow \infty \tag{32}
\end{equation*}
$$

Indeed, if (32) were false, then by definition of $G_{n}$ there would exist $i \in\{1,2\}$, $\gamma>0$, and a subsequence (not relabeled) such that $\frac{\# M_{n, i}}{\alpha_{n}} \in\left(\frac{5}{6} \gamma, \gamma\right)$ for all $n$. For definiteness suppose that $i=1$; the case $i=2$ is similar. But for all $n$ we have $\Omega_{1}^{h_{n}} \cap\left\{\nabla^{\prime} w_{1}^{+}=0\right\} \subset\left(S \backslash \bigcup_{m=1}^{\left[\alpha_{n}\right]} S_{m}^{(n)}\right) \cup \bigcup_{m \notin M_{n, 1}} S_{m, 1}^{(n)} \cup \bigcup_{m \in M_{n, 1}} S_{m, 1}^{(n)}$. Taking measures on both sides, we find (notice that by definition $\left|S_{m, i}^{(n)}\right| \leq \frac{1}{2 \alpha_{n}}$ )

$$
\begin{aligned}
\left|\Omega_{1}^{h_{n}} \cap\left\{\nabla^{\prime} w_{1}^{+}=0\right\}\right| & \leq 1-\frac{\left[\alpha_{n}\right]}{\alpha_{n}}+\frac{1}{2 \alpha_{n}}\left(\left[\alpha_{n}\right]-\# M_{n, 1}\right)+\frac{1}{3 \alpha_{n}} \# M_{n, 1} \\
& \leq 1-\frac{\left[\alpha_{n}\right]}{\alpha_{n}}+\frac{1}{2}\left(1-\frac{5}{6} \gamma\right)+\frac{\gamma}{3}
\end{aligned}
$$

As $n \rightarrow \infty$, the left-hand side converges to $\frac{1}{2}$ and the right-hand side converges to $\frac{1}{2}-\frac{1}{12} \gamma$. This contradiction proves (32).

From (32) one deduces that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\alpha_{n} \min _{m \in G_{n}} I^{h_{n}}\left(v_{n} ; S_{m}^{(n)}\right)\right) \leq \limsup _{n \rightarrow \infty} I^{h_{n}}\left(v_{n} ; S\right) \tag{33}
\end{equation*}
$$

In fact, if (33) were false, then (after passing to an unrelabeled subsequence) there would exist $\gamma>0$ such that $I^{h_{n}}\left(v_{n} ; S_{m}^{(n)}\right)-\frac{1}{\alpha_{n}} I^{h_{n}}\left(v_{n} ; S\right) \geq \frac{\gamma}{\alpha_{n}}$ for all $n$ and for all $m \in G_{n}$. Summing over $m \in G_{n}$ we would find $\left(1-\frac{\# G_{n}}{\alpha_{n}}\right) I^{h_{n}}\left(v_{n} ; S\right) \geq I^{h_{n}}\left(v_{n}\right.$; $\left.\bigcup_{m \in G_{n}} S_{m}^{(n)}\right)-\frac{\# G_{n}}{\alpha_{n}} I^{h_{n}}\left(v_{n} ; S\right) \geq \frac{\# G_{n}}{\alpha_{n}} \gamma$. By (32) the left-hand side converges to zero as $n \rightarrow \infty$, while the right-hand side converges to $\gamma$, which is a contradiction proving (33).

Now choose $m_{n} \in G_{n}$ such that $I^{h_{n}}\left(v_{n} ; S_{m_{n}}^{(n)}\right)=\min _{m \in G_{n}} I^{h_{n}}\left(v_{n} ; S_{m}^{(n)}\right)$, and set $\hat{y}_{n}=y_{m_{n}}^{(n)}$. Let $r^{(n)}=\left(-\frac{l}{2 \alpha_{n}}, \frac{l}{2 \alpha_{n}}\right) \times\left(\hat{y}_{n}-\frac{1}{2 \alpha_{n}}, \hat{y}_{n}+\frac{1}{2 \alpha_{n}}\right)$, where $l=1+\frac{k\left(\nu_{1}\right)}{k\left(\nu_{2}\right)}$. Consider the functions $g_{n}\left(x_{1}\right)=\left|\Omega_{1}^{h_{n}} \cap\left(\left(x_{1}, 0\right)+r^{(n)}\right)\right|$. Since $m_{n} \in G_{n}$, there is $x_{1} \leq 0$ such that $g_{n}\left(x_{1}\right)>\frac{\left|r^{(n)}\right|}{2}$. The existence of such $x_{1}$ can be seen, e.g., by the following argument (another argument uses Fubini's theorem): Set $x_{1}^{k}=\frac{l}{2 \alpha_{n}}-\frac{1}{2}+\frac{k l}{\alpha_{n}}$, $k=0, \ldots, N_{n}$, where $N_{n}=\left[\frac{\alpha_{n}}{2 l}-\frac{1}{2}\right]$. Then $x_{1}^{k} \leq 0$ for all $k=0, \ldots, N_{n}$ and

$$
\begin{equation*}
S_{m_{n}}^{(n)} \cap\left\{\nabla^{\prime} w_{1}^{+}=0\right\} \subset \hat{r}^{(n)} \cup \bigcup_{k=0}^{N_{n}}\left(\left(x_{1}^{k}, 0\right)+r^{(n)}\right) \tag{34}
\end{equation*}
$$

where $\hat{r}^{(n)}$ is a rectangle with $\left|\hat{r}^{(n)}\right| \leq\left|r^{(n)}\right|$. If $g_{n}\left(x_{1}^{k}\right) \leq \frac{\left|r^{(n)}\right|}{2}$ for all $k=0, \ldots, N_{n}$, then $\left|\Omega_{1}^{h_{n}} \cap\left(\left(x_{1}^{k}, 0\right)+r^{(n)}\right)\right| \leq \frac{\left|r^{(n)}\right|}{2}$ for all $k$. Intersecting (34) with $\Omega_{1}^{h_{n}}$, taking measures, and multiplying by $\alpha_{n}$, we find $\alpha_{n}\left|S_{m_{n}, 1}^{(n)}\right| \leq \alpha_{n}\left|\hat{r}^{(n)}\right|+\alpha_{n}\left(N_{n}+1\right) \frac{\left|r^{(n)}\right|}{2} \leq$ $\frac{C}{\alpha_{n}}+\frac{1}{4}$ since $\left|r^{(n)}\right|=\frac{l}{\alpha_{n}^{2}}$. As $n \rightarrow \infty$, the right-hand side converges to $\frac{1}{4}$, while the left-hand side is greater than $\frac{1}{3}$ because $m_{n} \in G_{n}$, which is a contradiction. Similarly, one proves existence of $x_{1} \geq 0$ such that $g_{n}\left(x_{1}\right)<\frac{\left|r^{(n)}\right|}{2}$.

Since $g_{n}$ is continuous, we conclude that there is some $\hat{x}_{n}$ with $g_{n}\left(\hat{x}_{n}\right)=\frac{\left|r^{(n)}\right|}{2}$. By (33) and the choice of $m_{n}$ the rectangle $\hat{S}_{n}=\left(\hat{x}_{n}-\frac{l}{2 \alpha_{n}}, \hat{x}_{n}+\frac{l}{2 \alpha_{n}}\right) \times\left(\hat{y}_{n}-\frac{1}{2 \alpha_{n}}, \hat{y}_{n}+\frac{1}{2 \alpha_{n}}\right)$ satisfies $\limsup \alpha_{n} I^{h_{n}}\left(v_{n} ; \hat{S}_{n}\right) \leq k\left(\nu_{1}\right)$. Recalling (25) we set $\hat{\mathcal{A}}_{0}^{(n)}=\left\{a \in \mathcal{A}_{0}^{h_{n}}\right.$ : $\left.a+\left(-\frac{h_{n}}{2}, \frac{h_{n}}{2}\right)^{2} \subset \hat{S}_{n}\right\}$. Then by (25) we have $\# \hat{\mathcal{A}}_{0}^{(n)} \leq \frac{C}{h_{n}^{3}} \int_{\hat{S}_{n}} W\left(\nabla v_{n}\right) \leq \frac{C}{h_{n} \alpha_{n}}$. Hence $\left|\Omega_{0}^{h_{n}} \cap \hat{S}_{n}\right| \leq\left|\bigcup_{a \in \hat{\mathcal{A}}_{0}^{(n)}}\left(a+\left(-\frac{h_{n}}{2}, \frac{h_{n}}{2}\right)^{2}\right)\right|+h_{n} \cdot \mathcal{H}^{1}\left(\partial \hat{S}_{n}\right) \leq \frac{C h_{n}}{\alpha_{n}}$. But $\frac{C h_{n}}{\alpha_{n}} \ll \frac{l}{\alpha_{n}^{2}}=\left|\hat{S}_{n}\right|$ because $H_{n} \rightarrow 0$. Hence $\frac{\left|\Omega_{0}^{h_{n}} \cap \hat{S}_{n}\right|}{\left|\hat{S}_{n}\right|} \rightarrow 0$, so we conclude that

$$
\begin{equation*}
\frac{\left|\Omega_{i}^{h_{n}} \cap \hat{S}_{n}\right|}{\left|\hat{S}_{n}\right|} \rightarrow \frac{1}{2} \text { for } i=1,2 \text { as } n \rightarrow \infty \tag{35}
\end{equation*}
$$

In fact, we have $\left|\hat{S}_{n} \cap \Omega_{1}^{h_{n}}\right|=\frac{\left|\hat{S}_{n}\right|}{2}$ by the choice of $\hat{x}_{n}$. Now set $V_{n}(x)=\alpha_{n} v_{n}\left(\frac{x}{\alpha_{n}}+\right.$ $\left.\left(\hat{x}_{n}, \hat{y}_{n}\right)\right)$ and $S^{\prime}=(-l / 2, l / 2) \times\left(-\frac{1}{2}, \frac{1}{2}\right)$. Then $V_{n} \in W^{1,2}\left(S^{\prime} \times\left(-\frac{H_{n}}{2}, \frac{H_{n}}{2}\right) ; \mathbb{R}^{3}\right)$ and $\lim \sup I^{H_{n}}\left(V_{n} ; S^{\prime}\right) \leq k\left(\nu_{1}\right)$. Set $W_{n}=f_{I_{H_{n}}} V_{n}^{\prime} d x_{3}$. After possibly reflecting $V_{n}$ about $\left\{\nu_{1}\right\}^{\perp}$ we may assume that

$$
\begin{align*}
\mid\{x & \left.\in S^{\prime}: x_{1}<0, \text { sym } \nabla^{\prime} W_{n}(x) \leq \frac{|B|}{4}\right\} \mid  \tag{36}\\
& \left.\leq \left\lvert\,\left\{x \in S^{\prime}: x_{1}>0, \text { sym } \nabla^{\prime} W_{n}(x) \leq \frac{|B|}{4}\right\}\right. \right\rvert\,
\end{align*}
$$

for all $n$. By Theorem 6 , for every subsequence there is a further subsequence, labeled with an index $m$, and there are affine mappings $F_{m}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with sym $\nabla F_{m}=0$ such that $W_{m}+F_{m} \rightarrow W_{0}$ strongly in $W^{1,2}\left(S^{\prime} ; \mathbb{R}^{2}\right)$, where $W_{0} \in \mathcal{A}\left(S^{\prime}\right)$. Moreover, we may assume that $\lim _{m \rightarrow \infty} I^{H_{m}}\left(V_{m} ; S^{\prime}\right)=k\left(\nu_{1}\right)$. Theorem 12 implies that $I^{0}\left(W_{0} ; S^{\prime}\right) \leq k\left(\nu_{1}\right)$. Since $S^{\prime}$ is a rectangle with sides parallel to $e_{1}$ and $e_{2}$, Proposition 7 implies that $W_{0}$ has either only interfaces with normal $\nu_{1}=e_{1}$ or only interfaces with normal $\nu_{2}=e_{2}$. If it had an interface of the latter type, we would obtain the contradiction $I^{0}\left(W_{0} ; S^{\prime}\right) \geq l k\left(\nu_{2}\right)>k\left(\nu_{1}\right)$, by the choice of $l$. Thus $W_{0}$ has only interfaces with normal $\nu_{1}$, and since $\lim \sup I^{H_{n}}\left(V_{n} ; S^{\prime}\right) \leq k\left(\nu_{1}\right)$, there can be at most one such interface. On the other hand, by (35) we have $\left|\left\{\operatorname{sym} \nabla^{\prime} W_{0}=0\right\}\right|=$ $\left|\left\{\operatorname{sym} \nabla^{\prime} W_{0}=\bar{B}\right\}\right|=\frac{\left|S^{\prime}\right|}{2}$, so there must be at least one interface. Hence $W_{0}$ has exactly one interface, it has normal $\nu_{1}$, and by (35) it lies in $\left\{\nu_{1}\right\}^{\perp}$. By (36) we have $\left(-\frac{l}{2}, 0\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)=\left\{\operatorname{sym} \nabla^{\prime} W_{0}=0\right\}$ up to a null set, so the mapping $w_{1}^{+}-W_{0}$ is affine with $\operatorname{sym} \nabla^{\prime}\left(w_{1}^{+}-W_{0}\right)=0$. We conclude that $\operatorname{sym} \nabla^{\prime} W_{m} \rightarrow \operatorname{sym} \nabla^{\prime} w_{1}^{+}$ strongly in $L^{2}\left(S^{\prime} ; \mathbb{R}^{2 \times 2}\right)$. Since the same limit is obtained for all subsequences, we conclude that the full sequence satisfies sym $\nabla^{\prime} W_{n} \rightarrow \operatorname{sym} \nabla^{\prime} w_{1}^{+}$. By Korn's inequality on $S^{\prime}$, there exist affine mappings $\tilde{F}_{n}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with sym $\nabla^{\prime} \tilde{F}_{n}=0$ such that $W_{n}+\tilde{F}_{n} \rightarrow w_{1}^{+}$strongly in $W^{1,2}\left(S^{\prime} ; \mathbb{R}^{2}\right)$. Denote by $u_{n}$ the restriction of $x \mapsto V_{n}(x)+\binom{\tilde{F}_{n}\left(x^{\prime}\right)}{0}$ to $S$. This sequence satisfies $f_{I_{H_{n}}} u_{n}^{\prime} d x_{3} \rightarrow w_{1}^{+}$in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ and $\limsup I^{H_{n}}\left(u_{n} ; S\right)=k\left(\nu_{1}\right)$.

Notation. From now on we will drop the index $n$ when dealing with sequences $h_{n} \rightarrow 0$ because, in view of Lemma 13 , there exists a recovery sequence $\left(v_{n}, h_{n}\right)$ for a particular sequence $h_{n} \rightarrow 0$ if and only if there exists one for every sequence $h_{n} \rightarrow 0$. We say that there exists a $(\sigma, i)$-recovery sequence $u^{(h)}$ on $S$ if for all $\left(h_{n}\right)$ there exist $\left(u_{n}\right)$ such that $\left(u_{n}, h_{n}\right)$ is a $(\sigma, i)$-recovery sequence on $S$.


Fig. 1. Proof of Lemma 14: The black region represents the interpolation layer. The dashed rectangle denotes the boundary of $V$.

In a first modification step we will now change the recovery sequence furnished by Definition 8 and Lemma 13 in such a way that its vertical averages become smooth away from the interface. Lemma 14 provides a link between (1) and (2).

Lemma 14. Let $J_{1}, J_{2}$ be open intervals, set $S=J_{1} \times J_{2}$, and let $\sigma \in\{+,-\}$, $i \in\{1,2\}$. Let $\varepsilon>0$ and set $Q=S \cap B_{\varepsilon}\left(\mathcal{J}_{i, S}\right)$. Then there exists a $(\sigma, i)$-recovery sequence $u^{(h)} \in W^{1,2}\left(S \times I_{h} ; \mathbb{R}^{3}\right)$ on $S$ such that $w^{(h)}\left(x^{\prime}\right)=f_{I_{h}}\left(u^{(h)}\right)^{\prime}(x) d x_{3}$ and $\tau^{(h)}\left(x^{\prime}\right)=f_{I_{h}} u_{3}^{(h)}(x) d x_{3}$ satisfy $w^{(h)} \in C^{\infty}\left(S \backslash \bar{Q} ; \mathbb{R}^{2}\right)$ and $\tau^{(h)} \in C^{\infty}(S \backslash \bar{Q})$. Moreover,

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left(I_{2 D}^{h}\left(w^{(h)} ; S \backslash Q\right)+h \int_{S \backslash Q}\left|\nabla^{\prime 2} \tau^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime}\right)=0 \tag{37}
\end{equation*}
$$

Proof. Arguing as at the beginning of the proof of Lemma 13, we may assume without loss of generality that $S=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$. Moreover, we will prove the statement for $i=1, \sigma=+$ only, the other cases being analogous. Recall that $\left\{\nabla^{\prime} w_{1}^{+}=0\right\}=$ $\left\{x \in \mathbb{R}^{2}: x_{1}<0\right\}$ up to a null set. Let $v^{(h)} \in W^{1,2}\left((2 S) \times I_{h} ; \mathbb{R}^{3}\right)$ be a $(+, 1)$ recovery sequence on $2 S$, so by Lemma 11(ii) we have $\lim _{h \rightarrow 0} I^{h}\left(v^{(h)} ; S\right)=k\left(\nu_{1}\right)$. Fix $a>0$ satisfying $(-9 a, 9 a) \times\left(-\frac{1}{2}, \frac{1}{2}\right) \subset Q$, set $V=\left(-\frac{1+a}{2},-\frac{a}{2}\right) \times\left(-\frac{1+a}{2}, \frac{1+a}{2}\right)$, and let $U=\left(-\frac{1}{2},-a\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)$, so $\bar{U} \subset V \subset\left\{\nabla^{\prime} w_{1}^{+}=0\right\} \cap(2 S)$. The situation is depicted in Figure 1. To obtain mappings defined on the full plate thickness, we mollify slicewise in horizontal planes: Let $\psi$ be a standard mollifier supported on $\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$, and set $\psi_{h}\left(x^{\prime}\right)=\frac{1}{h^{2}} \psi\left(\frac{x^{\prime}}{h}\right)$. Set

$$
\tilde{v}^{(h)}(x)=\left(\psi_{h} * v^{(h)}\left(\cdot, x_{3}\right)\right)\left(x^{\prime}\right)=\int_{I_{h}^{2}} \psi\left(\frac{y^{\prime}}{h}\right) v^{(h)}\left(x^{\prime}-y^{\prime}, x_{3}\right) d y^{\prime}
$$

which for $h$ small enough is well defined on $S \times I_{h}$ (recall that $v^{(h)}$ is defined on $\left.(2 S) \times I_{h}\right)$. Recall the definition of $S_{h}^{\prime}$ and of $R^{(h)}: S_{h}^{\prime} \rightarrow$ Skew $\cup(B+$ Skew $)$ introduced before (24) in the proof of Theorem 6. Adopting the notation introduced there, we have $S \subset(2 S)_{h}^{\prime}$ for $h$ small enough, so $R^{(h)}$ is defined everywhere on $S$.

Since $\nabla \tilde{v}^{(h)}(x)=\left(\psi_{h} * \nabla v^{(h)}\left(\cdot, x_{3}\right)\right)\left(x^{\prime}\right)$, we can estimate

$$
\begin{align*}
& \int_{U \times I_{h}}\left|\nabla \tilde{v}^{(h)}(x)-R^{(h)}\left(x^{\prime}\right)\right|^{2} d x \\
& \leq \frac{C}{h^{2}} \int_{\text {spt } \psi_{h}} d y^{\prime} \int_{U \times I_{h}}\left(\left|\nabla v^{(h)}\left(x^{\prime}-y^{\prime}, x_{3}\right)-R^{(h)}\left(x^{\prime}-y^{\prime}\right)\right|^{2}\right. \\
&\left.+\left|R^{(h)}\left(x^{\prime}-y^{\prime}\right)-R^{(h)}\left(x^{\prime}\right)\right|^{2}\right) d x \\
& \quad \leq C \int_{V \times I_{h}} W\left(\nabla v^{(h)}(x)\right) d x . \tag{38}
\end{align*}
$$

In the first step we have applied Jensen's inequality and have added and subtracted $R^{(h)}\left(x^{\prime}-y^{\prime}\right)$. In the last step we used that spt $\psi_{h} \subset\left(-\frac{h}{2}, \frac{h}{2}\right)^{2}$ and applied the estimate

$$
\begin{equation*}
\int_{U}\left|R^{(h)}\left(x^{\prime}+\zeta\right)-R^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq C \int_{V \times I_{h}} W\left(\nabla v^{(h)}(x)\right) d x \tag{39}
\end{equation*}
$$

which holds for all $\zeta \in \mathbb{R}^{2}$ with $\left|\zeta_{1}\right|,\left|\zeta_{2}\right| \leq h$. (The estimate (39) can be derived by arguments similar to the first part of the proof of Theorem 4.1 in [28], with our Theorem 3 replacing their Theorem 3.1.) From (38) we deduce $I^{h}\left(\tilde{v}^{(h)} ; U\right) \leq C I^{h}\left(v^{(h)} ; V\right)$ by (6) since $\operatorname{sym} R^{(h)} \in\{A, B\}$. Let $w^{(h)}=f_{I_{h}}\left(v^{(h)}\right)^{\prime} d x_{3}, \tau^{(h)}=f_{I_{h}}\left(v^{(h)}\right)_{3} d x_{3}$ and $\tilde{w}^{(h)}=f_{I_{h}}\left(\tilde{v}^{(h)}\right)^{\prime} d x_{3}, \tilde{\tau}^{(h)}=f_{I_{h}}\left(\tilde{v}^{(h)}\right)_{3} d x_{3}$. Since sym $\bar{R}^{(h)} \in\{\bar{A}, \bar{B}\}$, by Jensen's inequality and by (38) we can estimate

$$
\begin{gathered}
\int_{U \times I_{h}} W_{2 D}\left(\nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)\right) d x \leq \int_{U \times I_{h}}\left|\operatorname{sym} \nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)-\operatorname{sym} \bar{R}^{(h)}\left(x^{\prime}\right)\right|^{2} d x \\
\quad \leq \int_{U \times I_{h}}\left|\nabla \tilde{v}^{(h)}(x)-R^{(h)}\left(x^{\prime}\right)\right|^{2} d x \leq C \int_{V \times I_{h}} W\left(\nabla v^{(h)}(x)\right) d x
\end{gathered}
$$

Since $\nabla \tilde{v}^{(h)}(x)=\left(\psi_{h} * \nabla v^{(h)}\left(\cdot, x_{3}\right)\right)\left(x^{\prime}\right)$, for $\alpha \in\{1,2\}$ we have $\left(\nabla \tilde{v}^{(h)}\right)_{, \alpha}(x)=$ $\int \psi_{, \alpha}\left(y^{\prime}\right)\left(\nabla v\left(x^{\prime}-y^{\prime}, x_{3}\right)-\nabla v\left(x^{\prime}, x_{3}\right)\right) d y^{\prime}$ (where we have added a term which is zero by $\left.\int \nabla^{\prime} \psi_{h}=0\right)$. Using this together with Jensen's inequality and the fact that $\left|\nabla^{\prime} \psi_{h}\right|^{2} \leq$ $\frac{C}{h^{2}}$ while $\mid$ spt $\psi_{h} \mid \leq h^{2}$, an argument similar to (38) leads to $h \int_{U}\left|\nabla^{\prime 2} \tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2}$ $d x^{\prime}+h \int_{U}\left|\nabla^{\prime 2} \tilde{\tau}^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq C I^{h}\left(v^{(h)} ; V\right)$. Summarizing, we have shown that

$$
\begin{equation*}
I_{2 D}^{h}\left(\tilde{w}^{(h)} ; U\right)+h \int_{U}\left|\nabla^{\prime 2} \tilde{\tau}^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq C I^{h}\left(v^{(h)} ; V\right) \tag{40}
\end{equation*}
$$

For $\kappa \in(0, a)$ let $\phi$ be a smooth cutoff function that decreases from one to zero within the transition layer $(-a-\kappa,-a)$ with $\left\|\phi^{\prime}\right\|_{\infty} \leq \frac{2}{\kappa}$. Consider the linear interpolation $u_{\kappa}^{(h)}(x)=v^{(h)}(x)+\phi\left(x_{1}\right)\left(\tilde{v}^{(h)}(x)-v^{(h)}(x)\right)$. Since $f_{I_{h}}\left(\tilde{v}^{(h)}\right)^{\prime} d x_{3} \rightarrow$ $w_{1}^{+}$and $f_{I_{h}}\left(v^{(h)}\right)^{\prime} d x_{3} \rightarrow w_{1}^{+}$in $L^{2}\left(U ; \mathbb{R}^{2}\right)$, we also have $f_{I_{h}}\left(u_{\kappa}^{(h)}\right)^{\prime} d x_{3} \rightarrow w_{1}^{+}$ in $L^{2}\left(U ; \mathbb{R}^{2}\right)$. Moreover, by (6) the energy $\int_{T_{h}} W\left(\nabla u_{\kappa}^{(h)}\right)$ on the transition layer
$T_{h}=(-a-\kappa,-a) \times\left(-\frac{1}{2}, \frac{1}{2}\right) \times I_{h}$ is bounded by

$$
\begin{aligned}
C \int_{T_{h}} W_{0}\left(\nabla u_{\kappa}^{(h)}(x)\right) d x & \leq C \int_{T_{h}} W_{0}\left(\nabla v^{(h)}(x)\right)+\frac{1}{\kappa^{2}}\left|\tilde{v}^{(h)}(x)-v^{(h)}(x)\right|^{2} \\
& +\left|\nabla \tilde{v}^{(h)}(x)-\nabla v^{(h)}(x)\right|^{2} d x \\
& \leq \frac{C}{\kappa^{2}} \int_{T_{h}} W_{0}\left(\nabla v^{(h)}(x)\right)+\left|\nabla \tilde{v}^{(h)}(x)-\nabla v^{(h)}(x)\right|^{2} d x \\
& \leq \frac{C}{\kappa^{2}} \int_{V \times I_{h}} W\left(\nabla v^{(h)}(x)\right) d x .
\end{aligned}
$$

In passing to the second line we have assumed, by possibly adding a constant $c^{(h)}$ to $\tilde{v}^{(h)}$, that $\int_{T_{h}}\left(\tilde{v}^{(h)}(x)-v^{(h)}(x)\right) d x=0$, so we could apply Poincaré's inequality to estimate the term involving $\left|\tilde{v}^{(h)}-v^{(h)}\right|^{2}$ (the varying domain causes no problem in the application of Poincaré's inequality; one could, e.g., apply it separately in the in-plane and in the $x_{3}$-directions). Note that $c^{(h)} \rightarrow 0$, since $w^{(h)}$ and $\tilde{w}^{(h)}$ converge to the same limit $w_{1}^{+}$in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$. In the last step in (41) we have used the fact that by (38) and since $\int_{U \times I_{h}}\left|\nabla v^{(h)}-R^{(h)}\right|^{2} \leq C \int_{V \times I_{h}} W\left(\nabla v^{(h)}\right)$ (by the definition of $R^{(h)}$ ), we have $\int_{V \times I_{h}}\left|\nabla \tilde{v}^{(h)}-\nabla v^{(h)}\right|^{2} \leq C \int_{V \times I_{h}} W\left(\nabla v^{(h)}\right)$. After applying the analogous construction to the right of the interface (adding a different constant $c_{2}^{(h)}$ to the corresponding $\left.\tilde{v}^{(h)}\right)$, the lemma follows because by Lemma 11(i) we have $\frac{1}{h^{2}} \int_{V \times I_{h}} W\left(\nabla v^{(h)}\right) \rightarrow 0$ as $h \rightarrow 0$.

In the next lemma we further modify the recovery sequence such that the resulting functions are affine away from the interface. This is achieved via a two-step interpolation depicted in Figure 2. In the first step the recovery sequence is modified in such a way that it uses only one well away from the interface - namely, the one


FIG. 2. The shaded regions represent the interpolation layers whose numbers correspond to the steps in Lemma 15. The bold dashed lines belong to $\partial U_{h}$, the thin dashed lines to $\partial U$, and the solid horizontal line to $\partial S$.
which is being used by the limiting mapping on that region. In a second step, it is further modified to become affine with gradient in the corresponding well.

Lemma 15. Let $J_{1}, J_{2}$ be open intervals, set $S=J_{1} \times J_{2}$, and let $\sigma \in\{+,-\}$, $i \in\{1,2\}$. Then there is a $(\sigma, i)$-recovery sequence $v^{(h)}$ on $S$ with the following property: For any $\varepsilon>0$ there is $h_{0}>0$ such that, writing $Q=S \cap B_{\varepsilon}\left(\mathcal{J}_{i, S}\right)$, the following holds: For $h \in\left(0, h_{0}\right)$ the mapping $v^{(h)}$ is affine on each connected component of $(S \backslash Q) \times I_{h}$, and $\nabla v^{(h)} \in S k e w \cup(B+S k e w)$ on $(S \backslash Q) \times I_{h}$.

Proof. Arguing as at the beginning of the proof of Lemma 13, we may assume without loss of generality that $S=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$. We perform the construction only for $\sigma=+$ and $i=1$ and only on the left side of the interface; the other cases are similar.

Set $\hat{S}=(-1,1)^{2}$ and fix $a \in\left(0, \frac{1}{100}\right)$. Let $v^{(h)}$ be a $(+, 1)$-recovery sequence on $\hat{S}$ as provided by Lemma 14, whose vertical averages $w^{(h)}\left(x^{\prime}\right)=f_{I_{h}}\left(v^{(h)}(x)\right)^{\prime} d x_{3}$ and $\tau^{(h)}\left(x^{\prime}\right)=f_{I_{h}} v_{3}^{(h)}(x) d x_{3}$ satisfy $w^{(h)} \in C^{\infty}\left(\hat{S} \backslash\left\{\left|x_{1}\right|<\frac{a}{10}\right\} ; \mathbb{R}^{2}\right)$ and $\tau^{(h)} \in$ $C^{\infty}\left(\hat{S} \backslash\left\{\left|x_{1}\right|<\frac{a}{10}\right\}\right)$. Set $U=\left(-5 a,-\frac{a}{2}\right) \times(-1,1)$. We may assume without loss of generality that $h<\frac{a}{100}$, and by Lemma 11(i) we have $I^{h}\left(v^{(h)} ; U\right) \rightarrow 0$ as $h \rightarrow 0$. By the strong convergence $w^{(h)} \rightarrow w_{1}^{+}$in $W^{1,2}\left(\hat{S} ; \mathbb{R}^{2}\right)$ and since $U \subset\left\{\nabla^{\prime} w_{1}^{+}=0\right\}$ we have $\int_{U}\left|\nabla^{\prime} w^{(h)}\right|^{2} \rightarrow 0$. Hence, using (37) in the conclusion of Lemma 14, we can write

$$
\begin{equation*}
I^{h}\left(v^{(h)} ; U\right)+I_{2 D}^{h}\left(w^{(h)} ; U\right)+h \int_{U}\left|\nabla^{\prime 2} \tau^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime}+\int_{U}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime}=\eta_{h} \tag{42}
\end{equation*}
$$

where $\eta_{h} \rightarrow 0$ as $h \rightarrow 0$.
Step 1. Interpolation to a displacement with low one-well energy. As in the proof of Theorem 6 set $S_{z, h}=z+\left(-\frac{h}{2}, \frac{h}{2}\right)^{2}$ and $\hat{S}_{h}^{\prime}=\bigcup_{\left\{z \in h \mathbb{Z}^{2}: S_{z, h} \subset \hat{S}\right\}} S_{z, h}$, and define the mapping $R^{(h)}: S_{h}^{\prime} \rightarrow K$ to be constant on each $S_{z, h}$ with $z \in h \mathbb{Z}^{2}$ and such that $\int_{S_{z, h} \times I_{h}}\left|\nabla v^{(h)}-R^{(h)}\right|^{2} \leq C \int_{S_{z, h} \times I_{h}} \operatorname{dist}^{2}\left(\nabla v^{(h)}, K\right)$. (Here $C$ is a universal constant given by applying Theorem 3 to a cube.) Let $G^{(h)}=h \mathbb{Z} \cap(-2 a,-a)$ and set $N_{h}=$ $\# G^{(h)}$. To every $\xi \in G^{(h)}$ define the column $Z_{h}(\xi)=\left(\left(\xi-\frac{h}{2}, \xi+\frac{h}{2}\right) \times(-1,1)\right) \cap \hat{S}_{h}^{\prime}$. By definition of $U$ and since $h<\frac{a}{2}$, we have $Z_{h}(\xi) \subset U$ for all $\xi \in G^{(h)}$. Hence

$$
\begin{equation*}
\sum_{\xi \in G^{(h)}} \int_{Z_{h}(\xi)}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq \int_{U}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq \eta_{h} \tag{43}
\end{equation*}
$$

Now fix $\rho \in(0,1)$ such that $(1-4 \rho)^{2}>\frac{2}{3}$ and denote by $G_{1}^{(h)}$ the set of all $\xi \in G^{(h)}$ with the property that

$$
\begin{equation*}
\int_{Z_{h}(\xi)}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq \frac{\eta_{h}}{\left[\rho N_{h}\right]} \tag{44}
\end{equation*}
$$

The estimate (43) implies that $\# G_{1}^{(h)} \geq(1-\rho) N_{h}$. Notice that by (44) and since $N_{h} \geq \frac{a}{2 h}$, for $\xi \in G_{1}^{(h)}$ we have

$$
\begin{equation*}
\int_{Z_{h}(\xi)}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq C \eta_{h} h \tag{45}
\end{equation*}
$$

Now set $L^{(h)}=\operatorname{sym} R^{(h)}$ and define $\mathcal{A}_{i}^{h}$ as in (25)-(26) and $\Omega_{i}^{h}$ as in (27), $i=0,1,2$. By (42) and (25) we have $h \cdot \#\left(\mathcal{A}_{0}^{h} \cap U\right) \rightarrow 0$ as $h \rightarrow 0$. Hence the set $G_{2}^{(h)}$ of all $\xi \in G^{(h)}$ with the property that $Z_{h}(\xi) \cap \mathcal{A}_{0}^{h}=\emptyset$ satisfies $\frac{\# G_{2}^{(h)}}{N_{h}} \geq \frac{N_{h}-\#\left(\mathcal{A}_{0}^{h} \cap U\right)}{N_{h}} \rightarrow 1$
as $h \rightarrow 0$ because $h N_{h} \geq \frac{a}{2}>0$. On the other hand, by the $L^{1}$-convergence $\chi_{\Omega_{1}^{h}} \rightarrow$ $\chi_{\hat{S} \cap\left\{\nabla^{\prime} w_{1}^{+}=0\right\}}$, the set $G_{3}^{(h)}$ of all $\xi \in G^{(h)}$ with the property that $Z_{h}(\xi) \cap \mathcal{A}_{1}^{h} \neq \emptyset$ satisfies $\frac{\# G_{3}^{(h)}}{N_{h}} \rightarrow 1$ as well. By these two cardinality estimates, for $h$ small enough we have $\#\left(G_{2}^{(h)} \cap G_{3}^{(h)}\right) \geq(1-\rho) N_{h}$, and since also $\# G_{1}^{(h)} \geq(1-\rho) N_{h}$, we conclude that $\#\left(G_{1}^{(h)} \cap G_{2}^{(h)} \cap G_{3}^{(h)}\right) \geq(1-4 \rho) N_{h}$. On the other hand, $N_{h} \geq \frac{a}{h}-2 \geq(1-4 \rho) \frac{a}{h}$ for small $h$. Hence by the choice of $\rho$ we conclude

$$
\begin{equation*}
\#\left(G_{1}^{(h)} \cap G_{2}^{(h)} \cap G_{3}^{(h)}\right)>\frac{2 a}{3 h} \tag{46}
\end{equation*}
$$

for small $h$. From (28) we deduce that if $\xi \in G_{2}^{(h)} \cap G_{3}^{(h)}$, then $Z_{h}(\xi) \subset \Omega_{1}^{h}$. Hence using that by definition $\operatorname{sym} R^{(h)}=0$ on $\Omega_{1}^{h}$, from (24), (42), and the definition of $R^{(h)}$ we conclude that $\xi \in G_{2}^{(h)} \cap G_{3}^{(h)}$ implies

$$
\begin{align*}
\int_{Z_{h}(\xi) \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}(x)\right|^{2} d x & =\int_{Z_{h}(\xi) \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}(x)-\operatorname{sym} R^{(h)}\left(\xi, x_{2}\right)\right|^{2} d x \\
& \leq C h^{2} I^{h}\left(v^{(h)} ; U\right) \leq C \eta_{h} h^{2} \tag{47}
\end{align*}
$$

Let $\tilde{J}_{2}^{(h)}$ be the set of all $\xi \in(-2 a,-a)$ satisfying the property $\left(P_{h}\right)$ (defined in the statement of Lemma 18 in the appendix) for $w^{(h)}$. Applying Lemma 18 on the domain $(-2 a,-a) \times(-1,1)$, for $h$ small enough, we have $\mathcal{H}^{1}\left(\tilde{J}_{2}^{(h)}\right) \geq \frac{a}{2}$. For every $\xi \in \tilde{J}_{2}^{(h)}$ there is $\tilde{w}^{(h)} \in W^{1,2}\left((\xi-a, \xi) \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{R}^{2}\right)$ satisfying $w^{(h)}(\xi, \cdot)=\tilde{w}^{(h)}(\xi, \cdot)$ in the trace sense and

$$
\begin{align*}
\frac{1}{h} \int_{(\xi-a, \xi) \times\left(-\frac{1}{2}, \frac{1}{2}\right)}\left|\operatorname{sym} \nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} & \leq C\left(I_{2 D}^{h}\left(w^{(h)} ; U\right)+\int_{U}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime}\right) \\
& \leq C \eta_{h} \tag{48}
\end{align*}
$$

with $C$ independent of $\xi$ and $h$. We restrict the further construction to the domain of interest $S=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2}$. For $\xi \in(-2 a,-a)$ define the columns

$$
\begin{equation*}
Z_{h}^{\prime}(\xi)=\left(\xi-\frac{h}{8}, \xi\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right) \tag{49}
\end{equation*}
$$

and consider $\tilde{J}_{1}^{(h)}=\bigcup_{\xi \in \bigcap_{i=1}^{3} G_{i}^{(h)}}\left(\xi-\frac{3 h}{8}, \xi+\frac{3 h}{8}\right)$. By (46) we have $\mathcal{H}^{1}\left(\tilde{J}_{1}^{(h)} \cap(-2 a,-a)\right)=$ $\frac{3}{4} h \cdot\left(\# \bigcap_{i=1}^{3} G_{i}^{(h)}\right)>\frac{a}{2}$. Since $\tilde{J}_{2}^{(h)} \subset(-2 a,-a)$ and $\mathcal{H}^{1}\left(\tilde{J}_{2}^{(h)}\right) \geq \frac{a}{2}$ we conclude that there is $\xi_{h} \in \tilde{J}_{1}^{(h)} \cap \tilde{J}_{2}^{(h)}$ with $\xi_{h} \in(-2 a,-a)$. Note that, in general, $\xi_{h} \notin G^{(h)}$ but that $Z_{h}^{\prime}\left(\xi_{h}\right) \subset Z_{h}(\xi)$ for some $\xi \in \cap_{i=1}^{3} G_{i}^{(h)}$ by the definitions of $\tilde{J}_{1}^{(h)}$ and $Z_{h}^{\prime}(\xi)$. Let us introduce the set $U_{h}=\left(\xi_{h}-a, \xi_{h}\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)$, which satisfies $U_{h} \subset(-3 a,-a) \times\left(-\frac{1}{2}, \frac{1}{2}\right) \subset$ $U$ for all $h$, since $\xi_{h} \in(-2 a,-a)$. Setting

$$
\begin{equation*}
W_{h}=\text { skew } f_{U_{h}} \nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right) d x^{\prime} \tag{50}
\end{equation*}
$$

we apply Korn's inequality in the plane to deduce that there is an affine mapping $f^{(h)}$ with $\nabla f^{(h)}=W_{h}$ such that

$$
\begin{equation*}
\int_{U_{h}}\left|\tilde{w}^{(h)}-f^{(h)}\right|^{2}+\left|\nabla^{\prime} \tilde{w}^{(h)}-W_{h}\right|^{2} d x^{\prime} \leq C \int_{U_{h}}\left|\operatorname{sym} \nabla^{\prime} \tilde{w}^{(h)}\right|^{2} d x^{\prime} \leq C h \eta_{h} \tag{51}
\end{equation*}
$$

where the last estimate holds by (48). Notice that $C$ in (51) is independent of $h$ because the constant appearing in Korn's inequality is invariant under translation of the domain. We claim that

$$
\begin{equation*}
W_{h} \rightarrow 0 \text { in } \mathbb{R}^{2 \times 2} \tag{52}
\end{equation*}
$$

Indeed, consider any subsequence. By the trace inequality and the fact that $\tilde{w}$ and $w$ agree on $\left\{x \in S: x_{1}=\xi_{h}\right\}$ we have

$$
\begin{aligned}
\int_{-\frac{1}{2}}^{\frac{1}{2}}\left|f^{(h)}\left(\xi_{h}, x_{2}\right)\right|^{2} d x_{2} \leq & C \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|f^{(h)}\left(\xi_{h}, x_{2}\right)-\tilde{w}^{(h)}\left(\xi_{h}, x_{2}\right)\right|^{2} d x_{2} \\
& +C \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|w^{(h)}\left(\xi_{h}, x_{2}\right)\right|^{2} d x_{2} \\
\leq & C \int_{U_{h}}\left|f^{(h)}\left(x^{\prime}\right)-\tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2}+\left|W_{h}-\nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2} \\
& +\left|w^{(h)}\left(x^{\prime}\right)\right|^{2}+\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime},
\end{aligned}
$$

which tends to zero by (51) and since $w^{(h)} \rightarrow w_{1}^{+}$in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$. Hence (after passing to a subsequence) $f^{(h)}\left(\xi_{h}, x_{2}\right) \rightarrow 0$ for all $x_{2} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$. From this and using that $\operatorname{sym} W_{h}=0$ we deduce (52).

Now we extend $\tilde{w}^{(h)}$ to a three dimensional displacement $\tilde{v}^{(h)}$ by defining

$$
\tilde{v}^{(h)}(x)=\binom{\tilde{w}^{(h)}\left(x^{\prime}\right)}{\tau^{(h)}\left(x^{\prime}\right)}+x_{3}\left(\begin{array}{c}
-\tau_{, 1}^{(h)}\left(x^{\prime}\right)  \tag{53}\\
-\tau_{, 2}^{(h)}\left(x^{\prime}\right) \\
0
\end{array}\right)
$$

By (42) and (48) we have
$\int_{U_{h} \times I_{h}}\left|\operatorname{sym} \nabla \tilde{v}^{(h)}(x)\right|^{2} d x \leq h^{3} \int_{U_{h}}\left|\nabla^{\prime 2} \tau^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime}+h \int_{U_{h}}\left|\operatorname{sym} \nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime}$

$$
\begin{equation*}
\leq C \eta_{h} h^{2} \tag{54}
\end{equation*}
$$

(Later we will repeat this construction on the other side of the interface. Then one must replace the second summand in (53) by $x_{3}\left(\mu_{2}-\tau_{, 1}^{(h)}\left(x^{\prime}\right), \mu_{1}-\tau_{, 2}^{(h)}\left(x^{\prime}\right), \mu_{3}\right)^{T}$.) Now consider the interpolation

$$
\begin{equation*}
u^{(h)}(x)=v^{(h)}(x)+\phi^{(h)}\left(x_{1}\right)\left(\tilde{v}^{(h)}(x)-v^{(h)}(x)\right), \tag{55}
\end{equation*}
$$

where $\phi^{(h)}: \mathbb{R} \rightarrow[0,1]$ denotes a smooth cutoff function that decreases from one to zero within the interval $\left(\xi_{h}-\frac{h}{8}, \xi_{h}\right)$, so spt $\left(\phi^{(h)}\right)^{\prime} \subset\left(\xi_{h}-\frac{h}{8}, \xi_{h}\right)$. We claim that

$$
\begin{equation*}
\int_{U_{h} \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}(x)\right|^{2} d x \leq C \tilde{\eta}_{h} h^{2} \tag{56}
\end{equation*}
$$

where $\tilde{\eta}_{h}=\eta_{h}+\left|W_{h}\right|^{2}$ converges to zero as $h \rightarrow 0$.
To prove (56), recall that by the definition of $U_{h}$ and (49) we have $Z_{h}^{\prime}\left(\xi_{h}\right) \subset U_{h}$. Now notice that $u^{(h)}=\tilde{v}^{(h)}$ on $\left(U_{h} \times I_{h}\right) \backslash\left(Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}\right)$, whence by (54) we have
$\int_{\left(U_{h} \backslash Z_{h}^{\prime}\left(\xi_{h}\right)\right) \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}\right|^{2} \leq C \eta_{h} h^{2}$. It remains to prove (56) with the integration domain $Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}$ replacing $U_{h} \times I_{h}$. We make a standard calculation to obtain

$$
\begin{aligned}
& \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}(x)\right|^{2} d x \\
(57) & \leq C \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}(x)\right|^{2}+\left|\operatorname{sym} \nabla \tilde{v}^{(h)}(x)\right|^{2}+\frac{1}{h^{2}}\left|\tilde{v}^{(h)}(x)-v^{(h)}(x)\right|^{2} d x .
\end{aligned}
$$

Since $\xi_{h} \in G_{2}^{(h)} \cap G_{3}^{(h)}$, the first term on the right-hand side is estimated by (47). By (54) the second term in (57) satisfies $\int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}|\operatorname{sym} \nabla \tilde{v}(x)|^{2} d x \leq C \eta_{h} h^{2}$. Let us estimate the third term in (57). Since

$$
\binom{w^{(h)}\left(x^{\prime}\right)}{\tau^{(h)}\left(x^{\prime}\right)}=f_{I_{h}} v^{(h)}(x) d x_{3}=f_{I_{h}} v^{(h)}(x)+x_{3}\left(\nabla^{\prime} \tau^{(h)}\left(x^{\prime}\right)\right)^{T} d x_{3}
$$

and since $w^{(h)}=\tilde{w}^{(h)}$ on the line $\left\{x \in S: x_{1}=\xi_{h}\right\}$, we can apply a Poincaré inequality (see, e.g., [16, Theorem 6.1-8]) to estimate the second term in the last step in (58) below. The first term in that step is estimated by the usual Poincaré inequality in the $x_{3}$-direction:

$$
\begin{align*}
& \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}} \frac{1}{h^{2}}\left|v^{(h)}(x)-\tilde{v}^{(h)}(x)\right|^{2} d x \\
& \leq \frac{C}{h^{2}} \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|v^{(h)}(x)+x_{3}\left(\begin{array}{c}
\tau_{, 1}^{(h)}\left(x^{\prime}\right) \\
\tau_{, 2}^{(h)}\left(x^{\prime}\right) \\
0
\end{array}\right)-\binom{w^{(h)}\left(x^{\prime}\right)}{\tau^{(h)}\left(x^{\prime}\right)}\right|^{2}+\left|w^{(h)}\left(x^{\prime}\right)-\tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2} d x \\
& \text { (58) }  \tag{58}\\
& \leq C \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|v_{, 3}^{(h)}(x)+\left(\begin{array}{c}
\tau_{, 1}^{(h)}\left(x^{\prime}\right) \\
\tau_{, 2}^{(h)}\left(x^{\prime}\right) \\
0
\end{array}\right)\right|^{2}+\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)-\nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)\right|^{2} d x .
\end{align*}
$$

To estimate the first term in (58), we observe that $\left(\tau_{, 1}^{(h)}\left(x^{\prime}\right), \tau_{2}^{(h)}\left(x^{\prime}\right), 0\right)=\nabla f_{I_{h}}$ $v_{3}^{(h)}(x) d x_{3}$, so we have

$$
\begin{aligned}
\int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}} \mid v_{, 3}^{(h)}(x) & +\left.\left(\begin{array}{c}
\tau_{, 1}^{(h)}\left(x^{\prime}\right) \\
\tau_{, 2}^{h( }\left(x^{\prime}\right) \\
0
\end{array}\right)\right|^{2} d x \leq C \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|v_{, 3}^{(h)}(x)-f_{I_{h}} v_{, 3}^{(h)}\left(x^{\prime}, z\right) d z\right|^{2} \\
& +\left|f_{I_{h}} v_{, 3}^{(h)}\left(x^{\prime}, z\right) d z+\left(\nabla f_{I_{h}} v_{3}^{(h)}\left(x^{\prime}, z\right) d z\right)^{T}\right|^{2} d x .
\end{aligned}
$$

The second term is bounded by $\int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}\right|^{2}$ and can therefore be estimated by (47). By the $x_{3}$-independence of $R^{(h)}$, by Jensen's inequality, by definition of $R^{(h)}$,
and by (42), the first term can be estimated as follows:

$$
\begin{aligned}
& \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|v_{, 3}^{(h)}(x)-f_{I_{h}} v_{, 3}^{(h)}\left(x^{\prime}, z\right) d z\right|^{2} d x \\
& \leq C \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|v_{, 3}^{(h)}(x)-R_{3}^{(h)}\left(x^{\prime}\right)\right|^{2}+\left|f_{I_{h}} R_{3}^{(h)}\left(x^{\prime}\right)-v_{, 3}^{(h)}\left(x^{\prime}, z\right) d z\right|^{2} d x \\
& \leq C \eta_{h} h^{2}
\end{aligned}
$$

Finally, the second term in (58) is bounded by

$$
\begin{aligned}
& C \int_{Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2}+\left|\nabla^{\prime} \tilde{w}^{(h)}\left(x^{\prime}\right)-W_{h}\right|^{2}+\left|W_{h}\right|^{2} d x \\
& \leq C\left(\eta_{h} h^{2}+\left|Z_{h}^{\prime}\left(\xi_{h}\right) \times I_{h}\right|\left|W_{h}\right|^{2}\right)
\end{aligned}
$$

We have applied (52) and (45) multiplied by $h$ (recall that $\xi_{h} \in G_{1}^{(h)}$ ), since here we are integrating over the thickness on the left-hand side. This proves (56) and finishes the first interpolation step.

Step 2. Interpolation to an affine displacement. We apply Lemma 16 to the mapping $u^{(h)}$ defined in (55) with $J_{h}=\left(\xi_{h}-a, \xi_{h}\right)$ instead of $J_{1}$, (so $\left.J_{h} \times\left(-\frac{1}{2}, \frac{1}{2}\right)=U_{h}\right)$ and with $t=\xi_{h}-\frac{a}{2}$ and $b=\frac{a}{4}$. Lemma 16 furnishes a mapping $\tilde{u}^{(h)}$ which agrees with $u^{(h)}$ on $\left\{x \in S \times I_{h}: x_{1}>\xi_{h}-\frac{a}{2}\right\}$ and on $\left\{x \in S \times I_{h}: x_{1}<\xi_{h}-\frac{3 a}{4}\right\}$ agrees with an affine function $f^{(h)}$ with sym $\nabla f^{(h)}=0$ (the mapping $\tilde{u}^{(h)}$ is at first not defined on $\left\{x_{1}<\xi_{h}-a\right\}$, but since it is affine on $\left\{x \in S \times I_{h}: x_{1} \in\left(\xi_{h}-a, \xi_{h}-\frac{3 a}{4}\right)\right\}$ we can extend it affinely). Moreover, $\tilde{u}^{(h)}$ satisfies $\int_{U_{h} \times I_{h}}\left|\operatorname{sym} \nabla \tilde{u}^{(h)}\right|^{2} \leq \frac{C}{a^{4}} \int_{U_{h} \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}\right|^{2}$. Combining this with (56) and with the fact that $\tilde{u}^{(h)}=v^{(h)}$ on $\left\{x \in S \times I_{h}: x_{1}>\xi_{h}\right\}$ and $\operatorname{sym} \nabla \tilde{u}^{(h)}=0$ on $\left\{x \in S \times I_{h}: x_{1}<\xi_{h}-\frac{3 a}{4}\right\}$, we conclude that

$$
\begin{equation*}
I^{h}\left(\tilde{u}^{(h)} ; S\right) \rightarrow k\left(\nu_{1}\right) \tag{59}
\end{equation*}
$$

Step 3. Convergence. Now we apply Steps 1 and 2 with obvious modifications also on the other side of the interface. Let us denote the resulting mappings by $\tilde{u}_{a}^{(h)}$. Hence $\tilde{u}_{a}^{(h)}$ is a $(+, 1)$-recovery sequence on $S$ which is affine on $\left\{x \in S \times I_{h}:\left|x_{1}\right|>5 a\right\}$ with sym $\nabla \tilde{u}_{a}^{(h)}=0$ on $\left\{x \in S \times I_{h}: x_{1}<-5 a\right\}$ and sym $\nabla \tilde{u}_{a}^{(h)}=B$ on $\left\{x \in S \times I_{h}\right.$ : $\left.x_{1}>5 a\right\}$. By Proposition 19 there exists a sequence $a^{(h)} \rightarrow 0$ such that

$$
\begin{equation*}
\limsup _{h \rightarrow 0} I^{h}\left(\tilde{u}_{a^{(h)}}^{(h)} ; S\right)=\underset{a \rightarrow 0}{\limsup } \limsup _{h \rightarrow 0} I^{h}\left(\tilde{u}_{a}^{(h)} ; S\right)=k\left(\nu_{1}\right) \tag{60}
\end{equation*}
$$

Theorem 6 implies that there exist affine mappings $f^{(h)}$ with $\operatorname{sym} \nabla f^{(h)}=0$ and $w \in \mathcal{A}(S)$ such that, after passing to an unrelabeled subsequence,

$$
\begin{equation*}
\bar{w}^{(h)}+f^{(h)} \rightarrow w \text { strongly in } W^{1,2}\left(S ; \mathbb{R}^{2}\right) \tag{61}
\end{equation*}
$$

where we have set $\bar{w}^{(h)}\left(x^{\prime}\right)=f_{I_{h}}\left(\tilde{u}_{a^{(h)}}^{(h)}\left(x^{\prime}, x_{3}\right)\right)^{\prime} d x_{3}$. By Theorem 12 and (60) the limiting function $w$ satisfies $I^{0}(w ; S) \leq k\left(\nu_{1}\right)$. But by (61) and the properties of $\tilde{u}_{a(h)}^{(h)}$ necessarily sym $\nabla^{\prime} w=0$ on $\left\{x \in S: x_{1}<0\right\}$ and $\operatorname{sym} \nabla^{\prime} w=\bar{B}$ on $\left\{x \in S: x_{1}>0\right\}$. Hence after possibly adding $w_{1}^{+}-w$ to all $f^{(h)}$ (notice that $w_{1}^{+}-w$ is affine with $\operatorname{sym} \nabla^{\prime}\left(w_{1}^{+}-w\right)=0$ ) we may assume that (61) holds with $w=w_{1}^{+}$on the right-hand side. Since the same limit is obtained for every subsequence, (61) holds for the full
sequence with $w=w_{1}^{+}$, whence $x \mapsto \tilde{u}_{a^{(h)}}^{(h)}(x)+\left(\begin{array}{c}f_{0}^{(h)}\left(x^{\prime}\right)\end{array}\right)$ is the sought recovery sequence.

LEMMA 16. Let $J_{1}, J_{2}$ be open intervals, set $U=J_{1} \times J_{2}$, let $i \in\{1,2\}$, and let $D \in \mathbb{R}^{3 \times 3}$ be a symmetric matrix. Then there is a constant $C>0$ such that the following holds: For every $h \in(0,1)$, for every $u^{(h)} \in W^{1,2}\left(U \times I_{h} ; \mathbb{R}^{3}\right)$, for every $t \in J_{i}$, and for every $b \in(0,1)$ satisfying $t+b \in J_{i}$ (resp., $t-b \in J_{i}$ ), there exist $c^{(h)} \in \mathbb{R}^{3}$, $T^{(h)} \in \mathbb{R}^{3 \times 3}$ with sym $T^{(h)}=0$, and $\tilde{u}^{(h)} \in W^{1,2}\left(U \times I_{h} ; \mathbb{R}^{3}\right)$ such that $\tilde{u}^{(h)}=u^{(h)}$ on $\left\{x \in U \times I_{h}: x_{i}<t\right\}$ (resp., $\left.\left\{x \in U \times I_{h}: x_{i}>t\right\}\right)$ and $\tilde{u}^{(h)}=D x+T^{(h)} x+c^{(h)}$ on $\left\{x \in U \times I_{h}: x_{i}>t+b\right\}$ (resp., $\left\{x \in U \times I_{h}: x_{i}<t-b\right\}$ ) and such that $\int_{U \times I_{h}}\left|\operatorname{sym} \nabla \tilde{u}^{(h)}-D\right|^{2} \leq \frac{C}{b^{4}} \int_{U \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}-D\right|^{2}$. One can take

$$
\begin{equation*}
T^{(h)}=s k e w f_{U \times I_{h}} \nabla u^{(h)}(x) d x \text { and } c^{(h)}=f_{U \times I_{h}} u^{(h)}(x) d x \tag{62}
\end{equation*}
$$

Proof. We may assume without loss of generality that $D=0$. (In fact, if $D \neq 0$, then apply the lemma with $D=0$ to $\hat{u}^{(h)}(x)=u^{(h)}(x)-D x$ instead of $u^{(h)}$ to obtain $\hat{u}^{(h)}$. Then define $\tilde{u}^{(h)}(x)=\hat{u}^{(h)}(x)+D x$.) Moreover, we prove only the case when $i=1$ and $t+b \in J_{1}$. By Proposition 17 (ii) and Poincaré's inequality the mappings $f^{(h)}(x)=T^{(h)} x+c^{(h)}$ with $T^{(h)}$ and $c^{(h)}$ as in (62) satisfy
(63) $\int_{U \times I_{h}}\left|u^{(h)}(x)-f^{(h)}\right|^{2}+\left|\nabla u^{(h)}(x)-T^{(h)}\right|^{2} d x \leq \frac{C}{h^{2}} \int_{U \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}(x)\right|^{2} d x$.

Also, by Proposition 17(iii)

$$
\begin{equation*}
\int_{U \times I_{h}}\left|\left(u^{(h)}\right)^{\prime}(x)-\left(f^{(h)}\right)^{\prime}(x)\right|^{2} d x \leq C \int_{U \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}(x)\right|^{2} d x \tag{64}
\end{equation*}
$$

Fix a smooth cutoff function $\phi\left(x_{1}\right)$ which decreases from one to zero within the interval $\left(t+\frac{b}{4}, t+\frac{3 b}{4}\right)$. Set

$$
\tilde{u}^{(h)}(x)=f^{(h)}(x)+\phi\left(x_{1}\right)\left(u^{(h)}(x)-f^{(h)}(x)\right)-x_{3} \phi^{\prime}\left(x_{1}\right)\left(u_{3}^{(h)}(x)-f_{3}^{(h)}(x)\right) e_{1}
$$

Then

$$
\begin{aligned}
& \nabla \tilde{u}^{(h)}(x)=T^{(h)}+\phi\left(x_{1}\right)\left(\nabla u^{(h)}(x)-T^{(h)}\right)+\binom{\left(u^{(h)}-f^{(h)}\right)^{\prime}(x)}{0} \otimes e_{1} \phi^{\prime}\left(x_{1}\right) \\
& \quad+\left(u^{(h)}-f^{(h)}\right)_{3}(x) e_{3} \otimes e_{1} \phi^{\prime}\left(x_{1}\right)-\left(u^{(h)}-f^{(h)}\right)_{3}(x) e_{1} \otimes e_{3} \phi^{\prime}\left(x_{1}\right) \\
& \quad-x_{3}\left(\phi^{\prime \prime}\left(x_{1}\right)\left(u^{(h)}-f^{(h)}\right)_{3}(x) e_{1} \otimes e_{1}+\phi^{\prime}\left(x_{1}\right) e_{1} \otimes\left(\nabla u_{3}^{(h)}(x)-\left(T^{(h)}\right)^{T} e_{3}\right)\right) .
\end{aligned}
$$

Upon taking the symmetric part of the above expression, the second line cancels, so we obtain

$$
\begin{aligned}
\int_{U \times I_{h}}\left|\operatorname{sym} \nabla \tilde{u}^{(h)}\right|^{2} d x \leq & C \int_{U \times I_{h}}\left|\operatorname{sym} \nabla u^{(h)}\right|^{2}+\frac{1}{b^{2}}\left|\left(u^{(h)}-f^{(h)}\right)^{\prime}\right|^{2} d x \\
& +h^{2} \int_{U \times I_{h}}\left(\frac{1}{b^{4}}\left|u^{(h)}-f^{(h)}\right|^{2}+\frac{1}{b^{2}}\left|\nabla u^{(h)}-T^{(h)}\right|^{2}\right) d x
\end{aligned}
$$

since $\left|\phi^{\prime}\right| \leq \frac{C}{b}$ and $\left|\phi^{\prime \prime}\right| \leq \frac{C}{b^{2}}$. The last term is controlled by $(63)$ and the $\left(u^{(h)}-f^{(h)}\right)^{\prime}$ term is controlled by (64).

Proof of Theorem 1. By Lemma 2 we must prove the theorem only for the special case $A=0$ and $B$ as in (7). Statement (i) just rephrases the content of Theorem 12. The proof of (ii) is similar to that of Proposition 5.1 in [19]; compare also Step 2 in the proof of Theorem 5.6 in [18]. If $I^{0}(w)=\infty$, then the proof is trivial. Otherwise, $w \in \mathcal{A}(S)$, so by Proposition $7, w$ is affine on each connected component of $S \backslash \bigcup_{i=1}^{M} \mathcal{J}_{i}$, where the interfaces $\mathcal{J}_{i} \subset S, i=1, \ldots, M(M \in \mathbb{N} \cup\{\infty\})$, are straight line segments parallel to $e_{1}$ or $e_{2}$ which intersect $\partial S$ at their ends. By bounded variation we have $\sum_{i=1}^{M} \mathcal{H}^{1}\left(\mathcal{J}_{i}\right)<\infty$, so if $M=\infty$, then $\mathcal{H}^{1}\left(\mathcal{J}_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$, so the $\mathcal{J}_{i}$ can accumulate only at $\partial S$. By translation invariance we may assume without loss of generality that $S$ is strictly star-shaped with respect to the origin, so $\bar{S} \subset \eta S$ for any $\eta>1$. Hence the restriction of $w_{\eta}(x)=\eta w\left(\frac{x}{\eta}\right)$ to $S$ is well defined and satisfies $\left.w_{\eta}\right|_{S} \in \mathcal{A}(S)$. The mapping $\left.w_{\eta}\right|_{S}$ has only finitely many interfaces $\mathcal{J}_{i}^{\eta}, i=1, \ldots, M_{\eta}$ (recall that the $\mathcal{J}_{i}$ accumulate only near $\partial S$ ), and they satisfy $\operatorname{dist}\left(\mathcal{J}_{i}^{\eta}, \mathcal{J}_{k}^{\eta}\right)>0$ whenever $k \neq i$. By construction we have $\mathcal{J}_{i}^{\eta}=\tilde{\mathcal{J}}_{i}^{\eta} \cap S$, where $\tilde{\mathcal{J}}_{i}^{\eta} \subset \eta S$ are the interfaces of $w_{\eta} \in \mathcal{A}(\eta S)$. For $i=1, \ldots, M_{\eta}$, let $k_{i} \in\{1,2\}$ be such that $\nu_{k_{i}}$ is normal to $\mathcal{J}_{i}^{\eta}$. Let $\varepsilon>0$ be small (fixed below) and define the rectangles $S_{i}=\left\{x \in \mathbb{R}^{2}\right.$ : $\pi_{k_{i}}(x) \in \pi_{k_{i}}\left(\tilde{\mathcal{J}}_{i}^{\eta}\right)+(-\varepsilon, \varepsilon)$ and $\left.\pi_{k_{i}}^{\perp}(x) \in \pi_{k_{i}}^{\perp}\left(\tilde{\mathcal{J}}_{i}^{\eta}\right)\right\}$. Since the endpoints of $\tilde{\mathcal{J}}_{i}^{\eta}$ lie in $\partial(\eta S)$ and since the $\tilde{\mathcal{J}}_{i}^{\eta}$ do not intersect in $\eta S$, for $\varepsilon$ small enough the sides of $\partial S_{i}$ which are parallel to $\nu_{k_{i}}$ do not intersect $\bar{S}$ and the $S_{i}$ are pairwise disjoint. Define $\sigma_{i} \in\{-,+\}$ by the requirement that $w_{\eta}=w_{k_{i}, S_{i}}^{\sigma_{i}}$ on $S_{i} \cap \eta S$.

Now let $h_{n} \rightarrow 0$ be given and for all $i=1, \ldots, M_{\eta}$ let $\left(u_{n}^{(i)}, h_{n}\right)$ be a $\left(\sigma_{i}, k_{i}\right)$ recovery sequence on $S_{i}$. By Lemma 15 we may assume that $u_{n}^{(i)}$ is affine with $\operatorname{sym} \nabla u_{n}^{(i)} \in\{A, B\}$ in a neighborhood (relatively open in $\left.S \times I_{h_{n}}\right)$ of $\left(S \cap \partial S_{i}\right) \times I_{h_{n}}$. Hence we can extend each $u_{n}^{(i)}$ to all of $S \times I_{h_{n}}$ in such a way that $u_{n}^{(i)}$ is affine on each connected component of $\left(S \backslash S_{i}\right) \times I_{h_{n}}$. For $i, j=1, \ldots, M_{\eta}$ let us write $i \sim j$ whenever there exists a connected component $S_{i j}^{\prime}$ of $S \backslash \bigcup_{i=1}^{M_{\eta}} \mathcal{J}_{i}^{\eta}$ satisfying $S \cap \partial S_{i j}^{\prime}=\mathcal{J}_{i}^{\eta} \cup \mathcal{J}_{j}^{\eta}$ (i.e., $\mathcal{J}_{i}^{\eta}$ and $\mathcal{J}_{j}^{\eta}$ are neighbors). By star-shapedness and the fact that $M_{\eta}<\infty$, and recalling that $u_{n}^{(i)}$ is affine on $\left(S \backslash S_{i}\right) \times I_{h_{n}}$, one inductively finds affine mappings $f_{n}^{(i)}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ with $\operatorname{sym} \nabla f_{n}^{(i)}=0, i=1, \ldots, M_{\eta}$, such that $f_{n}^{(i)}+u_{n}^{(i)}=f_{n}^{(j)}+u_{n}^{(j)}$ on $S_{i j}^{\prime} \backslash\left(S_{i} \cup S_{j}\right)$ whenever $i \sim j$. Now, for every $i=1, \ldots, M_{\eta}$, we set $v_{n}^{\eta}=u_{n}^{(i)}+f_{n}^{(i)}$ on $S_{i}$ and extend it affinely to $S \times I_{h_{n}}$. Then $v_{n}^{\eta} \in W^{1,2}\left(S \times I_{h_{n}} ; \mathbb{R}^{3}\right)$ is well defined by the choice of the $f_{n}^{(i)}$. Moreover, $\limsup _{n \rightarrow \infty} I^{h_{n}}\left(v_{n}^{\eta} ; S\right) \leq I^{0}\left(w_{\eta} ; S\right)+\rho_{\eta}$, where $\rho_{\eta} \downarrow 0$ as $\eta \downarrow 1$. By a diagonal sequence argument, this implies part (ii) of Theorem 1 , since $\left.w_{\eta}\right|_{S} \rightarrow w$ in $W^{1,2}\left(S ; \mathbb{R}^{2}\right)$ and $I^{0}\left(w_{\eta} ; S\right) \rightarrow I^{0}(w ; S)$ as $\eta \downarrow 1$ (i.e., limiting displacements which arise as rescalings $w_{\eta}$ of some $w \in \mathcal{A}(S)$ are energy dense; compare [2, p. 3]).

Appendix. The following proposition was used in the proof of Lemma 16. Statement (ii) is Korn's inequality for thin films as presented in [3]; see also Problem 1.12 in [17].

Proposition 17. Let $S \subset \mathbb{R}^{2}$ be a bounded Lipschitz domain and let $A, B \in \mathbb{R}^{3 \times 3}$ be such that $\operatorname{rank}(A-B+F) \geq 2$ for all $F \in \mathbb{R}^{3 \times 3}$ with sym $F=0$. Then there is a constant $C(S)$ such that for all $h \in(0,1)$ and for all $v^{(h)} \in W^{1,2}\left(S \times I_{h} ; \mathbb{R}^{3}\right)$ the following hold:
(i) There exists a matrix sym $T^{(h)} \in\{A, B\}$ such that

$$
\int_{S \times I_{h}}\left|\nabla v^{(h)}(x)-T^{(h)}\right|^{2} d x \leq \frac{C(S)}{h^{2}} \int_{S \times I_{h}} \operatorname{dist}^{2}\left(\operatorname{sym} \nabla v^{(h)}(x),\{A, B\}\right) d x
$$

(ii) The estimate

$$
\int_{S \times I_{h}}\left|\nabla v^{(h)}(x)-T^{(h)}\right|^{2} d x \leq \frac{C(S)}{h^{2}} \int_{S \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}(x)\right|^{2} d x
$$

holds for $T^{(h)}=$ skew $f_{S \times I_{h}} \nabla v^{(h)}$.
(iii) There exists $c^{(h)} \in \mathbb{R}^{2}$ such that

$$
\int_{S \times I_{h}}\left|\left(v^{(h)}\right)^{\prime}(x)-\left(T^{(h)} x\right)^{\prime}-c^{(h)}\right|^{2} d x \leq C(S) \int_{S \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}(x)\right|^{2} d x
$$

for the same $T^{(h)}$ as in (ii).
Proof. The proof of (i) is analogous to that of Theorem 10 in [29], with Theorem 3 replacing their geometric rigidity theorem. Statement (ii) can be proven in the same way, with Korn's inequality for one well replacing their geometric rigidity theorem. Another proof is given in [3] and [33]. Notice that if (ii) holds for some skew matrix, then it will also hold for the special choice $T^{(h)}=$ skew $f_{S \times I_{h}} \nabla v^{(h)} d x$.

To prove statement (iii), set $w^{(h)}\left(x^{\prime}\right)=f_{I_{h}}\left(v^{(h)}\right)^{\prime}\left(x^{\prime}, x_{3}\right) d x_{3}$. From Korn's inequality in the plane and from Jensen's inequality we obtain

$$
\begin{align*}
\int_{S}\left|\nabla^{\prime} w^{(h)}\left(x^{\prime}\right)-\bar{T}^{(h)}\right|^{2} d x^{\prime} & \leq C \int_{S}\left|\operatorname{sym} \nabla^{\prime} w^{(h)}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \\
& \leq \frac{C}{h} \int_{S \times I_{h}}\left|\operatorname{sym} \nabla v^{(h)}(x)\right|^{2} d x \tag{65}
\end{align*}
$$

With $c^{(h)}=f_{S}\left(w^{(h)}\left(x^{\prime}\right)-\bar{T}^{(h)} x^{\prime}\right) d x^{\prime}$ we obtain

$$
\begin{aligned}
& \int_{S \times I_{h}}\left|\left(v^{(h)}\right)^{\prime}(x)-\left(T^{(h)} x\right)^{\prime}-c^{(h)}\right|^{2} d x \\
& \leq C \int_{S \times I_{h}}\left|\left(v^{(h)}\right)^{\prime}(x)-\left(T_{3}^{(h)}\right)^{\prime} x_{3}-w^{(h)}\left(x^{\prime}\right)\right|^{2}+\left|w^{(h)}\left(x^{\prime}\right)-\bar{T}^{(h)} x^{\prime}-c^{(h)}\right|^{2} d x
\end{aligned}
$$

where $T_{3}^{(h)}$ denotes the third column of $T^{(h)}$. The second term is estimated by applying Poincaré's inequality on $S$ and then (65). To estimate the first term, notice that since the integration domain is symmetric, we have $w^{(h)}\left(x^{\prime}\right)=f_{I_{h}}\left(v^{\prime}(x)-\right.$ $\left.\left(T_{3}^{(h)}\right)^{\prime} x_{3}\right) d x_{3}$. Applying Poincaré's inequality in the $x_{3}$-direction for almost every $x^{\prime}$ and subsequently using (ii) shows that the first term is controlled by $\int_{S \times I_{h}} \mid$ sym $\left.\nabla v^{(h)}\right|^{2}$.

The following lemma is a corollary of Proposition 4.1 in [19]. Notice that their $\varepsilon$ corresponds to our $h$.

Lemma 18. Let $a, l, d>0$, let $U=(-l, l) \times(-d, d)$, let $\bar{A}=0$ and $\bar{B}=$ $e_{1} \otimes e_{2}+e_{2} \otimes e_{1}$, and let $\bar{F} \in\{\bar{A}, \bar{B}\}$. Then there are constants $\eta_{0}, C_{0}>0$ such that for every $h \in(0,1)$ and $w \in W^{2,2}\left(U ; \mathbb{R}^{2}\right)$ with

$$
I_{2 D}^{h}(w ; U) \leq \eta_{0} \text { and } \int_{U}\left|\operatorname{sym} \nabla^{\prime} w\left(x^{\prime}\right)-\bar{F}\right|^{2} d x^{\prime} \leq \eta_{0}
$$

the set of $\xi \in(-l, l)$ satisfying property $\left(P_{h}\right)$ for $w$ has measure not smaller than $l$.

We say $\xi \in(-l, l)$ satisfies property $\left(P_{h}\right)$ for $w \in W^{2,2}\left(U ; \mathbb{R}^{2}\right)$ if, setting $U_{1}=$ $(\xi-a, \xi) \times\left(-\frac{d}{2}, \frac{d}{2}\right)$ and $U_{2}=(\xi, \xi+a) \times\left(-\frac{d}{2}, \frac{d}{2}\right)$, for each $i=1,2$ there exist $\tilde{w}_{i} \in W^{1,2}\left(U_{i} ; \mathbb{R}^{2}\right)$ with $\tilde{w}(\xi, \cdot)=w(\xi, \cdot)$ on $(-d / 2, d / 2)$ and

$$
\frac{1}{h} \int_{U_{i}}\left|\operatorname{sym} \nabla^{\prime} \tilde{w}_{i}\left(x^{\prime}\right)-\bar{F}\right|^{2} d x^{\prime} \leq C_{0}\left(I_{2 D}^{h}(w ; U)+\int_{U}\left|\operatorname{sym} \nabla^{\prime} w\left(x^{\prime}\right)-\bar{F}\right|^{2} d x^{\prime}\right)
$$

An analogous result holds for lines of the form $\left\{x_{2}=\xi\right\}$.
Proof. Set $\eta=I_{2 D}^{h}(w ; U)+\int_{U}\left|\operatorname{sym} \nabla^{\prime} w-\bar{F}\right|^{2}$. By Proposition 4.1 in [19] there exists a Borel set $\Sigma \subset(-l, l)$ with $|\Sigma| \geq l$ and such that for all $\xi \in \Sigma$ there exists an affine mapping $w_{\xi}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with $\operatorname{sym} \nabla^{\prime} w_{\xi}=\bar{F}$ and

$$
\begin{equation*}
\left\|w(\xi, \cdot)-w_{\xi}(\xi, \cdot)\right\|_{H^{1 / 2}\left(\left(-\frac{d}{2}, \frac{d}{2}\right) ; \mathbb{R}^{2}\right)}^{2} \leq C h \eta \tag{66}
\end{equation*}
$$

By the properties of the $H^{1 / 2}$-norm (see, e.g., the appendix of [32] for a review), for $i=1,2$ there exist $v_{i} \in W^{1,2}\left(U_{i} ; \mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\int_{U_{i}}\left|\nabla^{\prime} v_{i}\left(x^{\prime}\right)\right|^{2} d x^{\prime} \leq\left\|w(\xi, \cdot)-w_{\xi}(\xi, \cdot)\right\|_{H^{1 / 2}\left(\left(-\frac{d}{2}, \frac{d}{2}\right) ; \mathbb{R}^{2}\right)}^{2} \tag{67}
\end{equation*}
$$

and $v_{i}(\xi, \cdot)=w(\xi, \cdot)-w_{\xi}(\xi, \cdot)$ on $\left(-\frac{d}{2}, \frac{d}{2}\right)$ in the trace sense. Setting $\tilde{w}_{i}=v_{i}+w_{\xi}$, we find

$$
\frac{1}{h} \int_{U_{i}}\left|\operatorname{sym} \nabla^{\prime} \tilde{w}_{i}\left(x^{\prime}\right)-\bar{F}\right|^{2} d x^{\prime} \leq \frac{C}{h} \int_{U_{i}}\left|\nabla^{\prime} v_{i}\left(x^{\prime}\right)\right|^{2}+\left|\operatorname{sym} \nabla^{\prime} w_{\xi}\left(x^{\prime}\right)-\bar{F}\right|^{2} d x^{\prime} \leq C \eta
$$

and $\tilde{w}_{i}(\xi, \cdot)=w(\xi, \cdot)$ on $\left(-\frac{d}{2}, \frac{d}{2}\right)$ in the trace sense. We have used $(66)-(67)$ and the fact that $\operatorname{sym} \nabla^{\prime} w_{\xi}=\bar{F}$.

The following proposition is a standard diagonalization lemma (compare [4, Corollary 1.16] or [13, Lemma 7.2]).

Proposition 19. Let $a_{k, j}$ be a doubly indexed sequence of real numbers, $k, j \rightarrow$ $\infty$. Then there exists a subsequence $k_{j} \rightarrow \infty$ such that

$$
\limsup _{j \rightarrow \infty} a_{k_{j}, j}=\limsup _{k \rightarrow \infty} \limsup _{j \rightarrow \infty} a_{k, j} .
$$
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#### Abstract

We study the problem of diffusive transport of biomolecules in the intercellular space, modeled as porous medium, and of their binding to the receptors located on the surface membranes of the cells. Cells are distributed periodically in a bounded domain. To describe this process we introduce a reaction-diffusion equation coupled with nonlinear ordinary differential equations on the boundary. We prove existence and uniqueness of the solution of this problem. We consider the limit, when the number of cells tends to infinity and at the same time their size tends to zero, while the volume fraction of the cells remains fixed. Using the homogenization technique of twoscale convergence, we show that the sequence of solutions of the original problem converges to the solution of the so-called macroscopic problem. To show the convergence of the nonlinear terms on the surfaces we use the unfolding method (periodic modulation). We discuss applicability of the result to mathematical description of membrane receptors of biological cells and compare the derived model with those previously considered.
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1. Introduction. Regulatory and signaling molecules (ligands) act by binding and activating receptor molecules. Receptors are usually located in the cell membrane, with some exceptions such as lipophilic ligands, which are located in the cytoplasm $[24,33,34]$. Some receptors interact with surface-bound ligands, such as adhesion proteins and extracellular matrix components. Other receptors bind soluble ligands, such as growth factors and cytokines. There are also many ligands which are present in both forms. As an example, antibodies, which are secreted by B cells as soluble molecules, become surface-bound ligands for the Fc receptors upon binding to antigens deposited on the surface [25].

Soluble molecules which are secreted to the intercellular space and transported via diffusion provide cell-to-cell communication, which results in the activation of processes in cells at a distance from the original signal. This happens, for example, in the case of the bystander effect. There is strong evidence that unirradiated bystander cells respond to signals emitted by irradiated cells [28]. In another case, the interplay between the spatial transport of virons and interferons results in the formation of patterns of infected and resistant cells [10]. Intercellular signaling can also lead to the formation of spatially nonhomogeneous structures, which is especially evident in developmental processes [33, 34]. The effects of the spatial transport of the soluble molecules are even visible in experiments in which only spatial averages are measured in order to understand the time dynamics of a signaling pathway. There is evidence

[^11]that different mixing conditions strongly influence quantitative and also qualitative results of such experiments [17]. Therefore, there arises a need to explain how the intercellular transport of the molecules should be described on the macroscopic level.

Models proposed so far are mainly phenomenological and describe all the processes on the macroscale level represented by a two- or three-dimensional sheet of cells [29, 30, 31, 32, 42, 46]. However, the real geometry is much more complicated, and binding a soluble ligand to a cell surface receptor requires interaction of molecules diffusing in three-dimensional space with some molecules attached to a two-dimensional surface. Since the size of a cell is very small compared to the dimension of the whole tissue, systems that include cells have to be treated as multiscale systems.

The aim of the present work is to derive a macroscopic model of receptor-ligand binding, based on a microscopic description, using methods of asymptotic analysis. Such an approach is called homogenization and it hinges on demonstrating the convergence of solutions of a sequence of microscopic problems to the solution of the macroscopic problem in properly chosen function spaces. We use here the two-scale convergence, which was introduced in [2] and [36] for sequences of functions $\left\{u^{\varepsilon}\right\}$ bounded in $L^{2}$ or in $H^{1}$ on an $\varepsilon$-periodic domain. Then, in [37] and [3], the definition of two-scale convergence was extended to sequences of functions defined on $\varepsilon$-periodic hypersurfaces, with dependence on parameters. This extension was used to homogenize a diffusion-reaction process in a catalyst consisting of distributed bars [37]. A similar problem with convection was studied in [19] using the standard homogenization technique, the energy method. A model describing processes of diffusion, convection, and nonlinear reactions in a periodic array of cells was studied in [20]. In that paper, the convergence of the nonlinear terms was shown using their monotonicity. Homogenization of models of chemical reactive flows in domains with periodically distributed reactive solid grains was also recently studied by Conca et al. [9]. They considered a stationary reaction-diffusion model with nonlinear, fast growing but monotone kinetics on the the surface of reactive solid grains and a model of reaction-diffusion processes both inside and outside of grains. Homogenization of the reaction-diffusionconvection processes with linear reactions on the surface of microstructures was also considered by Hornung in [18].

The model presented in this paper includes the dynamics of molecule concentrations on the surface of microstructures described by nonlinear ordinary differential equations. Therefore, we apply the concept of two-scale convergence of functions from $L^{\infty}$ on $\varepsilon$-periodic hypersurfaces. To show convergence of the nonlinear terms on the surface of microstructures we use the unfolding method (periodic modulation); see $[5,6,7]$.

Our paper is organized as follows. First, we present a precise description of the considered $\varepsilon$-periodic geometry (section 2 ) and of the equations describing the microscopic nature of the receptor-ligand binding process (section 3). These equations are spatially scaled by $\varepsilon$. Then we show existence and uniqueness of solutions of the microscopic model (section 3.2) and a priori estimates (section 3.3). In section 4, after extension of the solutions from the porous domain to the whole domain, using a priori estimates, we show the convergence of solutions of the microscopic problem to the solutions of a macroscopic homogenized model. Effective macroscopic equations are derived in section 4.2 and formulated in Theorem 4.4. In section 5 we compare a derived macroscopic model of the receptor-ligand binding on cells surfaces with the phenomenological models previously discussed in the literature.


Fig. 1. Geometry of the model. The array of the cells (on the right-hand side) consists of periodic repetition of the so-called standard cell, $Z=[0,1]^{3}$ (on the left-hand side), which corresponds to a single biological cell with the surrounding intercellular space.
2. Problem formulation. We consider a model involving a system of cells, periodically distributed in a three-dimensional cube $\Omega=[a, b]^{3}, a, b \in \mathbb{R}, a<b$, with boundary $\Gamma^{N}$. For the mathematical formulation of the problem we consider the socalled standard cell, $Z=[0,1]^{3}$, periodically repeated over $\mathbb{R}^{3}$ with $Y_{0} \subset Z$, an open subset with a smooth boundary $\Gamma ; Y=Z \backslash \bar{Y}_{0}$; and $\nu$, the outer normal of $Y$ (see Figure 1).

Let $\varepsilon>0$ be a given scale factor such that $\varepsilon=\frac{b-a}{n}, n \in \mathbb{N}$, denoting the ratio between the size of the cells and the size of the whole domain $\Omega$. Then the geometric structure within the fixed domain $\Omega$ is obtained by intersecting the $\varepsilon$ multiple $\varepsilon Z$ with $\Omega$. We define, for $k \in \mathbb{Z}^{3}$, a triple of integers; and $e_{i}$, unit vectors, $\Gamma^{k}=\Gamma+\sum_{i=1}^{3} k_{i} e_{i}, Y_{0}^{k}=Y_{0}+\sum_{i=1}^{3} k_{i} e_{i}, Z^{k}=Z+\sum_{i=1}^{3} k_{i} e_{i}, \Gamma^{*}=\cup\left\{\Gamma^{k}, \quad k \in\right.$ $\left.\mathbb{Z}^{3}\right\}, \quad Z^{*}=\cup\left\{Z^{k}, \quad k \in \mathbb{Z}^{3}\right\}$. We further define $\Omega_{0}^{\varepsilon}=\cup\left\{\varepsilon Y_{0}^{k} \mid \varepsilon Z^{k} \subset \Omega, \quad k \in \mathbb{Z}^{3}\right\}$, $\Omega^{\varepsilon}=\Omega \backslash \Omega_{0}^{\varepsilon}, \Gamma^{\varepsilon}=\cup\left\{\varepsilon \Gamma^{k} \mid \varepsilon Z^{k} \subset \Omega, \quad k \in \mathbb{Z}^{3}\right\}$.

Remark 2.1. The geometry defined above fulfills the assumptions that

1. cells (holes in the domain) do not touch the boundary $\partial \Omega$;
2. cells do not touch each other;
3. cells have smooth boundary.

These assumptions allow for the definition of the functions on the cell boundaries using periodic repetition, and the definition of extension as proposed in [8]. Therefore, these assumptions are important for the methods applied in this paper. Homogenization of the Neumann problem in domains with more complicated geometry was considered in [1] and [4].

We assume that new ligands and new free receptors are produced on the cell surface through a combination of recycling (dissociation of bound receptors) and $d e$ novo production within the cell. Free receptors exist only on the surfaces, while ligands are transported by diffusion within the intercellular space, which is a porous medium. A ligand reversibly binds to a free receptor, which results in a bound receptor that can be internalized into the cell. Bound receptors also dissociate. Both ligands and free receptors undergo natural decay. We denote the concentration of ligands by $l^{\varepsilon}:(0, T) \times \Omega^{\varepsilon} \rightarrow \mathbb{R}$. Bound and free receptor densities are denoted by $r_{b}^{\varepsilon}$ : $(0, T) \times \Gamma^{\varepsilon} \rightarrow \mathbb{R}$ and $r_{f}^{\varepsilon}:(0, T) \times \Gamma^{\varepsilon} \rightarrow \mathbb{R}$, respectively. For simplicity we assume that all binding processes are governed by the law of mass action without saturation effects.

## 3. Microscopic model.

3.1. Model assumptions. The microscopic model consists of the following equations:

Diffusion equation for ligands in the intercellular space,

$$
\begin{aligned}
& \frac{\partial}{\partial t} l^{\varepsilon}(t, x)=\nabla \cdot\left(D^{\varepsilon}(t, x) \nabla l^{\varepsilon}(t, x)\right)-\mu_{l}^{\varepsilon}(t, x) l^{\varepsilon}(t, x)+p_{l}^{\varepsilon}\left(t, x, l^{\varepsilon}(x, t)\right) \quad \text { in }(0, T) \times \Omega^{\varepsilon}, \\
& \nu^{\varepsilon} \cdot \nabla_{x} l^{\varepsilon}(t, x)=0 \quad \text { on }(0, T) \times \Gamma^{N}, \\
& l^{\varepsilon}(x, t)=l_{0}(x), \quad t=0, x \in \Omega^{\varepsilon} .
\end{aligned}
$$

Binding equation on the surfaces,
(2) $-D^{\varepsilon}(t, x) \nabla l^{\varepsilon}(t, x) \cdot \nu^{\varepsilon}=\varepsilon\left(b^{\varepsilon}(t, x) l^{\varepsilon}(t, x) r_{f}{ }^{\varepsilon}(t, x)-d^{\varepsilon}(t, x) r_{b}^{\varepsilon}(t, x)\right)$ on $(0, T) \times \Gamma^{\varepsilon}$.

Reaction equations for receptors on the surfaces,

$$
\begin{align*}
\frac{\partial}{\partial t} r_{f}^{\varepsilon}(x, t)= & -\mu_{f}^{\varepsilon}(t, x) r_{f}^{\varepsilon}(x, t)+p_{r}^{\varepsilon}\left(t, x, r_{b}^{\varepsilon}(x, t)\right)-b^{\varepsilon}(t, x) r_{f}^{\varepsilon}(x, t) l^{\varepsilon}(x, t) \\
& +d^{\varepsilon}(t, x) r_{b}^{\varepsilon}(x, t)  \tag{3}\\
\frac{\partial}{\partial t} r_{b}^{\varepsilon}(x, t)= & -\mu_{b}^{\varepsilon}(t, x) r_{b}^{\varepsilon}(x, t)+b^{\varepsilon}(t, x) r_{f}^{\varepsilon}(x, t) l^{\varepsilon}(x, t)-d^{\varepsilon}(t, x) r_{b}^{\varepsilon}(x, t) \tag{4}
\end{align*}
$$

with initial conditions

$$
\begin{align*}
& r_{f}{ }^{\varepsilon}(x, t)=r_{f_{0}}(x), \quad t=0, x \in \Gamma^{\varepsilon},  \tag{5}\\
& r_{b}{ }^{\varepsilon}(x, t)=r_{b_{0}}(x), \quad t=0, x \in \Gamma^{\varepsilon} . \tag{6}
\end{align*}
$$

The following is a list of functional coefficients in these equations:

$$
\begin{array}{cl}
\mu_{l}^{\varepsilon}:(0, T) \times \Omega \rightarrow \mathbb{R} & \text { rate of decay of ligands, } \\
p_{l}^{\varepsilon}:(0, T) \times \Omega \times \mathbb{R} \rightarrow \mathbb{R} & \text { production of ligands, } \\
D^{\varepsilon}:(0, T) \times \Omega \rightarrow \mathbb{R}^{3 \times 3} & \text { diffusion coefficient for ligands } \\
p_{r}^{\varepsilon}:(0, T) \times \Gamma^{\varepsilon} \times \mathbb{R} \rightarrow \mathbb{R} & \text { production of new free receptors, } \\
\mu_{f}^{\varepsilon}:(0, T) \times \Gamma^{\varepsilon} \rightarrow \mathbb{R} & \text { rate of decay of free receptors, } \\
\mu_{b}^{\varepsilon}:(0, T) \times \Gamma^{\varepsilon} \rightarrow \mathbb{R} & \text { rate of decay of bound receptors, } \\
d^{\varepsilon}:(0, T) \times \Gamma^{\varepsilon} \rightarrow \mathbb{R} & \text { rate of dissociation of bound receptors, } \\
b^{\varepsilon}:(0, T) \times \Gamma^{\varepsilon} \rightarrow \mathbb{R} & \text { rate of binding of ligands and free receptors, }
\end{array}
$$

where functions on $\Omega$ or $\Gamma^{\varepsilon}$ are defined by $Z$-periodic function: $D_{i, j}^{\varepsilon}(t, x)=D_{i, j}\left(t, \frac{x}{\varepsilon}\right)$, $p_{l}^{\varepsilon}(t, x, \xi)=p_{l}\left(t, \frac{x}{\varepsilon}, \xi\right), \mu_{l}^{\varepsilon}(t, x)=\mu_{l}\left(t, \frac{x}{\varepsilon}\right), \mu_{f}^{\varepsilon}(t, x)=\mu_{f}\left(t, \frac{x}{\varepsilon}\right), \mu_{b}^{\varepsilon}(t, x)=\mu_{b}\left(t, \frac{x}{\varepsilon}\right)$, $b^{\varepsilon}(t, x)=b\left(t, \frac{x}{\varepsilon}\right), d^{\varepsilon}(t, x)=d\left(t, \frac{x}{\varepsilon}\right), p_{r}^{\varepsilon}(t, x, \xi)=p_{r}\left(t, \frac{x}{\varepsilon}, \xi\right)$, defined on $Z^{*}$ and $\Gamma^{*}$, respectively.

We assume that decay processes are linear and that binding is a product of the density of ligands and free receptors. The proposed functions are the simplest functions usually used to describe decay or binding processes (see the models described in [35]), modeled by the law of mass action. We assume that de novo production of free receptors, denoted by $p_{r}$, is regulated by bound receptors. We assume that $p_{r}$
is a bounded Lipschitz continuous function in $r_{b}$ and is nonnegative for nonnegative values of $r_{b}$, for example a Michaelis-Menten function $p_{r}=\frac{m_{1} r_{b}}{1+r_{b}}$. In addition, we assume that the production of ligands depends on their density. It could be regulated via some other receptors not considered in our model. Thus, we assume that $p_{l}$ is a Lipschitz continuous function in $l$, nonnegative for nonnegative values of $l$.

Assumption 3.1.

1. $D \in L^{\infty}((0, T) \times Z)^{3 \times 3}, \partial_{t} D \in L^{\infty}((0, T) \times Z)^{3 \times 3},(D(t, x) \xi, \xi) \geq d_{0}|\xi|^{2}$ for some $d_{0}>0$, for every $\xi \in \mathbb{R}^{3}$, a.a. $(t, x) \in(0, T) \times Z$.
2. $\mu_{l} \in L^{\infty}((0, T) \times Z)$ and $\mu_{l} \geq 0$ a.e. in $(0, T) \times Z$.
3. $p_{l}$ is measurable in $t$ and $x$, sublinear, i.e., $\left|p_{l}(t, x, \xi)\right| \leq c_{1}+c_{2}|\xi|$ for a.a. $(t, x) \in(0, T) \times Z$, Lipschitz continuous in $\xi$, and $p_{l}(t, x, \xi) \geq 0$ for $\xi \geq 0$.
4. $b \in C\left([0, T] ; C^{0, \alpha}(\Gamma)\right), b \geq 0$, in $[0, T] \times \Gamma, \partial_{t} b \in L^{\infty}((0, T) \times \Gamma)$.
5. $d \in C\left([0, T] ; C^{0, \alpha}(\Gamma)\right), d \geq 0$, in $[0, T] \times \Gamma, \partial_{t} d \in L^{\infty}((0, T) \times \Gamma)$.
6. $\mu_{f}, \mu_{b} \in C\left([0, T] ; C^{0, \alpha}(\Gamma)\right), \mu_{f} \geq 0, \mu_{b} \geq 0$, in $[0, T] \times \Gamma$.
7. $p_{r}(\xi) \in C\left([0, T] ; C^{0, \alpha}(\Gamma)\right)$ for all $\xi \in \mathbb{R}, p_{r}(t, x, \xi) \geq 0$ for $\xi \geq 0, p_{r}$ is bounded, i.e., $\left|p_{r}(t, x, \xi)\right| \leq m_{1}$ for all $(t, x, \xi) \in(0, T) \times \Gamma \times \mathbb{R}$ and is Lipschitz continuous in $\xi$.
3.2. Existence of the solutions of the microscopic model. We start with a weak formulation of the microscopic model.

DEFINITION 3.2. The triple $\left(l^{\varepsilon}, r_{f}^{\varepsilon}, r_{b}^{\varepsilon}\right)$ is a solution of problem (1)-(6) if $l^{\varepsilon} \in$ $L^{2}\left((0, T) ; H^{1}\left(\Omega^{\varepsilon}\right)\right), \partial_{t} l^{\varepsilon} \in L^{2}\left((0, T) \times \Omega^{\varepsilon}\right), l^{\varepsilon} \in L^{\infty}\left((0, T) \times \Omega^{\varepsilon}\right), r_{f}^{\varepsilon}, r_{b}^{\varepsilon} \in L^{\infty}((0, T) \times$ $\left.\Gamma^{\varepsilon}\right), \partial_{t} r_{f}^{\varepsilon}, \partial_{t} r_{b}^{\varepsilon} \in L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)$ such that
1.

$$
\begin{aligned}
\left(\partial_{t} l^{\varepsilon}, \phi\right)_{(0, T) \times \Omega^{\varepsilon}}= & -\left(D^{\varepsilon} \nabla l^{\varepsilon}, \nabla \phi\right)_{(0, T) \times \Omega^{\varepsilon}}-\left(\mu_{l}^{\varepsilon} l^{\varepsilon}, \phi\right)_{(0, T) \times \Omega^{\varepsilon}} \\
& +\left(d^{\varepsilon} r_{b}^{\varepsilon}-b^{\varepsilon} r_{f}^{\varepsilon} l^{\varepsilon}, \phi\right)_{(0, T) \times \Gamma^{\varepsilon}}+\left(p_{l}^{\varepsilon}\left(l^{\varepsilon}\right), \phi\right)_{(0, T) \times \Omega^{\varepsilon}}
\end{aligned}
$$

for all $\phi \in L^{2}\left((0, T) ; H^{1}\left(\Omega^{\varepsilon}\right)\right)$;
2. $l^{\varepsilon}$ satisfies the initial condition, i.e., $l^{\varepsilon} \rightarrow l_{0}$ in $L^{2}\left(\Omega^{\varepsilon}\right)$ as $t \rightarrow 0$;
3.

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} r_{f}^{\varepsilon}(x, t)= & -\mu_{f}^{\varepsilon} r_{f}^{\varepsilon}(x, t)+p_{r}^{\varepsilon}\left(t, x, r_{b}^{\varepsilon}(x, t)\right)  \tag{8}\\
& -b^{\varepsilon} r_{f}^{\varepsilon}(x, t) l^{\varepsilon}(x, t)+d^{\varepsilon} r_{b}^{\varepsilon}(x, t) \\
\frac{\partial}{\partial t} r_{b}^{\varepsilon}(x, t)= & -\mu_{b}^{\varepsilon} r_{b}^{\varepsilon}(x, t)+b^{\varepsilon} r_{f}^{\varepsilon}(x, t) l^{\varepsilon}(x, t) \\
& -d^{\varepsilon} r_{b}^{\varepsilon}(x, t)
\end{align*}\right.
$$

a.e. $(0, T) \times \Gamma^{\varepsilon}$;
4. $r_{f}{ }^{\varepsilon}, r_{b}{ }^{\varepsilon}$ satisfy the initial conditions (5)-(6).

Here $(u, v)_{(0, T) \times \Omega^{\varepsilon}}=\int_{0}^{T} \int_{\Omega^{\varepsilon}} u v d x d t$ and $(u, v)_{(0, T) \times \Gamma^{\varepsilon}}=\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} u v d \gamma_{x} d t$.
Theorem 3.3. Let Assumption 3.1 be satisfied and

$$
\begin{aligned}
& l_{0} \in C^{0, \alpha}(\bar{\Omega}), \quad l_{0} \in H^{1}(\Omega), \quad l_{0} \geq 0 \\
& r_{f 0}, r_{b 0} \in C^{0, \alpha}(\bar{\Omega}), r_{f 0} \geq 0, \quad r_{b 0} \geq 0
\end{aligned}
$$

Then there exists a unique solution $\left(l^{\varepsilon}, r_{f}^{\varepsilon}, r_{b}^{\varepsilon}\right)$ of problem (1)-(6), such that

$$
\begin{aligned}
& l^{\varepsilon} \in H^{1}\left(0, T ; L^{2}\left(\Omega^{\varepsilon}\right)\right), l^{\varepsilon} \in L^{2}\left(0, T ; H^{1}\left(\Omega^{\varepsilon}\right)\right), \\
& l^{\varepsilon} \in C^{0, \beta / 2}\left([0, T] ; C^{0, \beta}\left(\bar{\Omega}^{\varepsilon}\right)\right), \\
& r_{f}^{\varepsilon}, r_{b}^{\varepsilon} \in C^{1}\left([0, T] ; C^{0, \beta}\left(\Gamma^{\varepsilon}\right)\right), \quad \text { where } \quad \beta \in(0, \alpha], \\
& \text { and } \quad l^{\varepsilon} \geq 0, r_{f}^{\varepsilon} \geq 0, r_{b}^{\varepsilon} \geq 0 .
\end{aligned}
$$

Proof. Existence. The existence of a solution of the system (1), (3), (4) will be proved by showing the existence of a fix point of the operator $K$ defined on $C([0, T] \times$ $\left.\bar{\Omega}^{\varepsilon}\right)$ by $l^{n, \varepsilon}=K\left(l^{n-1, \varepsilon}\right)$ with $l^{n, \varepsilon}$ given by

$$
\begin{align*}
& \left\{\begin{aligned}
& \partial_{t} l^{n, \varepsilon}=\nabla \cdot\left(D^{\varepsilon} \nabla l^{n, \varepsilon}\right)-\mu_{l}^{\varepsilon} n^{n, \varepsilon}+p_{l}^{\varepsilon}\left(l^{n-1, \varepsilon}\right), \\
& \nabla>0, x \in \Omega^{\varepsilon}, \\
& \nabla l^{n, \varepsilon} \cdot \nu^{\varepsilon}=0, t>0, x \in \Gamma^{N}, \\
& l^{n, \varepsilon}=l_{0}, t=0, x \in \Omega^{\varepsilon}, \\
&-D^{\varepsilon} \nabla l^{n, \varepsilon} \cdot \nu^{\varepsilon}=\varepsilon\left(b^{\varepsilon} l^{n, \varepsilon} r_{f}^{n, \varepsilon}-d^{\varepsilon} r_{b}^{n, \varepsilon}\right), t>0, x \in \Gamma^{\varepsilon},
\end{aligned}\right.  \tag{9}\\
& \begin{cases}\partial_{t} r_{f}^{n, \varepsilon}=-\mu_{f}^{\varepsilon} r_{f}^{n, \varepsilon}+p_{r}^{\varepsilon}\left(r_{b}^{n, \varepsilon}\right)-b^{\varepsilon} r_{f}^{n, \varepsilon} l^{n-1, \varepsilon}+d^{\varepsilon} r_{b}^{n, \varepsilon}, & t>0, x \in \Gamma^{\varepsilon}, \\
\partial_{t} r_{b}^{n, \varepsilon}=-\mu_{b}^{\varepsilon} r_{b}^{n, \varepsilon}+b^{\varepsilon} r_{f}^{n, \varepsilon} l^{n-1, \varepsilon}-d^{\varepsilon} r_{b}^{n, \varepsilon}, & t>0, x \in \Gamma^{\varepsilon}, \\
r_{f}^{n, \varepsilon}=r_{f_{0},}, & t=0, x \in \Gamma^{\varepsilon}, \\
r_{b}^{n, \varepsilon}=r_{b 0}, & t=0, x \in \Gamma^{\varepsilon} .\end{cases}
\end{align*}
$$

For a given $l^{n-1, \varepsilon} \in C\left([0, T] \times \bar{\Omega}^{\varepsilon}\right), l^{n-1, \varepsilon} \geq 0$ on $[0, T] \times \bar{\Omega}^{\varepsilon}$, there exists a unique solution of system (10), $r_{f}^{n, \varepsilon}, r_{b}^{n, \varepsilon} \in C^{1}\left([0, T] ; C\left(\Gamma^{\varepsilon}\right)\right)$, because the right-hand side of the system of ordinary differential equations (10) is Lipschitz continuous [45]. Since $p_{r}$ is a nonnegative function for nonnegative values of $r_{b}$ and $l^{n-1, \varepsilon} \geq 0$ on $[0, T] \times \Gamma^{\varepsilon}$ and $r_{f 0} \geq 0, r_{b 0} \geq 0$, we deduce that $r_{f}^{n, \varepsilon} \geq 0, r_{b}^{n, \varepsilon} \geq 0$ on $[0, T] \times \Gamma^{\varepsilon}$.

Using the Galerkin method and a priori estimates similar to the estimates in Lemma 3.4, we obtain the existence of a weak solution of (9),,$^{n, \varepsilon} \in L^{2}\left(0, T ; H^{1}\left(\Omega^{\varepsilon}\right)\right.$ ), $\partial_{t} l^{n, \varepsilon} \in L^{2}\left(0, T ; L^{2}\left(\Omega^{\varepsilon}\right)\right)$; see [23]. Since $l_{0} \in C^{0, \alpha}(\bar{\Omega})$, there exists $\max _{\bar{\Omega}^{\varepsilon}}\left|l_{0}\right|=M$. In addition, $r_{f}^{n, \varepsilon} \geq 0$ and $\left|r_{b}^{n, \varepsilon}\right| \leq C$. Thus, we may apply the result from [26] (Theorem 6.40) stating that for parabolic equations with uniformly elliptic operator, sublinear terms of lower order, bounded free terms, and bounded coefficients of Robin boundary conditions, the boundedness of the initial conditions implies the boundedness of the supremum of a solution. From this, we conclude that $\sup _{(0, T) \times \Omega^{\varepsilon}}\left|l^{n, \varepsilon}\right| \leq M_{1}$. Then, since $l_{0} \in C^{0, \alpha}(\bar{\Omega}), r_{f}^{n, \varepsilon} \geq 0$, and $r_{b}^{n, \varepsilon} \in C^{1}\left([0, T] ; C\left(\Gamma^{\varepsilon}\right)\right)$, we conclude also that $l^{n, \varepsilon} \in$ $C^{0, \beta / 2}\left([0, T] ; C^{0, \beta}\left(\bar{\Omega}^{\varepsilon}\right)\right)$ (see Theorem III.10.1 in [23], generalized for Robin boundary conditions, or [11] and [26]). Using the maximum principle and the continuity of $l^{n, \varepsilon}$, we obtain that $l^{n, \varepsilon} \geq 0$ in $[0, T] \times \bar{\Omega}^{\varepsilon}$ [12].

The space $C^{0, \beta / 2}\left([0, T] ; C^{0, \beta}\left(\bar{\Omega}^{\varepsilon}\right)\right)$ is compact embedded in $C\left([0, T] \times \bar{\Omega}^{\varepsilon}\right)$. Then, by virtue of the Schauder theorem, there exists a fixed point of $K$, a solution of the microscopic problem $l^{\varepsilon}, r_{f}^{\varepsilon}$, and $r_{b}^{\varepsilon}$. In addition, we obtain that $l^{\varepsilon} \geq 0, r_{f}^{\varepsilon} \geq 0$, and $r_{b}^{\varepsilon} \geq 0$. Since $r_{f 0}, r_{b 0} \in C^{0, \alpha}(\Omega)$ and $l^{\varepsilon} \in C^{0, \beta / 2}\left([0, T] ; C^{0, \beta}\left(\bar{\Omega}^{\varepsilon}\right)\right)$, we conclude also that $r_{f}^{\varepsilon}, r_{b}^{\varepsilon} \in C^{1}\left([0, T] ; C^{0, \beta}\left(\Gamma^{\varepsilon}\right)\right)$.

Uniqueness. Suppose there are two solutions of the problem $\left(l^{1, \varepsilon}, r_{f}^{1, \varepsilon}, r_{b}^{1, \varepsilon}\right)$ and $\left(l^{2, \varepsilon}, r_{f}^{2, \varepsilon}, r_{b}^{2, \varepsilon}\right)$. We denote $l^{\varepsilon}=l^{1, \varepsilon}-l^{2, \varepsilon}$ and choose $\phi=l^{\varepsilon}$. We calculate

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(\partial_{t}\left|l^{\varepsilon}\right|^{2}+\left(D^{\varepsilon} \nabla l^{\varepsilon}, \nabla l^{\varepsilon}\right)+\mu_{l}^{\varepsilon}\left|l^{\varepsilon}\right|^{2}\right) d x d t=\int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(p_{l}^{\varepsilon}\left(l^{1, \varepsilon}\right)-p_{l}^{\varepsilon}\left(l^{2, \varepsilon}\right)\right) l^{\varepsilon} d x d t \\
& +\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(\left(d^{\varepsilon} r_{b}^{1, \varepsilon}-b^{\varepsilon} r_{f}^{1, \varepsilon} l^{1, \varepsilon}\right)-\left(d^{\varepsilon} r_{b}^{2, \varepsilon}-b^{\varepsilon} r_{f}^{2, \varepsilon} l^{2, \varepsilon}\right)\right) l^{\varepsilon} d \gamma d t
\end{aligned}
$$

for any $\tau \in[0, T]$. For $r_{f}^{\varepsilon}$ and $r_{b}^{\varepsilon}$ we obtain

$$
\begin{aligned}
\frac{\partial}{\partial t}\left(r_{f}^{1, \varepsilon}-r_{f}^{2, \varepsilon}\right)= & -\mu_{f}^{\varepsilon}\left(r_{f}^{1, \varepsilon}-r_{f}^{2, \varepsilon}\right)+\left(p_{r}^{\varepsilon}\left(r_{b}^{1, \varepsilon}\right)-p_{r}^{\varepsilon}\left(r_{b}^{2, \varepsilon}\right)\right)-b^{\varepsilon}\left(r_{f}^{1, \varepsilon} l^{1, \varepsilon}-r_{f}^{2, \varepsilon} l^{2, \varepsilon}\right) \\
& +d^{\varepsilon}\left(r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right) \\
\frac{\partial}{\partial t}\left(r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right)= & -\mu_{b}^{\varepsilon}\left(r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right)+b^{\varepsilon}\left(r_{f}^{1, \varepsilon} l^{1, \varepsilon}-r_{f}^{2, \varepsilon} l^{2, \varepsilon}\right)-d^{\varepsilon}\left(r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right)
\end{aligned}
$$

Integrating by parts with respect to time and summing up side by side the last two equations, we obtain

$$
\begin{aligned}
& \left|r_{f}^{1, \varepsilon}-r_{f}^{2, \varepsilon}\right|+\left|r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right| \leq \int_{0}^{\tau}\left(\mu_{f}^{1}\left|r_{f}^{1, \varepsilon}-r_{f}^{2, \varepsilon}\right|+\mu_{b}^{1}\left|r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right|+c_{r}\left|r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right|\right) d t \\
+ & \int_{0}^{\tau}\left(2 b_{1} \max _{[0, T] \times \Gamma^{\varepsilon}}\left|l^{1, \varepsilon}\right|\left|r_{f}^{1, \varepsilon}-r_{f}^{2, \varepsilon}\right|+2 b_{1} \max _{[0, T] \times \Gamma^{\varepsilon}}\left|r_{f}^{2, \varepsilon}\right|\left|l^{1, \varepsilon}-l^{2, \varepsilon}\right|+2 d_{1}\left|r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right|\right) d t
\end{aligned}
$$

where $c_{r}$ is the Lipschitz constant of $p_{r}, \mu_{f}^{1}=\sup _{[0, T] \times \Gamma^{\varepsilon}}\left|\mu_{f}^{\varepsilon}\right|, \mu_{b}^{1}=\sup _{[0, T] \times \Gamma^{\varepsilon}}\left|\mu_{b}^{\varepsilon}\right|$, $b_{1}=\sup _{[0, T] \times \Gamma^{\varepsilon}}\left|b^{\varepsilon}\right|, d_{1}=\sup _{[0, T] \times \Gamma^{\varepsilon}}\left|d^{\varepsilon}\right|$. The Gronwall lemma implies

$$
\begin{equation*}
\left|r_{f}^{1, \varepsilon}-r_{f}^{2, \varepsilon}\right|+\left|r_{b}^{1, \varepsilon}-r_{b}^{2, \varepsilon}\right| \leq C \int_{0}^{\tau}\left|l^{1, \varepsilon}-l^{2, \varepsilon}\right| d t \tag{11}
\end{equation*}
$$

Using the above estimate and nonnegativity of $b^{\varepsilon}$ and $r_{f}^{2, \varepsilon}$, we obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}} \partial_{t}\left|l^{\varepsilon}\right|^{2} d x d t+d_{0} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x d t+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}} \mu_{l}^{\varepsilon}\left|l^{\varepsilon}\right|^{2} d x d t \\
& \leq C d_{1}^{2} \varepsilon \frac{1}{2 \delta} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}} \int_{0}^{t}\left|l^{\varepsilon}\right|^{2} d s d \gamma d t+\varepsilon \frac{\delta}{2} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d \gamma d t+c_{l} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x d t \\
& +C b_{1} \varepsilon \max _{[0, T] \times \Gamma^{\varepsilon}}\left|l^{1, \varepsilon}\right| \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}} \int_{0}^{t}\left|l^{\varepsilon}\right|^{2} d s d \gamma d t+C b_{1} \varepsilon \max _{[0, T] \times \Gamma^{\varepsilon}}\left|l^{1, \varepsilon}\right| \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d \gamma d t
\end{aligned}
$$

where $c_{l}$ is the Lipschitz constant of $p_{l}$. Furthermore, using the estimate

$$
\begin{equation*}
\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d \gamma d t \leq c \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x d t+c \varepsilon^{2} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x d t \tag{12}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x+\left(d_{0}-\varepsilon^{2} \delta\right) \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x d t+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}} \mu_{l}^{\varepsilon}\left|l^{\varepsilon}\right|^{2} d x d t \\
& \leq C \frac{1}{\delta} \int_{0}^{\tau} \int_{0}^{t} \int_{\Omega^{\varepsilon}}\left(\left|l^{\varepsilon}\right|^{2}+\left|\nabla l^{\varepsilon}\right|^{2}\right) d x d s d t+c_{l} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x d t
\end{aligned}
$$

From the Gronwall lemma and $\mu_{l}^{\varepsilon} \geq 0$, taking the supremum over $\tau \in[0, T]$, we conclude that

$$
\int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x+C \int_{0}^{T} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x d t \leq 0
$$

and, therefore, $l^{1, \varepsilon}=l^{2, \varepsilon}$ in $(0, T) \times \Omega^{\varepsilon}$. Due to (11), also $r_{f}^{1, \varepsilon}=r_{f}^{2, \varepsilon}$ and $r_{b}^{1, \varepsilon}=r_{b}^{2, \varepsilon}$ on $[0, T] \times \Gamma^{\varepsilon}$.

### 3.3. A priori estimates for the microscopic solutions.

Lemma 3.4. For any solution of problem (1)-(6) from Theorem 3.3 the following estimates hold:

$$
\begin{gathered}
\left\|l^{\varepsilon}\right\|_{L^{2}\left(0, T ; H^{1}\left(\Omega^{\varepsilon}\right)\right)} \leq C, \quad\left\|\partial_{t} l^{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega^{\varepsilon}\right)\right)} \leq C \\
\left\|r_{f}^{\varepsilon}\right\|_{L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C, \quad\left\|r_{b}^{\varepsilon}\right\|_{L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C \\
\left\|\partial_{t} r_{f}^{\varepsilon}\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C, \quad\left\|\partial_{t} r_{b}^{\varepsilon}\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C,
\end{gathered}
$$

where $C$ is a constant independent on $\varepsilon$.
Proof. To show the estimates for $r_{f}^{\varepsilon}$ and $r_{b}^{\varepsilon}$ we add (3) and (4) side by side and obtain

$$
\partial_{t}\left(r_{f}^{\varepsilon}+r_{b}^{\varepsilon}\right) \leq m_{1}
$$

Since $r_{f}^{\varepsilon}$ and $r_{b}^{\varepsilon}$ are nonnegative (see Theorem 3.3), we conclude that

$$
\left\|r_{f}^{\varepsilon}\right\|_{L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C \quad \text { and } \quad\left\|r_{b}^{\varepsilon}\right\|_{L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C .
$$

Now we show the estimates for $l^{\varepsilon}$. We choose $\phi=l^{\varepsilon}$ as a test function in (7) and calculate

$$
\begin{aligned}
& \left.\left.\frac{1}{2} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}} \partial_{t}\right|^{\varepsilon}\right|^{2} d x d t+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(D^{\varepsilon} \nabla l^{\varepsilon}, \nabla l^{\varepsilon}\right) d x d t+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}} \mu_{l}^{\varepsilon}\left|l^{\varepsilon}\right|^{2} d x d t \\
& =\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(d^{\varepsilon} r_{b}^{\varepsilon}-b^{\varepsilon} r_{f}^{\varepsilon} l^{\varepsilon}\right) l^{\varepsilon} d \gamma d t+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}} p_{l}^{\varepsilon}\left(l^{\varepsilon}\right) l^{\varepsilon} d x d t
\end{aligned}
$$

for any $\tau \in[0, T]$. Applying the Young inequality we obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}} d_{0}\left|\nabla l^{\varepsilon}\right|^{2} d x d t+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}} \mu_{l}^{\varepsilon}\left|l^{\varepsilon}\right|^{2} d x d t \\
& \leq \frac{\varepsilon d_{1}}{2 \delta} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|r_{b}^{\varepsilon}\right|^{2} d \gamma d t+\varepsilon \frac{\delta}{2} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d \gamma d t \\
& -\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon}\left|l^{\varepsilon}\right|^{2} d \gamma d t+c_{1} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x d t+\frac{1}{2} \int_{\Omega^{\varepsilon}}\left|l_{0}^{\varepsilon}\right|^{2} d x .
\end{aligned}
$$

Now we use (12), $\mu_{l}^{\varepsilon} \geq 0, b^{\varepsilon} \geq 0$, and $r_{f}^{\varepsilon} \geq 0$ and obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x+\int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(d_{0}-\frac{\delta \varepsilon^{2}}{2}\right)\left|\nabla l^{\varepsilon}\right|^{2} d x d t \\
& \leq \frac{\varepsilon}{2 \delta} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|r_{b}^{\varepsilon}\right|^{2} d \gamma d t+c_{1} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x d t+\frac{1}{2} \int_{\Omega^{\varepsilon}}\left|l_{0}^{\varepsilon}\right|^{2} d x
\end{aligned}
$$

Then, from the Gronwall lemma and the estimate for $r_{b}^{\varepsilon}$, it follows that

$$
\int_{\Omega}\left|l^{\varepsilon}\right|^{2} d x+\int_{0}^{T} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x d t \leq C
$$

Using the estimates for $l^{\varepsilon}, r_{f}^{\varepsilon}$, and $r_{b}^{\varepsilon}$, we conclude from (8) that

$$
\begin{aligned}
\left\|\partial_{t} r_{f}^{\varepsilon}\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C, \\
\left\|\partial_{t} r_{b}^{\varepsilon}\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C .
\end{aligned}
$$

To obtain the estimates for $\partial_{t} l^{\varepsilon}$ we choose $\phi=\partial_{t} l^{\varepsilon}$ as a test function and calculate

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|\partial_{t} l^{\varepsilon}\right|^{2} d x d t+\frac{1}{2} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(\partial_{t}\left(D^{\varepsilon} \nabla l^{\varepsilon}, \nabla l^{\varepsilon}\right)-\left(\partial_{t} D^{\varepsilon} \nabla l^{\varepsilon}, \nabla l^{\varepsilon}\right)\right) d x d t \\
& =\int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(p_{l}^{\varepsilon}\left(l^{\varepsilon}\right)-\mu_{l}^{\varepsilon} l^{\varepsilon}\right) \partial_{t} l^{\varepsilon} d x d t+\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(\partial_{t}\left(d^{\varepsilon} r_{b}^{\varepsilon} l^{\varepsilon}\right)-d^{\varepsilon} \partial_{t} r_{b}^{\varepsilon} l^{\varepsilon}-\partial_{t} d^{\varepsilon} r_{b}^{\varepsilon} l^{\varepsilon}\right) d \gamma d t \\
& +\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(-\partial_{t}\left(b^{\varepsilon} r_{f}^{\varepsilon}\left|l^{\varepsilon}\right|^{2}\right)+b^{\varepsilon} \partial_{t} r_{f}^{\varepsilon}\left|l^{\varepsilon}\right|^{2}+\partial_{t} b^{\varepsilon} r_{f}^{\varepsilon}\left|l^{\varepsilon}\right|^{2}\right) d \gamma d t
\end{aligned}
$$

Using the Young inequality we obtain

$$
\begin{aligned}
(1-\delta) & \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|\partial_{t} l^{\varepsilon}\right|^{2} d x d t+\frac{d_{0}}{2} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x \\
\leq & \frac{\varepsilon}{2 \delta} \int_{\Gamma^{\varepsilon}} d_{1}^{2}\left|r_{b}^{\varepsilon}\right|^{2} d \gamma+D_{2} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x d t \\
& +\varepsilon \frac{\delta}{2} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d \gamma+\frac{\varepsilon}{2} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(d_{1}^{2}\left|\partial_{t} r_{b}^{\varepsilon}\right|^{2}+\left|\partial_{t} d\right|^{2}\left|r_{b}^{\varepsilon}\right|^{2}\right) d \gamma d t \\
& +\frac{\varepsilon}{2} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d \gamma d t-\varepsilon \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon}\left|l^{\varepsilon}\right|^{2} d \gamma \\
& +\frac{1}{2 \delta} \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(\left|p_{l}^{\varepsilon}\left(l^{\varepsilon}\right)\right|^{2}+\mu_{l}^{\varepsilon}\left|l^{\varepsilon}\right|^{2}\right) d x d t+\varepsilon \int_{\Gamma^{\varepsilon}}\left(d_{1} r_{b 0} l_{0}+b_{1} r_{f 0}\left|l_{0}\right|^{2}\right) d \gamma \\
& +D_{1} \int_{\Omega^{\varepsilon}}\left|\nabla l_{0}\right|^{2} d x+\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(\partial_{t} b^{\varepsilon} r_{f}^{\varepsilon}+b^{\varepsilon}\left|\partial_{t} r_{f}^{\varepsilon}\right|\right)\left|l^{\varepsilon}\right|^{2} d \gamma d t
\end{aligned}
$$

where $D_{1}=\sup _{(0, T) \times \Omega}\left|D^{\varepsilon}\right|, D_{2}=\sup _{(0, T) \times \Omega}\left|\partial_{t} D^{\varepsilon}\right|$. For the estimate of the last integral we use the embedding for a space of dimension $n=3$, i.e., $L^{\infty}\left(0, T ; H^{1}\left(\Omega^{\varepsilon}\right)\right) \subset$ $L^{4}\left((0, T) \times \Gamma^{\varepsilon}\right)$,

$$
\begin{aligned}
& \varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}} b^{\varepsilon}\left|\partial_{t} r_{f}^{\varepsilon}\right|\left|l^{\varepsilon}\right|^{2} d \gamma d t \leq \frac{b_{1}^{2} \varepsilon}{2 \delta} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|\partial_{t} r_{f}^{\varepsilon}\right|^{2} d \gamma d t+\frac{\delta \varepsilon}{2} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}\right|^{4} d \gamma d t \\
& \quad \leq \frac{b_{1}^{2} \varepsilon}{2 \delta} \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left|\partial_{t} r_{f}^{\varepsilon}\right|^{2} d \gamma d t+\frac{\delta}{2} \sup _{[0, T]} \int_{\Omega^{\varepsilon}}\left|l^{\varepsilon}\right|^{2} d x+\frac{\delta \varepsilon^{2}}{2} \sup _{[0, T]} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x
\end{aligned}
$$

Using estimate (12) and the positivity of $b^{\varepsilon}$ and $r_{f}^{\varepsilon}$ we obtain

$$
\int_{0}^{T} \int_{\Omega^{\varepsilon}}\left|\partial_{t} l^{\varepsilon}\right|^{2} d x d t+\sup _{[0, T]} \int_{\Omega^{\varepsilon}}\left|\nabla l^{\varepsilon}\right|^{2} d x \leq C
$$

To obtain a priori estimates for functions defined in the domain independent of $\varepsilon$, we extend functions $l^{\varepsilon}$ defined on $\Omega^{\varepsilon}$ to functions $\bar{l}^{\varepsilon}$ defined on the whole $\Omega$.
3.4. Extension of $l^{\varepsilon}$. Since $l^{\varepsilon}$ is defined only on $\Omega^{\varepsilon}$, we extend it onto $\Omega$; see [8] or [19] for the proof.

Lemma 3.5. 1. For $l \in H^{1}(Y)$ there exists an extension $\tilde{l}$ to $Z$, such that

$$
\|\tilde{l}\|_{L^{2}(Z)} \leq c\|l\|_{L^{2}(Y)} \quad \text { and }\|\nabla \tilde{l}\|_{L^{2}(Z)} \leq c\|\nabla l\|_{L^{2}(Y)}
$$

2. For $l^{\varepsilon} \in H^{1}\left(\Omega^{\varepsilon}\right)$ there exists an extension $\tilde{l}^{\varepsilon}$ to $\Omega$, such that

$$
\left\|\tilde{l}^{\varepsilon}\right\|_{H^{1}(\Omega)} \leq c\left\|l^{\varepsilon}\right\|_{H^{1}\left(\Omega^{\varepsilon}\right)}
$$

Remark 3.1. For $l^{\varepsilon} \in L^{2}\left(0, T ; H^{1}\left(\Omega^{\varepsilon}\right)\right)$ we define $\bar{l}^{\varepsilon}(\cdot, t):=\tilde{l}^{\varepsilon}(\cdot, t)$ for a.a. $t$. Since the extension operator is linear, then $\bar{l}^{\varepsilon} \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$.

We identify $l^{\varepsilon}$ with the extension $\bar{l}^{\varepsilon}$. For the extended functions, we obtain a priori estimate of the supremum norm of $l^{\varepsilon}$.

Lemma 3.6. For any solution of problem (1)-(6), the following estimate holds:

$$
\begin{equation*}
\left\|l^{\varepsilon}\right\|_{L^{\infty}((0, T) \times \Omega)} \leq C, \tag{13}
\end{equation*}
$$

where $C$ is a constant independent on $\varepsilon$.
Estimate (13) follows from the nonnegativity of $l^{\varepsilon}, r_{f}^{\varepsilon}, r_{b}^{\varepsilon}$, the boundedness of $r_{b}^{\varepsilon}$ and $l_{0}$, and the estimate in Lemma 3.5; see Theorem 6.40 in [26] (for the sketch of proof see Appendix 6.1).

## 4. Convergence of solutions of microscopic problem.

4.1. Convergence of $\boldsymbol{l}^{\boldsymbol{\varepsilon}}, \boldsymbol{r}_{\boldsymbol{f}}^{\boldsymbol{\varepsilon}}$, and $\boldsymbol{r}_{\boldsymbol{b}}^{\boldsymbol{\varepsilon}}$. To show the convergence results we apply the method of two-scale convergence, introduced in [2] and [36], and extended further in $[3,37]$. The definition and theorems concerning the two-scale convergence, used in this section are outlined in Appendix 6.2.

To show the compactness of $l^{\varepsilon}$ we use the following Hilbert space.
Definition 4.1 (see [47]). Let $W^{\beta, 2}(\Omega)$ with $\beta \in \mathbb{R}, \beta>0$ be a Hilbert space defined as the completion of $C^{\infty}(\Omega)$ with respect to the norm

$$
\|u\|_{W^{\beta, 2}(\Omega)}=\|u\|_{W^{k, 2}(\Omega)}+\left\{\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2(\beta-k)}} d x d y\right\}^{\frac{1}{2}}
$$

where $k=[\beta]$.
Lemma 4.2. 1. For a function $v^{\varepsilon} \in H^{1}\left(\Omega^{\varepsilon}\right)$ the following estimate holds:

$$
\varepsilon \int_{\Gamma^{\varepsilon}}\left|v^{\varepsilon}\right|^{2} d \gamma_{x} \leq C \int_{\Omega^{\varepsilon}}\left|v^{\varepsilon}\right|^{2} d x+C \varepsilon^{2} \int_{\Omega^{\varepsilon}}\left|\nabla v^{\varepsilon}\right|^{2} d x
$$

where $C$ is a constant independent on $\varepsilon$.
2. For a function $v^{\varepsilon} \in W^{\beta, 2}\left(\Omega^{\varepsilon}\right)$, where $\frac{1}{2}<\beta<1$, the following estimate holds:

$$
\varepsilon \int_{\Gamma^{\varepsilon}}\left|v^{\varepsilon}\right|^{2} d \gamma_{x} \leq C \int_{\Omega^{\varepsilon}}\left|v^{\varepsilon}\right|^{2} d x+C \varepsilon^{2 \beta} \int_{\Omega^{\varepsilon}} \int_{\Omega^{\varepsilon}} \frac{\left|v^{\varepsilon}\left(x_{1}\right)-v^{\varepsilon}\left(x_{2}\right)\right|^{2}}{\left|x_{1}-x_{2}\right|^{n+2 \beta}} d x_{1} d x_{2}
$$

where $C$ is a constant independent on $\varepsilon$.
Proof. 1. For the proof see [19, Lemma 3].
2. For a function $v \in W^{\beta, 2}(Y)$ the trace theorem implies

$$
\int_{\Gamma}|v|^{2} d \gamma_{y} \leq C \int_{Y}|v|^{2} d y+C \int_{Y} \int_{Y} \frac{\left|v\left(y_{1}\right)-v\left(y_{2}\right)\right|^{2}}{\left|y_{1}-y_{2}\right|^{n+2 \beta}} d y_{1} d y_{2}
$$

Changing variables, $y=x / \varepsilon$, we obtain

$$
\int_{\varepsilon \Gamma_{i}}\left|v^{\varepsilon}\right|^{2} \frac{d \gamma_{x}}{\varepsilon^{n-1}} \leq C \int_{\varepsilon Y_{i}}\left|v^{\varepsilon}\right|^{2} \frac{d x}{\varepsilon^{n}}+C \int_{\varepsilon Y_{i}} \int_{\varepsilon Y_{i}} \frac{\left|v^{\varepsilon}\left(x_{1}\right)-v^{\varepsilon}\left(x_{2}\right)\right|^{2}}{\left|x_{1}-x_{2}\right|^{n+2 \beta}} \varepsilon^{n+2 \beta} \frac{d x_{1}}{\varepsilon^{n}} \frac{d x_{2}}{\varepsilon^{n}}
$$

Multiplying the inequality side by side with $\varepsilon^{-n}$ and summing up over $i$ from 1 to $N$ implies the estimate of the lemma.

Using a priori estimates derived in section 3.3 and the concept of the two-scale convergence, we obtain the following compactness result.

Lemma 4.3. There exist functions $l, r_{f}$, and $r_{b}$ such that

1. $l^{\varepsilon} \rightharpoonup l$ in $L^{2}\left(0, T ; H^{1}(\Omega)\right), \partial_{t} l^{\varepsilon} \rightharpoonup \partial_{t} l$ in $L^{2}((0, T) \times \Omega), l^{\varepsilon} \stackrel{*}{\longrightarrow} l$ in $L^{\infty}((0, T) \times$ $\Omega$ ),
2. $l^{\varepsilon} \rightarrow l$ in $L^{2}\left(0, T ; W^{\beta, 2}(\Omega)\right)$ for $\frac{1}{2}<\beta<1$ and $\lim _{\varepsilon \rightarrow 0}\left\|l^{\varepsilon}-l\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)}=0$,
3. $l^{\varepsilon} \rightarrow l$ two-scale, $\nabla l^{\varepsilon} \rightarrow \nabla_{x} l+\nabla_{y} l_{1}$ two-scale, $l_{1} \in L^{2}\left((0, T) \times \Omega ; H_{p e r}^{1}(Z) / \mathbb{R}\right)$,
4. $r_{f}^{\varepsilon} \rightarrow r_{f}, r_{b}^{\varepsilon} \rightarrow r_{b}$ two-scale and $r_{f}, r_{b} \in L^{\infty}((0, T) \times \Omega \times \Gamma)$,
5. $\partial_{t} r_{f}^{\varepsilon} \rightarrow \partial_{t} r_{f}, \partial_{t} r_{b}^{\varepsilon} \rightarrow \partial_{t} r_{b}$ two-scale, and $\partial_{t} r_{f}, \partial_{t} r_{b} \in L^{2}((0, T) \times \Omega \times \Gamma)$.

Proof. From the a priori estimates in Lemma 3.4, we obtain weak convergence $l^{\varepsilon} \rightharpoonup l$ in $L^{2}\left(0, T ; H^{1}(\Omega)\right), \partial_{t} l^{\varepsilon} \rightharpoonup \partial_{t} l$ in $L^{2}((0, T) \times \Omega)$, and $l^{\varepsilon} \stackrel{*}{\rightarrow} l$ in $L^{\infty}((0, T) \times \Omega)$.

To obtain strong convergence of $l^{\varepsilon}$ in $L^{2}\left((0, T), W^{\beta, 2}(\Omega)\right), \frac{1}{2}<\beta<1$, we use the compact embedding of $W^{\beta, 2}(\Omega)$ in $H^{1}(\Omega)$ and apply the Lions-Aubin lemma [27] with $B=W^{\beta, 2}(\Omega)$. Applying Lemma 4.2 we obtain the inequality

$$
\left\|l^{\varepsilon}\right\|_{\Gamma^{\varepsilon}}^{2} \leq c\left\|l^{\varepsilon}\right\|_{W^{\beta, 2}\left(\Omega^{\varepsilon}\right)}^{2}
$$

It follows that

$$
\left\|l^{\varepsilon}-l\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq c\left\|l^{\varepsilon}-l\right\|_{L^{2}\left(0, T ; W^{\beta, 2}\left(\Omega^{\varepsilon}\right)\right)}^{2} \leq c\left\|l^{\varepsilon}-l\right\|_{L^{2}\left(0, T ; W^{\beta, 2}(\Omega)\right)}^{2} \rightarrow 0 \text { for } \varepsilon \rightarrow 0
$$

Since $l^{\varepsilon}$ is bounded in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$, the compactness theorem (see Theorem 6.3 in Appendix 6.2) implies the two-scale convergence of $l^{\varepsilon}$ to the same function $l$ and the existence of a function $l_{1} \in L^{2}\left((0, T) \times \Omega ; H_{p e r}^{1}(Z) / \mathbb{R}\right)$ such that, up to a subsequence, $\nabla l^{\varepsilon}$ two-scale converges to $\nabla_{x} l(x)+\nabla_{y} l_{1}(x, y)$.

Invoking Theorem 6.5 (see Appendix 6.2) we obtain the two-scale convergence of $r_{f}^{\varepsilon}$ and $r_{b}^{\varepsilon}$ to functions in $L^{\infty}((0, T) \times \Omega \times \Gamma)$. Due to $\left\|\partial_{t} r_{f}^{\varepsilon}\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C$ and [37, Theorem 2.2], we conclude that $\partial_{t} r_{f}^{\varepsilon} \rightarrow v$ two-scale and $v \in L^{2}((0, T) \times \Omega \times \Gamma)$. Then

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Gamma \times \Omega} v \phi d x d \gamma_{y} d t=\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{\Gamma^{\varepsilon}} \partial_{t} r_{f}^{\varepsilon} \phi d \gamma_{x} d t \\
& =-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{\Gamma^{\varepsilon}} r_{f}^{\varepsilon} \partial_{t} \phi d \gamma_{x} d t=-\int_{0}^{T} \int_{\Gamma \times \Omega} r_{f} \partial_{t} \phi d x d \gamma_{y} d t
\end{aligned}
$$

Consequently, we conclude that $v=\partial_{t} r_{f}$. Analogously we obtain the two-scale convergence of $\partial_{t} r_{b}^{\varepsilon}$ to $\partial_{t} r_{b}$.

### 4.2. Macroscopic equations.

THEOREM 4.4. As $\varepsilon \rightarrow 0$, the sequence of solutions of the microscopic problem (1)-(6) converges to the weak solution $\left(l, r_{f}, r_{b}\right), l \in H^{1}\left(0, T ; L^{2}(\Omega)\right), l \in L^{2}(0, T$; $\left.H^{1}(\Omega)\right), l \in L^{\infty}((0, T) \times \Omega), r_{f}, r_{b} \in H^{1}\left(0, T ; L^{2}(\Omega \times \Gamma)\right), r_{f}, r_{b} \in L^{\infty}((0, T) \times \Omega \times \Gamma)$,
of the following macroscopic problem:

$$
\left\{\begin{array}{rlrl}
\partial_{t} l(t, x)= & -\frac{1}{|Y|} \int_{\Gamma}\left(b(t, y) r_{f}(t, x, y) l(t, x)-d(t, y) r_{b}(t, x, y)\right) d \gamma_{y}  \tag{14}\\
& +(\nabla(S(t) \nabla l(t, x)))+\tilde{p}_{l}(t, l(t, x))-\tilde{\mu}_{l}(t) l(t, x), \\
\nabla l(t, x) \cdot \nu= & 0, & & t>0, x \in \Omega \\
l(t, x)= & l_{0}(x), & & t>0, x \in \Gamma^{N} \\
\nabla=0, x \in \Omega
\end{array}\right.
$$

$$
\left\{\begin{array}{rlrl}
\partial_{t} r_{f}(t, x, y)= & p_{r}\left(t, y, r_{b}(t, x, y)\right)-b(t, y) r_{f}(t, x, y) l(t, x) &  \tag{15}\\
& \quad+d(t, y) r_{b}(t, x, y)-\mu_{f}(t, y) r_{f}(t, x, y), & y \in \Gamma, x \in \Omega \\
\partial_{t} r_{b}(t, x, y)= & b(t, y) r_{f}(t, x, y) l(t, x)-d(t, y) r_{b}(t, x, y) & & \\
& -\mu_{b}(t, y) r_{b}(t, x, y), & & y \in \Gamma, x \in \Omega \\
r_{f}(t, x, y)= & r_{f_{0}}(x, y), & & t=0, y \in \Gamma, x \in \Omega \\
r_{b}(t, x, y)= & r_{b 0}(x, y), & & t=0, y \in \Gamma, x \in \Omega
\end{array}\right.
$$

where $\tilde{\mu}_{l}(t)=\frac{1}{|Y|} \int_{Y} \mu_{l}(t, y) d y, \tilde{p}(t, l)=\frac{1}{|Y|} \int_{Y} p(t, y, l) d y$, and the matrix $S$ is defined as $s_{i j}=\frac{1}{|Y|} \sum_{k=1}^{3} \int_{Y}\left(D_{i j}(t, y)+D_{i k}(t, y) \partial_{y_{k}} w_{j}\right) d y$ with $w_{i}$ being the solutions of the cell problem
$-\nabla_{y}\left(D(t, y) \nabla_{y} w_{i}\right)=\sum_{k=1}^{3} \partial_{y_{k}} D_{k i}(t, y) \quad$ in $Y, \quad-D(t, y) \frac{\partial w_{i}}{\partial \nu}=\sum_{k=1}^{3} D_{k i}(t, y) \nu_{k} \quad$ on $\Gamma$.
Proof. To derive a limit equation for $l^{\varepsilon}$ we apply a standard two-scale convergence method and strong convergence of $l^{\varepsilon}$. Using in (7) a test function of the form $\phi(t, x)=$ $\psi_{0}(t, x)+\varepsilon \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right), \psi_{0} \in C^{\infty}((0, T) \times \Omega), \psi_{1} \in C^{\infty}\left((0, T) \times \Omega ; C_{p e r}^{\infty}(Z)\right)$ and passing to the two-scale limit applying Lemma 4.3 yields

$$
\begin{aligned}
& |Y| \int_{0}^{T} \int_{\Omega} \partial_{t} l \psi_{0}(t, x) d x d t+|Y| \int_{0}^{T} \int_{\Omega} \tilde{\mu}_{l}(t) l(t, x) \psi_{0}(t, x) d x d t \\
& +\int_{0}^{T} \int_{\Omega} \int_{Y} D(t, y)\left(\nabla_{x} l(t, x)+\nabla_{y} l_{1}(t, x, y)\right)\left(\nabla_{x} \psi_{0}+\nabla_{y} \psi_{1}\right) d y d x d t \\
& =-\int_{0}^{T} \int_{\Omega} \int_{\Gamma}\left[b(t, y) r_{f}(t, x, y) l(t, x)-d(t, y) r_{b}(t, x, y)\right] \psi_{0}(t, x) d \gamma_{y} d x d t \\
& +|Y| \int_{0}^{T} \int_{\Omega} \tilde{p}_{l}(t, l) \psi_{0} d x d t
\end{aligned}
$$

To show the convergence of the nonlinear term $b^{\varepsilon} r_{f}^{\varepsilon} l^{\varepsilon}$ of the boundary integral, we rewrite this integral as a sum of two integrals,

$$
\begin{aligned}
\varepsilon \int_{0}^{T} & \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon} l^{\varepsilon}\left(\psi_{0}(t, x)+\varepsilon \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right)\right) d \gamma_{x} d t \\
= & \varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon} l\left(\psi_{0}(t, x)+\varepsilon \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right)\right) d \gamma_{x} d t \\
& \quad+\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon}\left(l^{\varepsilon}-l\right)\left(\psi_{0}(t, x)+\varepsilon \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right)\right) d \gamma_{x} d t
\end{aligned}
$$

The first integral converges to $\int_{0}^{T} \int_{\Omega} \int_{\Gamma} b(t, y) r_{f}(t, x, y) l(t, x) \psi_{0}(t, x) d \gamma_{y} d x d t$ due to the two-scale convergence of $r_{f}^{\varepsilon}$. Since $\left\|l^{\varepsilon}-l\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)} \rightarrow 0$ as $\varepsilon \rightarrow 0$, we obtain for the second integral

$$
\begin{aligned}
& \varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon}\left(l^{\varepsilon}-l\right)\left(\psi_{0}(t, x)+\varepsilon \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right)\right) d \gamma_{x} d t \\
& \leq \varepsilon\left(\int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left|b^{\varepsilon} r_{f}^{\varepsilon} \psi_{0}\right|^{2} d \gamma_{x} d t\right)^{1 / 2}\left(\int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}-l\right|^{2} d \gamma_{x} d t\right)^{1 / 2} \\
& +\varepsilon^{2}\left(\int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left|b^{\varepsilon} r_{f}^{\varepsilon} \psi_{1}\right|^{2} d \gamma_{x} d t\right)^{1 / 2}\left(\int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}-l\right|^{2} d \gamma_{x} d t\right)^{1 / 2} \rightarrow 0 \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

To determinate the unknown function $l_{1} \in L^{2}\left((0, T) \times \Omega ; H_{\text {per }}^{1}(Y) / \mathbb{R}\right)$, we set $\psi_{0}=0$ and obtain the equation

$$
\int_{0}^{T} \int_{\Omega \times Y} D(t, y)\left(\nabla_{x} l(t, x)+\nabla_{y} l_{1}(t, x, y)\right) \nabla_{y} \psi_{1}(t, x, y) d t d x d y=0
$$

for all $\psi_{1}$. From this it follows that $l_{1}$ depends linearly on $\nabla_{x} l$, and it can be written in the form

$$
l_{1}=\sum_{i=1}^{n} \frac{\partial l}{\partial x_{i}} \cdot w_{i}
$$

where the functions $w_{i}$ are defined as solutions of the cell problem

$$
-\nabla\left(D(t, y) \nabla w_{i}\right)=\sum_{k=1}^{3} \partial_{y_{k}} D_{k i}(t, y) \text { in } Y, \quad-D(t, y) \frac{\partial w_{i}}{\partial \nu}=\sum_{k=1}^{3} D_{k i}(t, y) \nu_{k} \text { on } \Gamma .
$$

Next, setting $\psi_{1}=0$, we obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} \int_{Y} \sum_{i, j=1}^{n} D_{i j}(t, y)\left(\partial_{x_{i}} l(t, x)+\sum_{k=1}^{n} \partial_{y_{i}} w_{k} \partial_{x_{k}} l(t, x)\right) \partial_{x_{j}} \psi_{0}(t, x) d y d x d t \\
& =|Y| \int_{0}^{T} \int_{\Omega} \sum_{i, j=1}^{n} s_{i j} \partial_{x_{i}} \psi_{0}(t, x) \partial_{x_{j}} l(t, x) d y d x d t
\end{aligned}
$$

with $s_{i j}=\frac{1}{|Y|} \sum_{k=1}^{3} \int_{Y}\left(D_{i j}(t, y)+D_{i k}(t, y) \partial_{y_{k}} w_{j}\right) d y$.
The difficulty arises in passing to the limit in nonlinear terms in the ordinary differential equations on the surface of microstructures. We have to show that $p_{r}^{\varepsilon}$ $\left(t, x, r_{b}^{\varepsilon}(t, x)\right) \rightarrow p_{r}\left(t, y, r_{b}(t, x, y)\right)$ in the two-scale sense. To cope with this difficulty we apply the unfolding method (periodic modulation), developed in $[7,5,6]$. Following [5] and [6], we define a dilation operator.

Definition 4.5. For a given $\varepsilon>0$, we define a dilation operator $D^{\varepsilon}$ mapping measurable functions on $(0, T) \times \Gamma^{\varepsilon}$ to measurable functions on $(0, T) \times \Omega \times \Gamma$ by

$$
D^{\varepsilon} u(t, x, y)=u\left(t, c^{\varepsilon}(x)+\varepsilon y\right), \quad y \in \Gamma, \quad(t, x) \in(0, T) \times \Omega
$$

where $c^{\varepsilon}(x)$ denotes the lattice translation point of the $\varepsilon$-cell domain containing $x$, $c^{\varepsilon}(x)=\varepsilon\left[\frac{x}{\varepsilon}\right]$. We extend $D^{\varepsilon} u$ from $\Gamma$ to $\bigcup_{k}(\Gamma+k)$ periodically.

Remark 4.1. The dilation operator $D^{\varepsilon}$ is well defined for all $(t, x, y) \in(0, T) \times$ $\Omega \times \Gamma$ under the assumption on the geometry of domain $\Omega^{\varepsilon}$ (cf. Remark 2.1).

To proceed, we have to establish the link between the two-scale convergence and the weak convergence of the dilated sequences. Following [6], we formulate the lemma on the convergence of $D^{\varepsilon} u^{\varepsilon}:(0, T) \times \Omega \times \Gamma \rightarrow \mathbb{R}$. We define $L_{\text {per }}^{2}(\Gamma)$ as the space of functions $f \in L^{2}(\Gamma)$ defined on $\Gamma$ and periodically extended to $\Gamma^{*}=\bigcup_{k}(\Gamma+k)$.

LEMMA 4.6. If $D^{\varepsilon} u^{\varepsilon} \rightharpoonup u^{*}$ weakly in $L^{2}\left((0, T) \times \Omega ; L_{p e r}^{2}(\Gamma)\right)$ and $u^{\varepsilon} \rightarrow u$ twoscale, then $u^{*}=u$ a.e. in $(0, T) \times \Omega \times \Gamma$.

Proof. Let $u^{*}$ be a weak limit of $D^{\varepsilon} u^{\varepsilon}$. Then, for a test function $\psi(t, x) h(y)$, where $\psi \in C_{0}^{\infty}((0, T) \times \Omega)$ and $h \in C_{\text {per }}^{\infty}(\Gamma)$, we obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega \times \Gamma} D^{\varepsilon} u^{\varepsilon}(t, x, y) \psi(t, x) h(y) d \gamma_{y} d x d t \\
& \quad \rightarrow \int_{0}^{T} \int_{\Omega \times \Gamma} u^{*}(t, x, y) \psi(t, x) h(y) d \gamma_{y} d x d t \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
\int_{0}^{T} & \int_{\Omega \times \Gamma} D^{\varepsilon} u^{\varepsilon}(t, x, y) \psi(t, x) h(y) d \gamma_{y} d x d t \\
& =\int_{0}^{T} \int_{\Omega \times \Gamma} u^{\varepsilon}\left(t, \varepsilon y+c^{\varepsilon}(x)\right) \psi(t, x) h(y) d \gamma_{y} d x d t \\
\quad & =\sum_{k=1}^{N} \int_{0}^{T} \int_{\varepsilon(Z+k)} \int_{\Gamma} u^{\varepsilon}\left(t, \varepsilon y+c^{\varepsilon}(x)\right) \psi(t, x) h(y) d \gamma_{y} d x d t
\end{aligned}
$$

Changing variables $z=\varepsilon(y+k)$, where $c^{\varepsilon}(x)=\varepsilon\left[\frac{x}{\varepsilon}\right]=\varepsilon k$, and using the periodicity of $h$, we obtain

$$
\begin{aligned}
\int_{0}^{T} & \sum_{k=1}^{N} \varepsilon^{-2} \int_{\varepsilon(\Gamma+k)} u^{\varepsilon}(t, z) h\left(\frac{z}{\varepsilon}\right) \int_{\varepsilon(Z+k)} \psi(t, x) d x d \gamma_{z} d t \\
& =\varepsilon \int_{0}^{T} \sum_{k=1}^{N} \int_{\varepsilon(\Gamma+k)} u^{\varepsilon}(t, z) h\left(\frac{z}{\varepsilon}\right) \psi(t, z) d \gamma_{z} d t+c \varepsilon^{2} \\
& \rightarrow \int_{0}^{T} \int_{\Omega} \int_{\Gamma} u(t, x, y) h(y) \psi(t, x) d \gamma_{y} d x d t
\end{aligned}
$$

since from the continuity of $\psi$ we have the estimate

$$
\left|\varepsilon^{-3} \int_{\varepsilon(Z+k)}(\psi(t, x)-\psi(t, z)) d x\right| \leq c \varepsilon \text { for } z \in \varepsilon(\Gamma+k)
$$

Therefore, we conclude that $u^{*}=u$ a.e. in $(0, T) \times \Omega \times \Gamma$.
In analogy to the above lemma and Lemma 2 in [5], we can prove the following properties of the dilation operator for oscillating surfaces.

Lemma 4.7. For $u \in L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)$

$$
\left\|D^{\varepsilon} u\right\|_{L^{2}(\Omega \times \Gamma)}=\|u\|_{L^{2}\left(\Gamma^{\varepsilon}\right)}
$$

If $u \in L^{2}(\Omega \times \Gamma)$ is constant in $y$, then $D^{\varepsilon} u \rightarrow u$ as $\varepsilon \rightarrow 0$ strongly in $L^{2}(\Omega \times \Gamma)$.
Changing variables, $\Gamma^{\varepsilon} \ni x \rightarrow \varepsilon y+c^{\varepsilon}(x), c^{\varepsilon}(x)=\varepsilon k$ for $x \in \Gamma^{\varepsilon}$, we obtain equations on the fixed domain $(0, T) \times \Omega \times \Gamma$,

$$
\begin{aligned}
\frac{\partial}{\partial t} D^{\varepsilon} r_{f}^{\varepsilon}(t, x, y)= & -\mu_{f}(t, y) D^{\varepsilon} r_{f}^{\varepsilon}(t, x, y)+p_{r}\left(t, y, D^{\varepsilon} r_{b}^{\varepsilon}(t, x, y)\right) \\
& -b(t, y) D^{\varepsilon} r_{f}^{\varepsilon}(t, x, y) D^{\varepsilon} l^{\varepsilon}(t, x, y)+d(t, y) D^{\varepsilon} r_{b}^{\varepsilon}(t, x, y) \\
\frac{\partial}{\partial t} D^{\varepsilon} r_{b}^{\varepsilon}(t, x, y)= & -\mu_{b}(t, y) D^{\varepsilon} r_{b}^{\varepsilon}(t, x, y) \\
& +b(t, y) D^{\varepsilon} r_{f}^{\varepsilon}(t, x, y) D^{\varepsilon} l^{\varepsilon}(t, x, y)-d(t, y) D^{\varepsilon} r_{b}^{\varepsilon}(t, x, y)
\end{aligned}
$$

Applying the estimates for $r_{f}^{\varepsilon}$ and $r_{b}^{\varepsilon}$, we obtain the estimates for $D^{\varepsilon} r_{f}{ }^{\varepsilon}$ and $D^{\varepsilon} r_{b}{ }^{\varepsilon}$ and the weak convergence of $D^{\varepsilon} r_{f}{ }^{\varepsilon}$ to $r_{f}$ and $D^{\varepsilon} r_{b}{ }^{\varepsilon}$ to $r_{b}$ in $L^{2}\left((0, T) \times \Omega ; L_{\text {per }}^{2}(\Gamma)\right)$ (see Lemma 4.6). Since $\sup _{[0, T] \times \bar{\Omega}}\left|l^{\varepsilon}\right| \leq C$, we conclude that $\sup _{[0, T] \times \Omega \times \Gamma}\left|D^{\varepsilon} l^{\varepsilon}\right| \leq C$.

Now we prove the strong convergence of $D^{\varepsilon} r_{f}{ }^{\varepsilon}$ and $D^{\varepsilon} r_{b}{ }^{\varepsilon}$ in $L^{2}\left((0, T) \times \Omega ; L_{\mathrm{per}}^{2}(\Gamma)\right)$. For this we show that $D^{\varepsilon} r_{f}{ }^{\varepsilon}$ and $D^{\varepsilon} r_{b}{ }^{\varepsilon}$ are Cauchy sequences. We consider the equations for $D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}{ }^{\varepsilon_{m}}$ and $D^{\varepsilon_{n}} r_{b}{ }^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}$, with $n>m$, multiply them side by side with $D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}$ and $D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}$, respectively, and integrate over $\Omega \times \Gamma$.

$$
\begin{aligned}
& \frac{\partial}{\partial t} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right|^{2} d x d \gamma=-\int_{\Omega \times \Gamma} \mu_{f}(t, y)\left|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
& +\int_{\Omega \times \Gamma}\left(p_{r}\left(t, y, D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}\right)-p_{r}\left(t, y, D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right)\right)\left(D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right) d x d \gamma \\
& -\int_{\Omega \times \Gamma} b(t, y)\left(D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}} D^{\varepsilon_{n}} l^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}} D^{\varepsilon_{m}} l^{\varepsilon_{m}}\right)\left(D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right) d x d \gamma \\
& -\int_{\Omega \times \Gamma} d(t, y)\left(D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right)\left(D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right) d x d \gamma \\
& \frac{\partial}{\partial t} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right|^{2} d x d \gamma=-\int_{\Omega \times \Gamma} \mu_{b}(t, y)\left|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
& +\int_{\Omega \times \Gamma} b(t, y)\left(D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}} D^{\varepsilon_{n}} l^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}} D^{\varepsilon_{m}} l^{\varepsilon_{m}}\right)\left(D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right) d x d \gamma \\
& -\int_{\Omega \times \Gamma} d(t, y)\left|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right|^{2} d x d \gamma .
\end{aligned}
$$

Using the Young inequality, we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{f}{ }^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}{ }^{\varepsilon_{m}}\right|^{2} d x d \gamma  \tag{16}\\
& \leq C_{1} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f} \varepsilon_{m}\right|^{2} d x d \gamma \\
&+C_{2} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
&+b_{1} \sup _{(0, T) \times \Omega \times \Gamma}\left|D^{\varepsilon_{n}} l^{\varepsilon_{n}}\right| \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f} \varepsilon^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
& \frac{\partial}{\partial t} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
&+C_{3} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} l^{\varepsilon_{n}}-D^{\varepsilon_{m}} l^{\varepsilon_{m}}\right|^{2} d x d \gamma  \tag{17}\\
& \leq C_{4} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
&+b_{1} \sup _{(0, T) \times \Omega \times \Gamma}\left|D^{\varepsilon_{n}} l^{\varepsilon_{n}}\right| \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right|^{2} d x d \gamma \\
&+C_{5} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} l^{\varepsilon_{n}}-D^{\varepsilon_{m}} l^{\varepsilon_{m}}\right|^{2} d x d \gamma .
\end{align*}
$$

Due to Lemma 4.7 and strong convergence of $l^{\varepsilon}$ on $\Gamma^{\varepsilon}$, we obtain

$$
\int_{0}^{T} \int_{\Omega \times \Gamma}\left|D^{\varepsilon} l^{\varepsilon}-D^{\varepsilon} l\right|^{2} d \gamma d x d t=\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left|l^{\varepsilon}-l\right|^{2} d \gamma_{x} d t \leq C \varepsilon
$$

Therefore, since $D^{\varepsilon_{n}} l \rightarrow l$ strongly in $L^{2}((0, T) \times \Omega \times \Gamma)$ (see Lemma 4.7),

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega \times \Gamma}\left|D^{\varepsilon_{n}} l^{\varepsilon_{n}}-D^{\varepsilon_{m}} l^{\varepsilon_{m}}\right|^{2} d \gamma d x d t \\
& \quad \leq \quad \int_{0}^{T} \int_{\Omega \times \Gamma}\left(\left|D^{\varepsilon_{n}} l^{\varepsilon_{n}}-D^{\varepsilon_{n}} l\right|^{2}+\left|D^{\varepsilon_{n}} l-l\right|^{2}\right) d \gamma d x d t \\
& \quad \\
& \quad+\int_{0}^{T} \int_{\Omega \times \Gamma}\left(\left|D^{\varepsilon_{m}} l-l\right|^{2}+\left|D^{\varepsilon_{m}} l^{\varepsilon_{m}}-D^{\varepsilon_{m}} l\right|^{2}\right) d \gamma d x d t \\
& \leq \\
& \leq \varepsilon_{n} \int_{0}^{T} \int_{\Gamma^{\varepsilon_{n}}}\left|l^{\varepsilon_{n}}-l\right|^{2} d \gamma_{x} d t \\
& \quad \varepsilon_{m} \int_{0}^{T} \int_{\Gamma^{\varepsilon_{m}}}\left|l^{\varepsilon_{m}}-l\right|^{2} d \gamma_{x} d t+\int_{0}^{T} \int_{\Omega \times \Gamma}\left(\left|D^{\varepsilon_{n}} l-l\right|^{2}+\left|D^{\varepsilon_{m}} l-l\right|^{2}\right) d \gamma d x d t \\
& \leq \\
& \leq C\left(\varepsilon_{n}+\varepsilon_{m}\right)
\end{aligned}
$$

We add (16) and (17) side by side and integrate with respect to time. Using additionally the boundedness of $D^{\varepsilon} l^{\varepsilon}$ on $(0, T) \times \Omega \times \Gamma$, we obtain

$$
\begin{aligned}
& \left\|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right\|^{2}+\left\|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right\|^{2} \\
& \leq C_{1} \int_{0}^{\tau}\left(\left\|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right\|^{2}+\left\|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right\|^{2}\right) d t+C_{2} \frac{1}{n}
\end{aligned}
$$

where $C_{1}=C_{1}\left(\sup _{(0, T) \times \Omega}\left|l^{\varepsilon}\right|, \sup _{(0, T) \times \Gamma}\left|\mu_{f}\right|, \sup _{(0, T) \times \Gamma}\left|\mu_{b}\right|, \sup _{(0, T) \times \Gamma}|b|, \sup _{(0, T) \times \Gamma}|d|\right.$, $\left.\sup _{(0, T) \times \Gamma^{\varepsilon}}\left|r_{f}^{\varepsilon}\right|\right)$. Then the Gronwall lemma yields

$$
\begin{aligned}
& \left\|D^{\varepsilon_{n}} r_{f}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{f}^{\varepsilon_{m}}\right\|_{L^{2}(\Omega \times \Gamma)} \leq C \frac{1}{n} \\
& \left\|D^{\varepsilon_{n}} r_{b}^{\varepsilon_{n}}-D^{\varepsilon_{m}} r_{b}^{\varepsilon_{m}}\right\|_{L^{2}(\Omega \times \Gamma)} \leq C \frac{1}{n}
\end{aligned}
$$

Using strong convergence of $D^{\varepsilon} r_{b}{ }^{\varepsilon}$, continuity of $p_{r}$, and weak convergence of $p_{r}(t, y$, $\left.D^{\varepsilon} r_{b}^{\varepsilon}\right)$, which results from the boundedness of $p_{r}$, we obtain that $p_{r}\left(t, y, D^{\varepsilon} r_{b}^{\varepsilon}\right)$ weakly converges to $p_{r}\left(t, y, r_{b}(t, x, y)\right)$ in $L^{2}\left((0, T) \times \Omega ; L_{\text {per }}^{2}(\Gamma)\right)$.

Now we can take the two-scale limit in the equations on the boundary,

$$
\begin{aligned}
& \varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} \partial_{t} r_{f}^{\varepsilon} \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right) d \gamma_{x} d t=\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} p_{r}^{\varepsilon}\left(t, x, r_{b}^{\varepsilon}(t, x)\right) \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right) d \gamma_{x} d t \\
& +\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left(-b^{\varepsilon} r_{f}^{\varepsilon}(t, x) l^{\varepsilon}(t, x)+d^{\varepsilon}(t, x) r_{b}^{\varepsilon}(t, x)-\mu_{f}^{\varepsilon} r_{f}^{\varepsilon}(t, x)\right) \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right) d \gamma_{x} d t \\
& \varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} \partial_{t} r_{b}^{\varepsilon}(t, x) \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right) d \gamma_{x} d t=\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} b^{\varepsilon} r_{f}^{\varepsilon}(t, x) l^{\varepsilon}(t, x) \psi_{1} d \gamma_{x} d t \\
& +\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}}\left(-d^{\varepsilon} r_{b}^{\varepsilon}(t, x)-\mu_{b}^{\varepsilon} r_{b}^{\varepsilon}(t, x)\right) \psi_{1}\left(t, x, \frac{x}{\varepsilon}\right) d \gamma_{x} d t .
\end{aligned}
$$

The linear terms converge two-scale to their limit functions. The proof of convergence for the nonlinear term $b^{\varepsilon} r_{f}^{\varepsilon}(t, x) l^{\varepsilon}(t, x)$ is the same as in the equation for $l^{\varepsilon}$. Due to boundedness of $p_{r}^{\varepsilon}$ and Lemma 4.6, $p_{r}^{\varepsilon}\left(t, x, r_{b}^{\varepsilon}\right)$ converges two-scale to $p_{r}\left(t, y, r_{b}(t, x, y)\right)$. Therefore, we obtain the macroscopic equations for $r_{f}$ and $r_{b}$.

The uniqueness of the solution of the macroscopic problem can be proved in the same way as for the microscopic problem.

Remark 4.2. Properties of the macroscopic model: Using the framework of bounded invariant rectangles (see [44]) we can show that solutions of system (14)(15) remain positive for positive initial conditions and that they are also uniformly bounded. This results from the assumption of the nonnegativity of the model parameters and their boundedness independent of time. Methods outlined in [44, Chapter 14] can be used without major modifications.
5. Discussion. In this work, using homogenization techniques, we studied the macroscopic limit of the microscopic model describing receptor-ligand dynamics on cell membranes and in the intercellular space. We tried to answer the question of how processes which take place in different "spaces," such as cells membranes, intercellular space, and also intracellular space, can be described by macroscopic models operating
in homogenized space. On one hand, this work provides a justification of previously proposed models, and on the other hand it is a starting point for further models.

Comparison of the macroscopic model (14)-(15) to the previously considered receptor-based model of the form

$$
\begin{align*}
\frac{\partial}{\partial t} r_{f} & =-\mu_{f} r_{f}+p_{r}\left(r_{b}\right)-b r_{f} l+d r_{b} \\
\frac{\partial}{\partial t} r_{b} & =-\mu_{b} r_{b}+b r_{f} l-d r_{b}  \tag{18}\\
\frac{\partial}{\partial t} l & =\frac{1}{\gamma} \frac{\partial^{2}}{\partial x^{2}} l-\mu_{l} l-b r_{f} l+p_{l}(l)+d r_{b}
\end{align*}
$$

defined on the macroscopic domain $\Omega$, shows in which cases the "older" models can be derived from the microscopic description. Model (14)-(15) is equivalent to model (18) in the case when neither the model parameters nor the initial conditions for $r_{f}$ and $r_{b}$ depend on the surface variable $y$. It means that the processes described are homogeneous within each cell and that there is no heterogeneity in the dissociation or binding processes on the cell surfaces. For nonadherent cells one can consider receptor production, binding, dissociation, or decay to be uniformly distributed on the cell surface, which results in model coefficients being constant with respect to the surface variable $y$. Under such assumptions we obtain a macroscopic model, in which the integral in the equation for the ligands disappears and the only difference with respect to model (18) is that the kinetics are multiplied by a coefficient $\int_{\Gamma} d \gamma_{y} /|Y|$. However, there is now considerable evidence of the existence of lipid raft microdomains, called membrane rafts, which organize the membrane into specialized functional units [14, $15,38,39,41]$. Rafts were described mainly for T-cells and T-cell receptor [15, 39, 40], but now it is clear that they play an important role for many different receptor classes [13, 41]. There are observations that the structure of lipid rafts could control cellular processes such as signaling cascades [40, 43] and receptor synthesis and trafficking [21] as well as cell adhesion and migration [16]. Some membrane proteins are located preferentially on the raft domains, whereas others are excluded from them [14]. Such a situation corresponds to the nonhomogeneous initial distribution of receptors on the cell surface and also de novo production terms depending on the surface variable. Our studies show that in such a case the "older" type of receptor-based model is not relevant.

Another example of cells with nonhomogeneous membrane properties are adherent cells. In the case of adherent cells there are two types of polarity, top-bottom and front-back, and it is not easy for the ligand to get in contact with the bottom of the cell. One can imagine that receptors may be concentrated on the frontal end of the cell (this determines cell motility in the case of chemotaxis), and, therefore, all the receptor-ligand processes are nonhomogeneous within the membrane [22].

## 6. Appendix.

6.1. Supremum estimate for $\boldsymbol{l}^{\varepsilon}$. We present here a sketch of the proof of Lemma 3.6 used in section 4.

Lemma. For any solution of problem (1)-(6), the following estimate holds:

$$
\left\|l^{\varepsilon}\right\|_{L^{\infty}((0, T) \times \Omega)} \leq C+2 k,
$$

where $C$ is a constant independent on $\varepsilon$ and $k=\max \left\{1, \sup _{\Omega}\left|l_{0}\right|\right\}$.

Proof. To show the boundedness of $l^{\varepsilon}$ we use the Moser iteration technique, described in the proof of [26, Theorem 6.15]. We choose as a test function $v=$ $\psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+}$, where $\psi \geq 0$ is a bounded $C^{1}(\mathbb{R})$ function and which satisfies for $s>k$

$$
0 \leq \frac{\psi^{\prime}(s)(s-k)}{\psi(s)} \leq k_{1} .
$$

Due to the fact that $l_{0} \leq k$, we obtain

$$
\begin{align*}
\int_{\Omega} \int_{0}^{l^{\varepsilon}} & \psi(s)(s-k)_{+} d s \chi^{\varepsilon} d x+\int_{0}^{\tau} \int_{\Omega}\left(D^{\varepsilon} \nabla l^{\varepsilon}, \psi\left(l^{\varepsilon}\right) \nabla l^{\varepsilon}\right) \chi^{\varepsilon} d x d t  \tag{19}\\
& +\int_{0}^{\tau} \int_{\Omega}\left(D^{\varepsilon} \nabla l^{\varepsilon}, \psi^{\prime}\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+} \nabla l^{\varepsilon}\right) \chi^{\varepsilon} d x d t \\
& +\int_{0}^{\tau} \int_{\Omega} \mu_{l}^{\varepsilon} l^{\varepsilon} \psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+} \chi^{\varepsilon} d x d t \\
= & \int_{0}^{\tau} \int_{\Omega} p_{l}^{\varepsilon}\left(l^{\varepsilon}\right) \psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+} \chi^{\varepsilon} d x d t \\
& +\varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}}\left(d^{\varepsilon} r_{b}^{\varepsilon}-b^{\varepsilon} r_{f}^{\varepsilon} l^{\varepsilon}\right) \psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+} d \gamma_{x} d t,
\end{align*}
$$

where $\chi$ is a characteristic function of $Y$ periodically extended to $Z^{*}$, and $\chi^{\varepsilon}(x)=$ $\chi\left(\frac{x}{\varepsilon}\right)$. From the properties of $\psi$, we obtain

$$
\int_{k}^{s} \psi(t)(t-k) d t \geq \frac{1}{2+k_{1}} \psi(s)(s-k) \quad \text { for } s \geq k .
$$

The third and fourth terms on the left-hand side of (19) are nonnegative; the third term on the right-hand side is nonpositive. Using $l^{\varepsilon} \geq k \geq 1$ and Lemma 4.2, we obtain the estimate

$$
\begin{aligned}
& \varepsilon \int_{0}^{\tau} \int_{\Gamma^{\varepsilon}} \psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+} d \gamma_{x} d t \\
& \quad \leq C \int_{0}^{\tau} \int_{\Omega^{\varepsilon}}\left(\psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+}+\varepsilon^{2} \nabla\left(\psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)_{+}\right)\right) d x d t \\
& \quad \leq C\left(1+\frac{1}{\delta}\right)\left(1+k_{1}\right) \int_{0}^{\tau} \int_{\Omega} \psi\left(l^{\varepsilon}\right)\left|l^{\varepsilon}\right|^{2} \chi^{\varepsilon} d x d t+C \varepsilon^{2} \delta \int_{0}^{\tau} \int_{\Omega} \psi\left(l^{\varepsilon}\right)\left|\nabla l^{\varepsilon}\right|^{2} \chi^{\varepsilon} d x d t .
\end{aligned}
$$

Then boundedness of coefficients and sublinearity of $p_{l}$ yields

$$
\begin{aligned}
& \int_{\Omega} \psi\left(l^{\varepsilon}\right)\left(l^{\varepsilon}-k\right)^{2} \chi^{\varepsilon} d x+d_{0} \int_{0}^{\tau} \int_{\Omega} \psi\left(l^{\varepsilon}\right)\left|\nabla l^{\varepsilon}\right|^{2} \chi^{\varepsilon} d x d t \\
& \leq C\left(1+k_{1}\right)^{2} \int_{0}^{\tau} \int_{\Omega} \psi\left(l^{\varepsilon}\right)\left|l^{\varepsilon}\right|^{2} \chi^{\varepsilon} d x d t .
\end{aligned}
$$

Choosing $\psi(s)=\left(\min \{s, Z\}(1-k / s)_{+}\right)^{q}$, where $q, Z$ are positive constants, applying the Gronwall and Young inequalities, and taking $Z \rightarrow \infty$ leads to

$$
\int_{0}^{T} \int_{\Omega}\left|l^{\varepsilon}\right|^{q+2} \chi^{\varepsilon} d x d t \leq C(q)|\Omega| T k^{q+2}
$$

for any positive $q$. Thus, for a fixed $q>1$ we can choose $\psi(s)=s^{2 q-2}\left(1-\frac{k}{s}\right)_{+}^{(n+2)(q-1)}$ and conclude that

$$
\begin{aligned}
& \int_{\Omega}\left(l^{\varepsilon}\right)^{2 q}\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{(n+2) q-n} \chi^{\varepsilon} d x+c\left(d_{0}\right) \int_{0}^{\tau} \int_{\Omega}\left(l^{\varepsilon}\right)^{2 q-2}\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{(n+2)(q-1)}\left|\nabla l^{\varepsilon}\right|^{2} \chi^{\varepsilon} d x d t \\
& \leq C q^{2} \int_{0}^{\tau} \int_{\Omega}\left(l^{\varepsilon}\right)^{2 q}\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{(n+2)(q-1)} \chi^{\varepsilon} d x d t
\end{aligned}
$$

Setting $h=\left(l^{\varepsilon}\right)^{q}\left(\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{(n+2) q-n}\right)^{1 / 2}$ gives $|\nabla h|^{2} \leq c(n) q^{2}\left(l^{\varepsilon}\right)^{2 q-2}\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{(n+2)(q-1)}$ $\left|\nabla l^{\varepsilon}\right|^{2}$. Using the property of extended function of $l^{\varepsilon}$, i.e., $\left\|l^{\varepsilon}\right\|_{H^{1}(\Omega)} \leq C| | l^{\varepsilon} \|_{H^{1}\left(\Omega^{\varepsilon}\right)}$, with a constant $C$ independent of $\varepsilon$, yields

$$
\sup _{(0, T)} \int_{\Omega} h^{2} d x+\int_{0}^{T} \int_{\Omega}|\nabla h|^{2} d x d t \leq C q^{4} \int_{0}^{T} \int_{\Omega}\left(l^{\varepsilon}\right)^{2 q}\left(1-\frac{k}{l^{\varepsilon}}\right)^{(n+2)(q-1)} d x d t
$$

Invoking the Sobolev embedding theorem on $(0, T) \times \Omega$, we obtain

$$
\left(\int_{0}^{T} \int_{\Omega} h^{2 \kappa} d x d t\right)^{1 / \kappa} \leq C q^{4} \int_{0}^{T} \int_{\Omega}\left(l^{\varepsilon}\right)^{2 q}\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{(n+2) q-n-2} d x d t
$$

where $\kappa=(n+2) / n$. Iterating the last inequality for $q=1, \kappa, \kappa^{2}, \ldots$, as in [26], implies that

$$
\sup _{(0, T) \times \Omega}\left|l^{\varepsilon}\right|^{2}\left(1-\frac{k}{l^{\varepsilon}}\right)_{+}^{n+2} \leq C \int_{0}^{T} \int_{\Omega}\left|l^{\varepsilon}\right|^{2} d x d t
$$

Considering separately the cases $\sup _{(0, T) \times \Omega} l^{\varepsilon} \leq 2 k$ and $\sup _{(0, T) \times \Omega} l^{\varepsilon} \geq 2 k$ results in the estimate of the lemma.
6.2. Two-scale convergence with parameters. We recall here the definition of two-scale convergence for functions dependent on parameters and several important results concerning this notion presented in [37]. The proofs are straightforward modifications of the proofs for the standard two-scale convergence method presented in [2].

DEFINITION 6.1. Let $\left(u_{\varepsilon}\right)$ be a sequence in $L^{2}(\Lambda \times \Omega)$, where $\varepsilon$ is a sequence of strictly positive numbers, which tends to zero. $\left(u_{\varepsilon}\right)$ is said to two-scale converge to a (unique) limit $u_{0} \in L^{2}(\Lambda \times \Omega \times Z)$ iff for any $\phi \in \mathcal{D}\left(\Lambda \times \Omega, C_{p e r}^{\infty}(Z)\right)$ we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Lambda} \int_{\Omega} u_{\varepsilon}(\lambda, x) \phi\left(\lambda, x, \frac{x}{\varepsilon}\right) d x d \lambda=\int_{\Lambda} \int_{\Omega} \int_{Z} u_{0}(\lambda, x, y) \phi(\lambda, x, y) d x d y d \lambda
$$

ThEOREM 6.2. From each bounded sequence $\left(u_{\varepsilon}\right)$ in $L^{2}(\Lambda \times \Omega)$ we can extract a subsequence which two-scale converges to $u_{0} \in L^{2}(\Lambda \times \Omega \times Z)$.

THEOREM 6.3. 1. Let $\left(u_{\varepsilon}\right)$ be a bounded sequence in $L^{2}\left(\Lambda, H^{1}(\Omega)\right)$, which converges weakly to a limit function $u \in L^{2}\left(\Lambda, H^{1}(\Omega)\right)$. Then there exists $u_{1} \in L^{2}(\Lambda \times$ $\left.\Omega, H_{\text {per }}^{1}(Z)\right)$ such that, up to a subsequence, $u_{\varepsilon}$ two-scale converges to $u$ and $\nabla u_{\varepsilon}$ two-scale converges to $\nabla u(\lambda, x)+\nabla_{y} u_{1}(\lambda, x, y)$.
2. Let $\left(u_{\varepsilon}\right)$ and $\left(\varepsilon \nabla u_{\varepsilon}\right)$ be bounded sequences in $\left.L^{2}(\Lambda \times \Omega)\right)$. Then there exists $u_{0} \in L^{2}\left(\Lambda \times \Omega, H_{p e r}^{1}(Z)\right)$ such that, up to a subsequence, $u_{\varepsilon}$ and $\varepsilon \nabla u_{\varepsilon}$ two-scale converge to $u_{0}(\lambda, x, y)$ and $\nabla_{y} u_{0}(\lambda, x, y)$, respectively.

Now, we transfer the compactness results to the case of a sequence $u_{\varepsilon}$ defined on an $(n-1)$-dimensional $\varepsilon$-periodic manifold $\Gamma^{\varepsilon} \in \Omega$. Let $\Gamma \in Z$ be a smooth $(n-1)$ dimensional manifold (in our application a sphere, $n=3$ ). Then $\Gamma^{\varepsilon}$ is the union of all $\varepsilon \Gamma$. For each $\Gamma^{\varepsilon}$ we consider the space $L^{2}\left(\Gamma^{\varepsilon}\right)$ equipped with the scalar product $(u, v)_{\Gamma^{\varepsilon}}:=\varepsilon \int_{\Gamma^{\varepsilon}} u(x) v(x) d x$.

Definition 6.4 (see [37]). A sequence of functions $\left(w_{\varepsilon}\right) \in L^{2}\left(\Lambda \times \Gamma^{\varepsilon}\right)$ is said to two-scale converge to a limit $w \in L^{2}(\Lambda \times \Omega \times \Gamma)$ iff for any $\psi \in \mathcal{D}\left(\Lambda \times \Omega, C_{\text {per }}^{\infty}(\Gamma)\right)$ we have

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon \int_{\Lambda} \int_{\Gamma^{\varepsilon}} w^{\varepsilon}(\lambda, x) \psi\left(\lambda, x, \frac{x}{\varepsilon}\right) d \gamma_{x} d \lambda=\int_{\Lambda} \int_{\Omega} \int_{\Gamma} w(\lambda, x, y) \psi(\lambda, x, y) d x d \gamma_{y} d \lambda
$$

Theorem 6.5. 1. From each bounded sequence $\left(w_{\varepsilon}\right)$ in $L^{2}\left(\Lambda \times \Gamma^{\varepsilon}\right)$ we can extract a subsequence which two-scale converges to $w \in L^{2}(\Lambda \times \Omega \times \Gamma)$.
2. If the sequence $\left(w_{\varepsilon}\right)$ is bounded in $L^{\infty}\left(\Lambda \times \Gamma^{\varepsilon}\right)$, then the limit $w$ belongs to $L^{\infty}(\Lambda \times \Omega \times \Gamma)$.

Proof. For the proof of 1, see [37].
2. We know that if $w^{\varepsilon}$ is bounded in $L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)$, then there exists $w \in$ $L^{2}((0, T) \times \Omega \times \Gamma)$ such that $w^{\varepsilon} \rightarrow w$ two-scale [37]. Now we use the proof of that theorem and show that if $w^{\varepsilon}$ is bounded in $L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)$, then $w^{\varepsilon} \rightarrow w$ two-scale and $w \in L^{\infty}((0, T) \times \Omega \times \Gamma)$. We define $\mu_{\varepsilon}(\phi)=\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} w^{\varepsilon}(t, x) \phi\left(t, x, \frac{x}{\varepsilon}\right) d \gamma_{x}^{\varepsilon} d t$ and obtain

$$
\left|\mu_{\varepsilon}(\phi)\right| \leq\left\|w^{\varepsilon}\right\|_{L^{2}\left((0, T) \times \Gamma^{\varepsilon}\right)}\left(\int_{0}^{T} \int_{\Gamma^{\varepsilon}} \varepsilon\left|\phi\left(x, \frac{x}{\varepsilon}\right)\right|^{2} d \gamma_{x}^{\varepsilon} d t\right)^{\frac{1}{2}} \leq c\|\phi\|_{C^{0}\left([0, T] \times \bar{\Omega} ; C_{p e r}^{0}(\Gamma)\right)}^{2}
$$

Therefore, $\left\{\mu_{\varepsilon}\right\}$ is a bounded sequence of functionals on $C^{0}\left([0, T] \times \bar{\Omega} ; C_{p e r}^{0}(\Gamma)\right)$. Since this space is a separable Banach space, there exists a subsequence of $\mu_{\varepsilon}$ that converges weakly* to $\mu$. Using the boundedness of $w^{\varepsilon}$ and a variant of the oscillation lemma [2], we obtain

$$
|\mu(\phi)|=\lim _{\varepsilon \rightarrow 0}\left|\mu_{\varepsilon}(\phi)\right| \leq C \lim _{\varepsilon \rightarrow 0}\left(\int_{0}^{T} \int_{\Gamma^{\varepsilon}} \varepsilon\left|\phi\left(x, \frac{x}{\varepsilon}\right)\right|^{2} d \gamma_{x}^{\varepsilon} d t\right)^{\frac{1}{2}}=c\|\phi\|_{L^{2}((0, T) \times \Omega \times \Gamma)}
$$

Therefore, $\mu$ is a bounded functional on $L^{2}((0, T) \times \Omega \times \Gamma)$. The Riesz representation theorem implies the existence of a function $w \in L^{2}((0, T) \times \Omega \times \Gamma)$. Furthermore, $\left\|w^{\varepsilon}\right\|_{L^{\infty}\left((0, T) \times \Gamma^{\varepsilon}\right)} \leq C$ yields

$$
|\mu(\phi)|=\lim \left|\mu_{\varepsilon}(\phi)\right| \leq C \lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{\Gamma^{\varepsilon}} \varepsilon\left|\phi\left(x, \frac{x}{\varepsilon}\right)\right| d \gamma_{x}^{\varepsilon} d t=c\|\phi\|_{L^{1}((0, T) \times \Omega \times \Gamma)}
$$

Finally, we conclude

$$
\begin{aligned}
& \|w\|_{L^{\infty}((0, T) \times \Omega \times \Gamma)}=\frac{\langle w, \phi\rangle}{\|\phi\|_{L^{1}((0, T) \times \Omega \times \Gamma)}} \\
& =\frac{|\mu(\phi)|}{\|\phi\|_{L^{1}((0, T) \times \Omega \times \Gamma)}} \leq \frac{C\|\phi\|_{L^{1}((0, T) \times \Omega \times \Gamma)}}{\|\phi\|_{L^{1}((0, T) \times \Omega \times \Gamma)}}=C .
\end{aligned}
$$

THEOREM 6.6 (see [37]). Let $\left(u_{\varepsilon}\right)$ and $\left(\varepsilon \nabla u_{\varepsilon}\right)$ be bounded sequences in $L^{2}(\Lambda \times$ $\left.\left.\Gamma^{\varepsilon}\right)\right)$. Then there exists $u_{0} \in L^{2}\left(\Lambda \times \Omega, H_{p e r}^{1}(\Gamma)\right)$ such that, up to a subsequence, $u_{\varepsilon}$ and $\varepsilon \nabla u_{\varepsilon}$, two-scale converge to $u_{0}(\lambda, x, y)$ and $\nabla_{y} u_{0}(\lambda, x, y)$, respectively.
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In this paper we study an inverse problem of determining spatially varying density and two Lamé coefficients by a single measurement of solution in a subboundary over a time interval. By assuming that, in a neighborhood of the boundary of the spatial domain, the density and the Lamé coefficients are known, we prove a logarithmic stability estimate for the inverse problem with a single measurement of data on an arbitrarily given subboundary.
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1. Introduction. This paper is concerned with the global stability in determining density and two Lamé coefficients in the classical isotropic elasticity system from data of the solution on a subboundary over a time interval. We will formulate our problem as follows: In a bounded domain $\Omega \subset \mathbb{R}^{3}$ with sufficiently smooth boundary $\Gamma=\partial \Omega$, we consider the isotropic elasticity system

$$
\begin{equation*}
\rho(x) \partial_{t}^{2} \mathbf{u}(x, t)-\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{u}(x, t)=0, \quad(x, t) \in Q=\Omega \times(-T, T) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{v}(x) \equiv & \mu(x) \Delta \mathbf{v}(x)+(\mu(x)+\lambda(x))(\nabla \operatorname{div} \mathbf{v}(x)) \\
& +(\operatorname{div} \mathbf{v}(x)) \nabla \lambda(x)+\left(\nabla \mathbf{v}+(\nabla \mathbf{v})^{T}\right) \nabla \mu(x), \quad x \in \Omega
\end{aligned}
$$

Throughout this paper, $t$ and $x=\left(x_{1}, x_{2}, x_{3}\right)$ denote the time variable and the spatial variable, respectively, and $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)^{T}$ denotes the displacement at the location $x$ and the time $t$, where $\cdot{ }^{T}$ denotes the transpose of matrices. We will assume that the density $\rho$ and the Lamé parameters $\mu$ and $\lambda$ satisfy

$$
\rho, \lambda, \mu \in C^{3}(\bar{\Omega}), \quad \rho(x)>0, \mu(x)>0, \quad \lambda(x)+\mu(x)>0 \quad \text { for } x \in \bar{\Omega} .
$$

To system (1.1), we attach initial and boundary conditions:

$$
\begin{equation*}
\mathbf{u}=\Phi, \quad \partial_{t} \mathbf{u}=\Psi \quad \text { on } \quad \Omega \times\{0\} \tag{1.2}
\end{equation*}
$$

[^12]and
\[

$$
\begin{equation*}
\mathbf{u}=\mathbf{g} \quad \text { on } \quad \Sigma \equiv \Gamma \times(-T, T) . \tag{1.3}
\end{equation*}
$$

\]

There exists a unique weak solution $\mathbf{u} \in C\left([-T, T] ; \mathbf{H}_{0}^{1}(\Omega)\right)$ for suitable $\Phi, \Psi, \mathbf{g}$ under sufficient compatibility conditions, and by $\mathbf{u}(\lambda, \mu, \rho, \Phi, \Psi, \mathbf{g})$ we denote the solution to (1.1)-(1.3).

The main subject of this paper is the inverse problem of determining $\rho=\rho(x)$, $\lambda=\lambda(x)$, and $\mu=\mu(x)$ from observed data of the solution on a part of the boundary. It is an important problem, for example, in the geophysics to determine $\rho, \lambda$, and $\mu$ inside an elastic body from measurements on a subboundary. Thus our inverse problem is physically motivated.
1.1. Inverse problem. Let $\Gamma_{1} \subset \Gamma$ be given arbitrarily, and let $\Phi_{j}, \Psi_{j}, \mathbf{g}_{j}$, $1 \leq j \leq \mathcal{N}$, be appropriately given. Then we want to determine $\lambda(x), \mu(x), \rho(x)$, $x \in \Omega$, by measurements

$$
\partial_{\nu} \mathbf{u}\left(\lambda, \mu, \rho, \Phi_{j}, \Psi_{j}, \mathbf{g}_{j}\right)(x, t), \quad(x, t) \in \Sigma_{1} \equiv \Gamma_{1} \times(-T, T), 1 \leq j \leq \mathcal{N} .
$$

Here $\nu=\nu(x)$ denotes the unit outward normal vector and $\partial_{\nu}=\nabla \cdot \nu$.
Our formulation of the inverse problem requires only a finite number of observations (i.e., $\mathcal{N}<\infty$ ). As for inverse problems for a nonstationary Lamé system by infinitely many boundary observations (i.e., Dirichlet-to-Neumann map), we refer to Rachele [42], for example. Moreover see a monograph by Yakhno [48] for inverse problems for the Lamé system.

For the formulation with a finite number of observations, Bukhgeim and Klibanov [10] proposed a remarkable method based on a Carleman estimate and established the uniqueness for similar inverse problems for scalar partial differential equations. See also Baudouin and Puel [2], Bellassoued [4], [5], Bellassoued and Yamamoto [6], [7], Bukhgeim [8], Bukhgeim, Cheng, Isakov, and Yamamoto [9], Imanuvilov and Yamamoto [20], [21], [22], [23], [24], Isakov [25], [26], Isakov and Yamamoto [27], Khaidarov [29], Klibanov [30], [31], Klibanov and Timonov [33], Klibanov and Yamamoto [34], Kubo [35], Li [39], Puel and Yamamoto [40], [41], and Yamamoto [49].

A Carleman estimate is an inequality for a solution to a partial differential equation with weighted $L^{2}$-norm and is a strong tool also for proving the uniqueness in the Cauchy problem or the unique continuation for a partial differential equation with nonanalytic coefficients. Moreover Carleman estimates have been applied essentially for estimating the energy (e.g., Kazemi and Klibanov [28], Klibanov and Malinsky [32]), while we refer to [1] as another method for the energy estimate, which is, however, not applicable to our inverse problem.

As a pioneering work concerning a Carleman estimate, we refer to Carleman's paper [11], which proved what is now called a Carleman estimate and applied it for proving the uniqueness in the Cauchy problem for a two-dimensional elliptic equation. Since [11], the theory of Carleman estimates has been studied extensively. We refer to a general theory by Hörmander [14] in the case where the symbol of a partial differential equation is isotropic and functions under consideration have compact supports (that is, they and their derivatives of suitable orders vanish on the boundary of a domain). Later Carleman estimates for functions with compact supports have been obtained for partial differential operators with anisotropic symbols by Isakov [26]. For Carleman estimates for functions without compact supports, see Imanuvilov [17] and Tataru [46]. We further refer to Fursikov and Imanuvilov [13] and Imanuvilov [16]. As
for a direct derivation of pointwise Carleman estimates for hyperbolic equations which are applicable to functions without compact supports, see Klibanov and Timonov [33] and Lavrent'ev, Romanov, and Shishat-skiĭ [36].

The Carleman estimate for the nonstationary Lamé system was obtained for functions with compact supports, by Eller, Isakov, Nakamura, and Tataru [12], Ikehata, Nakamura, and Yamamoto [15], Imanuvilov, Isakov, and Yamamoto [18], and Isakov [25]. Lemma 2.3 is our Carleman estimate for the Lamé system whose solutions have not necessarily compact supports, and the Carleman estimate bounds also the second-order $x$-derivatives, which is possible because the right-hand side is estimated in the weighted $H^{1}$-norm in $x$, and we can use the identity $\Delta v=-\operatorname{rot} \operatorname{rot} v+\nabla(\operatorname{div} v)$ and the a priori estimate for the Dirichlet problem for the Laplace equation. By the methodology by [10] or [22] with such Carleman estimates, several uniqueness and stability results are available for the inverse problem for the Lamé system (1.1). That is, in [25] Isakov established the uniqueness in determining a single coefficient $\rho(x)$, using four measurements (i.e., $\mathcal{N}=4$ ). Later [15] reduced the number of measurements to three. Recently [18] proved conditional stability and the uniqueness in the determination of all three functions $\lambda, \mu$, and $\rho$, with two measurements, and Imanuvilov and Yamamoto [23], [24] proved conditional stability results with a single measurement, provided that initial data satisfy some nondegeneracy condition.

In all of the works [15], [18], [23], [24], [25], the authors assume some geometric condition of the observation subboundary. For such a kind of inverse problems, the uniqueness as well as the stability with boundary measurement on an arbitrary part of $\Gamma$ are open problems. As for the corresponding unique continuation, we can refer to Bellassoued [3], Robbiano [43], and Tataru [46]. However, their methods are not applicable to the inverse problem. In our paper, by assuming that coefficients under consideration are given in a neighborhood of $\Gamma$, we will prove a stability result in the inverse problem. The coincidence of coefficients near the boundary is technically restrictive but acceptable from practical viewpoints, because one can directly know physical properties near the boundary.

Our main achievement of this paper is that we can take an arbitrary observation subboundary $\Gamma_{1}$ for the stability estimate. The key idea is a combination of the method (e.g., [10], [23]) by the Carleman estimates and the Fourier-Bros-Iagolnitzer (FBI) transformation which was used for sharp unique continuation by Robbiano [44]. More precisely, we apply the FBI transformation to change the problem near the boundary into a problem to which elliptic estimates can be applied.
1.2. Notation and statement of main results. In order to formulate our results, we need to introduce some notation. Let $x_{0} \in \mathbb{R}^{3} \backslash \bar{\Omega}, M_{0} \geq 0,0<\theta_{0} \leq 1$, and $\theta_{1}>0$ be arbitrarily fixed, and let us introduce the conditions on a scalar function $p$ :

$$
\left\{\begin{array}{l}
p(x) \geq \theta_{1}>0, \quad x \in \bar{\Omega}  \tag{1.4}\\
\|p\|_{C^{3}(\bar{\Omega})} \leq M_{0}, \quad \frac{\left(\nabla p(x) \cdot\left(x-x_{0}\right)\right)}{2 p(x)} \leq 1-\theta_{0}, \quad x \in \overline{\Omega \backslash \omega}
\end{array}\right.
$$

Next we define an admissible set of unknown coefficients $\lambda, \mu, \rho$. Let $\omega \subset \Omega$ be a given arbitrary neighborhood of the boundary $\Gamma$. For fixed functions $\rho_{0}, \lambda_{0}, \mu_{0}$ on $\omega$
and $\Phi, \Psi$ in $\Omega$, and a given constant $M_{1}>0$, we set $\Lambda=\Lambda_{M_{0}, M_{1}, \theta_{0}, \theta_{1}}$

$$
\begin{align*}
& \Lambda=\left\{(\lambda, \mu, \rho) \in\left(C^{3}(\bar{\Omega})\right)^{3} ;(\rho, \lambda, \mu)=\left(\rho_{0}, \lambda_{0}, \mu_{0}\right) \quad \text { in } \omega\right. \\
&\left.\quad\left(\frac{\lambda+2 \mu}{\rho}\right),\left(\frac{\mu}{\rho}\right) \operatorname{satisfy}(1.4),\|\mathbf{u}(\lambda, \mu, \rho, \Phi, \Psi, \mathbf{g})\|_{W^{8, \infty}(Q)} \leq M_{1}\right\} \tag{1.5}
\end{align*}
$$

Throughout this paper, let $\mathbf{I}_{3}$ be the $3 \times 3$ identity matrix. We note that $\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Phi(x)$ is the 3 -column vector for a 3 -column vector $\Phi$. Moreover by $\{\mathbf{a}\}_{j}$ we denote the matrix (or vector) obtained from a after deleting the $j$ th row, $\operatorname{det}_{j} A$ means $\operatorname{det}\{A\}_{j}$ for a square matrix $A$, and $\langle A\rangle_{j}$ is the matrix which is obtained from $A$ by deleting the $j$ th column of $A$. Furthermore we assume that the observation data are measured by the norm:

$$
\begin{equation*}
\epsilon\left(\Sigma_{1}\right)=\sum_{|\alpha|=1}^{2}\left\|\partial_{x}^{\alpha} \mathbf{u}(\lambda, \mu, \rho, \Phi, \Psi, \mathbf{g})-\partial_{x}^{\alpha} \mathbf{u}(\widetilde{\lambda}, \widetilde{\mu}, \widetilde{\rho}, \Phi, \Psi, \mathbf{g})\right\|_{L^{2}\left(\Sigma_{1}\right)}^{2} \tag{1.6}
\end{equation*}
$$

for $(\lambda, \mu, \rho),(\widetilde{\lambda}, \widetilde{\mu}, \widetilde{\rho}) \in \Lambda$.
1.3. Hypotheses $\left(\mathcal{H}_{\mathbf{1}}\right)-\left(\mathcal{H}_{\mathbf{2}}\right)$. Let $(\lambda, \mu, \rho)$ be an arbitrarily fixed element of $\Lambda$. For $\Phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{T}$ and $\Psi=\left(\psi_{1}, \psi_{2}, \psi_{3}\right)^{T}$, we assume that there exist $j_{1}, j_{2}, \in$ $\{1, \ldots, 6\}$ such that for all $x \in \bar{\Omega}$
$\left(\mathcal{H}_{1}\right)$

$$
\operatorname{det}_{j_{1}}\left(\begin{array}{ccc}
\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Phi(x) & (\operatorname{div} \Phi(x)) \mathbf{I}_{3} & \left(\nabla \Phi(x)+(\nabla \Phi(x))^{T}\right)\left(x-x_{0}\right) \\
\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Psi(x) & (\operatorname{div} \Psi(x)) \mathbf{I}_{3} & \left(\nabla \Psi(x)+(\nabla \Psi(x))^{T}\right)\left(x-x_{0}\right)
\end{array}\right) \neq 0
$$

$$
\operatorname{det}_{j_{2}}\left(\begin{array}{cc}
\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Phi(x) & \nabla \Phi(x)+(\nabla \Phi(x))^{T}  \tag{2}\\
(\operatorname{div} \Phi)\left(x-x_{0}\right) \\
\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Psi(x) & \nabla \Psi(x)+(\nabla \Psi(x))^{T} \\
(\operatorname{div} \Psi)\left(x-x_{0}\right)
\end{array}\right) \neq 0
$$

Now we are ready to state the main result, which proves that only one observation with a suitable initial value yields the logarithmic conditional stability for our inverse problem.

THEOREM 1.0. Let $T>0$ be sufficiently large for $\Omega$, $\omega$, and let $\Lambda=\Lambda_{M_{0}, M_{1}, \theta_{0}, \theta_{1}}$ be defined by (1.5). Moreover let $(\Phi, \Psi)$ satisfy the conditions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$. Then there exist constants $C>0$ and $\kappa \in(0,1)$ such that the following estimate holds:

$$
\|\widetilde{\lambda}-\lambda\|_{H^{2}(\Omega)}+\|\widetilde{\mu}-\mu\|_{H^{2}(\Omega)}+\|\widetilde{\rho}-\rho\|_{H^{1}(\Omega)} \leq C\left[\log \left(2+\frac{C}{\epsilon\left(\Sigma_{1}\right)}\right)\right]^{-\kappa}
$$

for any $(\tilde{\lambda}, \tilde{\mu}, \tilde{\rho}) \in \Lambda$.
Here we note that $\epsilon\left(\Sigma_{1}\right)$ is given by (1.6) and the constants $C$ and $\kappa \in(0,1)$ are dependent on, $\Omega, \omega, T, M_{0}, M_{1}$ and independent of $(\lambda, \mu, \rho) \in \Lambda$.

Our stability result requires only one measurement, $\mathcal{N}=1$, and the stability result is of logarithmic rate and weaker than any Hölder stability. We notice that, with a suitable geometric condition of the observation subboundary, we can prove Hölder (or the Lipschitz) stability by means of the method in Imanuvilov and Yamamoto [23], [24]. By Theorem 1.0, we can readily derive the uniqueness in the inverse problem.

Corollary 1.1 (uniqueness). Under the assumptions in Theorem 1, for all $(\lambda, \mu, \rho),(\tilde{\lambda}, \tilde{\mu}, \tilde{\rho}) \in \Lambda$, we have the uniqueness

$$
\partial_{\nu} \mathbf{u}(x, t)=\partial_{\nu} \widetilde{\mathbf{u}}(x, t), \quad(x, t) \in \Sigma_{1} \quad \text { implies } \quad(\lambda, \mu, \rho)=(\tilde{\lambda}, \tilde{\mu}, \tilde{\rho}) \quad \text { in } \Omega
$$

For the determination of the three coefficients by a single measurement, we have to choose initial data satisfying conditions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$. Thus conditions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$ are not generic properties, and we should satisfy them artificially and a posteriori. Moreover, as the following example shows, we can take such $\Phi$ and $\Psi$.

Example of $\Omega, \Phi, \Psi$ meeting $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$. For simplicity, we assume that $x_{0}=$ $(0,0,0), \bar{\Omega}$ does not intersect any of $\left\{x_{1}=0\right\},\left\{x_{2}=0\right\},\left\{x_{3}=0\right\}$, and $\left\{x_{1}+x_{3}=0\right\}$, and $\lambda, \mu$ are positive constants. For example, we take

$$
\Phi(x)=\left(\begin{array}{c}
0 \\
x_{1} x_{2} \\
0
\end{array}\right), \quad \Psi(x)=\left(\begin{array}{c}
x_{2}^{2} \\
0 \\
x_{2}^{2}
\end{array}\right)
$$

Then, by choosing $j_{1}=j_{2}=6$, we can verify that $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$ are satisfied.
Thanks to the extra information $(\lambda, \mu, \rho)=(\tilde{\lambda}, \tilde{\mu}, \tilde{\rho})$ in a neighborhood $\omega$ of $\partial \Omega$, the sharp unique continuation by Bellassoued [3], implies $\mathbf{u}(\lambda, \mu, \rho, \Phi, \Psi, \mathbf{g})(x, t)=$ $\mathbf{u}(\widetilde{\lambda}, \widetilde{\mu}, \widetilde{\rho}, \Phi, \Psi, \mathbf{g})(x, t)$ on $\partial(\Omega \backslash \bar{\omega}) \times(-T, T)$, provided that $T>0$ is sufficiently large. Therefore the method in Imanuvilov, Isakov, and Yamamoto[18], and Imanuvilov and Yamamoto [24] directly yields the uniqueness in our inverse problem. However, our main result is concerned with the stability in the inverse problem, and the direct combination of the existing results in [18], [21], [22] does not work. For our purpose, we will use the FBI transformation according to Robbiano [44], [43].

The remainder of the paper is organized as follows. In section 2, we give key estimates. In section 3, we prove Theorem 1.0 on the basis of the weak observation estimate, that is, an estimate of $\mathbf{u}(\lambda, \mu, \rho, \Phi, \Psi, \mathbf{g})-\mathbf{u}(\widetilde{\lambda}, \widetilde{\mu}, \widetilde{\rho}, \Phi, \Psi, \mathbf{g})$ by data on any small part of the boundary. Section 4 is devoted to the proof of the weak observation estimate.
2. Preliminaries and Carleman estimates. We set

$$
\omega(\epsilon)=\{x \in \Omega ; \operatorname{dist}(x, \partial \Omega) \leq \epsilon\}
$$

and

$$
\omega\left(\epsilon_{1}, \epsilon_{2}\right)=\left\{x \in \Omega ; \epsilon_{1} \leq \operatorname{dist}(x, \partial \Omega) \leq \epsilon_{2}\right\}
$$

with $0<\epsilon_{1}<\epsilon_{2}$ and $\epsilon>0$.
In this section we first derive several estimates. We choose $\epsilon_{0}, \epsilon_{1}, \epsilon_{2}>0$ such that

$$
\begin{equation*}
\omega\left(3 \epsilon_{0}\right) \subset \omega \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega\left(\epsilon_{1}, \epsilon_{2}\right) \subset \omega, \quad \epsilon_{1}<\epsilon_{2}<8 \epsilon_{0} \tag{2.2}
\end{equation*}
$$

We set

$$
\omega_{T}(\epsilon)=\omega(\epsilon) \times[-T, T], \quad \omega_{T}\left(\epsilon_{1}, \epsilon_{2}\right)=\omega\left(\epsilon_{1}, \epsilon_{2}\right) \times[-T, T]
$$

For $\delta_{0}$ such that $0<\delta_{0}<T$, we set

$$
Q_{\delta_{0}}=\Omega \times\left[-T+\delta_{0}, T-\delta_{0}\right], \quad Q_{\delta_{0}}(\epsilon)=(\Omega \backslash \omega(\epsilon)) \times\left[-T+\delta_{0}, T-\delta_{0}\right]
$$

For formulating our Carleman estimate, we need some notation. Set

$$
\begin{equation*}
d=\left(\sup _{x \in \Omega}\left|x-x_{0}\right|^{2}-\inf _{x \in \Omega}\left|x-x_{0}\right|^{2}\right)^{\frac{1}{2}} \tag{2.3}
\end{equation*}
$$

where $x_{0} \notin \bar{\Omega}$ is arbitrarily fixed. We choose $\theta>0$ such that

$$
\begin{equation*}
\theta+\frac{M_{0} d}{\sqrt{\theta_{1}}} \sqrt{\theta}<\theta_{0} \theta_{1}, \quad \theta_{1} \inf _{x \in \Omega}\left|x-x_{0}\right|^{2}-\theta \sup _{x \in \Omega}\left|x-x_{0}\right|^{2}>0 \tag{2.4}
\end{equation*}
$$

Here we note that, since $x_{0} \notin \bar{\Omega}$, such $\theta>0$ exists.
We introduce two functions $\psi, \varphi: \Omega \times \mathbb{R} \longrightarrow \mathbb{R}$ of class $C^{1}$ by setting

$$
\begin{align*}
& \psi(x, t)=\left|x-x_{0}\right|^{2}-\theta|t|^{2} \quad \text { for all } x \in \Omega, \quad-T \leq t \leq T \\
& \varphi(x, t)=e^{\beta \psi(x, t)}, \quad \beta>0 \tag{2.5}
\end{align*}
$$

where $T>\frac{d}{\sqrt{\theta}}$. Therefore, by (2.4) and (2.5), we have

$$
\begin{equation*}
\varphi(x, 0) \geq d_{0}, \quad \varphi(x, \pm T)<d_{0} \tag{2.6}
\end{equation*}
$$

with $d_{0}=\exp \left(\beta \inf _{x \in \Omega}\left|x-x_{0}\right|\right)$. Thus, for a given sufficiently small $\eta>0$, we can choose a sufficiently small $\delta_{0}=\delta_{0}(\eta)$ such that

$$
\begin{equation*}
\varphi(x, t) \leq d_{0}-\eta \quad \text { for all } \quad(x, t) \in Q \backslash \overline{Q_{2 \delta_{0}}} \tag{2.7}
\end{equation*}
$$

We set $\nabla_{x, t} v(t, x)=\left(\frac{\partial v}{\partial x_{1}}, \frac{\partial v}{\partial x_{2}}, \frac{\partial v}{\partial x_{3}}, \frac{\partial v}{\partial t}\right)=\left(\nabla v, \partial_{t} v\right)$, and we shall use the weighted norm:

$$
\|u\|_{H^{1, \tau}(Q)}^{2}=\tau^{2}\|u\|_{L^{2}(Q)}^{2}+\left\|\nabla_{x, t} u\right\|_{L^{2}(Q)}^{2}
$$

Moreover $H_{x}^{k, \tau}(Q)$ is the Sobolev space equipped with the norm

$$
\|u\|_{H_{x}^{k, \tau}(Q)}^{2}=\sum_{|\alpha| \leq k} \tau^{2(k-|\alpha|)}\left\|\partial_{x}^{\alpha} u\right\|_{L^{2}(Q)}^{2}
$$

In what follows, $C>0$ denote generic constants depending on $\widehat{\beta}, \tau_{0}, M_{0}, M_{1}, \theta_{0}, \theta_{1}$, $\Omega, T, x_{0}, \omega, \chi$ and $\Phi, \Psi, \epsilon, \delta$ but independent of $\tau>\widehat{\tau}$.
2.1. Preliminary estimates. The first lemma is a classical Carleman estimate for a scalar hyperbolic equation (e.g., [14], [17], [25], [26]). See also Triggiani and Yao [47].

Lemma 2.1. Let $\varphi$ be defined by (2.5). If $\frac{a}{\rho}$ satisfies (1.4), then there exists $\widehat{\beta}>0$ such that for any $\beta>\widehat{\beta}$ we can choose $\widehat{\tau}(\beta)>0$ such that the following estimate holds true:

$$
\tau\left\|e^{\tau \varphi} u\right\|_{H^{1, \tau}(Q)}^{2} \leq C\left\|e^{\tau \varphi}\left(\rho \partial_{t}^{2}-a \Delta\right) u\right\|_{L^{2}(Q)}^{2}
$$

whenever a function $u \in H^{2}(Q)$ is supported in $Q$ and $\tau>\widehat{\tau}$.

The next lemma is a weighted estimate for the elliptic equation which follows from the formula

$$
\begin{gathered}
\left|\Delta\left(\mathbf{v} e^{\tau \varphi}\right)\right|=O\left(\tau^{2}\right) e^{\tau \varphi}|\mathbf{v}|+O(\tau) e^{\tau \varphi}|\nabla \mathbf{v}| \\
+e^{\tau \varphi}|\operatorname{rot}(\operatorname{rot} \mathbf{v})-\nabla(\operatorname{div} \mathbf{v})|
\end{gathered}
$$

in $Q$ and the standard a priori estimate for the Dirichlet problem for the Poisson equation.

Lemma 2.2. There exists a constant $C>0$ such that

$$
\frac{1}{\tau}\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H_{x}^{2, \tau}(Q)}^{2} \leq C\left(\tau\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H_{x}^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi}(\nabla \operatorname{div} \mathbf{v})\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi}(\nabla \operatorname{rot} \mathbf{v})\right\|_{L^{2}(Q)}^{2}\right)
$$

whenever $\mathbf{v} \in H^{2}(Q)$ and $\mathbf{v}_{\mid \Sigma}=0$.
2.2. Carleman estimate for the Lamé system. In order to prove a Carleman estimate, we have to assume a condition called the pseudoconvexity (e.g., [14]) where the coefficient of the principal term is involved. Since such a coefficient is unknown in our inverse problem, we need to establish a Carleman estimate with one possible explicit characterization (1.4) of the coefficients for the pseudoconvexity, and we will argue similarly to Bellassoued [4]. Moreover for our stability estimates, unlike [12], [26], we require a Carleman estimate for functions which do not have compact supports.

Now we will consider the three-dimensional isotropic nonstationary Lamé system

$$
\begin{equation*}
P\left(x, \partial_{x}, \partial_{t}\right) \mathbf{y}(x, t)=\rho(x) \partial_{t}^{2} \mathbf{y}(x, t)-\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{y}(x, t)=\mathbf{f}(x, t), \quad(x, t) \in Q \tag{2.8}
\end{equation*}
$$

We have a Carleman estimate.
LEMMA 2.3. There exists $\widehat{\beta}>0$ such that for any $\beta>\widehat{\beta}$ we can choose $\tau_{0}=$ $\tau_{0}(\beta)>0$ such that for any solution $\mathbf{y} \in H^{2}(Q)$ to problem (2.8) the following estimate holds true:

$$
\begin{aligned}
\frac{1}{\tau}\left\|e^{\tau \varphi} \mathbf{y}\right\|_{H_{x}^{2, \tau}\left(Q \delta_{0}\left(3 \epsilon_{0}\right)\right)}^{2} & \leq C\left(\left\|e^{\tau \varphi} \mathbf{f}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \nabla \mathbf{f}\right\|_{L^{2}(Q)}^{2}+e^{C \tau}\|\mathbf{y}\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}\right. \\
& \left.+e^{2 \tau\left(d_{0}-\eta\right)}\|\mathbf{y}\|_{H^{2}(Q)}^{2}\right)
\end{aligned}
$$

for any $\tau \geq \tau_{0}$, where the constant $C=C(\beta)>0$ is independent of $\tau$.
Proof. We introduce a cutoff function $\chi$ satisfying $0 \leq \chi \leq 1, \chi \in C_{0}^{\infty}\left(\mathbb{R}^{3} \times \mathbb{R}\right)$, $\chi_{1} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), \chi_{2} \in C_{0}^{\infty}(\mathbb{R})$, and
$\chi(x, t)=\chi_{1}(x) \chi_{2}(t), \quad \chi_{1}(x)=\left\{\begin{array}{ll}0, & x \in \omega\left(\epsilon_{0}\right), \\ 1, & x \in \Omega \backslash \overline{\omega\left(3 \epsilon_{0}\right),}\end{array} \quad \chi_{2}(t)= \begin{cases}0, & |t|>T-\delta_{0}, \\ 1, & |t|<T-2 \delta_{0} .\end{cases}\right.$
Set $\mathbf{v}(x, t)=\chi(x, t) \mathbf{y}(x, t)$. Then we have

$$
\begin{equation*}
\partial_{t}^{2} \mathbf{v}-\frac{1}{\rho} \mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{v}=\frac{1}{\rho} \widetilde{\mathbf{f}} \quad \text { in } Q, \quad \mathbf{v}=0 \quad \text { in } \omega\left(\epsilon_{0}\right) \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{\mathbf{f}}(x, t)=\chi(x, t) \mathbf{f}+\left[P, \chi_{1}\right] \chi_{2} \mathbf{y}+\chi_{1}\left[P, \chi_{2}\right] \mathbf{y} \tag{2.10}
\end{equation*}
$$

Let $v=\operatorname{div} \mathbf{v}$ and $\mathbf{w}=\operatorname{rot} \mathbf{v}$. Therefore, by [12], for example, we apply rot and div to (2.9) and obtain

$$
\begin{gathered}
\rho(x) \partial_{t}^{2} \mathbf{v}-\mu(x) \Delta \mathbf{v}+A_{1}(\mathbf{v}, v)=\widetilde{\mathbf{f}} \\
\rho(x) \partial_{t}^{2} v-(2 \mu(x)+\lambda(x)) \Delta v+A_{2}(\mathbf{v}, v, \mathbf{w})=R_{1} \widetilde{\mathbf{f}} \\
\rho(x) \partial_{t}^{2} \mathbf{w}-\mu(x) \Delta \mathbf{w}+A_{3}(\mathbf{v}, v, \mathbf{w})=R_{2} \widetilde{\mathbf{f}}
\end{gathered}
$$

where $A_{j}$ and $R_{j}$ are linear differential operators of the first order with bounded coefficients in $\Omega$.

Since $\frac{\mu}{\rho}$ and $\frac{2 \mu+\lambda}{\rho}$ satisfy (1.4), we have by Lemma 2.1

$$
\begin{aligned}
& \tau\left(\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} v\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} \mathbf{w}\right\|_{H^{1, \tau}(Q)}^{2}\right) \\
\leq & C\left(\left\|\tilde{\mathbf{f}} e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|(\nabla \tilde{\mathbf{f}}) e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|\mathbf{v} e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|(\nabla \mathbf{v}) e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}\right. \\
+ & \left.\left\|v e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|(\nabla v) e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|\mathbf{w} e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|(\nabla \mathbf{w}) e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}\right)
\end{aligned}
$$

By taking $\tau>0$ sufficiently large, we have

$$
\begin{align*}
& \tau\left(\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} v\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} \mathbf{w}\right\|_{H^{1, \tau}(Q)}^{2}\right) \\
& \quad \leq C\left(\left\|\tilde{\mathbf{f}} e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}+\left\|(\nabla \tilde{\mathbf{f}}) e^{\tau \varphi}\right\|_{L^{2}(Q)}^{2}\right) \tag{2.11}
\end{align*}
$$

On the other hand, since $\left[P, \chi_{1}\right]$ is a first-order differential operator which is supported in $\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)$ and $\left[P, \chi_{2}\right]$ is a first-order differential operator which is supported in $Q \backslash Q_{2 \delta_{0}}$, we obtain by (2.7) and (2.10)

$$
\begin{aligned}
\left\|e^{\tau \varphi} \widetilde{\mathbf{f}}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \nabla \widetilde{\mathbf{f}}\right\|_{L^{2}(Q)}^{2} \leq & C\left(\left\|e^{\tau \varphi} \mathbf{f}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \nabla \mathbf{f}\right\|_{L^{2}(Q)}^{2}+e^{C \tau}\|\mathbf{y}\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}\right. \\
& \left.+e^{2 \tau\left(d_{0}-\eta\right)}\|\mathbf{y}\|_{H^{2}(Q)}^{2}\right)
\end{aligned}
$$

Thus, in terms of (2.11), we have

$$
\begin{aligned}
& \tau\left(\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} \operatorname{div} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} \operatorname{rot} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}\right) \\
\leq & C\left(\left\|e^{\tau \varphi} \mathbf{f}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \nabla \mathbf{f}\right\|_{L^{2}(Q)}^{2}+e^{C \tau}\|\mathbf{y}\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}+e^{2 \tau\left(d_{0}-\eta\right)}\|\mathbf{y}\|_{H^{2}(Q)}^{2}\right)
\end{aligned}
$$

By applying Lemma 2.2, we obtain

$$
\begin{aligned}
& \frac{1}{\tau}\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H_{x}^{2, \tau}(Q)}^{2} \\
\leq & C\left(\tau\left\|e^{\tau \varphi} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} \operatorname{div} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}+\left\|e^{\tau \varphi} \operatorname{rot} \mathbf{v}\right\|_{H^{1, \tau}(Q)}^{2}\right) \\
\leq & C\left(\left\|e^{\tau \varphi} \mathbf{f}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \nabla \mathbf{f}\right\|_{L^{2}(Q)}^{2}+e^{C \tau}\|\mathbf{y}\|_{H^{3}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}+e^{2 \tau\left(d_{0}-\eta\right)}\|\mathbf{y}\|_{H^{2}(Q)}^{2}\right)
\end{aligned}
$$

Since $\mathbf{v}=\chi \mathbf{y}$ and $\chi=1$ in $Q_{\delta_{0}}\left(3 \epsilon_{0}\right)$, we can replace $\mathbf{v}$ by $\mathbf{y}$ on the left-hand side, so that the proof of Lemma 2.3 is complete.
2.3. Carleman estimate for a first-order partial differential operator. We consider a first-order partial differential equation

$$
\begin{equation*}
A v=\sum_{j=1}^{n} a_{j}(x) \partial_{j} v+a_{0}(x) v \equiv f(x), \quad x \in \Omega, \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{0} \in C(\bar{\Omega}), \quad a=\left(a_{1}, \ldots, a_{n}\right) \in\left[C^{1}(\bar{\Omega})\right]^{n}, \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a(x) \cdot\left(x-x_{0}\right)\right| \geq c_{0}>0 \quad \text { on } \bar{\Omega}, \tag{2.14}
\end{equation*}
$$

with a constant $c_{0}>0$. We set

$$
\varphi_{0}(x)=\varphi(x, 0), \quad x \in \Omega .
$$

We have the following.
Lemma 2.4. In addition to (2.14), we assume that $\left\|a_{0}\right\|_{C^{2}(\bar{\Omega})} \leq M$ and $\left\|a_{i}\right\|_{C^{2}(\bar{\Omega})} \leq$ $M, 1 \leq i \leq 3$. Then there exists a constant $\widehat{\beta}>0$ such that for all $\beta>\widehat{\beta}$ there exist $\widehat{\tau}=\widehat{\tau}(\beta)>0$ and $C=C(\widehat{\tau}, \widehat{\beta}, \Omega, \omega)>0$ such that

$$
\tau^{2} \sum_{|\alpha| \leq 2} \int_{\Omega}\left|\partial_{x}^{\alpha} v\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \leq C \sum_{|\alpha| \leq 2} \int_{\Omega}\left|\partial_{x}^{\alpha} f(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x
$$

for all $\tau>\widehat{\tau}$ and $v \in C_{0}^{2}(\Omega)$.
Proof. We will repeat the argument of Lemma 3.2 in [23], and, for completeness, we give the proof. We multiply both sides of (2.12) by $v(x) e^{2 \tau \varphi_{0}(x)}$, and, by using the divergence theorem and $v \in C_{0}^{2}(\Omega)$, we obtain

$$
\begin{aligned}
& \int_{\Omega} A v(x) \cdot v(x) e^{2 \tau \varphi_{0}(x)} d x=\int_{\Omega} \nabla v(x) \cdot\left(e^{2 \tau \varphi_{0}(x)} v(x) a(x)\right) d x+\int_{\Omega} a_{0}(x)|v(x)|^{2} d x \\
= & -\int_{\Omega} v(x) \operatorname{div}\left(e^{2 \tau \varphi_{0}(x)} v(x) a(x)\right) d x+\int_{\Omega} a_{0}(x)|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
= & -\int_{\Omega}|v|^{2} e^{2 \tau \varphi_{0}(x)} \operatorname{div}(a(x)) d x-2 \tau \int_{\Omega}|v(x)|^{2} \nabla \varphi_{0} \cdot a(x) e^{2 \tau \varphi_{0}(x)} d x \\
& -\int_{\Omega} e^{2 \tau \varphi_{0}(x)} v(x) \nabla v(x) \cdot a(x) d x+\int_{\Omega} a_{0}(x)|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x .
\end{aligned}
$$

By (2.14), we obtain

$$
\left|\nabla \varphi_{0}(x) \cdot a(x)\right| \geq 2 \beta c_{0}, \quad \nabla v(x) \cdot a(x)=A v-a_{0}(x) v(x), \quad x \in \Omega,
$$

so that the Cauchy-Schwarz inequality yields

$$
\begin{aligned}
\tau \int_{\Omega}|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x \leq & C \int_{\Omega}|(A v(x) \cdot v(x))| e^{2 \tau \varphi_{0}(x)} d x+C \int_{\Omega}|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
\leq & \frac{C_{\varepsilon}}{\tau} \int_{\Omega}|A v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x+\varepsilon \tau \int_{\Omega}|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
& +C \int_{\Omega}|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x
\end{aligned}
$$

By choosing $\tau$ large and $\varepsilon$ small, we obtain

$$
\begin{equation*}
\tau^{2} \int_{\Omega}|v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x \leq C \int_{\Omega}|A v(x)|^{2} e^{2 \tau \varphi_{0}(x)} d x \tag{2.15}
\end{equation*}
$$

Since $A\left(\partial_{j} v\right)=\partial_{j} f(x)-\sum_{k=1}^{n}\left(\partial_{j} a_{k}\right) \partial_{k} v-\left(\partial_{j} a_{0}\right) v$ and $\left.\partial_{j} v\right|_{\partial \Omega}=0$, we apply (2.15) to $\partial_{j} v$, so that

$$
\begin{aligned}
\tau^{2} \int_{\Omega}\left|\partial_{j} v(x)\right|^{2} e^{2 \tau \varphi_{0}} d x & \leq C \int_{\Omega}\left(|v(x)|^{2}+|\nabla v(x)|^{2}\right) e^{2 \tau \varphi_{0}} d x+C \int_{\Omega}\left|\partial_{j} f(x)\right|^{2} e^{2 \tau \varphi_{0}} d x \\
& \leq C \int_{\Omega}\left(|f(x)|^{2}+\left|\partial_{j} f(x)\right|^{2}\right) e^{2 \tau \varphi_{0}} d x+C \int_{\Omega}|\nabla v(x)|^{2} e^{2 \tau \varphi_{0}} d x
\end{aligned}
$$

Therefore

$$
\tau^{2} \int_{\Omega}|\nabla v(x)|^{2} e^{2 \tau \varphi_{0}} d x \leq C \int_{\Omega}\left(|f(x)|^{2}+|\nabla f(x)|^{2}\right) e^{2 \tau \varphi_{0}} d x+C \int_{\Omega}|\nabla v(x)|^{2} e^{2 \tau \varphi_{0}} d x
$$

By taking $\tau_{0}>0$ sufficiently large, we have

$$
\tau^{2} \int_{\Omega}|\nabla v(x)|^{2} e^{2 \tau \varphi_{0}} d x \leq C \int_{\Omega}\left(|f(x)|^{2}+|\nabla f(x)|^{2}\right) e^{2 \tau \varphi_{0}} d x
$$

Next we have

$$
A\left(\partial_{k} \partial_{\ell} v\right)=\partial_{k} \partial_{\ell} f-\sum_{j=1}^{3}\left(\partial_{k} a_{j}\right)\left(\partial_{\ell} \partial_{j} v\right)+\left(\partial_{\ell} a_{j}\right)\left(\partial_{k} \partial_{j} v\right)+K(v, \nabla v)
$$

where $K$ is a linear operator of $v$ and $\nabla v$ with bounded coefficients in $\Omega$. Noting that $\partial_{k} \partial_{\ell} v=0$ on $\partial \Omega$, we apply (2.15) to $\partial_{k} \partial_{\ell} v$, and we can complete the proof of Lemma 2.4.

### 2.4. Weak observation estimate. Let $v$ satisfy

$$
\rho(x) \partial_{t}^{2} \mathbf{v}-\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{v}=R(x, t) \quad \text { in } Q \equiv \Omega \times(-T, T)
$$

and

$$
\mathbf{v}(x, t)=0 \quad \text { on } \Sigma \equiv \Gamma \times(-T, T)
$$

where we assume that

$$
R(x, t)=0, \quad(x, t) \in \omega \times(-T, T)
$$

The following proposition shows the stability in the unique continuation of solutions of the Lamé system from lateral boundary data on an arbitrarily small part $\Gamma_{1}$ of $\partial \Omega$.

Lemma 2.5. For sufficiently large $T>0$, there exists a constant $C>0$ such that

$$
\|\mathbf{v}\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} \leq C\left[\log \left(2+\frac{C}{\sum_{|\alpha|=1}^{2}\left\|\partial_{x}^{\alpha} \mathbf{v}\right\|_{L^{2}\left(\Sigma_{1}\right)}^{2}}\right)\right]^{-1}
$$

In our case, the corresponding uniqueness is already proved in Bellassoued [3] and Eller, Isakov, Nakamura, and Tataru [12]. For similar stability results for a scalar hyperbolic equation, see Bellassoued and Yamamoto [6] and Robbiano [44]. The proof of the lemma is given in section 4.
3. Proof of the main result. This section is devoted to the proof of Theorem 1.0. The key is the combination of Lemma 2.5 and the existing method (e.g., [4]).
3.1. Notation and preliminary estimates. For simplicity, we set

$$
\mathbf{u}=\mathbf{u}(\lambda, \mu, \rho, \Phi, \Psi, \mathbf{g}), \quad \widetilde{\mathbf{u}}=\mathbf{u}(\widetilde{\lambda}, \widetilde{\mu}, \widetilde{\rho}, \Phi, \Psi, \mathbf{g})
$$

and

$$
\mathbf{u}_{*}=\mathbf{u}-\widetilde{\mathbf{u}}, \quad \rho_{*}=\rho-\widetilde{\rho}, \quad \lambda_{*}=\lambda-\widetilde{\lambda}, \quad \mu_{*}=\mu-\widetilde{\mu}
$$

Then we obtain

$$
\begin{gather*}
\widetilde{\rho} \partial_{t}^{2} \mathbf{u}_{*}(x, t)=\mathcal{L}_{\tilde{\lambda}, \widetilde{\mu}}\left(x, \partial_{x}\right) \mathbf{u}_{*}(x, t)+\mathbf{f}(x, t) \quad \text { in } \quad Q  \tag{3.1}\\
\mathbf{u}_{*}(x, 0)=\partial_{t} \mathbf{u}_{*}(x, 0)=0, \quad x \in \Omega \tag{3.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbf{u}_{*}=0 \quad \text { on } \quad \Sigma=\Gamma \times(-T, T) \tag{3.3}
\end{equation*}
$$

Here we set

$$
\begin{aligned}
\mathbf{f}(x, t) & =-\rho_{*}(x) \partial_{t}^{2} \mathbf{u}(x, t)+\left(\lambda_{*}(x)+\mu_{*}(x)\right) \nabla(\operatorname{div} \mathbf{u})(x, t)+\mu_{*}(x) \Delta \mathbf{u}(x, t) \\
& +(\operatorname{div} \mathbf{u})(x, t) \nabla \lambda_{*}(x)+\left(\nabla \mathbf{u}(x, t)+(\nabla \mathbf{u}(x, t))^{T}\right) \nabla \mu_{*}(x) \\
& =-\left(\rho_{*}(x) \partial_{t}^{2} \mathbf{u}-\mathcal{L}_{\lambda_{*}, \mu_{*}}\left(x, \partial_{x}\right) \mathbf{u}\right)
\end{aligned}
$$

Moreover we set

$$
\mathbf{y}_{1}(x, t)=\partial_{t}^{2} \mathbf{u}_{*}(x, t), \quad \mathbf{y}_{2}(x, t)=\partial_{t}^{3} \mathbf{u}_{*}(x, t), \quad \mathbf{y}_{3}(x, t)=\partial_{t}^{4} \mathbf{u}_{*}(x, t)
$$

Then we have

$$
\begin{equation*}
\widetilde{\rho} \partial_{t}^{2} \mathbf{y}_{j}-\mathcal{L}_{\widetilde{\lambda}, \widetilde{\mu}}\left(x, \partial_{x}\right) \mathbf{y}_{j}=\partial_{t}^{j+2} \mathbf{f} \tag{3.4}
\end{equation*}
$$

For simplicity, it is convenient to use the following notation:

$$
\mathcal{D}=\sum_{j=2}^{4}\left\|\partial_{t}^{j} \mathbf{u}_{*}\right\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}=\sum_{j=1}^{3}\left\|\mathbf{y}_{j}\right\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}
$$

and

$$
\begin{gathered}
\mathcal{E}=\sum_{|\alpha| \leq 1}\left\|e^{\tau \varphi} \partial_{x}^{\alpha} \rho_{*}\right\|_{L^{2}(Q)}^{2}+\sum_{|\alpha| \leq 2}\left(\left\|e^{\tau \varphi} \partial_{x}^{\alpha} \lambda_{*}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \partial_{x}^{\alpha} \mu_{*}\right\|_{L^{2}(Q)}^{2}\right), \\
\mathbf{z}_{1}(x)=\mathbf{y}_{1}(x, 0), \quad \mathbf{z}_{2}(x)=\mathbf{y}_{2}(x, 0)
\end{gathered}
$$

We have the following.
LEMMA 3.1. There exists a constant $\widehat{\beta}>0$ such that for all $\beta \geq \widehat{\beta}$ there exist $\widehat{\tau}$ and $C>0$ such that
$\sum_{|\alpha| \leq 2} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)} \tau^{4-2|\alpha|}\left(\left|\partial_{x}^{\alpha} \mathbf{z}_{1}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mathbf{z}_{2}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x \leq C\left(\tau^{4} e^{2 \tau\left(d_{0}-\eta\right)}+\tau^{2} \mathcal{E}+e^{C \tau} \mathcal{D}\right)$
for all large $\tau>\widehat{\tau}$.

Here we recall that $\varphi_{0}(x)=\varphi(x, 0), x \in \Omega$.
Proof. Noting that $\mathbf{u}_{*} \in W^{8, \infty}(Q)$, we can apply Lemma 2.3 to (3.4), so that we have
$\frac{1}{\tau}\left\|e^{\tau \varphi} \mathbf{y}_{j}\right\|_{H_{x}^{2, \tau}\left(Q_{\delta_{0}}\left(3 \epsilon_{0}\right)\right)}^{2} \leq C\left(\left\|e^{\tau \varphi} \partial_{t}^{j+2} \mathbf{f}\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \nabla\left(\partial_{t}^{j+2} \mathbf{f}\right)\right\|_{L^{2}(Q)}^{2}\right.$

$$
\begin{equation*}
\left.+e^{C \tau}\left\|\mathbf{y}_{j}\right\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2}+e^{2 \tau\left(d_{0}-\eta\right)}\left\|\mathbf{y}_{j}\right\|_{H^{2}(Q)}^{2}\right), \quad j=1,2,3 \tag{3.5}
\end{equation*}
$$

By the definition of $\mathbf{f}$, we have

$$
\left|\nabla\left(\partial_{t}^{j+2} \mathbf{f}(x, t)\right)\right|^{2} \leq C\left(\sum_{|\alpha| \leq 1}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2}+\sum_{|\alpha| \leq 2}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right)\right)
$$

and

$$
\left|\partial_{t}^{j+2} \mathbf{f}(x, t)\right|^{2} \leq C\left(\left|\rho_{*}(x)\right|^{2}+\sum_{|\alpha| \leq 1}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right)\right) \quad \text { in } Q
$$

Therefore

$$
\sum_{j=1}^{5}\left(\left\|e^{\tau \varphi} \nabla\left(\partial_{t}^{j} \mathbf{f}\right)\right\|_{L^{2}(Q)}^{2}+\left\|e^{\tau \varphi} \partial_{t}^{j} \mathbf{f}\right\|_{L^{2}(Q)}^{2}\right) \leq C \mathcal{E}
$$

Thus (3.5) implies that

$$
\begin{equation*}
\frac{1}{\tau} \sum_{j=1}^{3}\left\|e^{\tau \varphi} \mathbf{y}_{j}\right\|_{H_{x}^{2, \tau}\left(Q_{\delta_{0}}\left(3 \epsilon_{0}\right)\right)}^{2} \leq C\left(e^{2 \tau\left(d_{0}-\eta\right)}+\mathcal{E}+e^{C \tau} \mathcal{D}\right) \tag{3.6}
\end{equation*}
$$

On the other hand, we introduce a cutoff function $\chi_{2} \in C_{0}^{\infty}(\mathbb{R})$ satisfying $0 \leq \chi_{2} \leq 1$ and

$$
\chi_{2}(t)= \begin{cases}0, & |t|>T-\delta_{0} \\ 1, & |t|<T-2 \delta_{0}\end{cases}
$$

Then we have

$$
\begin{aligned}
& \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\partial_{x}^{\alpha} \mathbf{z}_{j}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x=\int_{-T}^{0} \frac{\partial}{\partial t}\left(\int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\left(\partial_{x}^{\alpha} \mathbf{y}_{j}\right)(x, t)\right|^{2} \chi_{2}(t)^{2} e^{2 \tau \varphi} d x\right) d t \\
& =2 \int_{-T}^{0} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left(\partial_{x}^{\alpha} \mathbf{y}_{j+1} \cdot \partial_{x}^{\alpha} \mathbf{y}_{j}\right) \chi_{2}^{2}(t) e^{2 \tau \varphi} d x d t \\
& +2 \tau \int_{-T}^{0} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\partial_{x}^{\alpha} \mathbf{y}_{j}\right|^{2} \chi_{2}^{2}\left(\partial_{t} \varphi\right) e^{2 \tau \varphi} d x d t \\
& +2 \int_{-T}^{0} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\partial_{x}^{\alpha} \mathbf{y}_{j}\right|^{2} \chi_{2}^{\prime}(t) \chi_{2}(t) e^{2 \tau \varphi} d x d t, \quad j=1,2
\end{aligned}
$$

Since $\chi_{2}^{\prime}(t)$ is supported in $\left[-T,-T+2 \delta_{0}\right] \cup\left[T-2 \delta_{0}, T\right]$, by the Cauchy-Schwarz
inequality we obtain

$$
\begin{align*}
& \sum_{j=1}^{2} \sum_{|\alpha| \leq 2} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)} \tau^{4-2|\alpha|}\left|\partial_{x}^{\alpha} \mathbf{z}_{j}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
& \quad \leq C\left(\tau \sum_{j=1}^{3}\left\|e^{\tau \varphi} \mathbf{y}_{j}\right\|_{H_{x}^{2, \tau}\left(Q_{\delta_{0}}\left(3 \epsilon_{0}\right)\right)}^{2}+\tau^{4} e^{2 \tau\left(d_{0}-\eta\right)}\right) \tag{3.7}
\end{align*}
$$

Therefore (3.6) completes the proof of the lemma.
3.2. Estimation for the two Lamé coefficients. We will consider a firstorder partial differential equations in $\lambda_{*}, \mu_{*}$, and $\rho_{*}$. That is, by (3.1), (3.2), and $\mathbf{u}, \mathbf{v} \in W^{8, \infty}(Q)$, we have

$$
\begin{equation*}
\widetilde{\rho} \partial_{t}^{2} \mathbf{u}_{*}(x, 0)=\mathbf{f}(x, 0), \quad \widetilde{\rho} \partial_{t}^{3} \mathbf{u}_{*}(x, 0)=\partial_{t} \mathbf{f}(x, 0) \tag{3.8}
\end{equation*}
$$

For simplicity, for $x \in \bar{\Omega}$, we set

$$
\begin{aligned}
& \mathbf{a}=\binom{-\frac{1}{\rho} \mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Phi}{-\frac{1}{\rho} \mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \Psi}, \quad \mathbf{b}_{1}=\left(\begin{array}{c}
\operatorname{div} \Phi \\
0 \\
0 \\
\operatorname{div} \Psi \\
0 \\
0
\end{array}\right) \\
& \mathbf{b}_{2}=\left(\begin{array}{c}
0 \\
\operatorname{div} \Phi \\
0 \\
0 \\
\operatorname{div} \Psi \\
0
\end{array}\right), \quad \mathbf{b}_{3}=\left(\begin{array}{c}
0 \\
0 \\
\operatorname{div} \Phi \\
0 \\
0 \\
\operatorname{div} \Psi
\end{array}\right)
\end{aligned}
$$

$$
\left(\mathbf{d}_{1}, \mathbf{d}_{2}, \mathbf{d}_{3}\right)=\binom{\nabla \Phi+(\nabla \Phi)^{T}}{\nabla \Psi+(\nabla \Psi)^{T}}, \quad \mathbf{G}=\binom{\widetilde{\rho} \mathbf{z}_{1}(x)-\left(\lambda_{*}+\mu_{*}\right) \nabla(\operatorname{div} \Phi)-\mu_{*} \Delta \Phi}{\widetilde{\rho} \mathbf{z}_{2}(x)-\left(\lambda_{*}+\mu_{*}\right) \nabla(\operatorname{div} \Psi)-\mu_{*} \Delta \Psi}
$$

Then we can rewrite (3.8) as

$$
\begin{equation*}
\mathbf{a} \rho_{*}+\sum_{k=1}^{3} \mathbf{b}_{k} \partial_{k} \lambda_{*}(x)=\mathbf{G}-\sum_{k=1}^{3} \mathbf{d}_{k} \partial_{k} \mu_{*}(x) \tag{3.9}
\end{equation*}
$$

In view of (3.9), we show the following.
Lemma 3.2. Let assumptions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$ hold true. Then there exists a constant $C>0$ such that the following estimate holds:

$$
\sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x \leq C\left(\tau^{2} e^{2 \tau\left(d_{0}-\eta\right)}+\mathcal{E}+e^{C \tau} \mathcal{D}\right)
$$

provided that $\tau$ is large.
Proof. By (3.9), for $j_{1} \in\{1,2,3,4,5,6\}$, we have

$$
\{\mathbf{a}\}_{j_{1}} \rho_{*}+\sum_{k=1}^{3}\left\{\mathbf{b}_{k}\right\}_{j_{1}} \partial_{k} \lambda_{*}(x)=\{\mathbf{G}\}_{j_{1}}-\sum_{k=1}^{3}\left\{\mathbf{d}_{k}\right\}_{j_{1}} \partial_{k} \mu_{*}(x) \quad \text { on } \bar{\Omega} .
$$

For any fixed $x \in \bar{\Omega}$, we regard this as a system of five linear equations with respect to four unknowns $\rho_{*}, \partial_{1} \lambda_{*}, \partial_{2} \lambda_{*}, \partial_{3} \lambda_{*}$, and so, for the existence of solutions, we need the consistency of the coefficients, that is,

$$
\operatorname{det}_{j_{1}}\left(\mathbf{a}, \mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}, \mathbf{G}-\sum_{k=1}^{3} \mathbf{d}_{k} \partial_{k} \mu_{*}\right)=0 \quad \text { on } \bar{\Omega} .
$$

Hence

$$
\begin{equation*}
\sum_{k=1}^{3} \operatorname{det}_{j_{1}}\left(\mathbf{a}, \mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}, \mathbf{d}_{k}\right) \partial_{k} \mu_{*}=\operatorname{det}_{j_{1}}\left(\mathbf{a}, \mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}, \mathbf{G}\right):=f \quad \text { on } \bar{\Omega} \tag{3.10}
\end{equation*}
$$

by the linearity of the determinant with respect to the column vectors. Here we note that

$$
\begin{equation*}
\sum_{\substack{|\alpha| \leq 2 \\(3.11)}}\left|\partial_{x}^{\alpha} f(x)\right| \leq C\left(\sum_{|\alpha| \leq 2}\left(\left|\partial_{x}^{\alpha} \mathbf{z}_{1}(x)\right|+\left|\partial_{x}^{\alpha} \mathbf{z}_{2}(x)\right|\right)+\sum_{|\alpha| \leq 2}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|\right)\right) \tag{3.11}
\end{equation*}
$$

By (3.10) the function $\mu_{*} \in C_{0}^{2}(\Omega)$ solves the following first-order partial differential equation:

$$
\sum_{k=1}^{3} a_{k}(x) \partial_{k} \mu_{*}(x)=f(x), \quad x \in \Omega
$$

where

$$
a_{k}(x)=\operatorname{det}_{j_{1}}\left(\mathbf{a}, \mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}, \mathbf{d}_{k}\right)
$$

In view of $\left(\mathcal{H}_{1}\right)$, we can apply Lemma 2.4 to $v=\mu_{*}$, and we obtain

$$
\tau^{2} \sum_{|\alpha| \leq 2} \int_{\Omega}\left|\partial_{x}^{\alpha} \mu_{*}\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \leq C \sum_{|\alpha| \leq 2} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\partial_{x}^{\alpha} f(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x
$$

where we have used $\mu_{*} \equiv 0$ in $\omega \supset \omega\left(3 \epsilon_{0}\right)$. Hence (3.11) and Lemma 3.1 yield

$$
\begin{aligned}
& \tau^{2} \sum_{|\alpha| \leq 2} \int_{\Omega}\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \leq C \sum_{j=1}^{2} \sum_{|\alpha| \leq 2} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\partial_{x}^{\alpha} \mathbf{z}_{j}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
& +C \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x \\
& \leq C \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x+C\left(e^{C \tau} \mathcal{D}+\tau^{4} e^{2 \tau\left(d_{0}-\eta\right)}+\tau^{2} \mathcal{E}\right)
\end{aligned}
$$

for all large $\tau>0$. Similarly, by assumption $\left(\mathcal{H}_{2}\right)$ we can argue for $\lambda_{*}$ and obtain

$$
\begin{aligned}
& \tau^{2} \sum_{|\alpha| \leq 2} \int_{\Omega}\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
& \leq C \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x+C\left(e^{C \tau} \mathcal{D}+\tau^{4} e^{2 \tau\left(d_{0}-\eta\right)}+\tau^{2} \mathcal{E}\right)
\end{aligned}
$$

Hence by adding the two inequalities, we have

$$
\begin{aligned}
& \tau^{2} \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x \\
\leq & C \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x \\
& +C\left(\tau^{4} e^{2 \tau\left(d_{0}-\eta\right)}+\tau^{2} \mathcal{E}+e^{C \tau} \mathcal{D}\right)
\end{aligned}
$$

for all large $\tau>0$. By taking $\tau>0$ large, we can absorb the first term on the right-hand side into the left-hand side, and the proof is complete.

### 3.3. Estimation for the density.

Lemma 3.3. Let assumptions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$ hold true. Then there exists a constant $C>0$ such that

$$
\sum_{|\alpha| \leq 1} \int_{\Omega}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \leq C\left(\tau^{2} e^{2 \tau\left(d_{0}-\eta\right)}+\mathcal{E}+e^{C \tau} \mathcal{D}\right)
$$

provided that $\tau$ is large.
Proof. By (3.9), we have

$$
\mathbf{a} \rho_{*}(x)=-\sum_{k=1}^{3} \mathbf{b}_{k} \partial_{k} \lambda_{*}(x)+\mathbf{G}-\sum_{k=1}^{3} \mathbf{d}_{k} \partial_{k} \mu_{*}(x), \quad x \in \Omega .
$$

Moreover, by $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{2}\right)$, we see that $|\mathbf{a}(x)|>0$ for $x \in \bar{\Omega}$, so that

$$
\left|\rho_{*}(x)\right| \leq C|\mathbf{G}(x)|+C \sum_{|\alpha| \leq 1}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|\right)
$$

Similarly we have

$$
\left|\partial_{j} \rho_{*}(x)\right| \leq C\left(|\mathbf{G}(x)|+|\nabla \mathbf{G}(x)|+\sum_{|\alpha| \leq 2}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|\right)\right)
$$

Hence

$$
\begin{aligned}
\sum_{|\alpha| \leq 1} \int_{\Omega}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x & \leq C \sum_{|\alpha| \leq 1} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left|\partial_{x}^{\alpha} \mathbf{G}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x \\
& +C \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x
\end{aligned}
$$

Furthermore we see that

$$
\sum_{|\alpha| \leq 1}\left|\partial_{x}^{\alpha} \mathbf{G}(x)\right|^{2} \leq C \sum_{|\alpha| \leq 1}\left(\left|\partial_{x}^{\alpha} \mathbf{z}_{1}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mathbf{z}_{2}(x)\right|^{2}\right)+C \sum_{|\alpha| \leq 1}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right)
$$

Therefore

$$
\begin{aligned}
\sum_{|\alpha| \leq 1} \int_{\Omega}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2} e^{2 \tau \varphi_{0}(x)} d x & \leq C \sum_{|\alpha| \leq 1} \int_{\Omega \backslash \omega\left(3 \epsilon_{0}\right)}\left(\left|\partial_{x}^{\alpha} \mathbf{z}_{1}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mathbf{z}_{1}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x \\
& +C \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi_{0}(x)} d x
\end{aligned}
$$

By Lemmas 3.1 and 3.2, we obtain the conclusion of the lemma.
3.4. Completion of the proof of the main result. In terms of Lemmas 3.2 and 3.3, we will now complete the proof of Theorem 1.0.

Since $\varphi(x, 0)>\varphi(x, t)$ for $t \neq 0$, by the Lebesgue theorem, we have

$$
\begin{aligned}
\sum_{|\alpha| \leq 1} \int_{Q}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2} e^{2 \tau \varphi} d x d t & =\sum_{|\alpha| \leq 1} \int_{\Omega}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2} e^{2 \tau \varphi(x, 0)}\left(\int_{-T}^{T} e^{2 \tau(\varphi(x, t)-\varphi(x, 0))} d t\right) d x \\
& =o(1) \sum_{|\alpha| \leq 1} \int_{\Omega}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right| e^{2 \tau \varphi(x, 0)} d x
\end{aligned}
$$

as $\tau \rightarrow \infty$. Similarly we obtain

$$
\begin{array}{r}
\sum_{|\alpha| \leq 2} \int_{Q}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi} d x d t \\
=o(1) \sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) e^{2 \tau \varphi(x, 0)} d x
\end{array}
$$

as $\tau \rightarrow \infty$. We set

$$
\mathcal{E}_{0}=\sum_{|\alpha| \leq 1}\left\|e^{\tau \varphi_{0}} \partial_{x}^{\alpha} \rho_{*}\right\|_{L^{2}(\Omega)}^{2}+\sum_{|\alpha| \leq 2}\left(\left\|e^{\tau \varphi_{0}} \partial_{x}^{\alpha} \lambda_{*}\right\|_{L^{2}(\Omega)}^{2}+\left\|e^{\tau \varphi_{0}} \partial_{x}^{\alpha} \mu_{*}\right\|_{L^{2}(\Omega)}^{2}\right)
$$

Therefore, by Lemmas 3.2 and 3.3, we obtain

$$
\mathcal{E}_{0} \leq C\left(\tau^{2} e^{2 \tau\left(d_{0}-\eta\right)}+e^{C \tau} \mathcal{D}\right)+o(1) \mathcal{E}_{0}
$$

for all large $\tau>0$.
By (2.6) and $\sup _{\tau>0}\left(\tau^{2} e^{-\tau \eta}\right)<\infty$, we have

$$
\begin{equation*}
\sum_{|\alpha| \leq 1} \int_{\Omega}\left|\partial_{x}^{\alpha} \rho_{*}(x)\right|^{2} d x+\sum_{|\alpha| \leq 2} \int_{\Omega}\left(\left|\partial_{x}^{\alpha} \lambda_{*}(x)\right|^{2}+\left|\partial_{x}^{\alpha} \mu_{*}(x)\right|^{2}\right) d x \leq C e^{-\tau \eta}+C e^{C \tau} \mathcal{D} \tag{3.12}
\end{equation*}
$$

for all large $\tau>\tau_{0}$. We replace $C$ by $C e^{C \tau_{0}}$, and (3.12) holds for any $\tau>0$. We may assume that $\mathcal{D}<1$.

Now we choose $\tau>0$ such that

$$
e^{C \tau} \mathcal{D}=e^{-\tau \eta}
$$

that is,

$$
\tau=-\frac{1}{\eta+C} \log \mathcal{D}
$$

Therefore (3.12) implies

$$
\left\|\rho_{*}\right\|_{H^{1}(\Omega)}^{2}+\left\|\lambda_{*}\right\|_{H^{2}(\Omega)}^{2}+\left\|\mu_{*}\right\|_{H^{2}(\Omega)}^{2} \leq 2 C \mathcal{D}^{\frac{\eta}{\eta+C}}
$$

and

$$
\left\|\rho_{*}\right\|_{H^{1}(\Omega)}^{2}+\left\|\lambda_{*}\right\|_{H^{2}(\Omega)}^{2}+\left\|\mu_{*}\right\|_{H^{2}(\Omega)}^{2} \leq C\left\|\mathbf{u}_{*}\right\|_{H^{6}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2 \sigma}
$$

with $\sigma=\frac{\eta}{\eta+C} \in(0,1)$. Then, noting that $\left\|\mathbf{u}_{*}\right\|_{W^{8, \infty}(Q)} \leq M_{1}$ and the interpolation inequality

$$
\left\|\mathbf{u}_{*}\right\|_{H^{6}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq C\left\|\mathbf{u}_{*}\right\|_{H^{2}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{\frac{1}{3}}\left\|\mathbf{u}_{*}\right\|_{H^{8}\left(\omega_{T}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{\frac{2}{3}}
$$

we apply Lemma 2.5 to $\mathbf{v}=\mathbf{u}_{*}$, so that

$$
\left\|\rho_{*}\right\|_{H^{1}(\Omega)}^{2}+\left\|\lambda_{*}\right\|_{H^{2}(\Omega)}^{2}+\left\|\mu_{*}\right\|_{H^{2}(\Omega)}^{2} \leq C\left[\log \left(2+\frac{C}{\epsilon\left(\Sigma_{1}\right)}\right)\right]^{-2 \kappa}
$$

where $\kappa \in(0,1)$. Thus the proof of Theorem 1.0 is complete.
4. Proof of Lemma 2.5. We will now prove Lemma 2.5. This will be done in terms of the FBI transformation. For $(\lambda, \mu, \rho) \in \Lambda$, let us recall that $\mathbf{v}$ is a given solution to

$$
\begin{equation*}
\rho(x) \partial_{t}^{2} \mathbf{v}-\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{v}=R(x, t) \quad \text { in } Q \equiv \Omega \times(-T, T) \tag{4.1}
\end{equation*}
$$

with the Dirichlet boundary condition

$$
\begin{equation*}
\mathbf{v}(x, t)=0 \quad \text { on } \Sigma \equiv \Gamma \times(-T, T) \tag{4.2}
\end{equation*}
$$

Here and henceforth we assume that

$$
\begin{equation*}
R(x, t)=0, \quad(x, t) \in \omega \times(-T, T) \tag{4.3}
\end{equation*}
$$

4.1. Preliminary and elliptic estimation. Since we can choose $T>0$ sufficiently large, we may assume that $T>2$. Denote for $r>0$

$$
\begin{array}{ll}
\Omega_{r}=\Omega \times(-r, r) ; & \omega_{r}\left(\epsilon_{0}, 3 \epsilon_{0}\right)=\omega\left(\epsilon_{0}, 3 \epsilon_{0}\right) \times(-r, r) \\
\Sigma_{r}=\Gamma \times(-r, r), & \Sigma_{1, r}=\Gamma_{1} \times(-r, r)
\end{array}
$$

We introduce $\theta \in C_{0}^{\infty}(\mathbb{R})$ to be a cutoff function defined by

$$
\theta(t)= \begin{cases}1, & |t| \leq(T-2) \\ 0, & |t| \geq(T-1)\end{cases}
$$

Let $\gamma>0$. We introduce the partial FBI transformation $\mathcal{F}_{\gamma}$. It is defined for $\mathbf{u} \in$ $\left\{\mathcal{S}\left(\mathbb{R}^{4}\right)\right\}^{3}$, the space of rapidly decreasing functions, by

$$
\mathbf{u}_{\gamma, t}(x, s)=\mathcal{F}_{\gamma} \mathbf{u}(x, z)=\sqrt{\frac{\gamma}{2 \pi}} \int_{\mathbb{R}} e^{-\frac{\gamma}{2}(z-y)^{2}} \theta(y) \mathbf{u}(x, y) d y, \quad z=t+i s
$$

Then

$$
\left|D_{x}^{\alpha} \mathcal{F}_{\gamma} \mathbf{u}(x, z)\right| \leq C \sqrt{\frac{\gamma}{2 \pi}} e^{\gamma s^{2}} e^{-\frac{\gamma}{2}(\operatorname{dist}(t, \operatorname{supp}(\theta \mathbf{u})))^{2}} \sup _{x \in \mathbb{R}^{3}}\left\|D_{x}^{\alpha} \mathbf{u}(x, .)\right\|_{L^{2}(\mathbb{R})}^{2}
$$

for any $\mathbf{u} \in C_{0}^{\infty}\left(\mathbb{R}^{3} \times \mathbb{R}\right)($ see $[45])$.
Henceforth $C_{j}, C$ denote generic constants which are independent of $\lambda, \gamma, r, \tau$. Next we assume that $T$ is sufficiently large, $s \in[-3 r, 3 r]$, and $t \in\left[-\frac{T}{2}, \frac{T}{2}\right]$. In particular we assume that $\frac{T}{2}>r$. We introduce a cutoff function $\chi_{3}$ satisfying $0 \leq \chi_{3} \leq 1, \chi_{3} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, and

$$
\chi_{3}(x)= \begin{cases}1, & \text { if } x \in \omega\left(6 \epsilon_{0}\right) \\ 0, & \text { if } x \in \Omega \backslash \omega\left(7 \epsilon_{0}\right)\end{cases}
$$

Let $\mathbf{v}(x, t)$ satisfy (4.1). By setting $\mathbf{u}(x, t)=\chi_{3}(x) \mathbf{v}(x, t)$ and noting that $R(x, t)$ is zero in $\omega\left(7 \epsilon_{0}\right)$, we obtain

$$
\begin{equation*}
\rho(x) \partial_{t}^{2} \mathbf{u}-\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{u}=-\left[\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right), \chi_{3}\right] \mathbf{v} \text { in } Q \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{u}(x, t)=0 \quad \text { on } \Sigma . \tag{4.5}
\end{equation*}
$$

In connection with the operator $\rho(x) \partial_{t}^{2}-\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right)$, we define an elliptic operator by

$$
Q_{\rho, \lambda, \mu}=\rho(x) \partial_{s}^{2}+\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) .
$$

Noting that

$$
\partial_{s} \int_{\mathbb{R}} e^{-\frac{\gamma}{2}(i s+t-y)^{2}} \theta(y) \mathbf{u}(x, y) d y=i \int_{\mathbb{R}} e^{-\frac{\gamma}{2}(z-y)^{2}} \partial_{y}[\theta(y) \mathbf{u}(x, y)] d y,
$$

by integration by parts, we have

$$
\begin{align*}
& Q_{\rho, \lambda, \mu} \mathbf{u}_{\gamma, t}(x, s)=F_{\gamma, t}(x, s)+G_{\gamma, t}(x, s):=\mathbf{f}(x, s),(x, s) \in \Omega_{3 r}, \\
& \mathbf{u}_{\gamma, t}(x, s)=0,  \tag{4.6}\\
& (x, s) \in \Sigma_{3 r},
\end{align*}
$$

where

$$
F_{\gamma, t}(x, s)=-\sqrt{\frac{\gamma}{2 \pi}} \int_{\mathbb{R}} e^{-\frac{\gamma}{2}(z-y)^{2}}\left(2 \theta^{\prime}(y) \partial_{y} \mathbf{u}(x, y)+\theta^{\prime \prime}(y) \mathbf{u}(x, y)\right) d y
$$

and

$$
G_{\gamma, t}(x, s)=\sqrt{\frac{\gamma}{2 \pi}} \int_{\mathbb{R}} e^{-\frac{\gamma}{2}(z-t)^{2}} \theta(y)\left[\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right), \chi\right] \mathbf{v}(x, y) d y .
$$

Since $\theta^{\prime}=\frac{d \theta}{d y}$ and $\theta^{\prime \prime}=\frac{d^{2} \theta}{d y^{2}}$ are supported in $T-2 \leq|y| \leq T-1$, there exists $\eta>0$, independent of $T$, such that

$$
\begin{equation*}
\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)} \leq C e^{-\eta \gamma T}\|\mathbf{u}\|_{H^{2}(Q)} \quad \forall t \in\left[-\frac{T}{2}, \frac{T}{2}\right] . \tag{4.7}
\end{equation*}
$$

Moreover there exists $C_{1}>0$, independent of $T$, such that

$$
\begin{equation*}
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)} \leq C e^{C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)} \quad \forall t \in\left[-\frac{T}{2}, \frac{T}{2}\right] . \tag{4.8}
\end{equation*}
$$

By the definition, we easily obtain

$$
\begin{equation*}
G_{\gamma, t}(x, s)=0 \quad \forall x \in \omega\left(6 \epsilon_{0}\right) . \tag{4.9}
\end{equation*}
$$

Let $K$ be a compact set in $\bar{\Omega} \times(-3 r, 3 r)$ and let $\psi(x, s)$ be a $C^{\infty}$ function satisfying $\nabla_{x, s} \psi(x, s) \neq 0$ on $K$. Let

$$
\varphi(x, s)=e^{-\beta \psi(x, s)},
$$

where $\beta>0$ is sufficiently large.

Henceforth we set

$$
\|u\|_{H_{\tau}^{j}\left(\Omega_{3 r}\right)}^{2}=\sum_{|\alpha| \leq j} \tau^{2 j-2|\alpha|}\left\|\partial^{\alpha} u\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2}
$$

and

$$
\|u\|_{H_{\tau}^{j}\left(\Sigma_{3 r}\right)}^{2}=\sum_{|\alpha| \leq j} \tau^{2 j-2|\alpha|}\left\|\partial^{\alpha} u\right\|_{L^{2}\left(\Sigma_{3 r}\right)}^{2}
$$

We note that the right-hand sides include not only tangential derivatives but also normal derivatives on $\Sigma_{3 r}$.

Consider a scalar second-order elliptic operator

$$
P(x, D)=\rho(x) \partial_{s}^{2}+\sum_{j, k=1}^{n} a_{j k}(x) \partial_{j} \partial_{k}+\sum_{j=1}^{n} b_{j}(x) \partial_{j}+c
$$

If we assume that $P$ has $C^{2}$ coefficients, then the following Carleman estimate holds true:

$$
\begin{gather*}
\frac{C}{\tau}\left\|e^{\tau \varphi} u\right\|_{H_{\tau}^{2}\left(\Omega_{3 r}\right)}^{2} \leq\left\|e^{\tau \varphi} P u\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2}+\left\|e^{\tau \varphi} u\right\|_{H_{\tau}^{2}\left(\Sigma_{3 r}\right)}^{2}, \\
C \tau\left\|e^{\tau \varphi} u\right\|_{H_{\tau}^{1}\left(\Omega_{3 r}\right)}^{2} \leq\left\|e^{\tau \varphi} P u\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2}+\tau\left\|e^{\tau \varphi} u\right\|_{H_{\tau}^{1}\left(\Sigma_{3 r}\right)}^{2}, \tag{4.10}
\end{gather*}
$$

whenever $u \in C_{0}^{\infty}(K)$ and $\tau>\tau_{0}$ (see, for example, [37] and [19], respectively, for the first and second Carleman estimates).

By (4.10) we can derive the following Carleman estimate for the elliptic system (4.6).

Lemma 4.1. There exist $\tau_{0}>0$ and $C>0$ such that

$$
\frac{C}{\tau}\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{2}\left(\Omega_{3 r}\right)}^{2} \leq\left\|e^{\tau \varphi} Q_{\rho, \lambda, \mu} \mathbf{u}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}+\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{2}\left(\Sigma_{3 r}\right)}^{2}
$$

whenever $\mathbf{u} \in C_{0}^{\infty}(K)$ and all $\tau>\tau_{0}$.
Proof. In order to prove Lemma 4.1 we will extend system (4.6) for three unknown functions $u_{1}, u_{2}, u_{3}$ to a new one for four unknown functions by introducing $v=\operatorname{divu}$. We refer to Eller, Isakov, Nakamura, and Tataru [12] and Ikehata, Nakamura, and Yamamoto [15]. If $\mathbf{u}$ solves

$$
Q_{\rho, \lambda, \mu} \mathbf{u}=\rho(x) \partial_{s}^{2} \mathbf{u}+\mathcal{L}_{\lambda, \mu}\left(x, \partial_{x}\right) \mathbf{u}=\mathbf{f}
$$

then

$$
\rho(x) \partial_{s}^{2} v+(\lambda(x)+2 \mu(x)) \Delta v+A_{1,1}(v, \mathbf{u})=\operatorname{divf}
$$

and

$$
\rho(x) \partial_{s}^{2} \mathbf{u}+\mu(x) \Delta \mathbf{u}+A_{1,2}(v, \mathbf{u})=\mathbf{f}
$$

where $A_{1,1}, A_{1,2}$ are (matrix) linear partial differential operators with measurable and bounded coefficients. By using the scalar Carleman estimate (4.10), we obtain

$$
\frac{C}{\tau}\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{2}\left(\Omega_{3 r}\right)}^{2} \leq\left\|e^{\tau \varphi} \mathbf{f}\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2}+\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{2}\left(\Sigma_{3 r}\right)}^{2}+\left\|e^{\tau \varphi} v\right\|_{H_{\tau}^{1}\left(\Omega_{3 r}\right)}^{2}
$$

and

$$
C \tau\left\|e^{\tau \varphi} v\right\|_{H_{\tau}^{1}\left(\Omega_{3 r}\right)}^{2} \leq\left\|e^{\tau \varphi} \operatorname{divf}\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2}+\tau\left\|e^{\tau \varphi} v\right\|_{H_{\tau}^{1}\left(\Sigma_{3 r}\right)}^{2}+\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{1}\left(\Omega_{3 r}\right)}^{2} .
$$

Therefore, by choosing $\tau$ large, we obtain

$$
\begin{aligned}
\frac{C}{\tau}\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{2}\left(\Omega_{3 r}\right)}^{2} \leq & \left\|e^{\tau \varphi} \mathbf{f}\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2}+\frac{1}{\tau}\left\|e^{\tau \varphi} \nabla \mathbf{f}\right\|_{L^{2}\left(\Omega_{3 r}\right)}^{2} \\
& +\left\|e^{\tau \varphi} \mathbf{u}\right\|_{H_{\tau}^{2}\left(\Sigma_{3 r}\right)}^{2}+\left\|e^{\tau \varphi} v\right\|_{H_{\tau}^{1}\left(\Sigma_{3 r}\right)}^{2} .
\end{aligned}
$$

This completes the proof of Lemma 4.1.
Now we can argue similarly to [6], with suitable modifications. We introduce a cutoff function $\chi_{4}$ satisfying $0 \leq \chi_{4} \leq 1, \chi_{4} \in C_{0}^{\infty}(\mathbb{R})$, and

$$
\chi_{4}(\eta)= \begin{cases}0, & \text { if } \eta \leq \frac{1}{2}, \eta \geq 8, \\ 1, & \text { if } \eta \in\left[\frac{3}{4}, 7\right]\end{cases}
$$

Now we proceed to the estimation near $\Gamma_{1}$.
4.2. Estimation near the boundary part $\boldsymbol{\Gamma}_{\mathbf{1}}$. We shall estimate $\mathbf{u}_{\gamma, t}$ in a ball $B_{1}=B\left(x^{(1)}, r\right)=\left\{x \in \mathbb{R}^{3} ;\left|x-x^{(0)}\right| \leq r\right\}$ over a small interval $(-r, r)$ by the velocity trace (in the normal direction) in the given part $\Sigma_{1,3 r}=\Gamma_{1} \times(-3 r, 3 r) \subset \Sigma_{3 r}$.

Lemma 4.2. Let $\mathbf{u}_{\gamma, t}$ be a solution to (4.6). Then there exist $\widetilde{B}_{1} \equiv B_{1} \times(-r, r) \subset$ $\Omega_{r}$ and $\left.\nu_{0} \in\right] 0,1[$ such that

$$
\begin{equation*}
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\tilde{B}_{1}\right)} \leq C\left(\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}\right)^{\nu_{0}}\left(\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}\right)^{1-\nu_{0}} \tag{4.11}
\end{equation*}
$$

for some positive constant $C$.
Proof. Let us choose $\delta>0$ and $x^{(0)} \in \mathbb{R}^{3} \backslash \bar{\Omega}$ such that

$$
\begin{equation*}
\delta<\frac{\epsilon_{0}}{4}, \quad \overline{B\left(x^{(0)}, \delta\right)} \cap \bar{\Omega}=\emptyset, \quad B\left(x^{(0)}, 2 \delta\right) \cap \Omega \neq \emptyset, \quad B\left(x^{(0)}, 4 \delta\right) \cap \Gamma \subset \Gamma_{1} . \tag{4.12}
\end{equation*}
$$

That is, $x^{(0)}$ is an outer point of $\bar{\Omega}$ and is near $\Gamma_{1}$. We define the functions $\psi_{0}(x, s)$ and $\varphi_{0}(x, s)$ by

$$
\psi_{0}(x, s)=\left|x-x^{(0)}\right|^{2}+s^{2}, \quad \varphi_{0}(x, s)=e^{-\frac{\tilde{\tilde{s}}}{\delta^{2}} \psi_{0}(x, s)} .
$$

Here we choose $\widetilde{\beta}>0$ sufficiently large. Denote

$$
\mathbf{w}_{\gamma, t}(x, s)=\chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right) \mathbf{u}_{\gamma, t}(x, s) .
$$

By applying Lemma 4.1, we obtain

$$
\frac{C}{\tau}\left\|e^{\tau \varphi_{0}} \mathbf{w}_{\gamma, t}\right\|_{H_{\tau}^{2}\left(\Omega_{r}\right)}^{2} \leq\left\|e^{\tau \varphi_{0}} Q_{\rho, \lambda, \mu} \mathbf{w}_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}+\left\|e^{\tau \varphi_{0}} \chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right) \mathbf{u}_{\gamma, t}\right\|_{H_{\tau}^{2}\left(\Sigma_{3 r}\right)}^{2}
$$

for $\tau>\tau_{0}$. Therefore by (4.9), we have

$$
\begin{aligned}
Q_{\rho, \lambda, \mu} \mathbf{w}_{\gamma, t}(x, s) & =\chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right) Q_{\rho, \lambda, \mu} \mathbf{u}_{\gamma, t}(x, s)+\left[Q_{\rho, \lambda, \mu}, \chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right)\right] \mathbf{u}_{\gamma, t}(x, s) \\
& =\chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right)\left(F_{\gamma, t}(x, s)+G_{\gamma, t}(x, s)\right)+\left[Q_{\rho, \lambda, \mu}, \chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right)\right] \mathbf{u}_{\gamma, t}(x, s) \\
& =\chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right) F_{\gamma, t}(x, s)+\left[Q_{\rho, \lambda, \mu}, \chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right)\right] \mathbf{u}_{\gamma, t}(x, s)
\end{aligned}
$$

Since $\left[Q_{\rho, \lambda, \mu}, \chi_{4}\left(\frac{\psi_{0}}{\delta^{2}}\right)\right]$ is supported in

$$
\left|x-x^{(0)}\right|^{2}+s^{2} \leq \frac{3}{4} \delta^{2}, \quad 7 \delta^{2} \leq\left|x-x^{(0)}\right|^{2}+s^{2} \leq 8 \delta^{2}
$$

by taking (4.12) into account, we see that $\left|x-x^{(0)}\right| \geq \delta$ for all $x \in \bar{\Omega}$ and $\Omega \cap$ $\left\{x ;\left|x-x^{(0)}\right| \leq \frac{3}{4} \delta^{2}\right\} \neq \emptyset$, so that we obtain

$$
\begin{aligned}
\frac{C}{\tau} e^{2 \tau e^{-4 \tilde{\beta}}}\left\|\mathbf{u}_{\tau, t}\right\|_{H_{\tau}^{2}\left(\left(\delta^{2} \leq \psi_{0} \leq 4 \delta^{2}\right) \cap \Omega\right)}^{2} \leq & \tau^{2} e^{2 \tau e^{-7 \tilde{\beta}}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{0} \leq 8 \delta^{2}\right)}^{2} \\
& +\tau^{2} e^{2 \tau e^{-\tilde{\beta} / 2}}\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2} \\
& +e^{2 \tau e^{-\tilde{\beta} / 2}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}^{2}
\end{aligned}
$$

We can select $r>0$ and $x^{(1)} \in \Omega$ such that

$$
\operatorname{dist}\left(x^{(1)}, \Gamma\right) \geq 4 r, \quad \widetilde{B}_{1}=B\left(x^{(1)}, r\right) \times[-r, r] \subset\left\{\delta^{2} \leq \psi_{0}(x, s) \leq 4 \delta^{2}\right\}
$$

Then for $\tau>\tau_{0}$ we have

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)}^{2} \leq C e^{C_{1} \tau}\left[\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}^{2}\right]+e^{-C_{2} \tau}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}^{2}
$$

The inequality holds for any $\tau>0$ by replacing $C>0$ by $C e^{C_{1} \tau_{0}}$. Now minimize the right-hand side with respect to $\tau$, and with $\nu_{0}=\frac{C_{2}}{C_{1}+C_{2}}$ we have

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)}^{2} \leq C\left(\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}^{2}\right)^{\nu_{0}}\left(\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}^{2}\right)^{1-\nu_{0}}
$$

This completes the proof of the lemma.
4.3. Estimation near the boundary. In this subsection we extend the estimation from $\widetilde{B}_{1}$ to $\omega_{r}\left(\epsilon_{0}, 4 \epsilon_{0}\right)$. In order to accomplish this, we use the techniques developed in [44]. This will be done by continuing estimates (4.11). Let $B\left(x^{(j)}, r\right), 2 \leq j \leq N$, be a covering of $\omega\left(\epsilon_{0}, 4 \epsilon_{0}\right)$. We can assume that $x^{(j)}$ satisfies $\operatorname{dist}\left(x^{(j)}, \Gamma\right) \geq 4 r$. In what follows, we assume without any restriction in generality that

$$
B\left(x^{(j+1)}, r\right) \subset B\left(x^{(j)}, 2 r\right)
$$

and we set

$$
\widetilde{B}_{j}=B\left(x^{(j)}, r\right) \times(-r, r) ; \quad 2 \leq j \leq N
$$

Lemma 4.3. Let $\mathbf{u}_{\gamma, t}$ be a solution to (4.6). Then there exist a constant $\nu \in(0,1)$ and $C>0$ such that

$$
\begin{equation*}
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{k+1}\right)} \leq C\left(\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{k}\right)}\right)^{\nu}\left(\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}\right)^{1-\nu}, \quad k \geq 1 \tag{4.13}
\end{equation*}
$$

Proof. We define the functions $\psi_{k}(x, s)$ and $\varphi_{k}(x, s)$ by

$$
\psi_{k}(x, s)=\left|x-x^{(k)}\right|^{2}+s^{2}, \quad \varphi_{k}(x, s)=e^{-\frac{\tilde{\mathcal{B}}}{r^{2}} \psi_{k}(x, s)} .
$$

Moreover we set

$$
\mathbf{w}_{\gamma, t}(x, s)=\chi_{4}\left(\frac{\psi_{k}}{r^{2}}\right) \mathbf{u}_{\gamma, t}(x, s)
$$

By applying Lemma 4.1 in an interior domain, we obtain

$$
\begin{equation*}
\frac{C}{\tau}\left\|e^{\tau \varphi_{k}} \mathbf{w}_{\gamma, t}\right\|_{H_{\tau}^{2}\left(\Omega_{r}\right)}^{2} \leq\left\|e^{\tau \varphi_{k}} Q_{\rho, \lambda, \mu} \mathbf{w}_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2} \tag{4.14}
\end{equation*}
$$

In the same way as the proof of Lemma 4.2, we have

$$
Q_{\rho, \lambda, \mu} \mathbf{w}_{\lambda, t}(x, s)=\chi_{4}\left(\frac{\psi_{k}}{r^{2}}\right) F_{\lambda, t}(x, s)+\left[Q_{\rho, \lambda, \mu}, \chi_{4}\left(\frac{\psi_{k}}{r^{2}}\right)\right] \mathbf{u}_{\gamma, t}(x, s)
$$

Since $\left[Q_{\rho, \lambda, \mu}, \chi_{4}\left(\frac{\psi_{k}}{r^{2}}\right)\right]$ is supported in

$$
\frac{r^{2}}{2} \leq\left|x-x^{(0)}\right|^{2}+s^{2} \leq r^{2}, \quad 7 r^{2} \leq\left|x-x^{(0)}\right|^{2}+s^{2} \leq 8 r^{2}
$$

it follows from (4.14) that

$$
\begin{aligned}
\frac{C}{\tau} e^{2 \tau e^{-5 \tilde{\beta}}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H_{\tau}^{2}\left(r^{2} \leq \psi_{k} \leq 5 r^{2}\right)}^{2} \leq & \tau^{2} e^{2 \tau e^{-\tilde{\beta} / 2}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{k} \leq r^{2}\right)}^{2}+\tau^{2} e^{2 \tau e^{-7 \tilde{\beta}}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}^{2} \\
& +\tau^{2} e^{2 \tau e^{-\tilde{\beta} / 2}}\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}
\end{aligned}
$$

and hence for $\tau$ large we obtain

$$
\begin{aligned}
C e^{2 \tau e^{-5 \tilde{\beta}}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H_{\tau}^{2}\left(\psi_{k} \leq 5 r^{2}\right)}^{2} \leq & e^{2 \tau e^{-\tilde{\beta} / 3}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{k} \leq r^{2}\right)}^{2}+e^{2 \tau e^{-6 \tilde{\beta}}}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}^{2} \\
& +e^{2 \tau e^{-\tilde{\beta} / 3}}\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}
\end{aligned}
$$

Thus we obtain

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{k} \leq 5 r^{2}\right)}^{2} \leq e^{C_{1} \tau}\left[\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{k} \leq r^{2}\right)}^{2}+\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}\right]+e^{-C_{2} \tau}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}^{2}
$$

Now minimize the right-hand side with respect to $\tau$, and with $\nu=\frac{C_{2}}{C_{1}+C_{2}}$ we obtain

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{k} \leq 5 r^{2}\right)}^{2} \leq C\left(\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}^{2}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\psi_{k} \leq r^{2}\right)}^{2}\right)^{\nu}\left(\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}^{2}\right)^{1-\nu}
$$

Since

$$
\widetilde{B}_{k+1} \subset\left\{\psi_{k}(s, x) \leq 5 r^{2}\right\}, \quad\left\{\psi_{k}(x, s) \leq r^{2}\right\} \subset \widetilde{B}_{k}
$$

we obtain (4.13). This completes the proof of the lemma.
Lemma 4.4. Let $\mathbf{u}_{\gamma, t}$ be a solution to (4.6). Then there exist a constant $C>0$ and $\mu=\nu^{n}$ such that

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)} \leq C\left(\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)}\right)^{\mu}\left(\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}\right)^{1-\mu}, \quad n \geq 1
$$

Here $\nu \in(0,1)$ is the constant given in Lemma 4.3.
Proof. Put

$$
a_{k}=\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{k}\right)}, \quad A=\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}, \quad B=\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}
$$

By (4.13) we have

$$
a_{k+1} \leq\left(C^{\frac{1}{1-\nu}} B\right)^{1-\nu}\left(a_{k}+A\right)^{\nu}
$$

By applying Lemma 4 in [38] (see also [37]), we obtain for all $\mu \in] 0, \nu^{n}$ ]

$$
a_{n} \leq 2^{\frac{1}{1-\nu}} C B^{1-\mu}\left(a_{1}+A\right)^{\mu}
$$

This completes the proof of the lemma. $\quad$
LEMMA 4.5. Let $\mathbf{u}_{\lambda, t}$ be a solution to (4.6). Then there exist $C>0$ and $C_{1}>0$ such that for all $n$ there exist $C_{n}>0$ and $T_{n}>0$ such that

$$
\begin{equation*}
C\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)}^{2} \leq e^{-C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}^{2}+e^{C_{n} \gamma}\|\mathbf{u}\|_{H^{2}\left(\Sigma_{1}\right)}^{2} \tag{4.15}
\end{equation*}
$$

for all $t \in\left[-\frac{T}{2}, \frac{T}{2}\right]$, where $T>T_{n}$.
Proof. By Lemma 4.4 and the Young inequality, we easily obtain

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)} \leq \epsilon^{p}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Omega_{3 r}\right)}+\epsilon^{-p^{\prime}}\left[\left\|F_{\gamma, t}\right\|_{H^{1}\left(\Omega_{3 r}\right)}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)}\right]
$$

for all $\epsilon>0$. Here

$$
p=\frac{1}{1-\mu}, \quad p^{\prime}=\frac{1}{\mu}, \quad \text { and } \quad \mu=\nu^{n}
$$

By using estimates (4.7) and (4.8), we have for all $t \in\left[-\frac{T}{2}, \frac{T}{2}\right]$

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)} \leq \epsilon^{p} e^{C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+\epsilon^{-p^{\prime}}\left[e^{-\eta T \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)}\right]
$$

By selecting

$$
\epsilon=e^{-\frac{2 C_{1}}{p} \gamma}
$$

we obtain

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)} \leq e^{-C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{-\left(\eta T-\frac{2 C_{1} p^{\prime}}{p}\right) \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{\frac{2 C_{1} p^{\prime}}{p} \gamma}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)}
$$

for all $t \in\left[-\frac{T}{2}, \frac{T}{2}\right]$ and $\gamma>0$. Take $T$ sufficiently large such that

$$
\eta T-\frac{2 C_{1} p^{\prime}}{p}>C_{1}
$$

and we obtain

$$
\begin{equation*}
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)} \leq e^{-C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{\kappa_{1} \gamma}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)} \tag{4.16}
\end{equation*}
$$

where we set

$$
\kappa_{1}=\frac{2 C_{1} p^{\prime}}{p}
$$

Similarly we obtain from Lemma 4.2 and the Young inequality

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)} \leq \epsilon^{p_{0}} e^{C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+\epsilon^{-p_{0}^{\prime}}\left[e^{-\eta T \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}\right]
$$

where

$$
p_{0}=\frac{1}{1-\nu_{0}}, \quad p_{0}^{\prime}=\frac{1}{\nu_{0}} .
$$

Selecting $\epsilon=e^{-\left(\frac{2 C_{1}+\kappa_{1}}{p_{0}}\right) \gamma}$, we obtain for some positive constant $\kappa_{2}$
$\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)} \leq e^{-\left(C_{1}+\kappa_{1}\right) \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{-\left(\eta T-\frac{\left(2 C_{1}+\kappa_{1}\right) p_{0}^{\prime}}{p_{0}}\right) \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{\kappa_{2} \gamma}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}$.
Take $T$ large such that

$$
\left(\eta T-\frac{\left(2 C_{1}+\kappa_{1}\right) p_{0}^{\prime}}{p_{0}}\right)>C_{1}+\kappa_{1} .
$$

Then we obtain

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{1}\right)} \leq e^{-\left(C_{1}+\kappa_{1}\right) \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{\kappa_{2} \gamma}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}
$$

By inserting this into (4.16), we have

$$
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\widetilde{B}_{n}\right)} \leq e^{-C_{1} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{C_{n} \gamma}\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\Sigma_{1,3 r}\right)}
$$

for some positive constant $C_{n}$. This completes the proof of (4.15).
4.4. End of the proof of Lemma 2.5. We shall complete the proof of Lemma 2.5 in this subsection.

We fix $T>\max _{1 \leq n \leq N} T_{n}$. Addition of inequalities (4.15) for $n \in\{1, \ldots, N\}$ yields

$$
\begin{equation*}
\left\|\mathbf{u}_{\gamma, t}\right\|_{H^{2}\left(\omega_{r}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq e^{-C_{3} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}+e^{C_{4} \gamma}\|\mathbf{u}\|_{H^{2}\left(\Sigma_{1}\right)}, \quad t \in\left[-\frac{T}{2}, \frac{T}{2}\right] \tag{4.17}
\end{equation*}
$$

for some positive constants $C_{3}$ and $C_{4}$. We set $\mathbf{u}_{\gamma}(x, t)=\mathbf{u}_{\gamma, t}(x, 0)$. Then we have

$$
\mathbf{u}_{\gamma}(x, t)=\sqrt{\frac{\gamma}{2 \pi}} \int_{\mathbb{R}} e^{-\frac{\gamma}{2}(t-y)^{2}} \theta(y) \mathbf{u}(x, y) d y=\left(K_{\gamma} * \theta \mathbf{u}\right)(x, t)
$$

where

$$
K_{\gamma}(t)=\sqrt{\frac{\gamma}{2 \pi}} e^{-\frac{\gamma}{2} t^{2}}
$$

Lemma 4.6. Let $T^{1}=\frac{T}{2}-r$. Then we have

$$
\left\|\mathbf{u}_{\gamma}\right\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} \leq e^{-\mu \gamma}\|\mathbf{u}\|_{H^{1}(Q)}^{2}+e^{\mu^{\prime} \gamma}\|\mathbf{u}\|_{H^{2}\left(\Sigma_{1}\right)}^{2}
$$

for some positive constants $\mu$ and $\mu^{\prime}$.
Proof. By the Cauchy formula, for $\varrho$ such that $0<\varrho<r$, we obtain

$$
\mathbf{u}_{\gamma}(x, a)=\frac{1}{2 i \pi} \int_{|w-a|=\varrho} \frac{\mathbf{u}_{\gamma}(x, w)}{w-a} d w
$$

Thus, by using the polar coordinate, we obtain

$$
\left|\mathbf{u}_{\gamma}(x, a)\right|^{2} \leq C_{5} \int_{0}^{2 \pi}\left|\mathbf{u}_{\gamma}\left(x, a+\varrho e^{i \theta}\right)\right|^{2} d \theta
$$

We integrate $\varrho \in(0, r)$ and obtain

$$
\left|\mathbf{u}_{\gamma}(x, a)\right|^{2} \leq \frac{C_{5}}{r} \int_{0}^{r} \int_{0}^{2 \pi}\left|\mathbf{u}_{\gamma}\left(x, a+\varrho e^{i \theta}\right)\right|^{2} d \theta d \varrho
$$

Therefore, for $x \in \omega\left(\epsilon_{0}, 3 \epsilon_{0}\right)$ and $a \in\left[-\frac{T}{2}+r, \frac{T}{2}-r\right]$, we have

$$
\left|\mathbf{u}_{\gamma}(x, a)\right|^{2} \leq C_{6} \int_{|s| \leq r,|t-a| \leq r}\left|\mathbf{u}_{\gamma}(x, t+i s)\right|^{2} d s d t=C_{6} \int_{|s| \leq r,|t-a| \leq r}\left|\mathbf{u}_{\gamma, t}(x, s)\right|^{2} d s d t
$$

and

$$
\begin{align*}
\left\|\mathbf{u}_{\gamma}(\cdot, a)\right\|_{L^{2}\left(\omega\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} & \leq C_{6} \int_{-r}^{r} \int_{|t-a| \leq r}\left\|\mathbf{u}_{\gamma, t}\right\|_{L^{2}\left(\omega_{r}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} d t d s \\
& \leq C_{7} \int_{-r}^{r} \int_{-T / 2}^{T / 2}\left\|\mathbf{u}_{\gamma, t}\right\|_{L^{2}\left(\omega_{r}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} d t d s \tag{4.18}
\end{align*}
$$

We integrate $a \in\left[-T^{1}, T^{1}\right]$, and by using (4.17) we obtain

$$
\left\|\mathbf{u}_{\gamma}\right\|_{L^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} \leq C_{T}\left(e^{-C_{3} \gamma}\|\mathbf{u}\|_{H^{2}(Q)}^{2}+e^{C_{4} \gamma}\|\mathbf{u}\|_{H^{2}\left(\Sigma_{1}\right)}^{2}\right)
$$

By using the same argument to $\partial^{\alpha} \mathbf{u}_{\gamma},|\alpha| \leq 2$, we complete the proof of Lemma 4.6.
Lemma 4.7. Let $\mathbf{u}$ be a solution of (4.4). Then there exist $C_{7}>0$ and $C_{8}>0$ such that

$$
\|\mathbf{u}\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq \frac{C_{7}}{\sqrt{\gamma}}\|\mathbf{u}\|_{H^{3}(Q)}+e^{C_{7} \gamma}\|\mathbf{u}\|_{H^{2}\left(\Sigma_{1}\right)}
$$

Proof. By $\widehat{\mathbf{u}}(x, \tau)$ we denote the Fourier transform of $\mathbf{u}(x, t)$ in $t$. We have

$$
\widehat{\theta \mathbf{u}}(x, \tau)-\widehat{\mathbf{u}_{\gamma}}(x, \tau)=\left(1-\widehat{K_{\gamma}}\right) \widehat{\theta \mathbf{u}}(x, \tau)
$$

Furthermore we can directly verify that

$$
\left|\left(1-\widehat{K_{\gamma}}\right)(\tau)\right| \leq \frac{\tau^{2}}{\gamma}
$$

so that we obtain for $T^{1}=T / 2-r$

$$
\left\|\mathbf{u}-\mathbf{u}_{\gamma}\right\|_{L^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq \frac{C_{8}}{\sqrt{\gamma}}\|\mathbf{u}\|_{H^{1}(Q)}
$$

Similarly we have

$$
\left\|\mathbf{u}-\mathbf{u}_{\gamma}\right\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq \frac{C_{9}}{\sqrt{\gamma}}\|\mathbf{u}\|_{H^{3}(Q)}
$$

Hence

$$
\begin{aligned}
\|\mathbf{u}\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} & \leq C_{10}\left[\left\|\mathbf{u}-\mathbf{u}_{\gamma}\right\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}+\left\|\mathbf{u}_{\gamma}\right\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}\right] \\
& \leq C_{11}\left[\frac{1}{\sqrt{\gamma}}\|\mathbf{u}\|_{H^{3}(Q)}+\left\|\mathbf{u}_{\gamma}\right\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}\right]
\end{aligned}
$$

On the other hand, by Lemma 4.6, we obtain

$$
\left\|\mathbf{u}_{\gamma}\right\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)}^{2} \leq e^{-\mu \gamma}\|\mathbf{u}\|_{H^{2}(Q)}^{2}+e^{\mu^{\prime} \gamma}\|\mathbf{u}\|_{H^{2}\left(\Sigma_{1}\right)}^{2}
$$

for some positive constants $\mu$ and $\mu^{\prime}$. This complete the proof of the lemma.
We now turn to the proof of Lemma 2.6. By Lemma 4.7 and $\mathbf{u}=\chi_{3} \mathbf{v}$, we obtain

$$
\|\mathbf{v}\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq \frac{C_{7}}{\sqrt{\gamma}}\|\mathbf{v}\|_{H^{3}(Q)}+e^{C_{7} \gamma}\|\mathbf{v}\|_{H^{2}\left(\Sigma_{1}\right)}
$$

By (1.6), we obtain

$$
\|\mathbf{u}\|_{H^{2}\left(\omega_{T^{1}}\left(\epsilon_{0}, 3 \epsilon_{0}\right)\right)} \leq \frac{M}{\sqrt{\gamma}}+e^{C_{7} \gamma} \epsilon\left(\Sigma_{1}\right)
$$

By selecting

$$
\gamma=\frac{1}{2 C_{7}} \log \left(2+\frac{M}{\epsilon\left(\Sigma_{1}\right)}\right)
$$

the proof of Lemma 2.5 is complete.
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#### Abstract

We provide a rigorous foundation for the geometric interpretation of the HunterSaxton equation as the equation describing the geodesic flow of the $\dot{H}^{1}$ right-invariant metric on the quotient space $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ of the infinite-dimensional Banach manifold $\mathcal{D}^{k}(\mathbb{S})$ of orientationpreserving $H^{k}$-diffeomorphisms of the unit circle $\mathbb{S}$ modulo the subgroup of rotations $\operatorname{Rot}(\mathbb{S})$. Once the underlying Riemannian structure has been established, the method of characteristics is used to derive explicit formulas for the geodesics corresponding to the $\dot{H}^{1}$ right-invariant metric, yielding, in particular, new explicit expressions for the spatially periodic solutions of the initial-value problem for the Hunter-Saxton equation.
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1. Introduction. The Hunter-Saxton equation

$$
\begin{equation*}
u_{t x x}=-2 u_{x} u_{x x}-u u_{x x x}, \quad t>0, x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

models the propagation of weakly nonlinear orientation waves in a massive nematic liquid crystal director field, $x$ being the space variable in a reference frame moving with the unperturbed wave speed and $t$ being a slow time variable [6]. Equation (1.1) is a bivariational, completely integrable system with a bi-Hamiltonian structure [7], leading to the existence of an infinite family of commuting Hamiltonian flows together with associated conservation laws. Smooth solutions of (1.1) break down in finite time as the slope $u_{x} \rightarrow-\infty$. The existence of global weak solutions was considered in [8]. Weak dissipative solutions of (1.1) have been studied in [1], where also a discussion of different notions of weak solutions can be found.

It was first noticed in [9] that, for spatially periodic functions, (1.1) describes the geodesic flow on the homogeneous space $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}(\mathbb{S})$ of the infinite-dimensional Lie group $\mathcal{D}(\mathbb{S})$ of orientation-preserving diffeomorphisms of the unit circle $\mathbb{S}$ modulo the subgroup of rotations $\operatorname{Rot}(\mathbb{S})$, endowed with the $\dot{H}^{1}$ right-invariant metric given at the identity by

$$
\langle[u],[v]\rangle=\int_{\mathbb{S}} u_{x} v_{x} d x, \quad[u],[v] \in T_{[i d]}(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}(\mathbb{S}))
$$

where $[i d]$ denotes the equivalence class in $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}(\mathbb{S})$ of the identity map $i d \in \mathcal{D}(\mathbb{S})$. This makes (1.1) one of the equations (others include the well-known Euler, Burgers, Korteweg-de Vries, and Camassa-Holm equations [4, 3, 15, 13]) that arises as the Euler equation for the geodesic flow corresponding to a right-invariant metric.

In this paper we provide a rigorous foundation for this geometric interpretation of (1.1) within the periodic setting (for the case on the line further technical complications arise due to the need of considering weighted Sobolev spaces - see the discussion

[^13]in [2]). Two similar but distinct approaches are possible. We may choose to consider the geodesic flow of the $\dot{H}^{1}$ right-invariant metric either (1) on the homogeneous space $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}(\mathbb{S})$, where $\mathcal{D}(\mathbb{S})$ denotes the Fréchet Lie group of smooth diffeomorphisms of $\mathbb{S}$, or $(2)$ on the Banach manifold $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ for $k>3 / 2$, where $\mathcal{D}^{k}(\mathbb{S})$ incorporates all diffeomorphisms of $\mathbb{S}$ of Sobolev class $H^{k}$. We will pursue the latter approach. Note that $\mathcal{D}^{k}(\mathbb{S})$ is a topological group but not a Lie group as the group operation $(\psi, \varphi) \mapsto$ $\psi \circ \varphi$ for $\psi, \varphi \in \mathcal{D}^{k}(\mathbb{S})$ is continuous but not smooth due to derivative loss (cf. [5]). The advantage of working on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ is that the theory of Riemannian geometry on Banach manifolds is available - whereas nearly all results familiar from finitedimensional Riemannian geometry immediately generalize to Banach manifolds (see [10]); a transition to Fréchet manifolds introduces several technical complications (see [5]). In particular, there are no general existence and uniqueness results for differential equations in Fréchet spaces, making it difficult to study geodesic flow and parallel translation. Also, on a Fréchet manifold, since the inverse mapping theorem does not hold, neither the Lie group exponential map nor the Riemannian exponential map is necessarily a local diffeomorphism at the identity. Another advantage of working with the wider class $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ is that when studying partial differential equations it is often preferable to work in Sobolev spaces rather than in the category of $C^{\infty}$-maps.

We will construct a smooth affine connection on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ compatible with the $\dot{H}^{1}$ right-invariant metric. Once this has been established, the general theory of Riemannian geometry on Banach manifolds immediately yields existence of a smooth curvature tensor, existence of normal neighborhoods, existence and uniqueness results for the geodesic flow and parallel translation, locally length-minimizing properties of the geodesics, etc. In this paper we focus on the geodesic flow and its relation to the Hunter-Saxton equation. In particular, we find that if $\varphi \in$ $C^{2}\left([0, T) ; \mathcal{D}^{k}(\mathbb{S})\right)$ is a $C^{2}$-curve in $\mathcal{D}^{k}(\mathbb{S})$, then the quotient curve $t \mapsto[\varphi(t)]$ is a geodesic in $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ with respect to the $\dot{H}^{1}$ right-invariant metric if and only if $u=\varphi_{t} \circ \varphi^{-1} \in C\left([0, T) ; H^{k}(\mathbb{S})\right) \cap C^{1}\left([0, T) ; H^{k-1}(\mathbb{S})\right)$ satisfies (1.1). In a subsequent section the method of characteristics is used to derive explicit formulas for the geodesics corresponding to the $\dot{H}^{1}$ right-invariant metric. As a byproduct we also obtain explicit formulas for the spatially periodic solutions of the initial-value problem for (1.1). Note that this presents new solutions to (1.1) with respect to earlier presentations (cf. $[6,1]$ )—the requirement that the solutions be spatially periodic introduces nontrivial constants of integration which alter the derivation and its outcome.

The quotient space $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$, the $\dot{H}^{1}$ right-invariant metric $\langle\cdot, \cdot\rangle$, and a Christoffel map $\Gamma$ are introduced in section 2 . In section 3 it is proved that the covariant derivative induced by $\Gamma$ is the unique covariant derivative compatible with the $\dot{H}^{1}$ right-invariant metric. In section 4 the connection between the geodesic flow and the Hunter-Saxton equation is explained, while in section 5 explicit formulas for the geodesics are obtained by means of the method of characteristics.
2. The quotient space $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$. Let $\mathbb{S}$ be the circle of length one and let $D_{x}$ denote differentiation with respect to $x$. For $X=[0,1]$ or $X=\mathbb{S}$ we let, for $n \geq 0, H^{n}(X)$ be the space of all functions on $X$ of Sobolev class $H^{n}$. By restriction of a periodic function to the unit interval, $H^{n}(\mathbb{S})$ may be viewed as a closed linear subspace of $H^{n}[0,1]$.

For an integer $k \geq 3,{ }^{1}$ let $\mathcal{D}^{k}(\mathbb{S})$ denote the Banach manifold of orientation-

[^14]preserving diffeomorphisms of $\mathbb{S}$ of class $H^{k}(c f .[14])$. By $\operatorname{Rot}(\mathbb{S}) \subset \mathcal{D}^{k}(\mathbb{S})$ we denote the subgroup of rotations $x \mapsto x+d, d \in \mathbb{R}$. Let $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ be the space of right cosets $\operatorname{Rot}(\mathbb{S}) \circ \varphi=\{\varphi(\cdot)+d \mid d \in \mathbb{R}\}$ for $\varphi \in \mathcal{D}^{k}(\mathbb{S})$. We will construct a global canonical chart on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$.

Put $M^{k}=\left\{\varphi \in \mathcal{D}^{k}(\mathbb{S}) \mid \varphi(0)=0\right\}$. Then the map

$$
\begin{equation*}
\varphi \mapsto(\varphi(0), \varphi(\cdot)-\varphi(0)): \mathcal{D}^{k}(\mathbb{S}) \rightarrow \mathbb{S} \times M^{k} \tag{2.1}
\end{equation*}
$$

is a diffeomorphism. Note that $M^{k}$ can be characterized as

$$
M^{k}=\left\{\varphi \in H^{k}[0,1] \mid \varphi_{x} \in H^{k-1}(\mathbb{S}), \varphi_{x}>0, \varphi(0)=0, \varphi(1)=1\right\}
$$

or, equivalently,

$$
\begin{equation*}
M^{k}=\left\{u+i d \mid u \in H^{k}(\mathbb{S}), u_{x}>-1, u(0)=0\right\} \tag{2.2}
\end{equation*}
$$

where $i d \in \mathcal{D}^{k}(\mathbb{S})$ is the identity map $i d(x)=x$ for $x \in \mathbb{S}$.
From (2.1) we obtain a natural identification $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S}) \simeq M^{k}$ given by

$$
\begin{equation*}
[\varphi] \mapsto \varphi-\varphi(0) \tag{2.3}
\end{equation*}
$$

where $[\varphi]$ denotes the equivalence class of $\varphi \in \mathcal{D}^{k}(\mathbb{S})$. Let $\mathbf{E}^{k} \subset H^{k}(\mathbb{S})$ be the closed linear subspace

$$
\mathbf{E}^{k}=\left\{u \in H^{k}(\mathbb{S}) \mid u(0)=0\right\}
$$

with topology induced from $H^{k}(\mathbb{S})$. The representation (2.2) shows that $M^{k}$ is an open subset of the closed hyperplane $i d+\mathbf{E}^{k} \subset H^{k}[0,1]$. Hence $M^{k}$ provides a global chart for $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$. Moreover, $T\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right) \simeq T M^{k} \simeq M^{k} \times \mathbf{E}^{k}$, so that a vector field $X$ on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ can be viewed as a map $M^{k} \rightarrow \mathbf{E}^{k}$.

The $\dot{H}^{1}$ right-invariant metric $\langle\cdot, \cdot\rangle$ on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ is most easily defined in the global chart $M^{k}$ as follows (see also [9]). Let $A=-D_{x}^{2}$ and introduce a positive definite symmetric bilinear form $\langle\cdot, \cdot\rangle_{i d}$ on $T_{i d} M^{k} \simeq \mathbf{E}^{k}$ by

$$
\langle u, v\rangle_{i d}=\int_{\mathbb{S}} u A v d x=\int_{\mathbb{S}} u_{x} v_{x} d x, \quad u, v \in \mathbf{E}^{k}
$$

and extend it to $T_{\varphi} M^{k}$ for any $\varphi \in M^{k}$ by right-invariance, so that, for $U, V \in$ $T_{\varphi} M^{k} \simeq \mathbf{E}^{k}$,

$$
\langle U, V\rangle_{\varphi}=\int_{\mathbb{S}} U \circ \varphi^{-1} A\left(V \circ \varphi^{-1}\right) d x
$$

We also introduce the closed linear subspace

$$
\mathbf{F}^{k}=\left\{f \in H^{k}(\mathbb{S}) \mid \int_{\mathbb{S}} f d x=0\right\}
$$

It is straightforward to check that $A=-D_{x}^{2}$ is an isomorphism $\mathbf{E}^{k} \rightarrow \mathbf{F}^{k-2}$. Denoting its inverse by $A^{-1}: \mathbf{F}^{k-2} \rightarrow \mathbf{E}^{k}$, we infer that, for $u \in H^{k-1}(\mathbb{S})$,

$$
\begin{equation*}
-\left(A^{-1} D_{x}(u)\right)(x)=\int_{0}^{x} u(y) d y-x \int_{\mathbb{S}} u d x \tag{2.4}
\end{equation*}
$$

Now define $\Gamma: M^{k} \times \mathbf{E}^{k} \times \mathbf{E}^{k} \rightarrow \mathbf{E}^{k}$ by

$$
\begin{equation*}
\Gamma(\varphi, U, V)=-\frac{1}{2}\left(A^{-1} D_{x}\left(\left(U \circ \varphi^{-1}\right)_{x}\left(V \circ \varphi^{-1}\right)_{x}\right)\right) \circ \varphi \tag{2.5}
\end{equation*}
$$

and notice that $\Gamma$ is right-invariant in the sense that

$$
\begin{equation*}
\Gamma(\psi, U, V) \circ \varphi=\Gamma(\psi \circ \varphi, U \circ \varphi, V \circ \varphi), \quad \varphi, \psi \in M^{k}, \quad U, V \in \mathbf{E}^{k} \tag{2.6}
\end{equation*}
$$

The motivation for the definition of $\Gamma$ comes in section 3 , where we will see that $\Gamma$ is the Christoffel map (the infinite-dimensional analogue of the Christoffel symbols $\Gamma_{j k}^{i}$ well known from finite-dimensional Riemannian geometry) for the affine connection on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ compatible with the $\dot{H}^{1}$ right-invariant metric.

Although $\mathcal{D}^{k}(\mathbb{S})$ is a smooth Banach manifold it is not a Lie group. Indeed, the group operation $(\psi, \varphi) \mapsto \psi \circ \varphi: \mathcal{D}^{k}(\mathbb{S}) \times \mathcal{D}^{k}(\mathbb{S}) \rightarrow \mathcal{D}^{k}(\mathbb{S})$ is continuous but not $C^{1}$; right multiplication $R_{\varphi}: \psi \mapsto \psi \circ \varphi$ is smooth, whereas left multiplication $L_{\psi}: \varphi \mapsto \psi \circ \varphi$ is continuous but not $C^{1}$ due to derivative loss (see [5]). Similarly, $M^{k}$ is a Banach manifold and a topological group but not a Lie group. Therefore, it is not a priori clear that the $\dot{H}^{1}$ metric and the Christoffel map $\Gamma$ are smooth objects (that right multiplication is smooth is not enough). The following two propositions deal with this technicality (see [12] for detailed proofs of similar results in the case of the Camassa-Holm equation).

Proposition 2.1. The map

$$
[\varphi] \mapsto\langle\cdot, \cdot\rangle_{[\varphi]}: \operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S}) \rightarrow L_{\text {sym }}^{2}\left(T_{[\varphi]}\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right) ; \mathbb{R}\right)
$$

is a smooth section of the bundle $L_{\text {sym }}^{2}\left(T\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right) ; \mathbb{R}\right)$.
Proposition 2.2. Let $\Gamma$ be defined by (2.5). The map

$$
\varphi \mapsto \Gamma(\varphi, \cdot, \cdot): M^{k} \rightarrow L_{\text {sym }}^{2}\left(\mathbf{E}^{k} ; \mathbf{E}^{k}\right)
$$

is smooth.
3. Covariant derivative. In this section the covariant derivative induced by the Christoffel map $\Gamma$ is shown to be compatible with the $\dot{H}^{1}$ right-invariant metric.

We first recall the general definition of a covariant derivative. Let $\mathcal{M}$ be a Banach manifold endowed with a Riemannian metric $\langle\cdot, \cdot\rangle$ and let $\mathfrak{X}(\mathcal{M})$ denote the space of smooth vector fields on $\mathcal{M}$. For $X, Y \in \mathfrak{X}(\mathcal{M})$ the Lie bracket $[X, Y]$ is defined locally by

$$
[X, Y](m)=D Y(m) \cdot X(m)-D X(m) \cdot Y(m)
$$

Definition 3.1. An $\mathbb{R}$-bilinear operator $(X, Y) \mapsto \nabla_{X} Y: \mathfrak{X}(\mathcal{M}) \times \mathfrak{X}(\mathcal{M}) \rightarrow$ $\mathfrak{X}(\mathcal{M})$ is a Riemannian covariant derivative if it satisfies
(a) $X(m)=0$ implies $\left(\nabla_{X} Y\right)(m)=0$ for $m \in \mathcal{M}$ and $X, Y \in \mathfrak{X}(\mathcal{M})$ (punctual dependence on $X$ ),
(b) $\nabla_{X} Y-\nabla_{Y} X=[X, Y]$ for $X, Y \in \mathfrak{X}(\mathcal{M})$ (torsion-free),
(c) $\nabla_{X}(f Y)=\left(\mathcal{L}_{X} f\right) Y+f \nabla_{X} Y$ for $f \in C^{\infty}(\mathcal{M}), X, Y \in \mathfrak{X}(\mathcal{M})$ (derivation in $Y)$,
(d) $\mathcal{L}_{X}\langle Y, Z\rangle=\left\langle\nabla_{X} Y, Z\right\rangle+\left\langle Y, \nabla_{X} Z\right\rangle$ for $X, Y, Z \in \mathfrak{X}(\mathcal{M})$ (compatible with the metric).

Define the operator $\nabla: \mathfrak{X}\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right) \times \mathfrak{X}\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right) \rightarrow \mathfrak{X}\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right)$ in the global chart $M^{k}$ by

$$
\begin{equation*}
\left(\nabla_{X} Y\right)(\varphi)=D Y(\varphi) \cdot X(\varphi)-\Gamma(\varphi, Y(\varphi), X(\varphi)) \tag{3.1}
\end{equation*}
$$

where $X, Y: M^{k} \rightarrow \mathbf{E}^{k}$ are representatives in the chart $M^{k}$ of two vector fields on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$.

In the finite-dimensional case, given a Riemannian metric $\langle\cdot, \cdot\rangle$ on a manifold $\mathcal{M}$ there automatically exists a Riemannian covariant derivative $\nabla$ compatible with $\langle\cdot, \cdot\rangle$. For vector fields $X, Y, Z$ on $\mathcal{M}, \nabla_{X} Y$ is defined as the unique vector field such that (3.2)
$2\left\langle\nabla_{X} Y, Z\right\rangle=-\langle[Y, X], Z\rangle-\langle X,[Y, Z]\rangle-\langle Y,[X, Z]\rangle+\mathcal{L}_{X}\langle Y, Z\rangle+\mathcal{L}_{Y}\langle Z, X\rangle-\mathcal{L}_{Z}\langle X, Y\rangle$.
Indeed, the bracket $\langle\cdot, \cdot\rangle$ establishes an isomorphism $T_{m} \mathcal{M} \rightarrow T_{m}^{*} \mathcal{M}$ for each $m \in \mathcal{M}$, so since the right-hand side is a continuous linear functional of $Z(m)$, existence of $\left(\nabla_{X} Y\right)(m)$ follows immediately.

This approach does not apply to $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ endowed with the $\dot{H}^{1}$ rightinvariant metric. The right-hand side of (3.2) is a continuous linear functional of $Z(\varphi)$ for each $\varphi \in M^{k}$. But the topology of $T_{\varphi} M^{k} \simeq \mathbf{E}^{k}$ induced by the $H^{k}$ inner product is much stronger than the topology defined by the $\dot{H}^{1}$ right-invariant metric $\langle\cdot, \cdot\rangle_{\varphi}$ - the $\dot{H}^{1}$ right-invariant metric is a weak Riemannian metric on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$. Therefore there are elements in $T_{\varphi}^{*} M^{k}$ that cannot be expressed as $\langle V, \cdot\rangle_{\varphi}$ for some $V \in T_{\varphi} M^{k} ;$ the spaces $T_{\varphi} M^{k} \simeq \mathbf{E}^{k}$ and $T_{\varphi}^{*} M^{k} \simeq \mathbf{E}^{k *}$ are in duality with respect to the $H^{k}$ inner product, not with respect to $\langle\cdot, \cdot\rangle_{\varphi}$. The explicit formula for $\Gamma$ will help us circumvent this difficulty.

However, even for weak Riemannian metrics uniqueness of the Riemannian covariant derivative can be deduced from (3.2). For if $\nabla$ satisfies (a)-(d) of Definition 3.1, then, writing down property (d) for the cyclic permutations of $X, Y, Z \in \mathfrak{X}(M)$, we get

$$
\begin{aligned}
\mathcal{L}_{X}\langle Y, Z\rangle & =\left\langle\nabla_{X} Y, Z\right\rangle+\left\langle Y, \nabla_{X} Z\right\rangle \\
\mathcal{L}_{Y}\langle Z, X\rangle & =\left\langle\nabla_{Y} Z, X\right\rangle+\left\langle Z, \nabla_{Y} X\right\rangle \\
\mathcal{L}_{Z}\langle X, Y\rangle & =\left\langle\nabla_{Z} X, Y\right\rangle+\left\langle X, \nabla_{Z} Y\right\rangle
\end{aligned}
$$

Adding the first two and subtracting the third of these relations, (3.2) drops out. Since $\langle\cdot, \cdot\rangle$ is nondegenerate, (3.2) shows the uniqueness of $\nabla$.

In the proof of Theorem 3.2 the identity

$$
\begin{equation*}
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} U \circ(\varphi+\epsilon V)^{-1}=-\left(U \circ \varphi^{-1}\right)_{x} V \circ \varphi^{-1}, \quad \varphi \in \mathcal{D}^{k}(\mathbb{S}), \quad U, V \in H^{k}(\mathbb{S}), \tag{3.3}
\end{equation*}
$$

will be used. It is a consequence of

$$
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0}(\varphi+\epsilon V)^{-1}=-\frac{V \circ \varphi^{-1}}{\varphi_{x} \circ \varphi^{-1}} \quad \text { and } \quad \frac{U_{x} \circ \varphi^{-1}}{\varphi_{x} \circ \varphi^{-1}}=\left(U \circ \varphi^{-1}\right)_{x}
$$

Theorem 3.2. The bilinear map $\nabla$ given by (3.1) defines a unique Riemannian covariant derivative on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ compatible with the $\dot{H}^{1}$ right-invariant metric.

Proof. Properties (a)-(c) are immediate from the local formula defining $\nabla$. To establish (d) we compute, for vector fields $X, Y, Z: M^{k} \rightarrow \mathbf{E}^{k}$,

$$
\begin{aligned}
& \left(\mathcal{L}_{X}\langle Y, Z\rangle\right)(\varphi) \\
& =\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} \int_{\mathbb{S}} A\left(Y(\varphi+\epsilon X(\varphi)) \circ(\varphi+\epsilon X(\varphi))^{-1}\right) \\
& \quad \cdot Z(\varphi+\epsilon X(\varphi)) \circ(\varphi+\epsilon X(\varphi))^{-1} d x \\
& =\int_{\mathbb{S}} A\left((D Y(\varphi) \cdot X(\varphi)) \circ \varphi^{-1}-\left(Y(\varphi) \circ \varphi^{-1}\right)_{x} X(\varphi) \circ \varphi^{-1}\right) Z(\varphi) \circ \varphi^{-1} d x \\
& \quad \\
& \quad+\int_{\mathbb{S}} A\left((D Z(\varphi) \cdot X(\varphi)) \circ \varphi^{-1}-\left(Z(\varphi) \circ \varphi^{-1}\right)_{x} X(\varphi) \circ \varphi^{-1}\right) Y(\varphi) \circ \varphi^{-1} d x
\end{aligned}
$$

where formula (3.3) was used to carry out the differentiation. Define $u, v, w \in \mathbf{E}^{k}$ by $u=X(\varphi) \circ \varphi^{-1}, v=Y(\varphi) \circ \varphi^{-1}$, and $w=Z(\varphi) \circ \varphi^{-1}$. We get

$$
\begin{array}{r}
\left(\mathcal{L}_{X}\langle Y, Z\rangle\right)(\varphi)=\int_{\mathbb{S}} A\left((D Y(\varphi) \cdot X(\varphi)) \circ \varphi^{-1}\right) w d x  \tag{3.4}\\
+\int_{\mathbb{S}} A\left((D Z(\varphi) \cdot X(\varphi)) \circ \varphi^{-1}\right) v d x-\int_{\mathbb{S}} A\left(v_{x} u\right) w d x-\int_{\mathbb{S}} A\left(w_{x} u\right) v d x
\end{array}
$$

On the other hand

$$
\left\langle\nabla_{X} Y, Z\right\rangle_{\varphi}=\int_{\mathbb{S}}(D Y(\varphi) \cdot X(\varphi)-\Gamma(\varphi, Y(\varphi), X(\varphi))) \circ \varphi^{-1} A\left(Z(\varphi) \circ \varphi^{-1}\right) d x
$$

Since $\Gamma(\varphi, Y(\varphi), X(\varphi))=-\frac{1}{2}\left(A^{-1} D_{x}\left(v_{x} u_{x}\right)\right) \circ \varphi$, we get

$$
\begin{equation*}
\left\langle\nabla_{X} Y, Z\right\rangle_{\varphi}=\int_{\mathbb{S}}(D Y(\varphi) \cdot X(\varphi)) \circ \varphi^{-1} A(w) d x+\frac{1}{2} \int\left(v_{x} u_{x}\right)_{x} w d x \tag{3.5}
\end{equation*}
$$

Now, recalling that $A=-D_{x}^{2}$, it is easy to check that

$$
-\int_{\mathbb{S}} A\left(v_{x} u\right) w d x-\int_{\mathbb{S}} A\left(w_{x} u\right) v d x=\frac{1}{2} \int\left(v_{x} u_{x}\right)_{x} w d x+\frac{1}{2} \int\left(w_{x} u_{x}\right)_{x} v d x
$$

so by (3.4) and (3.5) we obtain

$$
\left(\mathcal{L}_{X}\langle Y, Z\rangle\right)(\varphi)=\left\langle\nabla_{X} Y, Z\right\rangle_{\varphi}+\left\langle Y, \nabla_{X} Z\right\rangle_{\varphi}
$$

This proves that $\nabla$ also satisfies (d).
4. Geodesics and the Hunter-Saxton equation. Since the map $\Gamma$ defined in (2.5) is a smooth Christoffel map (see Proposition 2.2), all the usual constructions for affine connections on Banach manifolds (cf. [10]) can easily be carried out on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$. Here we will be concerned with the geodesics on $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ and their relation to the Hunter-Saxton equation.
4.1. Parallel translation. Let $J \subset \mathbb{R}$ be an open interval and let $\varphi: J \rightarrow M^{k}$ be a $C^{2}$-curve. A lift $V: J \rightarrow T M^{k}$ of $\varphi$ is $\varphi$-parallel if

$$
V_{t}=\Gamma\left(\varphi, V, \varphi_{t}\right), \quad t \in J
$$

which is equivalent to $\nabla_{\varphi_{t}} V \equiv 0$. Applying the general theory for Banach manifolds, we get the following result.

Proposition 4.1. Let $t_{0} \in J$. Given $V_{0} \in T_{\varphi(0)} M^{k}$, there exists a unique $\varphi$-parallel lift $t \mapsto V\left(t ; V_{0}\right): J \rightarrow T M^{k}$ such that $V\left(t_{0} ; V_{0}\right)=V_{0}$.

Define two continuous maps $u, v: J \rightarrow T_{i d} M^{k} \simeq \mathbf{E}^{k}$ by

$$
u(t)=T_{\varphi(t)} R_{\varphi(t)^{-1}}\left(\varphi_{t}(t)\right)=\varphi_{t}(t) \circ \varphi(t)^{-1}
$$

and

$$
v(t)=T_{\varphi(t)} R_{\varphi(t)^{-1}}(V(t))=V(t) \circ \varphi(t)^{-1}
$$

Note that $u, v$ are not $C^{1}$-maps as

$$
u_{t}=\varphi_{t t} \circ \varphi^{-1}+\frac{\varphi_{t x} \circ \varphi^{-1}}{\varphi_{x} \circ \varphi^{-1}}
$$

is in general an element in $\mathbf{E}^{k-1}$ but not in $\mathbf{E}^{k}$. Nevertheless, it is clear that

$$
u, v \in C\left(J ; \mathbf{E}^{k}\right) \cap C^{1}\left(J ; \mathbf{E}^{k-1}\right)
$$

THEOREM 4.2. Let $\varphi: J \rightarrow M^{k}$ be a $C^{2}$-curve and $V: J \rightarrow T M^{k}$ a lift of $\varphi$. Define $u, v: J \rightarrow \mathbf{E}^{k}$ by

$$
v(t)=V(t) \circ \varphi(t)^{-1}, \quad u(t)=\varphi_{t}(t) \circ \varphi(t)^{-1}
$$

so that $u, v \in C\left(J ; \mathbf{E}^{k}\right) \cap C^{1}\left(J ; \mathbf{E}^{k-1}\right)$. The following statements are equivalent:
(a) $V$ is $\varphi$-parallel.
(b) $u$ and $v$ satisfy, for $t \in J$,

$$
\begin{equation*}
v_{t}=\Gamma(i d, v, u)-v_{x} u \quad \text { in } \quad \mathbf{E}^{k-1} . \tag{4.1}
\end{equation*}
$$

(c) $u$ and $v$ solve the equation

$$
\begin{equation*}
v_{t x x}=-\frac{3}{2} v_{x x} u_{x}-\frac{1}{2} v_{x} u_{x x}-v_{x x x} u, \quad t \in J, x \in \mathbb{S} \tag{4.2}
\end{equation*}
$$

Proof. First note that

$$
\begin{equation*}
v_{x} u=\left(V \circ \varphi^{-1}\right)_{x} \varphi_{t} \circ \varphi^{-1}=\frac{V_{x} \circ \varphi^{-1}}{\varphi_{x} \circ \varphi^{-1}} \varphi_{t} \circ \varphi^{-1}=-V_{x} \circ \varphi^{-1} \cdot\left(\varphi^{-1}\right)_{t} . \tag{4.3}
\end{equation*}
$$

Suppose $V$ is $\varphi$-parallel. Using (4.3), we compute in $\mathbf{E}^{k-1}$

$$
v_{t}=V_{t} \circ \varphi^{-1}+V_{x} \circ \varphi^{-1} \cdot\left(\varphi^{-1}\right)_{t}=\Gamma\left(\varphi, V, \varphi_{t}\right) \circ \varphi^{-1}-v_{x} u=\Gamma(i d, v, u)-v_{x} u
$$

where we used the right invariance (2.6) of $\Gamma$. Conversely, if (4.1) holds, then (4.3) yields
$V_{t} \circ \varphi^{-1}=v_{t}-V_{x} \circ \varphi^{-1} \cdot\left(\varphi^{-1}\right)_{t}=\Gamma(i d, v, u)-v_{x} u-V_{x} \circ \varphi^{-1} \cdot\left(\varphi^{-1}\right)_{t}=\Gamma\left(\varphi, V, \varphi_{t}\right) \circ \varphi^{-1}$,
showing that $V$ is $\varphi$-parallel. This establishes the equivalence of (a) and (b).
Suppose (b) holds. By the definition (2.5) of $\Gamma$ we rewrite (4.1) as

$$
\begin{equation*}
v_{t}=-\frac{1}{2} A^{-1} D_{x}\left(v_{x} u_{x}\right)-v_{x} u \tag{4.4}
\end{equation*}
$$

Applying $A=-D_{x}^{2}$ to both sides of (4.4) gives (4.2). Conversely, suppose (c) holds. Since at each fixed time both sides of (4.2) belong to $\mathbf{F}^{k-3}$, we may apply the isomorphism $A^{-1}: \mathbf{F}^{k-3} \rightarrow \mathbf{E}^{k-1}$ to obtain (4.4). Hence (b) and (c) are equivalent.
4.2. Geodesics. A $C^{2}-\operatorname{map} \varphi: J \rightarrow M^{k}$ is a geodesic if

$$
\varphi_{t t}=\Gamma\left(\varphi, \varphi_{t}, \varphi_{t}\right)
$$

Just like for parallel translation we can express the geodesic equation as an equation for $u=\varphi_{t} \circ \varphi^{-1}$.

THEOREM 4.3. Let $\varphi: J \rightarrow M^{k}$ be a $C^{2}$-curve and define $u: J \rightarrow \mathbf{E}^{k}$ by $u(t)=\varphi_{t}(t) \circ \varphi(t)^{-1}$ so that $u \in C\left(J ; \mathbf{E}^{k}\right) \cap C^{1}\left(J ; \mathbf{E}^{k-1}\right)$. Then $\varphi$ is a geodesic if and only if $u$ solves the Hunter-Saxton equation

$$
\begin{equation*}
u_{t x x}=-2 u_{x} u_{x x}-u u_{x x x}, \quad t \in J, x \in \mathbb{S} \tag{4.5}
\end{equation*}
$$

Proof. $\varphi$ is a geodesic if and only if $\varphi_{t}$ is $\varphi$-parallel. The equivalence of (a) and (c) of Theorem 4.2 shows that $\varphi_{t}$ is $\varphi$-parallel if and only if $u$ satisfies (4.5).

The condition that $\varphi: J \rightarrow M^{k} \subset \mathcal{D}^{k}(\mathbb{S})$ imposes the condition $\left.\varphi(t)\right|_{x=0}=0$ for all $t$. We now remove this restriction.

Let $\rho: \mathcal{D}^{k}(\mathbb{S}) \rightarrow \operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ be the quotient map. Assume $\varphi: J \rightarrow \mathcal{D}^{k}(\mathbb{S})$ is a $C^{1}$-curve and denote by $[\varphi]=\rho \circ \varphi: J \rightarrow \operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ the induced curve in $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$. A lift $V: J \rightarrow T \mathcal{D}^{k}(\mathbb{S})$ of $\varphi$ gives rise to a lift $[V]: J \rightarrow$ $T\left(\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})\right)$ of $[\varphi]$ given by $[V]=T \rho \circ V$. The next result, which is a fairly straightforward consequence of Theorem 4.2, characterizes the $[\varphi]$-parallel lifts $[V]$ of $[\varphi]$.

Proposition 4.4. Let $\varphi: J \rightarrow \mathcal{D}^{k}(\mathbb{S})$ be a $C^{2}$-curve and let $V$ be a $C^{1}$-lift of $\varphi$. Define $u, v \in C\left(J ; H^{k}(\mathbb{S})\right) \cap C^{1}\left(J ; H^{k-1}(\mathbb{S})\right)$ by

$$
u(t)=\varphi_{t}(t) \circ \varphi(t)^{-1}, \quad v(t)=V(t) \circ \varphi(t)^{-1}
$$

Then $[V]=T \rho \circ V$ is $[\varphi]$-parallel if and only if $u, v$ satisfy

$$
\begin{equation*}
v_{t x x}=-\frac{3}{2} v_{x x} u_{x}-\frac{1}{2} v_{x} u_{x x}-v_{x x x} u, \quad t \in J, \quad x \in \mathbb{S} \tag{4.6}
\end{equation*}
$$

The final theorem in this section says that $t \mapsto[\varphi(t)]: J \rightarrow \operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ is a geodesic if and only if $u=\varphi_{t} \circ \varphi^{-1}$ solves the Hunter-Saxton equation.

THEOREM 4.5. Let $\varphi: J \rightarrow \mathcal{D}^{k}(\mathbb{S})$ be a $C^{2}$-curve and define $u: J \rightarrow H^{k}(\mathbb{S})$ by $u(t)=\varphi_{t}(t) \circ \varphi(t)^{-1}$ so that $u \in C\left(J ; H^{k}(\mathbb{S})\right) \cap C^{1}\left(J ; H^{k-1}(\mathbb{S})\right)$. Then $[\varphi]$ is a geodesic in $\operatorname{Rot}(\mathbb{S}) \backslash \mathcal{D}^{k}(\mathbb{S})$ if and only if $u$ is a solution of the Hunter-Saxton equation

$$
\begin{equation*}
u_{t x x}=-2 u_{x} u_{x x}-u u_{x x x}, \quad t \in J, x \in \mathbb{S} \tag{4.7}
\end{equation*}
$$

Proof. [ $\varphi$ ] is a geodesic if and only if $[\varphi]_{t}=\left[\varphi_{t}\right]$ is [ $\varphi$ ]-parallel. By Proposition 4.4 this occurs if and only if (4.6) holds with $u=v=\varphi_{t} \circ \varphi^{-1}$.
5. Explicit formulas. In this section the method of characteristics is adopted to obtain explicit formulas for the geodesics; as a byproduct new explicit solutions of the periodic Hunter-Saxton equation drop out.

Definition 5.1. By a solution of the Hunter-Saxton equation with initial data $u_{0} \in H^{k}(\mathbb{S}), k \geq 3$, we mean a function $u(t, x)$ with $u \in C\left([0, T) ; H^{3}(\mathbb{S})\right) \cap C^{1}([0, T)$; $H^{2}(\mathbb{S})$ ) for some maximal time of existence $T>0$ such that $u(0)=u_{0}$ and

$$
\begin{equation*}
u_{t x x}=-2 u_{x} u_{x x}-u u_{x x x}, \quad t \in[0, T), x \in \mathbb{S} \tag{5.1}
\end{equation*}
$$

The next lemma is straightforward to prove.
Lemma 5.2. Let $J \subset \mathbb{R}$ be an open interval and let $u \in C\left(J ; H^{3}(\mathbb{S})\right) \cap C^{1}\left(J ; H^{2}(\mathbb{S})\right)$. The map

$$
F:(t, \psi) \mapsto u(t) \circ \psi: J \times \mathcal{D}^{2}(\mathbb{S}) \rightarrow H^{2}(\mathbb{S})
$$

is $C^{1}$.
Now let $u_{0} \in H^{k}(\mathbb{S})$ and suppose $u(t, x)$ is a solution of the Hunter-Saxton equation with initial data $u_{0}$. Integration of (5.1) from 0 to $x$ for each fixed time $t$ gives

$$
\begin{equation*}
u_{t x}=-\frac{1}{2} u_{x}^{2}-u u_{x x}+c(t), \quad t \in[0, T), x \in \mathbb{S} \tag{5.2}
\end{equation*}
$$

for some function $c:[0, T) \rightarrow \mathbb{R}$. Since $\int_{\mathbb{S}} u_{t x}(t, x) d x=0$ for each $t \in[0, T)$, we get

$$
\int_{\mathbb{S}}\left(-\frac{1}{2} u_{x}^{2}-u u_{x x}+c(t)\right) d x=0 .
$$

An integration by parts yields

$$
c(t)=-\frac{1}{2} \int_{\mathbb{S}} u_{x}^{2}(t, x) d x
$$

Moreover, by (5.2),

$$
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{S}} u_{x}^{2} d x=\int_{\mathbb{S}} u_{x} u_{t x} d x=-\int_{\mathbb{S}}\left(\frac{1}{2} u_{x}^{3}+u u_{x} u_{x x}\right) d x=0
$$

showing that $c(t)=-\frac{1}{2} \int_{\mathbb{S}} u_{x}^{2}(t, x) d x$ is a constant function. Assuming that $u_{0}$ is nontrivial, we may rescale $u_{0}$ so that $\int_{\mathbb{S}} u_{0 x}^{2} d x=4$. Then (5.2) becomes

$$
u_{t x}=-\frac{1}{2} u_{x}^{2}-u u_{x x}-2, \quad t \in[0, T), x \in \mathbb{S}
$$

By Lemma 5.2 and the local existence and uniqueness theorem for differential equations in Banach spaces, there exists a unique map $\varphi \in C^{1}\left(\left[0, T_{1}\right) ; \mathcal{D}^{2}(\mathbb{S})\right)$ such that $\varphi(0)=i d$ and

$$
\begin{equation*}
\varphi_{t}(t)=u(t) \circ \varphi(t), \quad t \in\left[0, T_{1}\right), \tag{5.3}
\end{equation*}
$$

for some maximal existence time $T_{1}>0$. Since

$$
\left(u_{x} \circ \varphi\right)_{t}=u_{t x} \circ \varphi+u_{x x} \circ \varphi \cdot \varphi_{t}=\left(u_{t x}+u u_{x x}\right) \circ \varphi,
$$

this gives

$$
\left(u_{x} \circ \varphi\right)_{t}=\left(-\frac{1}{2} u_{x}^{2}-2\right) \circ \varphi=-\frac{1}{2}\left(u_{x} \circ \varphi\right)^{2}-2, \quad t \in\left[0, T_{1}\right), x \in \mathbb{S}
$$

Therefore, for a fixed $x \in \mathbb{S}$, the function $t \mapsto\left(u_{x} \circ \varphi\right)(t, x)$ solves the differential equation

$$
\begin{equation*}
\dot{z}(t)=-\frac{1}{2}\left(z(t)^{2}+4\right) \tag{5.4}
\end{equation*}
$$

The general solution of (5.4) is

$$
z(t)=2 \tan \left(\arctan \left(\frac{z(0)}{2}\right)-t\right)
$$

As $\left(u_{x} \circ \varphi\right)(0, x)=u_{0 x}(x)$ for $x \in \mathbb{S}$, we infer that

$$
\begin{equation*}
\left(u_{x} \circ \varphi\right)(t, x)=2 \tan \left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)-t\right), \quad t \in\left[0, T_{1}\right), x \in \mathbb{S} \tag{5.5}
\end{equation*}
$$

Differentiation of (5.3) yields $\varphi_{t x}=u_{x} \circ \varphi \cdot \varphi_{x}$, so that, by (5.5),

$$
\varphi_{t x}(t, x)=2 \tan \left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)-t\right) \varphi_{x}(t, x)
$$

Using the fact that $\varphi_{x}(0, x)=1$ for $x \in \mathbb{S}$, we get

$$
\begin{equation*}
\varphi_{x}(t, x)=\exp \left(2 \int_{0}^{t} \tan \left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)-s\right) d s\right), \quad t \in\left[0, T_{1}\right), x \in \mathbb{S} \tag{5.6}
\end{equation*}
$$

Since

$$
2 \int_{0}^{t} \tan \left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)-s\right) d s=\ln \left(\cos ^{2}\left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)-t\right)\right)-C(x)
$$

where

$$
C(x)=\ln \left(\cos ^{2}\left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)\right)\right)
$$

equation (5.6) yields

$$
\begin{equation*}
\varphi_{x}(t, x)=\frac{\cos ^{2}\left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)-t\right)}{\cos ^{2}\left(\arctan \left(\frac{u_{0 x}(x)}{2}\right)\right)} \tag{5.7}
\end{equation*}
$$

We rewrite this as

$$
\begin{equation*}
\varphi_{x}(t, x)=\left(\cos t+\frac{u_{0 x}(x)}{2} \sin t\right)^{2}, \quad t \in\left[0, T_{1}\right), x \in \mathbb{S} \tag{5.8}
\end{equation*}
$$

Hence

$$
\varphi(t, x)-\varphi(t, 0)=x \frac{1+\cos 2 t}{2}+\frac{1}{4} \int_{0}^{x} u_{0 x}^{2}(y) d y \frac{1-\cos 2 t}{2}+\frac{u_{0}(x)-u_{0}(0)}{2} \sin 2 t
$$

Since, by (2.4),

$$
-\left(A^{-1} D_{x}\left(u_{0 x}^{2}\right)\right)(x)=\int_{0}^{x} u_{0 x}^{2}(y) d y-x \int_{\mathbb{S}} u_{0 x}^{2} d x=\int_{0}^{x} u_{0 x}^{2}(y) d y-4 x,
$$

we infer that, for $t \in\left[0, T_{1}\right)$ and $x \in \mathbb{S}$,

$$
\begin{equation*}
\varphi(t, x)-\varphi(t, 0)=x-\frac{1}{8}\left(A^{-1} D_{x}\left(u_{0 x}^{2}\right)\right)(x)(1-\cos 2 t)+\frac{u_{0}(x)-u_{0}(0)}{2} \sin 2 t . \tag{5.9}
\end{equation*}
$$

The right-hand side of this equation is well-defined for all times $t<T^{*}$, where

$$
T^{*}=\frac{\pi}{2}+\arctan \left(\frac{1}{2} \min _{x \in \mathbb{S}} u_{0 x}(x)\right) .
$$

Indeed, it follows from (5.8) that $T^{*}$ is the first time for which the right-hand side of (5.9) ceases to be a bijective map $\mathbb{S} \rightarrow \mathbb{S}$.

The invariance of (5.9) under the transformation $\varphi(t, x) \mapsto \varphi(t, x)+c(t)$ for an arbitrary function $c(t)$ corresponds to the invariance of the Hunter-Saxton equation under the transformation $u(t) \mapsto u(t,--c(t))+c^{\prime}(t)$. It follows that the geodesic $\varphi(t, x)$ can be extended to all times $t<T^{*}$ unless $\lim _{t \uparrow T}|\varphi(t, 0)|=\infty$ for some $T<T^{*}$. This artificial blow-up at some $T<T^{*}$ can be avoided by requiring that $u_{0}(0)=0$ and that $\varphi$ be a curve in $M^{k}$; this fixes $\varphi(t, 0)=0$ at all times. We summarize what we have obtained in a theorem.

Theorem 5.3. Suppose $u_{0} \in H^{k}(\mathbb{S})$ satisfies $\left\langle u_{0}, u_{0}\right\rangle_{i d}=\int_{\mathbb{S}} u_{0 x}^{2} d x=4$ and $u_{0}(0)=0$. Let $\varphi:\left[0, T^{*}\right) \rightarrow M^{k}$ be the unique geodesic with $\varphi(0)=$ id and $\varphi_{t}(0)=u_{0}$ existing for some maximal time $T^{*}>0$.

Then

$$
\begin{equation*}
\varphi(t)=i d-\frac{1}{8}\left(A^{-1} D_{x}\left(u_{0 x}^{2}\right)\right)(1-\cos 2 t)+\frac{u_{0}}{2} \sin 2 t, \tag{5.10}
\end{equation*}
$$

and $T^{*}$ is the first time for which $\varphi(t): \mathbb{S} \rightarrow \mathbb{S}$ ceases to be bijective given by

$$
T^{*}=\frac{\pi}{2}+\arctan \left(\frac{1}{2} \min _{x \in \mathbb{S}} u_{0 x}(x)\right)<\frac{\pi}{2} .
$$

Moreover, defining $u \in C\left(\left[0, T^{*}\right) ; \mathbf{E}^{k}\right) \cap C^{1}\left(\left[0, T^{*}\right) ; \mathbf{E}^{k-1}\right)$ by

$$
u(t)=\left(-\frac{1}{4}\left(A^{-1} D_{x}\left(u_{0 x}^{2}\right)\right) \sin 2 t+u_{0} \cos 2 t\right) \circ \varphi(t)^{-1},
$$

the set of solutions of the Hunter-Saxton equation with initial data $u_{0}$ (see Definition 5.1) is exactly the set of maps

$$
\left\{t \mapsto u(t, \cdot-c(t))+c^{\prime}(t)\right\} \subset C\left([0, T) ; H^{k}(\mathbb{S})\right) \cap C^{1}\left([0, T) ; H^{k-1}(\mathbb{S})\right),
$$

where $T \leq T^{*}$ is the maximal time of existence, $c:[0, T) \rightarrow \mathbb{R}$ is an arbitrary $C^{1}$ function with $c(0)=c^{\prime}(0)=0$, and, if $T<T^{*}$, then $|c(t)| \rightarrow \infty$ as $t \uparrow T<T^{*}$.

Remark. For nonconstant initial data $u_{0}$ the assumption $\int_{\mathbb{S}} u_{0 x}^{2} d x=4$ is just a matter of scaling; it sets the speed of the geodesic to be 4 . The case of a constant $u_{0}$ is degenerate as it means that the initial velocity of the geodesic vanishes. For the sake of completeness we note that if $u_{0}$ is constant the general solution of (1.1) is $u(t, x) \equiv \bar{u}(t)$, where $\bar{u}:[0, T) \rightarrow \mathbb{R}$ is a $C^{1}$-function of time with $\bar{u}(0)=u_{0}$.
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1. Introduction. We consider the initial value problem for the nonlinear Schrödinger equation of derivative type:

$$
\left\{\begin{array}{lc}
i \partial_{t} u+\frac{1}{2} \partial_{x}^{2} u=N\left(u, \partial_{x} u\right), & t>0, x \in \mathbf{R},  \tag{1.1}\\
u(0, x)=u_{0}(x), & x \in \mathbf{R},
\end{array}\right.
$$

where $i=\sqrt{-1}, \partial_{t}=\partial / \partial t, \partial_{x}=\partial / \partial x$, and $u$ is a complex-valued unknown function. We will occasionally write $u_{x}$ for $\partial_{x} u$, and $\bar{u}$ denotes the complex conjugate of $u$. The nonlinear term $N\left(u, u_{x}\right)$ is a cubic homogeneous polynomial in $\left(u, \bar{u}, u_{x}, \bar{u}_{x}\right)$ with complex coefficients, and it satisfies so-called gauge invariance, that is,

$$
\begin{equation*}
N\left(e^{i \theta} v, e^{i \theta} q\right)=e^{i \theta} N(v, q) \quad \text { for } \quad v, q \in \mathbf{C} \text { and } \theta \in \mathbf{R} \tag{1.2}
\end{equation*}
$$

The aim of this paper is to present a structural condition on the nonlinear term $N$ under which the corresponding forward Cauchy problem (1.1) has a dissipative nature. To explain the motivation, let us begin with the simplest case where $N$ is independent of $u_{x}$, i.e., $N=\lambda|u|^{2} u$ with $\lambda \in \mathbf{C}$. Then it is easy to see that

$$
\begin{equation*}
\|u(t)\|_{L^{2}}^{2}-2 \operatorname{Im} \lambda \int_{0}^{t}\|u(\tau)\|_{L^{4}}^{4} d \tau=\left\|u_{0}\right\|_{L^{2}}^{2} \tag{1.3}
\end{equation*}
$$

which suggests a dissipative structure if $\operatorname{Im} \lambda<0$. In fact, it is proved in [18] that the solution decays like $O\left((t \log t)^{-1 / 2}\right)$ in $L_{x}^{\infty}$ as $t \rightarrow+\infty$ if $\operatorname{Im} \lambda<0$ and $u_{0}$ is small enough. Since the nontrivial free solution (i.e., the solution to (1.1) for $N \equiv 0$, $u_{0} \neq 0$ ) only decays like $O\left(t^{-1 / 2}\right)$, this gain of additional logarithmic time decay reflects a dissipative character. Now we turn our attention to the general gaugeinvariant cubic nonlinear terms involving both $u$ and $u_{x}$. Note that we cannot expect the conservation law like (1.3) anymore. However, as we shall show below, similar

[^15]time decay is still valid if $\sup _{\xi \in \mathbf{R}} \operatorname{Im} N(1, i \xi)<0$. It gives an answer to one of the questions left unsolved in the previous work [20].

Before stating our result, we introduce function spaces. For $s, \nu \geq 0$, let $H^{s, \nu}$ be the weighted Sobolev space given by $\left\{\phi \in L^{2}:\|\phi\|_{H^{s, \nu}}=\left\|\langle x\rangle^{\nu}\left\langle i \partial_{x}\right\rangle^{s} \phi\right\|_{L^{2}}<\infty\right\}$, where $\langle x\rangle=\left(1+x^{2}\right)^{1 / 2}$. In particular we set $H^{s}=H^{s, 0}$, which is typically an $L^{2}$-based Sobolev space of order $s$. The main result is as follows.

Theorem 1.1. Suppose that $N$ satisfies

$$
\begin{equation*}
\operatorname{Im} N(1, i \xi) \leq 0 \quad \text { for } \quad \xi \in \mathbf{R} \tag{1.4}
\end{equation*}
$$

Let $u_{0} \in H^{2,1} \cap H^{3}$, and $\varepsilon=\left\|u_{0}\right\|_{H^{2,1}}+\left\|u_{0}\right\|_{H^{3}}$ is sufficiently small. Then (1.1) admits a unique global solution $u \in C\left([0, \infty) ; H^{2,1} \cap H^{3}\right)$. Moreover, the following asymptotic expression is valid as $t \rightarrow+\infty$ uniformly in $x \in \mathbf{R}$ :

$$
\begin{align*}
& u(t, x)  \tag{1.5}\\
= & \frac{a\left(\frac{x}{t}\right) \exp \left\{i \frac{x^{2}}{2 t}-i\left|a\left(\frac{x}{t}\right)\right|^{2} \operatorname{Re} N\left(1, i \frac{x}{t}\right) \int_{0}^{\log t} \frac{d \sigma}{1-2 \operatorname{Im} N\left(1, i \frac{x}{t}\right)\left(\left|a\left(\frac{x}{t}\right)\right|^{2} \sigma+b\left(\frac{x}{t}\right)\right)}\right\}}{\sqrt{t} \sqrt{1-2 \operatorname{Im} N\left(1, i \frac{x}{t}\right)\left(\left|a\left(\frac{x}{t}\right)\right|^{2} \log t+b\left(\frac{x}{t}\right)\right)}} \\
& +O\left(t^{-3 / 4+\mu}\right),
\end{align*}
$$

where $\mu>0$ is an arbitrarily small constant, and $a(\xi), b(\xi)$ are complex-valued continuous functions of $\xi \in \mathbf{R}$ which satisfy $|a(\xi)| \leq C \varepsilon\langle\xi\rangle^{-2},|b(\xi)| \leq C \varepsilon^{4}\langle\xi\rangle^{-4}$ with some positive constant $C$.

Remark 1.1. As an immediate consequence of (1.5), we can see that

$$
\|u(t)\|_{L^{\infty}}=O\left((t \log t)^{-1 / 2}\right) \text { as } t \rightarrow+\infty
$$

if $\sup _{\xi \in \mathbf{R}} \operatorname{Im} N(1, i \xi)<0$. Moreover, as we shall see in Remark 4.1 below, the $L^{2}$ norm of $u(t)$ also decays like $O\left((\log t)^{-1 / 2}\right)$. Therefore, by interpolation, we obtain

$$
\|u(t)\|_{L^{p}}=O\left(t^{-(1 / 2-1 / p)}(\log t)^{-1 / 2}\right) \quad \text { as } \quad t \rightarrow+\infty
$$

for all $p \in[2, \infty]$.
Remark 1.2. Our result can be also viewed as an extension of [9] (see also [3], [2], [4], [10], [13], [15], [16], [17], [18], and [21]) because (1.5) is reduced to

$$
u(t, x)=\frac{1}{\sqrt{t}} a(x / t) e^{i\left(x^{2} /(2 t)-|a(x / t)|^{2} \operatorname{Re} N(1, i x / t) \log t\right)}+O\left(t^{-3 / 4+\mu}\right) \quad \text { as } \quad t \rightarrow+\infty
$$

when $\operatorname{Im} N(1, i \xi) \equiv 0$. An example of the nonlinearity which was not considered previously but satisfies (1.4) is $N=\alpha \bar{u} u_{x}^{2}$ with $\operatorname{Im} \alpha>0$.

Remark 1.3. When $\operatorname{Im} N\left(1, i \xi_{0}\right)>0$ for some $\xi_{0} \in \mathbf{R}$, the authors do not know any global existence or nonexistence results for (1.1). However, in view of the denominator of the leading term of (1.5), it is quite reasonable to expect that small amplitude solutions can blow up in finite time if condition (1.4) is violated. Concerning the lifespan $T_{\varepsilon}$ of the solution for (1.1) with $u_{0}(x)=\varepsilon \varphi(x)$, the following explicit lower bound is obtained in [20]:

$$
\liminf _{\varepsilon \downarrow 0} \varepsilon^{2} \log T_{\varepsilon} \geq \frac{1}{\sup _{\xi \in \mathbf{R}}\left(2|\hat{\varphi}(\xi)|^{2} \operatorname{Im} N(1, i \xi)\right)}
$$

where $\hat{\varphi}$ denotes the Fourier transform of $\varphi$. It may be an interesting open problem to consider whether the corresponding upper estimate holds or not.

Remark 1.4. When we put

$$
A(s, \xi)=\frac{a(\xi) \exp \left\{-i|a(\xi)|^{2} \operatorname{Re} N(1, i \xi) \int_{0}^{s} \frac{d \sigma}{1-2 \operatorname{Im} N(1, i \xi)\left(|a(\xi)|^{2} \sigma+b(\xi)\right)}\right\}}{\sqrt{1-2 \operatorname{Im} N(1, i \xi)\left(|a(\xi)|^{2} s+b(\xi)\right)}}
$$

the asymptotic expression (1.5) can be interpreted as

$$
u(t, x) \stackrel{t \rightarrow \infty}{\sim} \frac{e^{i x^{2} /(2 t)}}{\sqrt{t}} A\left(\log t, \frac{x}{t}\right) ; \quad i \partial_{s} A=N(1, i \xi)|A|^{2} A
$$

This tells us that asymptotic behavior of the solution for (1.1) is characterized by that of the solution for the simpler ordinary differential equation. At the level of the reduced equation, the dissipative nature is transparent via the identity

$$
\partial_{s}\left(|A(s, \xi)|^{2}\right)=2 \operatorname{Im} N(1, i \xi)|A(s, \xi)|^{4}
$$

Note that analogous results have been obtained in [19] for nonlinear Klein-Gordon equations and in [14] for nonlinear wave equations.

The rest of this paper is organized as follows: In the next section, we recall several useful identities and inequalities. Section 3 is devoted to getting an a priori estimate, from which global existence follows immediately. After that, we will derive the large time asymptotics of $u(t)$ in section 4 by applying a lemma on ordinary differential equations.
2. Preliminaries. We collect here several identities and inequalities which are useful in the proof of our main theorem. In what follows, we will denote several positive constants by the same letter, $C$, which is possibly different line by line.

First we put $\mathcal{J}=\mathcal{J}(t)=x+i t \partial_{x}$. It is well known that

$$
\begin{equation*}
\left[\partial_{x}, \mathcal{J}\right]=1 \quad \text { and } \quad\left[i \partial_{t}+\frac{1}{2} \partial_{x}^{2}, \mathcal{J}\right]=0 \tag{2.1}
\end{equation*}
$$

where $[\cdot, \cdot]$ denotes the commutator, i.e., $[\mathcal{A}, \mathcal{B}]=\mathcal{A B}-\mathcal{B A}$ for linear operators $\mathcal{A}$ and $\mathcal{B}$. Also we have

$$
\begin{align*}
\partial_{x}(\phi \bar{\psi}) & =\frac{1}{i t}\{(\mathcal{J} \phi) \bar{\psi}-\phi(\overline{\mathcal{J} \psi})\}  \tag{2.2}\\
\mathcal{J}(\theta \phi \bar{\psi}) & =(\mathcal{J} \theta) \phi \bar{\psi}+\theta(\mathcal{J} \phi) \bar{\psi}-\theta \phi(\overline{\mathcal{J} \psi}) \tag{2.3}
\end{align*}
$$

for smooth functions $\theta, \phi$, and $\psi$. Next we denote by $\mathcal{U}=\mathcal{U}(t)$ the free Schrödinger evolution group defined by

$$
(\mathcal{U} \phi)(x)=\frac{e^{-i \pi / 4}}{\sqrt{2 \pi t}} \int_{\mathbf{R}} e^{i(x-y)^{2} /(2 t)} \phi(y) d y
$$

From the relation $\mathcal{J}=\mathcal{U} x \mathcal{U}^{-1}$, we see that

$$
\begin{equation*}
\left\|\mathcal{F} \mathcal{U}^{-1} \phi\right\|_{H_{\xi}^{1}} \leq C\left\|(1+|x|) \mathcal{U}^{-1} \phi\right\|_{L_{x}^{2}} \leq C\left(\|\phi\|_{L_{x}^{2}}+\|\mathcal{J} \phi\|_{L_{x}^{2}}\right) \tag{2.4}
\end{equation*}
$$

where

$$
(\mathcal{F} \phi)(\xi)=\hat{\phi}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbf{R}} e^{-i y \xi} \phi(y) d y
$$

It is also well known that $\mathcal{U}$ is decomposed into $\mathcal{M D \mathcal { F } \mathcal { M }}$, where

$$
\begin{aligned}
(\mathcal{M} \phi)(x) & =e^{i x^{2} /(2 t)} \phi(x) \\
(\mathcal{D} \phi)(x) & =\frac{e^{-i \pi / 4}}{\sqrt{t}} \phi\left(\frac{x}{t}\right)
\end{aligned}
$$

With this notation, we set $\mathcal{W}=\mathcal{F} \mathcal{M} \mathcal{F}^{-1}$ so that $\mathcal{U}=\mathcal{M D} \mathcal{W} \mathcal{F}$. It follows from the inequalities $\|\phi\|_{L^{\infty}} \leq C\|\phi\|_{L^{2}}^{1 / 2}\left\|\partial_{x} \phi\right\|_{L^{2}}^{1 / 2}$ and $\left|e^{i x^{2} /(2 t)}-1\right| \leq C t^{-1 / 2}|x|$ that

$$
\begin{equation*}
\|(\mathcal{W}-1) \phi\|_{L^{\infty}} \leq C t^{-1 / 4}\|\phi\|_{H^{1}}, \quad\left\|\left(\mathcal{W}^{-1}-1\right) \phi\right\|_{L^{\infty}} \leq C t^{-1 / 4}\|\phi\|_{H^{1}} \tag{2.5}
\end{equation*}
$$

Consequently we have

$$
\begin{align*}
\left\|\phi-\mathcal{M D \mathcal { F }} \mathcal{U}^{-1} \phi\right\|_{L^{\infty}} & =\left\|\mathcal{M D}(\mathcal{W}-1) \mathcal{F} \mathcal{U}^{-1} \phi\right\|_{L^{\infty}}  \tag{2.6}\\
& =t^{-1 / 2}\left\|(\mathcal{W}-1) \mathcal{F} \mathcal{U}^{-1} \phi\right\|_{L^{\infty}} \\
& \leq C t^{-3 / 4}\left\|\mathcal{F} \mathcal{U}^{-1} \phi\right\|_{H^{1}} \\
& \leq C t^{-3 / 4}\left(\|\phi\|_{L^{2}}+\|\mathcal{J} \phi\|_{L^{2}}\right)
\end{align*}
$$

and

$$
\begin{align*}
\|\phi\|_{L^{\infty}} & \leq\left\|\mathcal{M D} \mathcal{F} \mathcal{U}^{-1} \phi\right\|_{L^{\infty}}+\left\|\phi-\mathcal{M D} \mathcal{F} \mathcal{U}^{-1} \phi\right\|_{L^{\infty}}  \tag{2.7}\\
& \leq t^{-1 / 2}\left\|\mathcal{F} \mathcal{U}^{-1} \phi\right\|_{L^{\infty}}+C t^{-3 / 4}\left(\|\phi\|_{L^{2}}+\|\mathcal{J} \phi\|_{L^{2}}\right) .
\end{align*}
$$

Also it follows from the inequality $\left\|\mathcal{W}^{-1} \phi\right\|_{L^{\infty}} \leq C t^{1 / 2}\|\phi\|_{L^{1}}$ that

$$
\begin{align*}
\left\|\mathcal{F} \mathcal{U}^{-1}(\theta \phi \bar{\psi})\right\|_{L^{\infty}} & =\frac{1}{t}\left\|\mathcal{W}^{-1}\left\{\left(\mathcal{W} \mathcal{F}^{-1} \theta\right)\left(\mathcal{W F} \mathcal{U}^{-1} \phi\right) \overline{\left(\mathcal{W F} \mathcal{U}^{-1} \psi\right)}\right\}\right\|_{L^{\infty}}  \tag{2.8}\\
& \leq \frac{C}{t^{1 / 2}}\left\|\left(\mathcal{W} \mathcal{F} \mathcal{U}^{-1} \theta\right)\left(\mathcal{W} \mathcal{F} \mathcal{U}^{-1} \phi\right)\left(\mathcal{W} \mathcal{F} \mathcal{U}^{-1} \psi\right)\right\|_{L^{1}} \\
& \leq \frac{C}{t^{1 / 2}}\|\theta\|_{L^{2}}\|\phi\|_{L^{2}}\left\|\mathcal{W} \mathcal{F} \mathcal{U}^{-1} \psi\right\|_{L^{\infty}} \\
& \leq C\|\theta\|_{L^{2}}\|\phi\|_{L^{2}}\left\{\|\psi\|_{L^{\infty}}+t^{-3 / 4}\left(\|\psi\|_{L^{2}}+\|\mathcal{J} \psi\|_{L^{2}}\right)\right\}
\end{align*}
$$

3. A priori estimates. This section is devoted to getting suitable a priori estimate for the solution of (1.1). Since the local existence is well known (see, e.g., [1], [11], [13]), we can deduce global existence from this estimate. From now on, let $u(t)$ be the solution of (1.1) for $t \in[0, T]$ with some $T>0$ and define

$$
E_{\delta}(T)=\sup _{0 \leq t \leq T}\left\{(1+t)^{-\delta} \sum_{j=0}^{1}\left\|\mathcal{J}^{j} u(t)\right\|_{H^{3-j}}+(1+t)^{1 / 2}\|u(t)\|_{W^{2, \infty}}\right\}
$$

with $\delta \in(0,1 / 8]$ fixed. Here and later on as well, $W^{k, p}$ denotes an $L^{p}$-based Sobolev space of order $k$. What we are going to show is the following.

Lemma 3.1. Let $K \geq 1$ and assume $E_{\delta}(T) \leq K \varepsilon$, where $\varepsilon=\left\|u_{0}\right\|_{H^{2,1}}+\left\|u_{0}\right\|_{H^{3}}$. Then we have

$$
E_{\delta}(T) \leq C_{1} e^{C_{2} K^{2} \varepsilon^{2}}\left(1+K^{3} \varepsilon^{2}+K^{5} \varepsilon^{4}\right) \varepsilon
$$

where $C_{1}, C_{2}$ are positive constants independent of $\varepsilon, K$, and $T$, but possibly dependent on $\delta$.

Once this lemma is established, global existence follows immediately. Indeed, when we put $\varepsilon_{0}=K^{-2}$ and choose $K$ so large that $C_{1} e^{C_{2} K^{-2}}\left(1+K^{-1}+K^{-3}\right) \leq K / 2$, it follows from the above lemma that $E_{\delta}(T) \leq K \varepsilon$ implies $E_{\delta}(T) \leq K \varepsilon / 2$ for any $\varepsilon \in\left(0, \varepsilon_{0}\right.$ ]. Then, by the continuity argument (see, e.g., [12]), we see that $E_{\delta}(T) \leq K \varepsilon$ must hold as long as the solution exists. Therefore the local solution can be extended to the global one.

Now, we turn to the proof of Lemma 3.1. It will be divided into two parts, i.e., $L^{\infty}$ and $L^{2}$ estimates. The argument below is a refinement of section 2 of [9].
3.1. $\boldsymbol{L}^{\infty}$ estimates. In this part, we consider the estimate of $(1+t)^{1 / 2}\|u(t)\|_{W^{2, \infty}}$. We set

$$
\alpha(t, \xi)=\mathcal{F}\left(\mathcal{U}^{-1} u(t)\right)(\xi)
$$

and $\alpha_{k}(t, \xi)=(i \xi)^{k} \alpha(t, \xi)$ so that $\partial_{x}^{k} u=\mathcal{M D \mathcal { D }} \alpha_{k}$. Using the inequality (2.7) for $t \in[1, T]$ and the Sobolev imbedding for $t \in[0,1]$, we can see that the problem is reduced to getting the bound of $\left\|\alpha_{k}(t)\right\|_{L^{\infty}}$ for $t \in[1, T], 0 \leq k \leq 2$, under the assumption $E_{\delta}(T) \leq K \varepsilon$. More precisely, our objective here is to obtain the following estimate:

$$
\sup _{t \in[1, T]}\left\|\alpha_{k}(t)\right\|_{L^{\infty}} \leq C\left(\varepsilon+K^{3} \varepsilon^{3}\right), \quad k=0,1,2
$$

Let us first consider the case of $k=0$. Applying the operator $\mathcal{F U}^{-1}$ to the equation, we have

$$
\begin{aligned}
i \partial_{t} \alpha & =\mathcal{F} \mathcal{U}^{-1} N\left(u, u_{x}\right) \\
& =\mathcal{W}^{-1} \mathcal{D}^{-1} \mathcal{M}^{-1} N\left(\mathcal{M D \mathcal { W } \alpha , \mathcal { M D W } \alpha _ { 1 } )}\right. \\
& =\frac{1}{t} \mathcal{W}^{-1} N\left(\mathcal{W} \alpha, \mathcal{W} \alpha_{1}\right) \\
& =\frac{1}{t} N(1, i \xi)|\alpha|^{2} \alpha+\rho_{0}
\end{aligned}
$$

where

$$
\rho_{0}=\frac{1}{t}\left\{\mathcal{W}^{-1} N\left(\mathcal{W} \alpha, \mathcal{W} \alpha_{1}\right)-N\left(\alpha, \alpha_{1}\right)\right\}
$$

Observe that (1.4) implies

$$
\begin{aligned}
\partial_{t}\left(|\alpha|^{2}\right) & =2 \operatorname{Im}\left(\bar{\alpha} i \partial_{t} \alpha\right) \\
& =\frac{2}{t} \operatorname{Im} N(1, i \xi)|\alpha|^{4}+2 \operatorname{Im}\left(\bar{\alpha} \rho_{0}\right) \\
& \leq 2|\alpha|\left|\rho_{0}\right|
\end{aligned}
$$

and that (2.5) yields

$$
\begin{align*}
\left\|\rho_{0}\right\|_{L^{\infty}} \leq & t^{-1}\left\|\left(\mathcal{W}^{-1}-1\right) N\left(\mathcal{W} \alpha, \mathcal{W} \alpha_{1}\right)\right\|_{L^{\infty}}  \tag{3.1}\\
& +t^{-1}\left\|N\left(\mathcal{W} \alpha, \mathcal{W} \alpha_{1}\right)-N\left(\alpha, \alpha_{1}\right)\right\|_{L^{\infty}} \\
\leq & C K^{3} \varepsilon^{3} t^{-5 / 4}
\end{align*}
$$

So we deduce that

$$
\|\alpha(t)\|_{L^{\infty}} \leq\|\alpha(1)\|_{L^{\infty}}+\int_{1}^{t}\left\|\rho_{0}(\tau)\right\|_{L^{\infty}} d \tau \leq C \varepsilon+C K^{3} \varepsilon^{3}
$$

Next we turn to the case of $k=1,2$. We split $N\left(u, u_{x}\right)$ into $g_{0}\left(u, u_{x}\right) u+g_{1}\left(u, u_{x}\right) u_{x}$, where $g_{0}(u, q)=\lambda_{1}|u|^{2}+\lambda_{2} u \bar{q}+\lambda_{3}|q|^{2}, g_{1}(u, q)=\lambda_{4}|u|^{2}+\lambda_{5} q \bar{u}+\lambda_{6}|q|^{2}$ with complex constants $\lambda_{1}, \ldots, \lambda_{6}$, and we set

$$
h_{k}=\partial_{x}^{k}\left(N\left(u, u_{x}\right)\right)-\sum_{j=0}^{1} g_{j}\left(u, u_{x}\right) \partial_{x}^{j+k} u
$$

so that

$$
i \partial_{t} \alpha_{k}=\mathcal{F} \mathcal{U}^{-1} \sum_{j=0}^{1} g_{j}\left(u, u_{x}\right) \partial_{x}^{j+k} u+\mathcal{F} \mathcal{U}^{-1} h_{k}
$$

To find out the leading term of the right-hand side, we analyze the action of $\mathcal{F} \mathcal{U}^{-1}$ to $g_{j}\left(u, u_{x}\right) \partial_{x}^{j+k} u$ carefully. For $j=0$, we have

$$
\begin{aligned}
\mathcal{F} \mathcal{U}^{-1}\left(g_{0}\left(u, u_{x}\right) \partial_{x}^{k} u\right) & =\mathcal{W}^{-1} \mathcal{D}^{-1} \mathcal{M}^{-1}\left(g_{0}\left(\mathcal{M D} \mathcal{W} \alpha, \mathcal{M D} \mathcal{W} \alpha_{1}\right) \mathcal{M D \mathcal { D }} \alpha_{k}\right) \\
& =\frac{1}{t} \mathcal{W}^{-1}\left(g_{0}\left(\mathcal{W} \alpha, \mathcal{W} \alpha_{1}\right) \mathcal{W} \alpha_{k}\right) \\
& =\frac{1}{t} g_{0}\left(\alpha, \alpha_{1}\right) \alpha_{k}+\sigma_{k}
\end{aligned}
$$

where

$$
\sigma_{k}=\frac{1}{t}\left\{\mathcal{W}^{-1}\left(g_{0}\left(\mathcal{W} \alpha, \mathcal{W} \alpha_{1}\right) \mathcal{W} \alpha_{k}\right)-g_{0}\left(\alpha, \alpha_{1}\right) \alpha_{k}\right\}
$$

For $j=1$, let us introduce

$$
\tilde{h}_{k}=g_{1}\left(u, u_{x}\right) \partial_{x}^{1+k} u+\left(\lambda_{4} u \bar{u}_{x}+\lambda_{5}\left|u_{x}\right|^{2}+\lambda_{6} u_{x} \bar{u}_{x x}\right) \partial_{x}^{k} u
$$

Then, noting the relation $\lambda_{4} \alpha \overline{\alpha_{1}}+\lambda_{5}\left|\alpha_{1}\right|^{2}+\lambda_{6} \alpha_{1} \overline{\alpha_{2}}=-i \xi g_{1}(1, i \xi)|\alpha|^{2}$, we see that

$$
\begin{aligned}
& \mathcal{F U}^{-1}\left(g_{1}\left(u, u_{x}\right) \partial_{x}^{1+k} u\right) \\
& =-\mathcal{F} \mathcal{U}^{-1}\left\{\left(\lambda_{4} u \bar{u}_{x}+\lambda_{5}\left|u_{x}\right|^{2}+\lambda_{6} u_{x} \bar{u}_{x x}\right) \partial_{x}^{k} u\right\}+\mathcal{F} \mathcal{U}^{-1} \tilde{h}_{k} \\
& =-\frac{1}{t} \mathcal{W}^{-1}\left\{\left(\lambda_{4}(\mathcal{W} \alpha)\left(\overline{\mathcal{W} \alpha_{1}}\right)+\lambda_{5}\left|\mathcal{W} \alpha_{1}\right|^{2}+\lambda_{6}\left(\mathcal{W} \alpha_{1}\right)\left(\overline{\mathcal{W} \alpha_{2}}\right)\right) \mathcal{W} \alpha_{k}\right\}+\mathcal{F} \mathcal{U}^{-1} \tilde{h}_{k} \\
& =-\frac{1}{t}\left(\lambda_{4} \alpha \overline{\alpha_{1}}+\lambda_{5}\left|\alpha_{1}\right|^{2}+\lambda_{6} \alpha_{1} \overline{\alpha_{2}}\right) \alpha_{k}+\tilde{\sigma}_{k}+\mathcal{F} \mathcal{U}^{-1} \tilde{h}_{k} \\
& =\frac{1}{t} i \xi g_{1}(1, i \xi)|\alpha|^{2} \alpha_{k}+\tilde{\sigma}_{k}+\mathcal{F} \mathcal{U}^{-1} \tilde{h}_{k}
\end{aligned}
$$

where

$$
\begin{aligned}
\tilde{\sigma}_{k}= & -\frac{\lambda_{4}}{t}\left\{\mathcal{W}^{-1}\left((\mathcal{W} \alpha)\left(\overline{\mathcal{W} \alpha_{1}}\right) \mathcal{W} \alpha_{k}\right)-\left(\alpha \overline{\alpha_{1}}\right) \alpha_{k}\right\} \\
& -\frac{\lambda_{5}}{t}\left\{\mathcal{W}^{-1}\left(\left|\mathcal{W} \alpha_{1}\right|^{2} \mathcal{W} \alpha_{k}\right)-\left|\alpha_{1}\right|^{2} \alpha_{k}\right\} \\
& -\frac{\lambda_{6}}{t}\left\{\mathcal{W}^{-1}\left(\left(\mathcal{W} \alpha_{1}\right)\left(\overline{\mathcal{W} \alpha_{2}}\right) \mathcal{W} \alpha_{k}\right)-\alpha_{1} \overline{\alpha_{2}} \alpha_{k}\right\}
\end{aligned}
$$

Summing up, we have

$$
\begin{aligned}
i \partial_{t} \alpha_{k} & =\left(g_{0}(1, i \xi)+i \xi g_{1}(1, i \xi)\right)|\alpha|^{2} \alpha_{k}+\sigma_{k}+\tilde{\sigma}_{k}+\mathcal{F} \mathcal{U}^{-1}\left(h_{k}+\tilde{h}_{k}\right) \\
& =N(1, i \xi)|\alpha|^{2} \alpha_{k}+\rho_{k},
\end{aligned}
$$

where $\rho_{k}=\sigma_{k}+\tilde{\sigma}_{k}+\mathcal{F} \mathcal{U}^{-1}\left(h_{k}+\tilde{h}_{k}\right)$. Thus we deduce as in the previous case that

$$
\left\|\alpha_{k}(t)\right\|_{L^{\infty}} \leq\left\|\alpha_{k}(1)\right\|_{L^{\infty}}+\int_{1}^{t}\left\|\rho_{k}(\tau)\right\|_{L^{\infty}} d \tau \leq C \varepsilon+C K^{3} \varepsilon^{3}
$$

provided that the estimate $\left\|\rho_{k}\right\|_{L^{\infty}} \leq C K^{3} \varepsilon^{3} t^{-5 / 4}$ is verified. So the remaining task is to check this for $k=1,2$. In order to estimate $\left\|\mathcal{F} \mathcal{U}^{-1}\left(h_{k}+\tilde{h}_{k}\right)\right\|_{L^{\infty}}$, we rewrite $h_{k}$ as

$$
\sum_{j=0}^{1} \sum_{l=1}^{k}\binom{k}{l} \partial_{x}^{l-1}\left(\partial_{x}\left(g_{j}\left(u, u_{x}\right)\right)\right) \partial_{x}^{j+k-l} u
$$

and apply (2.2) to $\partial_{x}\left(g_{j}\left(u, u_{x}\right)\right)$. Also we express $\tilde{h}_{k}$ as

$$
\lambda_{4} u \partial_{x}\left(\bar{u} \partial_{x}^{k} u\right)+\lambda_{5} u_{x} \partial_{x}\left(\bar{u} \partial_{x}^{k} u\right)+\lambda_{6} u_{x} \partial_{x}\left(\bar{u}_{x} \partial_{x}^{k} u\right)
$$

and use (2.2). Then we see that $h_{k}+\tilde{h}_{k}$ can be written as a linear combination of

$$
\frac{1}{t}\left(\mathcal{J} \partial_{x}^{k_{1}} u\right)\left(\partial_{x}^{k_{2}} u\right) \overline{\left(\partial_{x}^{k_{3}} u\right)} \quad \text { or } \quad \frac{1}{t} \overline{\left(\mathcal{J} \partial_{x}^{k_{1}} u\right)}\left(\partial_{x}^{k_{2}} u\right)\left(\partial_{x}^{k_{3}} u\right)
$$

with $k_{1}, k_{2}, k_{3} \leq 2$. Hence it follows from (2.8) that

$$
\begin{equation*}
\left\|\mathcal{F} \mathcal{U}^{-1}\left(h_{k}+\tilde{h}_{k}\right)\right\|_{L^{\infty}} \leq C K^{3} \varepsilon^{3} t^{-3 / 2+2 \delta} \tag{3.2}
\end{equation*}
$$

On the other hand, we deduce as the derivation of (3.1) that

$$
\begin{equation*}
\left\|\sigma_{k}+\tilde{\sigma}_{k}\right\|_{L^{\infty}} \leq C K^{3} \varepsilon^{3} t^{-5 / 4} \tag{3.3}
\end{equation*}
$$

From (3.2) and (3.3), it follows that

$$
\begin{equation*}
\left\|\rho_{k}\right\|_{L^{\infty}} \leq C K^{3} \varepsilon^{3} t^{-5 / 4}+C K^{3} \varepsilon^{3} t^{-3 / 2+2 \delta} \leq C K^{3} \varepsilon^{3} t^{-5 / 4} \tag{3.4}
\end{equation*}
$$

for $k=1,2$, as desired.
3.2. $L^{2}$ estimates. In the remainder of this section, we consider the bound of $(1+t)^{-\delta} \sum_{j=0}^{1}\left\|\mathcal{J}^{j} u(t)\right\|_{H^{3-j}}$. It is enough to show that

$$
\begin{equation*}
\sum_{j=0}^{1}\left\|\mathcal{J}^{j} u(t)\right\|_{L^{2}} \leq C \varepsilon+C K^{3} \varepsilon^{3}(1+t)^{\delta} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{1}\left\|\partial_{x}^{3-j} \mathcal{J}^{j} u(t)\right\|_{L^{2}} \leq C e^{C K^{2} \varepsilon^{2}}\left(\varepsilon+K^{3} \varepsilon^{3}+K^{5} \varepsilon^{5}\right)(1+t)^{\delta} \tag{3.6}
\end{equation*}
$$

for $t \in[0, T]$ under the assumption $E_{\delta}(T) \leq K \varepsilon$.

First we consider the easier estimate (3.5). It follows from the standard energy method that

$$
\frac{d}{d t}\|u(t)\|_{L^{2}} \leq C\|u\|_{W^{1, \infty}}^{2}\|u\|_{H^{1}} \leq C K^{3} \varepsilon^{3}(1+t)^{-1+\delta}
$$

Also, when we remember (2.1) and (2.3), we see that

$$
\begin{aligned}
& \left(i \partial_{t}+\frac{1}{2} \partial_{x}^{2}\right) \mathcal{J} u \\
& =\frac{\partial N}{\partial u}\left(u, u_{x}\right) \mathcal{J} u-\frac{\partial N}{\partial \bar{u}}\left(u, u_{x}\right) \overline{\mathcal{J} u}+\frac{\partial N}{\partial q}\left(u, u_{x}\right) \mathcal{J} \partial_{x} u-\frac{\partial N}{\partial \bar{q}}\left(u, u_{x}\right) \overline{\mathcal{J} \partial_{x} u}
\end{aligned}
$$

where the variable $q$ is responsible for $u_{x}$, and $\partial / \partial u, \partial / \partial \bar{u}, \partial / \partial q, \partial / \partial \bar{q}$ are defined by

$$
\begin{aligned}
\frac{\partial}{\partial u} & =\frac{1}{2}\left(\frac{\partial}{\partial \operatorname{Re} u}-i \frac{\partial}{\partial \operatorname{Im} u}\right), & \frac{\partial}{\partial \bar{u}}=\frac{1}{2}\left(\frac{\partial}{\partial \operatorname{Re} u}+i \frac{\partial}{\partial \operatorname{Im} u}\right) \\
\frac{\partial}{\partial q} & =\frac{1}{2}\left(\frac{\partial}{\partial \operatorname{Re} q}-i \frac{\partial}{\partial \operatorname{Im} q}\right), & \frac{\partial}{\partial \bar{q}}=\frac{1}{2}\left(\frac{\partial}{\partial \operatorname{Re} q}+i \frac{\partial}{\partial \operatorname{Im} q}\right)
\end{aligned}
$$

respectively. Then the energy method again implies

$$
\frac{d}{d t}\|\mathcal{J} u(t)\|_{L^{2}} \leq C\|u\|_{W^{1, \infty}}^{2}\left(\|u\|_{H^{1}}+\|\mathcal{J} u\|_{H^{1}}\right) \leq C K^{3} \varepsilon^{3}(1+t)^{-1+\delta}
$$

which gives us (3.5).
Next we consider (3.6). To obtain this estimate, we use the gauge transformation technique since the standard energy estimate may cause a derivative loss, as we have just seen. The following energy inequality is established in section 2 of [13] (see also [1] and [11]).

LEMMA 3.2. Let $\psi(t, x)$ be a smooth function satisfying

$$
i \partial_{t} \psi+\frac{1}{2} \partial_{x}^{2} \psi+b_{1}(t, x) \partial_{x} \psi+b_{2}(t, x) \partial_{x} \bar{\psi}=f(t, x)
$$

for $(t, x) \in[0, T] \times \mathbf{R}$ with some smooth functions $b_{1}(t, x), b_{2}(t, x), f(t, x)$ and some $T>0$. Then we have

$$
\frac{d}{d t}\left\|e^{P(t, \cdot)} \psi(t, \cdot)\right\|_{L^{2}} \leq C B(t)\left\|e^{P(t, \cdot)} \psi(t, \cdot)\right\|_{L^{2}}+\left\|e^{P(t, \cdot)} f(t, \cdot)\right\|_{L^{2}}
$$

for $t \in[0, T]$, where

$$
\begin{align*}
P(t, x) & =\int_{-\infty}^{x} \operatorname{Re} b_{1}(t, y) d y  \tag{3.7}\\
B(t) & =\sum_{k=1}^{2}\left(\left\|\partial_{x} b_{k}(t, \cdot)\right\|_{L^{\infty}}+\left\|b_{k}(t, \cdot)\right\|_{L^{\infty}}^{2}\right)+\sup _{x \in \mathbf{R}}\left|\int_{-\infty}^{x} \partial_{t} b_{1}(t, y) d y\right| \tag{3.8}
\end{align*}
$$

Since $\partial_{x}^{3-j} \mathcal{J}^{j} u$ satisfies

$$
\begin{aligned}
& \left(i \partial_{t}+\frac{1}{2} \partial_{x}^{2}\right)\left(\partial_{x}^{3-j} \mathcal{J}^{j} u\right) \\
& =\frac{\partial N}{\partial q}\left(u, u_{x}\right) \partial_{x}\left(\partial_{x}^{3-j} \mathcal{J}^{j} u\right)+(-1)^{j} \frac{\partial N}{\partial \bar{q}}\left(u, u_{x}\right) \partial_{x}\left(\overline{\partial_{x}^{3-j} \mathcal{J}^{j} u}\right)+R_{j}
\end{aligned}
$$

with

$$
\begin{equation*}
\left\|R_{j}\right\|_{L^{2}} \leq C K^{3} \varepsilon^{3}(1+t)^{-1+\delta} \tag{3.9}
\end{equation*}
$$

for $j=0,1$, we can apply Lemma 3.2 to obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|e^{P(t)} \partial_{x}^{3-j} \mathcal{J}^{j} u(t)\right\|_{L^{2}} \leq C B(t)\left\|e^{P(t)} \partial_{x}^{3-j} \mathcal{J}^{j} u(t)\right\|_{L^{2}}+\left\|e^{P(t)} R_{j}(t)\right\|_{L^{2}} \tag{3.10}
\end{equation*}
$$

where $P(t, x)$ and $B(t)$ are given by (3.7) and (3.8) with

$$
b_{1}=-\frac{\partial N}{\partial q}\left(u, u_{x}\right), \quad b_{2}=(-1)^{j+1} \frac{\partial N}{\partial \bar{q}}\left(u, u_{x}\right)
$$

Note that

$$
\begin{aligned}
\|u(t)\|_{H_{x}^{1}} & =\left\|\langle\xi\rangle \mathcal{F} \mathcal{U}^{-1} u(t)\right\|_{L_{\xi}^{2}} \\
& =\left\|\langle\xi\rangle^{-1}\left(\alpha(t)+\xi^{2} \alpha(t)\right)\right\|_{L_{\xi}^{2}} \\
& \leq\left(\int_{-\infty}^{\infty} \frac{d \xi}{1+\xi^{2}}\right)^{1 / 2}\left(\|\alpha(t)\|_{L_{\xi}^{\infty}}+\left\|\alpha_{2}(t)\right\|_{L_{\xi}^{\infty}}\right) \\
& \leq C K \varepsilon
\end{aligned}
$$

whence

$$
\begin{equation*}
e^{ \pm P(t, x)} \leq e^{C\|u(t)\|_{H^{1}}^{2}} \leq e^{C K^{2} \varepsilon^{2}} \tag{3.11}
\end{equation*}
$$

As for the estimate of $B(t)$, we observe that the identity

$$
\partial_{t}(\phi \bar{\psi})=-\frac{i}{2} \partial_{x}\left(\phi \overline{\psi_{x}}-\phi_{x} \bar{\psi}\right)+i \phi \overline{\left(i \partial_{t}+\frac{1}{2} \partial_{x}^{2}\right) \psi}-i \bar{\psi}\left(i \partial_{t}+\frac{1}{2} \partial_{x}^{2}\right) \phi
$$

adapted to $b_{1}=\sum_{j, k=0}^{1} \lambda_{j k}\left(\partial_{x}^{j} u\right) \overline{\left(\partial_{x}^{k} u\right)}$. Then we have

$$
\begin{align*}
B(t) & \leq C\|u\|_{W^{2, \infty}}^{2}+C\|u\|_{W^{1, \infty}}^{4}+C \sum_{j, k=0}^{1} \int_{\mathbf{R}}\left|\partial_{x}^{j} u\right|\left|\partial_{x}^{k} N\left(u, u_{x}\right)\right| d x  \tag{3.12}\\
& \leq C\|u\|_{W^{2, \infty}}^{2}+C\|u\|_{W^{1, \infty}}^{4}+C\|u\|_{W^{2, \infty}}^{2}\|u\|_{H^{1}}^{2} \\
& \leq C\left(K^{2} \varepsilon^{2}+K^{4} \varepsilon^{4}\right)(1+t)^{-1}
\end{align*}
$$

By (3.9)-(3.12) we obtain

$$
\begin{aligned}
\frac{d}{d t}\left\|e^{P(t)} \partial_{x}^{3-j} \mathcal{J}^{j} u(t)\right\|_{L^{2}} \leq & C\left(K^{2} \varepsilon^{2}+K^{4} \varepsilon^{4}\right)(1+t)^{-1} e^{C K^{2} \varepsilon^{2}}\left\|\partial_{x}^{3-j} \mathcal{J}^{j} u(t, \cdot)\right\|_{L^{2}} \\
& +C e^{C K^{2} \varepsilon^{2}} K^{3} \varepsilon^{3}(1+t)^{-1+\delta} \\
\leq & C e^{C K^{2} \varepsilon^{2}}\left(K^{3} \varepsilon^{3}+K^{5} \varepsilon^{5}\right)(1+t)^{-1+\delta}
\end{aligned}
$$

whence

$$
\begin{aligned}
\sum_{j=0}^{1}\left\|\partial_{x}^{3-j} \mathcal{J}^{j} u(t)\right\|_{L^{2}} & \leq e^{C K^{2} \varepsilon^{2}} \sum_{j=0}^{1}\left\|e^{P(t)} \partial_{x}^{3-j} \mathcal{J}^{j} u(t)\right\|_{L^{2}} \\
& \leq e^{C K^{2} \varepsilon^{2}}\left\{C \varepsilon+C e^{C K^{2} \varepsilon^{2}}\left(K^{3} \varepsilon^{3}+K^{5} \varepsilon^{5}\right) \int_{0}^{t}(1+\tau)^{-1+\delta} d \tau\right\} \\
& \leq C e^{C K^{2} \varepsilon^{2}}\left(\varepsilon+K^{3} \varepsilon^{3}+K^{5} \varepsilon^{5}\right)(1+t)^{\delta}
\end{aligned}
$$

The proof of Lemma 3.1 is complete.
4. Large time asymptotics. Now we are in a position to show the asymptotic expression (1.5). In view of (2.6), it suffices to find the asymptotics of $\alpha(t, \xi)$. The following lemma is essentially due to [7], [8], [14], [19], though we shall state a slightly refined version here. For the convenience of the readers, the proof will be provided in the appendix.

Lemma 4.1. Let $\beta_{0}(\xi), \kappa(\xi)$ be bounded continuous functions and suppose that $\operatorname{Im} \kappa(\xi) \leq 0$ for all $\xi \in \mathbf{R}$. Let $r(t, \xi)$ satisfy

$$
\sup _{\xi \in \mathbf{R}}|r(t, \xi)|=O\left(t^{-1-\lambda}\right) \quad(t \rightarrow+\infty)
$$

with some constant $\lambda>0$. If $\beta(t, \xi)$ solves the differential equation

$$
\begin{equation*}
i \frac{\partial \beta}{\partial t}=\varepsilon^{2} \frac{\kappa(\xi)}{t}|\beta|^{2} \beta+\varepsilon^{2} r(t, \xi), \quad \beta(1, \xi)=\beta_{0}(\xi) \tag{4.1}
\end{equation*}
$$

for sufficiently small $\varepsilon$, then there exist continuous functions $\beta_{\infty}(\xi)$ and $\gamma(\xi)$, which satisfy $\left|\beta_{\infty}(\xi)\right| \leq C$ and $|\gamma(\xi)| \leq C \varepsilon^{2}$, such that

$$
\begin{aligned}
\beta(t, \xi)= & \frac{\beta_{\infty}(\xi) \exp \left\{-i \varepsilon^{2}\left|\beta_{\infty}(\xi)\right|^{2} \operatorname{Re} \kappa(\xi) \int_{0}^{\log t} \frac{d \sigma}{1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|\beta_{\infty}(\xi)\right|^{2} \sigma+\gamma(\xi)\right)}\right\}}{\sqrt{1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|\beta_{\infty}(\xi)\right|^{2} \log t+\gamma(\xi)\right)}} \\
& +O\left(t^{-\lambda+\mu}\right)
\end{aligned}
$$

as $t \rightarrow+\infty$ uniformly in $\xi \in \mathbf{R}$, where $\mu$ is an arbitrarily small number.
Now, we set $\beta(t, \xi)=\varepsilon^{-1}\langle\xi\rangle^{2} \alpha(t, \xi), \kappa(\xi)=\langle\xi\rangle^{-4} N(1, i \xi)$, and

$$
r(t, \xi)=\frac{1}{\varepsilon^{2}}\left(i \frac{\partial \beta}{\partial t}-\varepsilon^{2} \frac{\kappa(\xi)}{t}|\beta|^{2} \beta\right)
$$

Then, since

$$
\begin{aligned}
r(t, \xi) & =\frac{1}{\varepsilon^{3}}\left\{\left(i \frac{\partial \alpha}{\partial t}-\frac{1}{t} N(1, i \xi)|\alpha|^{2} \alpha\right)+\left(i \frac{\partial \alpha_{2}}{\partial t}-\frac{1}{t} N(1, i \xi)|\alpha|^{2} \alpha_{2}\right)\right\} \\
& =\frac{1}{\varepsilon^{3}}\left(\rho_{0}(t, \xi)+\rho_{2}(t, \xi)\right)
\end{aligned}
$$

we deduce from (3.1) and (3.4) that

$$
\sup _{\xi \in \mathbf{R}}|r(t, \xi)| \leq \frac{1}{\varepsilon^{3}}\left(\left\|\rho_{0}(t)\right\|_{L^{\infty}}+\left\|\rho_{2}(t)\right\|_{L^{\infty}}\right) \leq C t^{-5 / 4}
$$

Therefore we can apply Lemma 4.1 with $\lambda=1 / 4$ to get the asymptotics of $\beta$ as $t \rightarrow+\infty$. Putting $a(\xi)=e^{-i \pi / 4} \varepsilon\langle\xi\rangle^{-2} \beta_{\infty}(\xi)$ and $b(\xi)=\varepsilon^{2}\langle\xi\rangle^{-4} \gamma(\xi)$, we have

$$
\begin{aligned}
\alpha(t, \xi)= & \frac{a(\xi) \exp \left\{i \pi / 4-i|a(\xi)|^{2} \operatorname{Re} N(1, i \xi) \int_{0}^{\log t} \frac{d \sigma}{1-2 \operatorname{Im} N(1, i \xi)\left(|a(\xi)|^{2} \sigma+b(\xi)\right)}\right\}}{\sqrt{1-2 \operatorname{Im} N(1, i \xi)\left(|a(\xi)|^{2} \log t+b(\xi)\right)}} \\
& +O\left(t^{-1 / 4+\mu}\right)
\end{aligned}
$$

as $t \rightarrow+\infty$. Finally, using (2.6), we arrive at the desired asymptotic expression for $u(t, x)$.

Remark 4.1. We can also deduce the $L^{2}$-decay of $u(t)$ because

$$
\|u(t)\|_{L_{x}^{2}}=\varepsilon\left\|\langle\xi\rangle^{-2} \beta(t)\right\|_{L_{\xi}^{2}} \leq C \varepsilon\|\beta(t)\|_{L_{\xi}^{\infty}}
$$

and

$$
\|\beta(t)\|_{L_{\xi}^{\infty}}=O\left((\log t)^{-1 / 2}\right) \quad \text { as } \quad t \rightarrow+\infty
$$

if $\sup _{\xi \in \mathbf{R}} \operatorname{Im} N(1, i \xi)<0$.
Remark 4.2. It is possible to weaken (1.2) to a certain extent, but impossible to remove it completely. In fact, when (1.2) is replaced by

$$
\begin{equation*}
N\left(e^{i \theta}, 0\right)=e^{i \theta} N(1,0) \quad \text { for } \quad \theta \in \mathbf{R} \tag{4.2}
\end{equation*}
$$

we can modify the above argument combining the idea of [5], [6] (see also the appendix of [19]) to show that Theorem 1.1 is still valid if $N(1, i \xi)$ in the statement is replaced by

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} N\left(e^{i \theta}, i \xi e^{i \theta}\right) e^{-i \theta} d \theta
$$

Note that (4.2) is just what excludes $u^{3}, \bar{u}^{3}, u \bar{u}^{2}$ from all possible cubic nonlinear terms, but it is not a technical assumption because for these three nonlinearities we can find a class of initial data for which the solution has another kind of asymptotic profile than (1.5) (see [7] and [8] for details).

Appendix. We give a proof of Lemma 4.1 following [19] and [14] with some modifications. Because of the uniqueness for $(4.1), \beta(t, \xi)$ admits the decomposition

$$
\beta(t, \xi)=\frac{p(t, \xi)}{\sqrt{q(t, \xi)}}
$$

where $p(t, \xi)$ and $q(t, \xi)$ satisfy

$$
\left\{\begin{array}{l}
\partial_{t} p(t, \xi)=-i \varepsilon^{2} \frac{\operatorname{Re} \kappa(\xi)}{t} \frac{|p(t, \xi)|^{2}}{q(t, \xi)} p(t, \xi)-i \varepsilon^{2} \sqrt{q(t, \xi)} r(t, \xi)  \tag{A.1}\\
\partial_{t} q(t, \xi)=-2 \varepsilon^{2} \frac{\operatorname{Im} \kappa(\xi)}{t}|p(t, \xi)|^{2} \\
p(1, \xi)=\beta_{0}(\xi), \quad q(1, \xi)=1
\end{array}\right.
$$

Note that $p(t, \xi)$ is complex-valued, while $q(t, \xi)$ is real and strictly positive. In order to obtain the desired conclusion, it is sufficient to get the asymptotics of $p(t, \xi)$ and $q(t, \xi)$ as $t \rightarrow+\infty$.

We first show that there exists a positive constant $A$ such that

$$
\begin{equation*}
\sup _{(t, \xi) \in[1, \infty) \times \mathbf{R}}|p(t, \xi)|<A \tag{A.2}
\end{equation*}
$$

We shall argue by contradiction: Suppose that for any $A>\sup _{\xi \in \mathbf{R}}\left|\beta_{0}(\xi)\right|$ there exists a finite time $T_{A} \in(1, \infty)$ such that

$$
\sup _{(t, \xi) \in\left[1, T_{A}\right) \times \mathbf{R}}|p(t, \xi)| \leq A \quad \text { and } \quad \sup _{\xi \in \mathbf{R}}\left|p\left(T_{A}, \xi\right)\right|=A
$$

Then, from the second equation of (A.1), we have

$$
1 \leq q(t, \xi) \leq 1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi) A^{2} \log t
$$

for $t \in\left[1, T_{A}\right]$. On the other hand, it follows from the first equation of (A.1) that

$$
\begin{aligned}
\partial_{t}\left(|p(t, \xi)|^{2}\right) & =2 \operatorname{Re}\left(\overline{p(t, \xi)} \partial_{t} p(t, \xi)\right) \\
& =2 \varepsilon^{2} \operatorname{Re}(\overline{p(t, \xi)} \sqrt{q(t, \xi)} r(t, \xi)) \\
& \leq 2 \varepsilon^{2}|p(t, \xi)||\sqrt{q(t, \xi)} r(t, \xi)|
\end{aligned}
$$

So we have

$$
\begin{aligned}
\left|p\left(T_{A}, \xi\right)\right| & \leq\left|\beta_{0}(\xi)\right|+\int_{1}^{T_{A}} \varepsilon^{2}|\sqrt{q(\tau, \xi)} r(\tau, \xi)| d \tau \\
& \leq C+\int_{1}^{\infty} C \varepsilon^{2}\left(1+A^{2} \varepsilon^{2} \log \tau\right)^{1 / 2} \tau^{-1-\lambda} d \tau \\
& \leq C(1+A \varepsilon)
\end{aligned}
$$

When we choose $A=4 C$ and $\varepsilon_{1}=1 / A$, we have

$$
\sup _{\xi \in \mathbf{R}}\left|p\left(T_{A}, \xi\right)\right| \leq \frac{A}{2}<A
$$

for $\varepsilon \in\left(0, \varepsilon_{1}\right]$, which is the desired contradiction. Hence (A.2) must hold for some $A$. Also we have

$$
1 \leq q(t, \xi) \leq 1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi) A^{2} \log t
$$

for any $t \geq 1$. Next we define

$$
\Theta(t, \xi)=\int_{1}^{t} \frac{\operatorname{Re} \kappa(\xi)|p(\tau, \xi)|^{2}}{q(\tau, \xi)} \frac{d \tau}{\tau}
$$

so that $\partial_{t}\left(p(t, \xi) e^{i \varepsilon^{2} \Theta(t, \xi)}\right)=-i \varepsilon^{2} \sqrt{q(t, \xi)} r(t, \xi) e^{i \varepsilon^{2} \Theta(t, \xi)}$. Since

$$
\sup _{\xi \in \mathbf{R}}|\sqrt{q(t, \xi)} r(t, \xi)| \leq C\left(1+\varepsilon^{2} \log t\right)^{1 / 2} t^{-1-\lambda} \leq C t^{-1-\lambda+\mu}
$$

we obtain

$$
\sup _{\xi \in \mathbf{R}}\left|p(t, \xi)-p_{\infty}(\xi) e^{-i \varepsilon^{2} \Theta(t, \xi)}\right| \leq C \varepsilon^{2} t^{-\lambda+\mu}
$$

where

$$
p_{\infty}(\xi)=\beta_{0}(\xi)-i \varepsilon^{2} \int_{1}^{\infty} \sqrt{q(\tau, \xi)} r(\tau, \xi) e^{i \varepsilon^{2} \Theta(\tau, \xi)} d \tau
$$

We also set $q_{\infty}(t, \xi)=1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|p_{\infty}(\xi)\right|^{2} \log t+\gamma(\xi)\right)$ with

$$
\gamma(\xi)=\int_{1}^{\infty}\left(|p(\tau, \xi)|^{2}-\left|p_{\infty}(\xi)\right|^{2}\right) \frac{d \tau}{\tau}
$$

Noting that

$$
\begin{aligned}
\left||p(t, \xi)|^{2}-\left|p_{\infty}(\xi)\right|^{2}\right| & \leq\left|p(t, \xi)-p_{\infty}(\xi) e^{-i \varepsilon^{2} \Theta(t, \xi)}\right|\left(|p(t, \xi)|+\left|p_{\infty}(\xi)\right|\right) \\
& \leq C \varepsilon^{2} t^{-\lambda+\mu}
\end{aligned}
$$

we can see that

$$
\left|q(t, \xi)-q_{\infty}(t, \xi)\right| \leq\left. 2 \varepsilon^{2}|\operatorname{Im} \kappa(\xi)| \int_{t}^{\infty}| | p(\tau, \xi)\right|^{2}-\left|p_{\infty}(\xi)\right|^{2} \left\lvert\, \frac{d \tau}{\tau} \leq C \varepsilon^{4} t^{-\lambda+\mu}\right.
$$

Let us also introduce

$$
\Phi(t, \xi)=\frac{\operatorname{Re} \kappa(\xi)}{t}\left(\frac{|p(t, \xi)|^{2}}{q(t, \xi)}-\frac{\left|p_{\infty}(\xi)\right|^{2}}{q_{\infty}(t, \xi)}\right)
$$

Then we have

$$
i \varepsilon^{2} \Theta(t, \xi)=i \varepsilon^{2}\left|p_{\infty}(\xi)\right|^{2} \operatorname{Re} \kappa(\xi) \int_{1}^{t} \frac{d \tau}{q_{\infty}(\tau, \xi)}+i \varepsilon^{2} \int_{1}^{\infty} \Phi(\tau, \xi) d \tau-i \varepsilon^{2} \int_{t}^{\infty} \Phi(\tau, \xi) d \tau
$$

and

$$
\begin{aligned}
\int_{t}^{\infty}|\Phi(\tau, \xi)| d \tau & \leq C \int_{t}^{\infty}\left(\frac{\left.| | p(\tau, \xi)\right|^{2}-\left|p_{\infty}(\xi)\right|^{2} \mid}{q(\tau, \xi)}+\frac{\left|p_{\infty}(\xi)\right|^{2}\left|q(\tau, \xi)-q_{\infty}(\tau, \xi)\right|}{q(\tau, \xi) q_{\infty}(\tau, \xi)}\right) \frac{d \tau}{\tau} \\
& \leq C \varepsilon^{2} \int_{t}^{\infty} \frac{d \tau}{\tau^{1+\lambda-\mu}} \\
& \leq C \varepsilon^{2} t^{-\lambda+\mu}
\end{aligned}
$$

Therefore, putting $\beta_{\infty}(\xi)=p_{\infty}(\xi) \exp \left(-i \varepsilon^{2} \int_{1}^{\infty} \Phi(\tau, \xi) d \tau\right)$, we obtain

$$
\begin{aligned}
p(t, \xi)= & p_{\infty}(\xi) e^{-i \varepsilon^{2} \Theta(t, \xi)}+O\left(t^{-\lambda+\mu}\right) \\
= & \beta_{\infty}(\xi) \exp \left(-i \varepsilon^{2}\left|p_{\infty}(\xi)\right|^{2} \operatorname{Re} \kappa(\xi) \int_{1}^{t} \frac{d \tau}{q_{\infty}(\tau, \xi)}\right)+O\left(t^{-\lambda+\mu}\right) \\
= & \beta_{\infty}(\xi) \exp \left(-i \varepsilon^{2}\left|\beta_{\infty}(\xi)\right|^{2} \operatorname{Re} \kappa(\xi) \int_{0}^{\log t} \frac{d \sigma}{1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|\beta_{\infty}(\xi)\right|^{2} \sigma+\gamma(\xi)\right)}\right) \\
& +O\left(t^{-\lambda+\mu}\right)
\end{aligned}
$$

as well as

$$
\begin{aligned}
\frac{1}{\sqrt{q(t, \xi)}} & =\frac{1}{\sqrt{q_{\infty}(t, \xi)}}+\frac{q_{\infty}(t, \xi)-q(t, \xi)}{\sqrt{q(t, \xi) q_{\infty}(t, \xi)}\left(\sqrt{q(t, \xi)}+\sqrt{q_{\infty}(t, \xi)}\right)} \\
& =\frac{1}{\sqrt{1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|\beta_{\infty}(\xi)\right|^{2} \log t+\gamma(\xi)\right)}}+O\left(t^{-\lambda+\mu}\right)
\end{aligned}
$$

whence

$$
\begin{aligned}
\beta(t, \xi)= & \frac{p(t, \xi)}{\sqrt{q(t, \xi)}} \\
= & \frac{\beta_{\infty}(\xi) \exp \left(-i \varepsilon^{2}\left|\beta_{\infty}(\xi)\right|^{2} \operatorname{Re} \kappa(\xi) \int_{0}^{\log t} \frac{d \sigma}{1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|\beta_{\infty}(\xi)\right|^{2} \sigma+\gamma(\xi)\right)}\right)}{\sqrt{1-2 \varepsilon^{2} \operatorname{Im} \kappa(\xi)\left(\left|\beta_{\infty}(\xi)\right|^{2} \log t+\gamma(\xi)\right)}} \\
& +O\left(t^{-\lambda+\mu}\right)
\end{aligned}
$$

as $t \rightarrow+\infty$.
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#### Abstract

In this paper we investigate quasilinear systems of reaction-diffusion equations with mixed Dirichlet-Neumann boundary conditions on nonsmooth domains. Using techniques from maximal regularity and heat-kernel estimates we prove the existence of a unique solution to systems of this type.
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1. Introduction. The theory of quasilinear parabolic systems has many applications to evolution problems in natural sciences, see, e.g., [2], [1], [5], [6], [20], [10], [16], [30], and [41]. In this paper we investigate in particular systems of reaction-diffusion equations with mixed Dirichlet-Neumann boundary conditions on nonsmooth domains $\Omega \subset \mathbb{R}^{n}$ for $n=2,3$ of the form

$$
\begin{align*}
u_{k}^{\prime}-\operatorname{div}\left(G_{k}(v) \mu_{k} \nabla v_{k}\right) & \left.=R_{k}(t, v), \quad t \in\right] T_{0}, T[, x \in \Omega, \\
u_{k} & =b_{k} F_{k}\left(v_{k}\right), \quad t \in\left[T_{0}, T[, x \in \Omega,\right. \\
\nu \cdot \mu_{k} \nabla v_{k} & =0, \quad t \in\left[T_{0}, T\left[, x \in \Gamma_{N},\right.\right.  \tag{1.1}\\
v_{k} & =\phi_{k}, \quad t \in\left[T_{0}, T\left[, x \in \Gamma_{D},\right.\right. \\
v_{k}\left(T_{0}\right) & =v_{0 k}, \quad x \in \Omega .
\end{align*}
$$

Here $v=\left(v_{1}, \ldots, v_{m}\right), \mu_{k} \in L^{\infty}\left(\Omega, M_{n \times n}\right)$ are diffusion coefficients, $b_{k} \in L^{\infty}(\Omega)$ are reference densities, and $R_{k}, G_{k}, F_{k}$ denote the reaction, diffusion, and superposition terms for $k \in\{1, \ldots, m\}$.

In many concrete problems which are described as a system of the form (1.1), the underlying domain is nonsmooth and the coefficient functions $b_{k}$ and $\mu_{k}$ are discontinuous. We therefore aim for minimal smoothness assumptions on the boundary $\partial \Omega$ of $\Omega$, the coefficient functions $b_{k}$ and $\mu_{k}$, as well as on the interface between the Neumann boundary part $\Gamma_{N}$ of $\partial \Omega$ and the Dirichlet boundary part $\Gamma_{D}=\partial \Omega \backslash \Gamma_{N}$. More precisely, we generally assume that $\Omega \subset \mathbb{R}^{n}$ is a Lipschitz domain and $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger (see the definition below). Note that the situation where the boundary of $\Omega$ is smooth and consists of two separated parts, one with Dirichlet and the other with Neumann boundary conditions, has been studied before by Amann in [2].

Our setting includes even nonlocal diffusion terms as occurring in models describing the diffusion of bacteria (see [7], [8] and the references therein). In detail, the velocity at which the motion takes place is given by Fourier's law and the (relative)

[^16]diffusion coefficient $G=G_{k}$ depends on the solution $v$ in the form
$$
G(v)=\eta\left(\int_{\Omega} z(x) v(x) d x\right)
$$
where $\eta$ is a (strictly) positive, continuously differentiable function on $\mathbb{R}$.
Our approach includes reaction terms $R_{k}$ depending discontinously on time $t$, which is important in many examples (see [41], [26], [30]), in particular in the control theory of parabolic equations. Alternatively, the reader should think, e.g., of a manufacturing process for semiconductors, where at a certain moment light is switched on/off and, of course, parameters in the chemical process change abruptly.

An interesting example for a reaction term stems from the thermistor problem (see [38], [3] and the references therein, see also [6]) which describes the combined processes of heat conduction and electrical conduction in a body. This is of importance in the industrially important process of electrical welding. To be precise, the reaction term is of the form $\sigma(v)|\nabla \varphi|^{2}$, where $\varphi$ is the solution of an auxiliary elliptic problem, into which $v$ enters as a parameter (see details in section 4.2). Observe that the quadratic gradient term is a critical one and in general not easy to handle (see [38]), while in our context it does not cause additional difficulties.

Note that the original formulation of the evolution equation in terms of balance laws takes the form (see [39, Ch. 21], see also [5])

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega^{\prime}} u_{k} d x+\int_{\partial \Omega^{\prime}} \nu \cdot j_{k} d \sigma=\int_{\Omega^{\prime}} R_{k} d x ; \quad j_{k}=j_{k}(v)=G_{k}(v) \mu_{k} \nabla v_{k} \tag{1.2}
\end{equation*}
$$

where $\Omega^{\prime}$ stands for any (Lipschitzian) subdomain of $\Omega$. Within the variational theory of weak solutions, however, the indicator functions of the subdomains are not admissible test functions. Therefore the integral formulation (1.2) is equivalent to the above evolution equation only if the weak solutions have some additional regularity. It is the main advantage of the present concept that the divergence of the corresponding current $j_{k}(v)$ indeed is a function, not only a distribution. In a strict sense, only this justifies the application of Gauss' theorem to calculate the normal components of the currents over boundaries of suitable subdomains. Moreover, the fact $\operatorname{div} j_{k} \in L^{p}$ is also of importance for the numerical treatment of (1.1), as the formulation (1.2) is the basis of finite volume methods (see [18]) - namely in the sense of local balances. Global existence results for (1.1) cannot be expected within such a general approach (see, e.g., [17] or [6] and the references therein).

In contrast to many papers where existence and uniqueness results for quasilinear parabolic systems are based on the construction of an appropriate evolution operator (see, e.g., [1]), our approach relies heavily on maximal $L^{p}$-estimates for the linear part of (1.1). In fact, after rewriting (1.1) as an abstract evolution equation in $L^{p}(\Omega)^{m}$ of the form

$$
\begin{align*}
w^{\prime}-H(t, w)(\operatorname{div}(\mu \nabla w)) & =S(t, w) \\
w\left(T_{0}\right) & =v_{0}-\phi\left(T_{0}\right) \tag{1.3}
\end{align*}
$$

our strategy to solve (1.3) follows the approach of Clément and Li [10] and Prüss [34]. The advantage of the given situation (1.1) is that subtle techniques from harmonic analysis as well as heat-kernel methods can be used to prove the central $L^{p}$-estimates of the linear part. In order to apply these methods in our situation, one needs embedding properties of certain interpolation spaces between the domain of the $L^{p}$-realization of
the underlying elliptic operators and $L^{p}(\Omega)$ into $W^{1,2 p}(\Omega)$. This embedding property rests on the assumption that the operators formally defined by

$$
-\nabla \cdot \mu_{k} \nabla+1: W_{\Gamma_{N}}^{1, q}(\Omega) \rightarrow W_{\Gamma_{N}}^{-1, q}(\Omega)
$$

provide topological isomorphisms for some $q>n$. Note that this assumption restricts the physical dimension of the problems to two and three, because one knows that the solution for a mixed boundary value problem generically has singularities, precisely, one cannot expect that its gradient lies in $L^{4}$; see Shamir's famous counterexample [37]. On the other hand, in two and three dimensions the assumption is fulfilled for many geometric constellations and (even discontinuous) coefficient functions; see section 4.
2. Preliminaries. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded Lipschitz domain and assume that $n=2$ or $n=3$. (Concerning the notions "Lipschitz domain" and "domain with Lipschitz boundary" we follow [23, section 1.2.1].) Denote by $\Gamma_{N} \subset \partial \Omega$ an open subset of $\partial \Omega$. For $1<q<\infty$ we define $W_{\Gamma_{N}}^{1, q}(\Omega)$ as the closure of

$$
\left\{\left.\psi\right|_{\Omega}: \psi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \operatorname{supp} \psi \cap\left(\partial \Omega \backslash \Gamma_{N}\right)=\emptyset\right\}
$$

in the Sobolev space $W^{1, q}(\Omega)$. If $q=2$, we write $H^{1}(\Omega)$ or $H_{\Gamma_{N}}^{1}(\Omega)$ instead of $W^{1,2}(\Omega)$ or $W_{\Gamma_{N}}^{1,2}(\Omega)$. Of course, if $\Gamma_{N}=\emptyset$, then $W_{\Gamma_{N}}^{1, q}(\Omega)=W_{0}^{1, q}(\Omega)$. Moreover, throughout this work we always suppose that $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger (see [24]), this means that, for all $x \in \partial \Omega$ there exist open sets $U_{x}, V_{x} \subset \mathbb{R}^{n}$ and a bi-Lipschitz transform $\Psi_{x}$ from $U_{x}$ onto $V_{x}$ such that $x \in U_{x}, \Psi_{x}(x)=0$ and $\Psi_{x}\left(U_{x} \cap\left(\Omega \cup \Gamma_{N}\right)\right)$ coincides with one of the sets

$$
\begin{aligned}
& E_{1}:=\left\{x \in \mathbb{R}^{n}: \max _{l=1 \ldots, n}\left|x_{l}\right|<1, x_{n}<0\right\} \\
& E_{2}:=\left\{x \in \mathbb{R}^{n}: \max _{l=1, \ldots, n}\left|x_{l}\right|<1, x_{n} \leq 0\right\} \\
& E_{3}:=\left\{x \in E_{2}: x_{n}<0 \text { or } x_{1}>0\right\}
\end{aligned}
$$

It is not hard to see that every Lipschitz domain, and also its closure, is regular in the sense of Gröger, the corresponding model sets are then $E_{1}$ or $E_{2}$, respectively; see [23]. Moreover, if $\Omega \subset \mathbb{R}^{2}$ is a bounded Lipschitz domain and $\partial \Omega \backslash \Gamma_{N}$ is the finite union of (nondegenerate) closed arc pieces from the boundary, then $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger.

Finally, for $k \in\{1, \ldots, m\}$, let $\mu_{k} \in L^{\infty}\left(\Omega, M_{n \times n}\right)$, where $M_{n \times n}$ denotes the set of all real, symmetric $n \times n$ matrices. Suppose that additionally

$$
\begin{equation*}
\inf _{x \in \Omega} \inf _{|\varsigma|=1} \mu_{k}(x) \varsigma \cdot \varsigma>0 \tag{2.1}
\end{equation*}
$$

For a closed subspace $V \subseteq H^{1}(\Omega)$ such that $H_{0}^{1}(\Omega) \subseteq V$ we define the form $a_{k}$ : $V \times V \rightarrow \mathbb{R}$ by

$$
a_{k}(u, v):=-\int_{\Omega} \mu_{k} \nabla u \cdot \nabla v \mathrm{~d} x, \quad u, v \in V
$$

The form induces a continuous mapping $\mathcal{A}_{k}: V \rightarrow V^{\prime}$ such that

$$
\begin{equation*}
a_{k}(u, v)=\left(\mathcal{A}_{k} u \mid v\right), \quad u, v \in V \tag{2.2}
\end{equation*}
$$

Here, for $v \in L^{2}(\Omega), f_{v}(u):=(v \mid u)_{L^{2}}$ defines an element $f_{v} \in V^{\prime}$ and $v \mapsto f_{v}$ : $L^{2}(\Omega) \rightarrow V^{\prime}$ defines a continuous injection. In the following, we identify $v$ with $f_{v}$. We then define the operator $A_{k}$ as

$$
\begin{align*}
D\left(A_{k}\right) & :=\left\{u \in V: \exists f \in L^{2}(\Omega), a_{k}(u, \phi)=(f \mid \phi) \forall \phi \in V\right\}  \tag{2.3}\\
A_{k} u & :=f \tag{2.4}
\end{align*}
$$

It is well known that $A_{k}$ generates an analytic semigroup on $L^{2}(\Omega)$ which is positivity preserving. Furthermore, this semigroup extends to a $C_{0}$-semigroup of contractions on $L^{p}(\Omega)$ for all $1<p<\infty$; see, [22, Thm. 4.9]. The realization of its generator in $L^{p}$ is denoted by $A_{k}^{p}$.
3. Main result. We start this section by giving precise assumptions on the coefficients and functions being involved in problem (1.1). In order to do so, let $0 \leq T_{0}<T_{1}$ and set $\left.J:=\right] T_{0}, T_{1}\left[\right.$. For $k \in\{1, \ldots, m\}$ let $\mu_{k} \in L^{\infty}\left(\Omega, M_{n \times n}\right)$ and assume that (2.1) is satisfied.

Moreover, let for every $k \in\{1, \ldots, m\}$ the functions $b_{k} \in L^{\infty}(\Omega ; \mathbb{R})$ be bounded from below by some positive constant.

We assume the following for all $k \in\{1, \ldots, m\}$.
(Op) There exists $p>\frac{n}{2}$ such that each $\mathcal{A}_{k}-I d$ is a topological isomorphism from $W_{\Gamma_{N}}^{1,2 p}(\Omega)$ onto $W_{\Gamma_{N}}^{-1,2 p}(\Omega)$. For all what follows we fix a number $r>\frac{4 p}{2 p-n}$.
$(\mathrm{Su})$ There exists $f_{k} \in C^{2}(\mathbb{R})$, positive, with strictly positive derivative, such that $F_{k}$ is the superposition operator induced by $f_{k}$; i.e., $F_{k}(v)(x)=\left(f_{k} \circ v\right)(x)=$ $f_{k}(v(x)), x \in \Omega$.
(Ga) The mapping $G_{k}:\left(W^{1,2 p}(\Omega)\right)^{m} \rightarrow W^{1,2 p}(\Omega)$ is locally Lipschitz.
(Gb) For any ball in $\left(W^{1,2 p}(\Omega)\right)^{m}$ there exists $\delta>0$ such that $G_{k}(u) \geq \delta$ for all $u$ from this ball.
(Ra) The function $R_{k}: J \times\left(W^{1,2 p}(\Omega)\right)^{m} \rightarrow L^{p}(\Omega)$ is of Carathéodory type, i.e., $R_{k}(\cdot, u)$ is measurable for all $u \in\left(W^{1,2 p}(\Omega)\right)^{m}$ and $R_{k}(t, \cdot)$ is continuous for a.a. $t \in J$.
$(\mathrm{Rb}) R_{k}(\cdot, 0) \in L^{r}\left(J, L^{p}(\Omega)\right)$ and for $\beta>0$ there exists $g_{\beta} \in L^{r}(J)$ such that

$$
\left\|R_{k}(t, u)-R_{k}(t, \tilde{u})\right\|_{L^{p}} \leq g_{\beta}(t)\|u-\tilde{u}\|_{W^{1,2 p}}, \quad t \in J
$$

provided $\max \left(\|u\|_{W^{1,2 p}},\|\tilde{u}\|_{W^{1,2 p}}\right) \leq \beta$.
(BC) $\phi_{k} \in C\left(\bar{J} ; W^{1,2 p}(\Omega)\right) \cap W^{1, r}\left(J ; L^{p}(\Omega)\right)$ and $A_{k} \phi_{k}(t)=0$ for all $t \in J$.
(IC) $v_{0 k}-\phi_{k}\left(T_{0}\right) \in\left(L^{p}(\Omega), D\left(A_{k}^{p}\right)\right)_{1-\frac{1}{r}, r}$.
The assumptions imply that the system (1.1) may be (formally) rewritten as a quasilinear system of the form

$$
\begin{align*}
w_{k}^{\prime}-H_{k}(t, w) A_{k} w_{k} & =T_{k}(t, w), \quad k=1, \ldots, m  \tag{3.1}\\
w\left(T_{0}\right) & =v_{0}-\phi\left(T_{0}\right)
\end{align*}
$$

where
(3.2)
$T_{k}(t, w):=\left(b_{k} f_{k}^{\prime}\left(w_{k}+\phi_{k}(t)\right)\right)^{-1}\left[\nabla G_{k}(w+\phi(t)) \cdot\left[\mu_{k} \nabla\left(w_{k}+\phi_{k}(t)\right)\right]\right]+Q_{k}(t, w)-\frac{\partial \phi_{k}}{\partial t}(t)$
with

$$
\begin{align*}
H_{k}(t, z) & :=\frac{G_{k}(z+\phi(t))}{b_{k} f_{k}^{\prime}\left(z_{k}+\phi_{k}(t)\right)}, \quad t \in J, z \in\left(W^{1,2 p}(\Omega)\right)^{m}  \tag{3.3}\\
Q_{k}(t, z) & :=\frac{R_{k}(t, z+\phi(t))}{b_{k} f_{k}^{\prime}\left(z_{k}+\phi_{k}(t)\right)}, \quad t \in J, z \in\left(W^{1,2 p}(\Omega)\right)^{m} \tag{3.4}
\end{align*}
$$

We are now in the position to state the main result of this paper.
Theorem 3.1. Let $1<r, p<\infty$ such that $r>\frac{4 p}{2 p-n}$, where $n \in\{2,3\}$. Assume that the assumptions (Op), (Su), (Ga), (Gb), (Ra), (Rb), (BC), and (IC) are satisfied. Then there exists a unique local solution $w=\left(w_{1}, \ldots, w_{m}\right)$ for (3.1) on an interval $I=] T_{0}, T$ satisfying

$$
\begin{equation*}
w_{k} \in W^{1, r}\left(I ; L^{p}(\Omega)\right) \cap L^{r}\left(I ; D\left(A_{k}\right)\right), \quad k \in\{1, \ldots, m\} \tag{3.5}
\end{equation*}
$$

Corollary 3.2. Each $w_{k}$ is Hölder-continuous simultaneously in space and time.

Some remarks at this point are in order.
Remark 3.3.
(a) We refer the reader to section 4 for precise geometric and smoothness conditions implying the validity of assumption ( Op ).
(b) Besides the exponential, a typical example for a function $f$ satisfying assumption $(\mathrm{Su})$ is the Fermi-Dirac distribution function

$$
f(t):=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \frac{\sqrt{s}}{1+e^{s-t}} \mathrm{~d} s
$$

(c) Suppose that $v_{k}$ coincides on $\Gamma_{D}$ with a function $\phi \in C^{1}\left(J, W^{1,2 p}(\Omega)\right)$. Then there exists $\phi_{k}$ satisfying assumption (BC).
(d) Note that condition (BC) implies $\nu \cdot \mu_{k} \nabla \phi_{k}=0$ on $\Gamma_{N}$. This, together with the property (3.5), yields the Neumann boundary condition for $v_{k}$ on $\Gamma_{N}$; see [19, section II.2], [9, section 1.2].
4. Examples. Consider $\Omega$ and $\Gamma_{N}$, the subset of $\partial \Omega$ on which the Neumann boundary condition is prescribed. In this section we describe geometric configurations and coefficient functions for which Theorem 3.1 holds true. Furthermore, we present concrete examples of mappings $G_{k}$ and reaction terms $R_{k}$ fitting in our framework.
4.1. Geometric configurations and coefficients. In this subsection we will give a list of examples in order to show that ( Op ) is not an unjustified ad hoc assumption but fulfilled in many cases, even if the geometry is nonsmooth, the boundary conditions are mixed, and the coefficients may jump. Notice that for-realisticnonsmooth situations a (strict) upper bound for the integrability index for the gradient of the solution is (at most) 4. That means in detail that, this limitation may be caused only by nonsmoothness of the domain (see [28, Thm. A]), only by the occurrence of mixed boundary conditions (despite smooth data, see [37]), or only by nonsmooth coefficients (see [33] or [14]).

We start with a result, due to Gröger [24], which completely covers the twodimensional case.

Proposition 4.1. Assume that $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger and that the coefficient function satisfies the assumptions made in section 2. Then there exists $q>2$ such that $\mathcal{A}_{k}-I d$ is a topological isomorphism from $W_{\Gamma_{N}}^{1, q}(\Omega)$ onto $W_{\Gamma_{N}}^{-1, q}(\Omega)$.

In what follows we present three-dimensional settings, here always supposing that the domain $\Omega$ is a domain with Lipschitz boundary. We begin with the case where the coefficient function is continuous at least in a neighborhood of the boundary.

Proposition 4.2. Assume that $\Gamma_{N}=\emptyset$ or $\Gamma_{N}=\partial \Omega$ (pure Dirichlet or pure Neumann case). $\Omega_{\circ} \subset \Omega$ is another domain which is $C^{1}$ and which does not touch the boundary of $\Omega$. $\left.\mu_{k}\right|_{\Omega_{\circ}} \in B U C\left(\Omega_{\circ}\right)$ and $\left.\mu_{k}\right|_{\Omega \backslash \bar{\Omega}_{\circ}} \in B U C\left(\Omega \backslash \bar{\Omega}_{\circ}\right)$. Then (Op) holds.

Remark 4.3. The proposition is one of the main results from [15] and rests heavily on regularity results for the Dirichlet/Neumann Laplacian (see [28], [42]) and nontrivial estimates around points from $\partial \Omega_{0}$. In particular, the reader should carefully notice that the $C^{1}$ property of $\Omega$ 。is not dispensable without completely losing the result; see Elschner's counterexample in [15], see also [14].

The next proposition describes two cases with pure Dirichlet conditions $\left(\Gamma_{N}=\emptyset\right)$, where the discontinuities of the coefficient function are located also near the boundary.

Proposition 4.4. There exists $q>3$ such that $\mathcal{A}_{k}-I d$ is a topological isomorphism from $W_{\Gamma_{N}}^{1, q}(\Omega)$ onto $W_{\Gamma_{N}}^{-1, q}(\Omega)$ if one of the following conditions is satisfied.
(i) $\Omega$ is a polyhedron. There are hyperplanes $\mathcal{H}_{1}, \ldots, \mathcal{H}_{n}$ in $\mathbb{R}^{3}$ which meet at most in a vertex of the polyhedron such that the coefficient function $\mu_{k}$ is constantly a real, symmetric, positive definite $3 \times 3$ matrix on each of the connected components of $\Omega \backslash \cup_{l=1}^{n} \mathcal{H}_{l}$. Moreover, for every edge on the boundary, induced by a hyperplane $\mathcal{H}_{l}$, the angles between the outer boundary plane and the hyperplane $\mathcal{H}_{l}$ do not exceed $\pi$.
(ii) $\Omega_{\circ} \subset \Omega$ is a Lipschitz domain such that $\partial \Omega_{\circ} \cap \Omega$ is a $C^{1}$ surface. Moreover, $\partial \Omega$ and $\partial \Omega$ 。 meet suitably, this means that for any point $x$ from the boundary of $\partial \Omega \cap \partial \Omega_{0}$ whithin $\partial \Omega$ there is an open neighborhood $\mathcal{U}_{x}$ of $x$ in $\mathbb{R}^{3}$ and a $C^{1}$ diffeomorphism $\Phi_{x}$ from $\mathcal{U}_{x}$ onto an open subset of $\mathbb{R}^{3}$ such that - $\Phi_{x}\left(\mathcal{U}_{x} \cap \Omega\right)$ equals a convex polyhedron $\mathcal{K}_{x}$,

- $\Phi_{x}\left(\mathcal{U}_{x} \cap \Omega \cap \partial \Omega_{\circ}\right)=\mathcal{K}_{x} \cap \mathcal{H}_{x}$, where $\mathcal{H}_{x}$ is a plane which contains $\Phi_{x}(x)$ and an inner point of $\mathcal{K}_{x} .\left.\mu_{k}\right|_{\Omega_{\circ}} \in B U C\left(\Omega_{\circ}\right)$ and $\left.\mu_{k}\right|_{\Omega \backslash \bar{\Omega}_{\circ}} \in B U C\left(\Omega \backslash \bar{\Omega}_{\circ}\right)$.
The constellation (i) is treated in [14], the second in [15].
The last cases we present really affect the case of mixed boundary conditions.
 cases.
(i) $\Omega$ is a convex polyhedron, $\overline{\Gamma_{N}} \cap\left(\partial \Omega \backslash \Gamma_{N}\right)$ is a finite union of line segments, $\mu_{k} \equiv 1$.
(ii) $\Omega$ is a three-dimensional prismatic domain with triangular basis. $\Gamma$ is half of one of its upright sides. $\Xi$ is a plane that intersects the (relative) boundary of $\Gamma$ within $\partial \Omega$ in only finitely many points. The coefficient function is constant on both components of $\Omega \backslash \Xi$.
Remark 4.6. The assertion for (i) is shown in [11] (see Corollary 3.12), while the proof for (ii) is given in [25]. Notice that (ii) is by no means artificial: $\Omega \cup \Gamma$ may (alternatively) be taken as Gröger's third local model set in the description of geometric settings including mixed boundary conditions; see section 2 or [24] for further details. Additionally, it is the first three-dimensional constellation treated in the literature - in view of $(\mathrm{Op})$-which includes mixed boundary conditions and a discontinuous coefficient function, which is necessary, e.g., in the modeling of heterogeneous semiconductors [36]. (See [25] for other settings and further details.)

Remark 4.7. The operator $\mathcal{A}_{k}-I d$ also fulfills ( Op ) if the following condition is satisfied: there is a covering of $\bar{\Omega}$ by open sets $\mathcal{U}_{1}, \ldots, \mathcal{U}_{l}$ such that for every $j \in$ $\{1, \ldots, l\}$ the setting $\Omega_{j}:=\Omega \cap \mathcal{U}_{j}, \Gamma_{j}:=\Gamma_{N} \cap \mathcal{U}_{j}$, and the restriction of $\mu_{k}$ to $\Omega \cap \mathcal{U}_{j}$ satisfy one of the conditions of the foregoing propositions; compare [24, Lemma 2]. Additionally, one can show by perturbation arguments (as, e.g., carried out in [15]) that in many cases admissible constellations are preserved under $C^{1}$ diffeomorphisms.

In the following we illustrate two admissible three-dimensional settings. On the left-hand side of Figure 4.1 one assumes Neumann conditions on the top of the upper cuboid, otherwise Dirichlet conditions. On the right-hand side of the figure, the


Fig. 4.1.
boundary of the cylinder is subject to Dirchlet conditions exept for the upper "hat," where Neumann conditions are prescribed.
4.2. Examples for the nonlinearities $G_{k}$ and the reaction terms $\boldsymbol{R}_{\boldsymbol{k}}$. Next we give two examples for the operators $G_{k}$.

Example 4.8. Let $\left.g_{k}: \mathbb{R}^{m} \mapsto\right] 0, \infty[$ be a twice continuously differentiable function and define $G_{k}(z)(x)=g_{k}(z(x))$ if $z \in\left(W^{1,2 p}\right)^{m}$ and $x \in \Omega$.

In many applications $g_{k}$ depends only on one variable and is a multiple of the exponential function.

As the second example we present a nonlocal operator arising in the diffusion of bacteria; see [7], [8], and the references therein.

Example 4.9. Let $\eta$ be a continuously differentiable function on $\mathbb{R}$ which is bounded from above and below by positive constants. Assume $\varphi \in L^{2}(\Omega)$ and define

$$
G_{k}(z):=\eta\left(\int_{\Omega} z_{k} \varphi d x\right), \quad z=\left(z_{1}, \ldots, z_{m}\right) \in\left(W^{1,2 p}\right)^{m}
$$

Now we give two examples for mappings $R_{k}$.
Example 4.10. Assume that $\left[T_{0}, T_{1}\left[=\cup_{l=1}^{j}\left[t_{l}, t_{l+1}[\right.\right.\right.$ is a (disjoint) decomposition of $\left[T_{0}, T_{1}[\right.$ and let for $l \in\{1, \ldots, j\}$

$$
S_{l}: \mathbb{R}^{m} \times \mathbb{R}^{n m} \mapsto \mathbb{R}
$$

be a function which satisfies the following condition: for any compact set $K \subset \mathbb{R}^{m}$ there is a constant $L_{K}$ such that for any $a, \tilde{a} \in K$ and $b, \tilde{b} \in \mathbb{R}^{n m}$ the inequality

$$
\begin{aligned}
\left|S_{l}(a, b)-S_{l}(\tilde{a}, \tilde{b})\right| \leq & L_{K}|a-\tilde{a}|_{\mathbb{R}^{m}}\left(|b|_{\mathbb{R}^{n m}}^{2}+|\tilde{b}|_{\mathbb{R}^{n m}}^{2}\right) \\
& +L_{K}|b-\tilde{b}|_{\mathbb{R}^{n m}}\left(|b|_{\mathbb{R}^{n m}}+|\tilde{b}|_{\mathbb{R}^{n m}}\right)
\end{aligned}
$$

holds. We define a mapping $S:\left[T_{0}, T_{1}\left[\times \mathbb{R}^{m} \times \mathbb{R}^{n m} \mapsto \mathbb{R}\right.\right.$ by setting

$$
S(t, a, b):=S_{l}(a, b) \quad \text { if } \quad t \in\left[t_{l}, t_{l+1}[.\right.
$$

The function $S$ defines a mapping $R$ in the following way: if $z$ is the restriction of an $\mathbb{R}^{m}$-valued, continuously differentiable function on $\mathbb{R}^{n}$ to $\Omega$, then we put

$$
\begin{equation*}
R(t, z, \nabla z)(x)=S(t, z(x),(\nabla z)(x)) \quad \text { for } x \in \Omega \tag{4.1}
\end{equation*}
$$

and afterwards extend $R$ by continuity to the whole set $\left[T_{0}, T_{1}\left[\times\left(W^{1,2 p}(\Omega)\right)^{m}\right.\right.$.

Example 4.11 (electrical and heat conduction). Assume that $\sigma: \mathbb{R} \mapsto] 0, \infty[$ is a continuously differentiable function. Further, let $\mathcal{S}$ : $W^{1,2 p} \mapsto W^{1,2 p}$ be the mapping which assigns to $z \in W^{1,2 p}$ the solution $\varphi$ of the elliptic problem

$$
-\nabla \cdot \sigma(z) \nabla \varphi=0
$$

(including boundary conditions, see [38], [3], [6]). If one defines

$$
R(z)=\sigma(z)|\nabla(\mathcal{S}(z))|^{2},
$$

then, under a reasonable supposition on the domain and the boundary conditions, the mapping $R$ satisfies assumption (Ra).
5. Tools for the proof of Theorem 3.1. Let $1<s<\infty$ and let $B$ be a densely defined sectorial operator in a Banach space $X$. Let again $J=] T_{0}, T_{1}$ [ for some $T_{0}, T_{1}>0$. We say that the linear evolution equation

$$
\begin{align*}
u^{\prime}+B u & =f  \tag{5.1}\\
u\left(T_{0}\right) & =0
\end{align*}
$$

admits maximal $L^{s}$-regularity on $J$ if for any $f \in L^{s}(J ; X)$ there exists a unique function $u \in W^{1, s}(J ; X) \cap L^{s}(J ; D(B))$ satisfying (5.1) in the $L^{s}$-sense. In that case, we write $B \in M R(s, X)$. Observe that

$$
\begin{equation*}
W^{1, s}(J ; X) \cap L^{s}(J ; D(B)) \hookrightarrow C\left(\bar{J} ; X_{s}\right) \tag{5.2}
\end{equation*}
$$

where $X_{s}$ is the real interpolation space $(X, D(B))_{1-\frac{1}{s}, s}$. Consider now the quasilinear problem

$$
\begin{align*}
u^{\prime}(t)+\mathcal{B}(t, u(t)) u(t) & =F(t, u(t)), \quad t \in J  \tag{5.3}\\
u\left(T_{0}\right) & =u_{0}
\end{align*}
$$

Here $u_{0} \in X_{s}, B:=\mathcal{B}\left(T_{0}, u_{0}\right)$, and $\mathcal{B}: J \times X_{s} \rightarrow \mathcal{L}(D(B) ; X)$ is continuous. $F$ : $J \times X_{s} \rightarrow X$ is a Carathéodory map. We assume the following Lipschitz conditions on $\mathcal{B}$ and $F$.
(B) For each $R>0$ there exists a constant $C_{R}>0$, such that

$$
\begin{align*}
& \|\mathcal{B}(t, u) v-\mathcal{B}(t, \tilde{u}) v\|_{X} \\
& \quad \leq C_{R}\|u-\tilde{u}\|_{X_{s}}\|v\|_{D(B)}, t \in J, u, \tilde{u} \in X_{s},\|u\|_{s},\|\tilde{u}\|_{s} \leq R, v \in D(B) \tag{5.4}
\end{align*}
$$

(F) $F(\cdot, 0) \in L^{s}(J ; X)$ and for each $R>0$ there is a function $\eta_{R} \in L^{s}(J)$ such that

$$
\begin{equation*}
\|F(t, u)-F(t, \tilde{u})\|_{X} \leq \eta_{R}(t)\|u-\tilde{u}\|_{s} \text { a.a. } t \in J, u, \tilde{u} \in X_{s},\|u\|_{s},\|\tilde{u}\|_{s} \leq R \tag{5.5}
\end{equation*}
$$

Then the following existence and uniqueness result due to Clément and Li [10] and Prüss [34] holds true.

Theorem 5.1. Assume that $(\mathrm{B})$ and $(\mathrm{F})$ are satisfied and that $B:=\mathcal{B}\left(T_{0}, u_{0}\right)$ has the property of maximal $L^{s}$-regularity. Then there exists $\left.T \in\right] T_{0}, T_{1}[$ such that (5.3) admits a unique solution $u$ on $I:=] T_{0}, T[$ satisfying

$$
u \in W^{1, s}(I ; X) \cap L^{s}(I ; D(B))
$$

In order to verify the crucial condition that $B=\mathcal{B}\left(T_{0}, u_{0}\right)$ has maximal $L^{s_{-}}$ regularity in our situation, we need the following results on traces, heat kernels, their multiplicative perturbations, and maximal $L^{s}$-regularity.

Consider a closed subspace $V$ of $H^{1}(\Omega)$ which includes $H_{0}^{1}(\Omega)$. Let $\varrho \in$ $L^{\infty}\left(\Omega, M_{n \times n}\right)$ and assume that it is elliptic in the sense of (2.1). Define a bilinear form $a: V \times V \rightarrow \mathbb{R}$ on $V$ by

$$
a(u, v)=-\int_{\Omega} \varrho \nabla u \cdot \nabla u \mathrm{~d} x, \quad u, v \in V
$$

Let $A$ be the operator associated with $a$ in $L^{2}(\Omega)$ and let $\left(e^{t A}\right)_{t \geq 0}$ be the semigroup on $L^{2}(\Omega)$ generated by $A$. The following result gives sufficient conditions on the subspace $V$ such that $\left(e^{t A}\right)_{t \geq 0}$ satisfies an upper Gaussian bound. More precisely, the following Proposition holds; see, [4, Ch. 4].

Proposition 5.2. Assume that $V$ is a closed subspace of $H^{1}(\Omega)$ satisfying
(a) $H_{0}^{1}(\Omega) \subseteq V$,
(b) $V$ has the $L^{1}-H^{1}$ extension property,
(c) $u \in V$ implies $|u|, \inf (|u|, 1) \in V$,
(d) $u \in V, v \in H^{1}(\Omega),|v| \leq u$ implies $v \in V$.

Then $e^{t A}$ satisfies an upper Gaussian estimate, i.e.,

$$
\left(e^{t A} f\right)(x)=\int_{\Omega} K_{t}(x, y) f(y) \mathrm{d} y \quad \text { a.a. } x \in \Omega, f \in L^{2}(\Omega)
$$

for some measurable function $K_{t}: \Omega \times \Omega \rightarrow \mathbb{R}_{+}$and there exists constants $M, a>0$ and $\omega \in \mathbb{R}$ such that

$$
\begin{equation*}
0 \leq K_{t}(x, y) \leq \frac{M}{t^{\frac{n}{2}}} e^{\frac{-a|x-y|^{2}}{t}} e^{\omega t}, \quad t>0, \text { a.a. } x, y \in \Omega \tag{5.6}
\end{equation*}
$$

LEmma 5.3. Let $H_{\Gamma_{N}}^{1}(\Omega)$ be defined as above. Then $V:=H_{\Gamma_{N}}^{1}(\Omega)$ satisfies the assumptions (a)-(d) of Proposition 5.2.

Proof. We will not give a detailed proof-which is given in [4] in the case of domains with Lipschitz boundary. Let us only notice that assertion (a) is obvious and that (b) is assured by the fact that Lipschitz domains are extensions domains for $H^{1,2}$; see [21, Thm. 3.10] or [32, section 1.1.16]. Inspecting the corresponding proofs (which are given via localization, Lipschitz diffeomorphism, and reflection), one recognizes that the extension mapping simultaniously extends continuously to $L^{1}$. The assertions (c) and (d) may be proved essentially as in [4] (see Example 4.3). In fact, the continuity results for the mappings $u \rightarrow \inf (u, v)$ and $u \rightarrow|u|$ given in [31] are stated without any restriction on the regularity of the domain $\Omega$.

Consider the semigroup $e^{t A_{k}}$ on $L^{2}(\Omega)$ generated by $A_{k}$ associated with the form $a_{k}$ defined in (2.2) with $V=H_{\Gamma_{N}}^{1}(\Omega)$. It follows from Proposition 5.2 and Lemma 5.3 that $e^{t A_{k}}$ is a positive semigroup on $L^{2}(\Omega)$ satisfying an upper Gaussian bound. Hence, $\left(e^{t A_{k}}\right)_{t \geq 0}$ extends to a positive $C_{0}$-semigroup of contractions on $L^{q}(\Omega)$ for all $1 \leq q<\infty$.

Proposition 5.4. Let $b \in L^{\infty}(\Omega, \mathbb{R})$ such that $\inf _{x \in \Omega}|b(x)| \geq \delta$ for some $\delta>0$. Let $1<s, q<\infty$. Then $b A_{k} \in M R\left(s, L^{q}(\Omega)\right)$ for all $k \in\{1, \ldots, m\}$.

Proof. Let $k \in\{1, \ldots, m\}$. By the above remark, $e^{t A_{k}}$ is a positive contraction semigroup on $L^{q}(\Omega)$ satisfying an upper Gaussian bound. Hence, the kernel $K_{t}$ of $\left.e^{t\left(A_{k}-\alpha I d\right)}\right)_{t \geq 0}$ satisfies (5.6) with $\omega=0$ for suitable $\alpha \in \mathbb{R}$. Moreover, $A_{k}-\alpha I d$ is self-adjoint in $L^{2}(\Omega)$. By a result due to Duong and Ouhabaz [13], the semigroup on
$L^{2}(\Omega)$ generated by $b\left(A_{k}-\alpha I d\right)$ satisfies an upper Gaussian bound with $\omega=0$ as well. Thus $b\left(A_{k}-\alpha I d\right) \in M R\left(s, L^{q}(\Omega)\right)$ by a result of Hieber and Prüss (see [27] or [12, Thm. 4.8]). Finally, $b A_{k} \in M R\left(s, L^{q}(\Omega)\right)$ due to the lower order perturbation result of maximal regularity; see [12, Prop. 4.3].

Proposition 5.5. Let $p>\frac{n}{2}$ be the number from Assumption (Op) and assume that $\theta \in\left(\frac{1}{2}+\frac{n}{4 p}, 1\right]$. Then

$$
\left[L^{p}, D\left(A_{k}^{p}\right)\right]_{\theta} \hookrightarrow W_{\Gamma_{N}}^{1,2 p}(\Omega)
$$

A proof for the three-dimensional case is given in [35]; the two-dimensional case requires only obvious modifications. A complete, but technically more involved, proof for the two-dimensional case is contained in [29], see Thm. 5.2.

Corollary 5.6. Let $r>\frac{4 p}{2 p-n}$. Then

$$
\left(L^{p}, D\left(A_{k}^{p}\right)\right)_{1-\frac{1}{r}, r} \hookrightarrow W_{\Gamma_{N}}^{1,2 p}(\Omega)
$$

Proof. Let $\theta$ be any number from the interval $] \frac{1}{2}+\frac{n}{4 p}, 1-\frac{1}{r}[$. By interpolation

$$
\left(L^{p}, D\left(A_{k}^{p}\right)\right)_{1-\frac{1}{r}, r} \hookrightarrow\left(L^{p}, D\left(A_{k}^{p}\right)\right)_{\theta, 1} \hookrightarrow\left[L^{p}, D\left(A_{k}^{p}\right)\right]_{\theta}
$$

Then the assertion follows from the embedding property of the complex interpolation space into $W_{\Gamma_{N}}^{1,2 p}(\Omega)$ established in Proposition 5.5.
6. Proof of the main result. We first set $X:=\left(L^{p}(\Omega)\right)^{m}, \mathcal{D}:=\times_{k=1}^{m} D\left(A_{k}^{p}\right)$, and $X_{r}:=(X, \mathcal{D})_{1-\frac{1}{r}, r}$ for $r$ as above. By assumption (IC), $w_{0} \in X_{r}$. Further, for every pair $(t, z) \in\left[T_{0}, T_{1}\right) \times W^{1,2 p}(\Omega)^{m}$ we define the mapping $H(t, z): X \mapsto X$ via

$$
\begin{equation*}
\varphi:=\left(\varphi_{1}, \ldots, \varphi_{m}\right) \mapsto\left(H_{1}(t, z) \varphi_{1}, \ldots, H_{m}(t, z) \varphi_{m}\right) \tag{6.1}
\end{equation*}
$$

Since $H_{k}(t, z) \in L^{\infty}(\Omega)$ and since $H_{k}$ possesses a strictly positive lower bound, it follows that

$$
D\left(H_{k}(t, z) A_{k}^{p}\right)=D\left(A_{k}^{p}\right)
$$

In particular, $\left.D\left(H_{k}\left(T_{0}, w_{0}\right) A_{k}^{p}\right)\right)$ is dense in $L^{p}(\Omega)$ (see [22, Thms. 4.5 and 4.7]).
Consider the mapping $\mathcal{B}: J \times X_{r} \rightarrow \mathcal{L}(\mathcal{D} ; X)$ given by

$$
\mathcal{B}(t, z) \varphi:=H(t, z)\left(A_{1}^{p} \varphi_{1}, \ldots, A_{m}^{p} \varphi_{m}\right), \quad \varphi=\left(\varphi_{1}, \ldots, \varphi_{m}\right) \in \mathcal{D}
$$

By Corollary 5.6 and Morrey's theorem we have

$$
X_{r} \hookrightarrow\left(W_{\Gamma_{N}}^{1,2 p}(\Omega)\right)^{m} \hookrightarrow\left(C^{\alpha}(\Omega)\right)^{m}
$$

for some $\alpha>0$. Thus, the assumed properties on $F_{k}, G_{k}$, and $\phi_{k}$ imply that

$$
\mathcal{B}: J \times X_{r} \rightarrow \mathcal{L}(\mathcal{D} ; X)
$$

is continuous. Moreover, for $\beta>0$ there exists $C_{\beta}>0$ such that

$$
\|H(t, z)-H(t, \tilde{z})\|_{\infty} \leq C_{\beta}\|z-\tilde{z}\|_{W^{1,2 p}}
$$

provided $t \in J$ and $\|z\|_{X_{r}}$ and $\|\tilde{z}\|_{X_{r}} \leq \beta$. Hence, (5.4) from assertion (B) is fulfilled.
Furthermore, (5.5) from assertion (F) holds due to the assumed properties of $F_{k}, G_{k}, \phi, R_{k}$ and Corollary 5.6. It remains to verify the key condition of Theorem 5.1, namely that $B:=\mathcal{B}\left(T_{0}, w_{0}\right)$ has the property of maximal regularity. To this end, recall that $H\left(T_{0}, w_{0}\right) \in\left(L^{\infty}(\Omega)\right)^{m}$ with a strictly positive lower bound in each component. Thus, $B \in M R(r, X)$ by Proposition 5.4. Finally, an application of Theorem 5.1 ends the proof of Theorem 3.1.

It remains to show that if $w$ is a solution of (3.1), then $v:=w+\phi$ provides a solution of (1.1). This will be done in the appendix.

We now give a proof of Corollary 3.2; in fact we prove the following sharper result.
Lemma 6.1. There exists $\beta>0$ such that each component $w_{k}$ of the solution $w$ of (3.1) belongs to the space $C^{\beta}(] T_{0}, T\left[; W_{\Gamma}^{1,2 p}(\Omega)\right) \hookrightarrow C^{\beta}(] T_{0}, T\left[; C^{\alpha}(\Omega)\right)$.

Proof. We write for short $D_{k}=D\left(A_{k}\right)$ and $\left.I=\right] T_{0}, T[$. Then

$$
W^{1, r}\left(I ; L^{p}\right) \cap L^{r}\left(I ; D_{k}\right) \hookrightarrow C\left(\bar{I} ;\left(L^{p}, D_{k}\right)_{1-\frac{1}{r}, r}\right) \hookrightarrow C\left(\bar{I} ;\left[L^{p}, D_{k}\right]_{\theta}\right)
$$

if $\theta \in] 0,1-\frac{1}{r}[$.
Moreover, we have the embedding

$$
W^{1, r}\left(I ; L^{p}\right) \hookrightarrow C^{\delta}\left(I ; L^{p}\right) \quad \text { with } \quad \delta=1-\frac{1}{r}
$$

Fix $\theta \in] \frac{1}{2}+\frac{n}{4 p}, 1-\frac{1}{r}[$ and let $\lambda \in(0,1)$ be given such that

$$
\theta \lambda>\frac{1}{2}+\frac{n}{4 p}
$$

In view of Proposition 5.5 and the reiteration theorem for complex interpolation (see [40, Ch. 1.9.3]) we obtain

$$
\begin{aligned}
\frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{W^{1,2 p}}}{|t-s|^{\delta(1-\lambda)}} & \leq c \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{\left[L^{p}, D_{k}\right]_{\theta \lambda}}}{|t-s|^{\delta(1-\lambda)}} \sim \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{\left[L^{p},\left[L^{p}, D_{k}\right]_{\theta}\right]_{\lambda}}}{|t-s|^{\delta(1-\lambda)}} \\
& \leq \hat{c} \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{L^{p}}^{1-\lambda}}{|t-s|^{\delta(1-\lambda)}}\left\|w_{k}(t)-w_{k}(s)\right\|_{\left[L^{p}, D_{k}\right]_{\theta}}^{\lambda} \\
& =\hat{c}\left(\frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{L^{p}}}{|t-s|^{\delta}}\right)^{1-\lambda}\left(2 \sup _{s \in \bar{I}}\left\|w_{k}(s)\right\|_{\left[L^{p}, D_{k}\right]_{\theta}}\right)^{\lambda} .
\end{aligned}
$$

7. Appendix. It remains to show that if $w$ is a solution of $(3.1)$, then $v:=$ $w+\phi$ provides a solution of (1.1). One easily recognizes that all the manipulations which transfrom (1.1) into (3.1) are straightforward to justify within the distributional calculus, except one. Therefore, we will give a strict justification of this point in the following lemma. Throughout this appendix, $f: \mathbb{R} \mapsto \mathbb{R}$ is always assumed to be twice continuously differentiable.

Lemma 7.1. Assume $p, r \in] 1, \infty\left[\right.$ and $v \in W^{1, r}(] T_{0}, T\left[; L^{p}\right) \cap C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$. Then the function $] T_{0}, T\left[\ni t \mapsto f(v(t))\right.$ belongs to $W^{1, r}(] T_{0}, T\left[; L^{p}\right)$ and its distributional derivative is the function $] T_{0}, T\left[\ni t \mapsto f^{\prime}(v(t)) v^{\prime}(t) \in L^{r}(] T_{0}, T\left[; L^{p}\right)\right.$.

Remark 7.2. We denote by $C^{1}(] T_{0}, T\left[; L^{p}\right)$ the space of all $L^{p}$-valued, continuously differentiable functions on $] T_{0}, T[$ with bounded derivatives on $] T_{0}, T[$.

In order to give a proof of Lemma 7.1 we use the following result.
Lemma 7.3. Let $\left[T_{0}, T\right] \ni t \mapsto \psi(t, \cdot)$ be a mapping belonging to $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right) \cap$ $C^{1}(] T_{0}, T\left[; L^{p}\right)$. Then the mapping

$$
\begin{equation*}
] T_{0}, T[\ni t \mapsto f(\psi(t, \cdot)) \tag{7.1}
\end{equation*}
$$

takes its values in $C(\bar{\Omega}) \hookrightarrow L^{p}$. It is continuously differentiable when regarded as $L^{p}$-valued and its derivative in a point $\left.s \in\right] T_{0}, T\left[\right.$ is equal to the $L^{p}$-function $f^{\prime}(\psi(s, \cdot)) \psi^{\prime}(s)$.

Proof. The first assertion is obvious. Concerning the second one, the set $\{\psi(t, x) /$ $\left.x \in \Omega, t \in\left[T_{0}, T\right]\right\}$ is bounded. Since $f$ is twice continuously differentiable, for $s, t \in$ $] T_{0}, T[$ and $x \in \Omega$ one may apply Taylor's formulae:

$$
\begin{gather*}
\frac{f(\psi(t, x))-f(\psi(s, x))}{t-s}=f^{\prime}(\psi(s, x)) \frac{[\psi(t, x)-\psi(s, x)]}{t-s}  \tag{7.2}\\
+\int_{0}^{1}(1-\tau) f^{\prime \prime}((1-\tau) \psi(t, x)+\tau \psi(s, x)) d \tau \quad \frac{[\psi(t, x)-\psi(s, x)]^{2}}{t-s} \tag{7.3}
\end{gather*}
$$

The family $\left\{f^{\prime}(\psi(s, \cdot)) \frac{[\psi(t, \cdot)-\psi(s, \cdot)]}{t-s}\right\}_{t}$ converges by the supposition on the differentiablity of the mapping $t \mapsto \psi(t, \cdot)$ in $L^{p}$ to $f^{\prime}(\psi(s, \cdot)) \psi^{\prime}(s)$ if $t$ approaches $s$. It remains to show that the expression in (7.3) approaches zero in $L^{p}$. This follows easily from the uniform boundedness of the values $f^{\prime \prime}((1-\tau) \psi(t, x)+\tau \psi(s, x))$, the boundedness of $\left\{\frac{[\psi(t, \cdot)-\psi(s, \cdot)]}{t-s}\right\}_{t}$ in $L^{p}$, and the convergence of $[\psi(t, \cdot)-\psi(s, \cdot)]$ to zero in $C(\bar{\Omega})$ for $t$ approaching $s$. The continuity of the derivative follows from the continuity of $\psi^{\prime}$ and the continuity of the function $t \mapsto f^{\prime}(\psi(t, \cdot))$ in $C(\bar{\Omega})$.

LEMMA 7.4. Let $v \in W^{1, r}(] T_{0}, T\left[; L^{p}\right) \cap C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$. Then there is a sequence $\left\{\psi_{l}\right\}_{l}$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right) \cap C^{1}(] T_{0}, T\left[; L^{p}(\Omega)\right)$ such that $\psi_{l} \mapsto v$ in $C\left(\left[T_{0}, T\right]\right.$; $C(\bar{\Omega}))$ and $\psi_{l}^{\prime} \mapsto v^{\prime}$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$.

Proof. Let us define a continuous extension $\tilde{v}$ to all of $\mathbb{R}$ which additionally has compact support as follows: we put

$$
\hat{v}(t):= \begin{cases}v\left(T_{0}+\left(T_{0}-t\right)\right) & \text { if } \quad t \in] T_{0}-\left(T-T_{0}\right), T_{0}[  \tag{7.4}\\ v(t) & \text { if } \quad t \in\left[T_{0}, T\right] \\ v(T-(t-T) & \text { if } \quad t \in] T, T+\left(T-T_{0}\right)[ \end{cases}
$$

(reflection at $T_{0}, T$, respectively). Afterwards we multiply $\hat{v}$ by a real-valued, continuously differentiable function which is identical 1 on $\left[T_{0}, T\right]$ and which has its support in $] T_{0}-\left(T-T_{0}\right) / 2, T+\left(T-T_{0}\right) / 2[$. We define this product as $\tilde{v}$ and identify $\tilde{v}$ with its extension by zero to whole $\mathbb{R}$. Oviously, $\left.\tilde{v}\right|_{\left[T_{0}, T\right]}=v$; further one verifies the property $\tilde{v} \in W^{1, r}\left(\mathbb{R} ; L^{p}\right) \cap C(\mathbb{R} ; C(\bar{\Omega}))$. Let $\vartheta$ be the usual mollifier function

$$
\vartheta(s)= \begin{cases}\frac{1}{\int e^{-\frac{1}{1-s^{2}}} d s} e^{-\frac{1}{1-s^{2}}} & \text { if }|s|<1 \\ 0 & \text { else on } \mathbb{R}\end{cases}
$$

and $\vartheta_{l}(s):=l \vartheta(l s)$. Now we put

$$
\psi_{l}(t):= \begin{cases}\int_{T_{0}}^{t}\left(\tilde{v}^{\prime} * \vartheta_{l}\right)(s) d s+\left(\tilde{v} * \vartheta_{l}\right)\left(T_{0}\right) & \text { if } \quad t \geq T_{0}  \tag{7.5}\\ -\int_{t}^{T_{0}}\left(\tilde{v}^{\prime} * \vartheta_{l}\right)(s) d s+\left(\tilde{v} * \vartheta_{l}\right)\left(T_{0}\right) & \text { if } \quad t<T_{0}\end{cases}
$$

Then $\psi_{l}$ is nothing else but $\tilde{v} * \vartheta_{l}$. This yields $\psi_{l} \mapsto v$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$. On the other hand, (7.5) immediately gives $\psi_{l}^{\prime}=\tilde{v}^{\prime} * \vartheta_{l}$. This means that $\psi_{l}^{\prime} \mapsto \tilde{v}^{\prime}$ in $L^{r}\left(\mathbb{R} ; L^{p}\right)$, which implies $\left.\psi_{l}^{\prime}\right|_{] T_{0}, T[ } \mapsto v^{\prime}$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$.

We now turn to the proof of Lemma 7.1. Let $\left\{\psi_{l}\right\}_{l}$ be the sequence from the previous lemma and $\varphi \in C_{0}^{\infty}(] T_{0}, T[)$. Then, considering the function $] T_{0}, T[\ni t \mapsto$ $f(v(t))$ as an $L^{p}$-valued distribution, one gets by the definition of the weak derivative

$$
\begin{aligned}
(f(v))^{\prime}(\varphi) & =-f(v)\left(\varphi^{\prime}\right)=-\int_{T_{0}}^{T} f(v(s)) \varphi^{\prime}(s) d s=-\int_{T_{0}}^{T} \lim _{l \mapsto \infty} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s \\
& =\lim _{l \mapsto \infty}-\int_{T_{0}}^{T} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s
\end{aligned}
$$

By Lemma 7.3, each $f\left(\psi_{l}\right)$ even has a strong (time) derivative which equals $f^{\prime}\left(\psi_{l}\right) \psi_{l}^{\prime}$. From this and integrating by parts one gets

$$
-\int_{T_{0}}^{T} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s=\int_{T_{0}}^{T} f^{\prime}\left(\psi_{l}(s)\right) \psi_{l}^{\prime}(s) \varphi(s) d s
$$

By construction, $\psi_{l} \mapsto v$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right), \psi_{l}^{\prime} \mapsto v^{\prime}$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$, which implies $f^{\prime}\left(\psi_{l}(\cdot)\right) \psi_{l}^{\prime} \varphi \mapsto f^{\prime}(v(\cdot)) v^{\prime} \varphi$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$. But the integral is a continuous mapping from $L^{r}(] T_{0}, T\left[; L^{p}\right)$ into $L^{p}$; this finally gives

$$
\begin{aligned}
\int_{T_{0}}^{T} f^{\prime}(v(s)) v^{\prime}(s) \varphi(s) d s & =\int_{T_{0}}^{T} \lim _{l \mapsto \infty} f^{\prime}\left(\psi_{l}(s)\right) \psi_{l}^{\prime}(s) \varphi(s) d s \\
& =\lim _{l \mapsto \infty} \int_{T_{0}}^{T} f^{\prime}\left(\psi_{l}(s)\right) \psi_{l}^{\prime}(s) \varphi(s) d s \\
& =\lim _{l \mapsto \infty}-\int_{T_{0}}^{T} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s=(f(v))^{\prime}(\varphi)
\end{aligned}
$$

Thus, Lemma 7.1 is proved.
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In this paper we consider a parabolic variational inequality arising from European continuous installment call options pricing and prove the existence and uniqueness of the solution to the problem. Moreover, we obtain $C^{\infty}$ regularity and the bounds of the free boundary, as well as the limit of the free boundary as $\tau=T-t \rightarrow+\infty$. Eventually we show its numerical result by the binomial method.
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1. Introduction. In this paper we consider a parabolic variational inequality arising from the model of European continuous installment call options pricing. More precisely, we will find $C(S, t)$ satisfying

$$
\left\{\begin{array}{l}
\partial_{t} C+\frac{\sigma^{2}}{2} S^{2} \partial_{S S} C+(r-q) S \partial_{S} C-r C=L^{*}  \tag{1.1}\\
\quad \text { if } C>0 \text { and }(S, t) \in(0,+\infty) \times(0, T], \\
\partial_{t} C+\frac{\sigma^{2}}{2} S^{2} \partial_{S S} C+(r-q) S \partial_{S} C-r C \leq L^{*} \\
C(S, T)=(S-K)^{+}, \\
\text {if } C=0 \text { and }(S, t) \in(0,+\infty) \times(0, T], \\
C(0,+\infty),
\end{array}\right.
$$

where $\sigma, r, L^{*}$, and $K$ are positive constants and $q$ is a nonnegative constant.
In the appendix we present the financial and stochastic background of this problem.

If $L^{*}=0$ in problem (1.1), it is standard European call option, which has an explicit analytic formula of solution and does not have free boundary at all (see [11]). We will find that the case $L^{*}>0$ is more complicated than the case $L^{*}=0$.

There are some papers in the field of install options, such as [7], [8], [1], [6], in which the authors developed the models and numerical analysis. Particularly, Alobaidi, Mallier, and Deakin showed the behavior of the free boundary $S_{s}(\tau)$ in (1.1) close to expire by Laplace transforms in [1], that is,

$$
\begin{equation*}
S_{s}(\tau) \sim K \exp \left\{-\sigma(-\tau \ln \tau)^{1 / 2}(1+o(1))\right\} \quad \text { as } \tau=T-t \rightarrow 0^{+} \tag{1.2}
\end{equation*}
$$

[^17]Since (1.1) is a degenerate backward parabolic problem, we transform it into a familiar forward nondegenerate parabolic variational inequality problem. Thus, letting

$$
\begin{equation*}
V(x, \tau)=C(S, t) / K, \quad \tau=T-t, \quad x=\ln (S / K), \quad L=L^{*} / K \tag{1.3}
\end{equation*}
$$

then we have

$$
\left\{\begin{array}{lll}
\partial_{\tau} V-\mathcal{L}_{x} V=-L & \text { if } V>0 & \text { and }  \tag{1.4}\\
\partial_{\tau} V-\mathcal{L}_{x} V \geq-L & \text { if } V=0 & \text { and } \\
V(x, 0)=\left(e^{x}-1\right)^{+}, & & x \in \mathbb{R} \times(0, T], \\
& & x \in \mathbb{R} \times(0, T],
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathcal{L}_{x} V=\frac{\sigma^{2}}{2} \partial_{x x} V+\left(r-q-\frac{\sigma^{2}}{2}\right) \partial_{x} V-r V . \tag{1.5}
\end{equation*}
$$

We focus our attention on the monotonicity, regularity, and bounds of the free boundary as well as the limit of the free boundary as $\tau \rightarrow+\infty$ in problem (1.4).

As we know, the behavior $\partial_{\tau} V \geq 0$ is quite important for investigation of the regularity properties of the free boundary. Based on this behavior it can be deduced that $\partial_{\tau} V$ is continuous across the free boundary and $C^{\infty}$ regularity of the free boundary follows (for the one-dimensional case, see [9], and for higher dimensions, see [4]). In the absence of condition $\partial_{\tau} V \geq 0$, the latest development is that $\partial_{\tau} V$ is continuous for almost all time (see [3]) and the free boundary possesses $C^{\infty}$ regularity locally around some points which are energetically characterized (see [5]). Those results manifest that the analysis for regularity of the free boundary is not thoroughly solved.

In our case $V(x, 0)=e^{x}-1$ if $x \geq 0$; combining Lemma 4.4 in this paper, we see that

$$
\partial_{\tau} V(x, 0)=\mathcal{L}_{x}\left(e^{x}-1\right)-L=r-q e^{x}-L \quad \text { if } x>0 .
$$

It is clear that $\partial_{\tau} V(x, 0)<0$ if $q>0$ and $x$ is large enough.
In the next section, we will construct a transformation (2.1) and deduce a new unknown function $v(y, \tau)$ satisfying the variational inequality (2.2), which is important to the property $\partial_{\tau} v \geq 0$; then we prove the existence and uniqueness of the $W_{p, \text { loc }}^{2.1}$ solution to the new parabolic variational inequality (2.2). The main work is in sections 3 and 4. In section 3 we prove that the new free boundary is monotonic and $C^{\infty}$-smooth based on the results in section 2. Moreover, we will show the starting point, the bounds of the free boundary, and the limit behavior of the free boundary as $\tau \rightarrow+\infty$. In section 4 , we come back to consider the behavior of the free boundary of problem (1.4): it is $C^{\infty}$-smooth on ( $0,+\infty$ ), and its monotonicity depends on the relationship of parameters $\sigma, r, q$, and $L$ in the problem. In section 5 , we focus our attention on the monotonicity of free boundary with respect to the parameters $r, q$, and $L$. In the last section, we provide numerical result applying the binomial method.
2. Existence and uniqueness of $W_{p, \text { loc }}^{2,1}$ solution of problem (1.4). As mentioned in the previous section, applying the transformation

$$
\begin{equation*}
y=x+\left(r-q-p^{*}\right) \tau, \quad p^{*}=\max \{r, L\}, \quad v(y, \tau)=V(x, \tau), \tag{2.1}
\end{equation*}
$$

problem (1.4) then becomes

$$
\left\{\begin{array}{lcc}
\partial_{\tau} v-\mathcal{L}_{y} v=-L & \text { if } v>0 \quad \text { and } & (y, \tau) \in \mathbb{R} \times(0, T]  \tag{2.2}\\
\partial_{\tau} v-\mathcal{L}_{y} v \geq-L & \text { if } v=0 \quad \text { and } \quad(y, \tau) \in \mathbb{R} \times(0, T] \\
v(y, 0)=\left(e^{y}-1\right)^{+}, & & y \in \mathbb{R}
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathcal{L}_{y} v=\frac{\sigma^{2}}{2} \partial_{y y} v+\left(p^{*}-\frac{\sigma^{2}}{2}\right) \partial_{y} v-r v \tag{2.3}
\end{equation*}
$$

Since the problem lies in the unbounded domain $\Omega_{T}=\mathbb{R} \times(0, T]$, we first consider the problem in the bounded domain $\Omega_{T}^{n}=(-n, n) \times(0, T], n \in \mathbb{Z}^{+}$:

$$
\left\{\begin{array}{lrrr}
\partial_{\tau} v_{n}-\mathcal{L}_{y} v_{n}=-L & \text { if } v_{n}>0 & \text { and } & (y, \tau) \in \Omega_{T}^{n}  \tag{2.4}\\
\partial_{\tau} v_{n}-\mathcal{L}_{y} v_{n} \geq-L & \text { if } v_{n}=0 & \text { and } & (y, \tau) \in \Omega_{T}^{n} \\
v_{n}(-n, \tau)=0, \quad \partial_{y} v_{n}(n, \tau)=e^{n+\left(p^{*}-r\right) \tau}, & \tau \in[0, T] \\
v_{n}(y, 0)=\left(e^{y}-1\right)^{+}, & y \in[-n, n]
\end{array}\right.
$$

Lemma 2.1. For any fixed $n \in \mathbb{Z}^{+}$, there exists a unique solution $v_{n} \in C\left(\overline{\Omega_{T}^{n}}\right) \cap$ $W_{p}^{2,1}\left(\Omega_{T}^{n} \backslash B_{\delta}\left(P_{0}\right)\right)$ to problem (2.4), where $\forall 1<p<+\infty$, and $\delta>0, P_{0}=(0,0)$, $B_{\delta}\left(P_{0}\right)=\left\{(y, \tau): y^{2}+\tau^{2} \leq \delta^{2}\right\}$. Moreover, if $n$ is large enough, we have

$$
\begin{align*}
\left(e^{y}-1\right)^{+} \leq v_{n} & \leq e^{y+\left(p^{*}-r\right) \tau}  \tag{2.5}\\
\partial_{\tau} v_{n} & \geq 0  \tag{2.6}\\
\partial_{y} v_{n} & \geq 0 \tag{2.7}
\end{align*}
$$

Proof. As usual we define a penalty function $\beta_{\varepsilon}(t)$ (see Figure 1), which satisfies

$$
\begin{aligned}
& \varepsilon>0 \text { and small enough, } \quad \beta_{\varepsilon}(t) \in C^{\infty}(-\infty,+\infty), \\
& \beta_{\varepsilon}(t) \leq 0, \quad 0 \leq \beta_{\varepsilon}^{\prime}(t) \leq 2 L / \varepsilon, \quad \beta_{\varepsilon}^{\prime \prime} \leq 0,
\end{aligned}
$$

and

$$
\beta_{\varepsilon}(t)= \begin{cases}0, & t \geq 2 \varepsilon  \tag{2.8}\\ \frac{2 L}{\varepsilon} t-3 L-r \varepsilon, & t \leq 3 \varepsilon / 2\end{cases}
$$
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Then

$$
\begin{equation*}
\beta_{\varepsilon}(\varepsilon)=-L-r \varepsilon, \quad \beta_{\varepsilon}(0)=-3 L-r \varepsilon \tag{2.9}
\end{equation*}
$$

Since $\left(e^{y}-1\right)^{+}$is not smooth enough, we need to smooth it. Define $\pi_{\varepsilon}(t)$ (see Figure 2):

$$
\pi_{\varepsilon}(t)= \begin{cases}t, & t \geq \varepsilon  \tag{2.10}\\ 0, & t \leq-\varepsilon\end{cases}
$$

$\pi_{\varepsilon}(t) \in C^{\infty}, \quad 0 \leq \pi_{\varepsilon}^{\prime}(t) \leq 1, \quad \pi_{\varepsilon}^{\prime \prime}(t) \geq 0, \quad \lim _{\varepsilon \rightarrow 0^{+}} \pi_{\varepsilon}(t)=t^{+}$.
Following the idea in [10], construct an approximation of problem (2.4):

$$
\left\{\begin{array}{lc}
\partial_{\tau} v_{\varepsilon, n}-\mathcal{L}_{y} v_{\varepsilon, n}+\beta_{\varepsilon}\left(v_{\varepsilon, n}\right)=-L & \text { in } \Omega_{T}^{n}  \tag{2.11}\\
v_{\varepsilon, n}(-n, \tau)=0, \quad \partial_{y} v_{\varepsilon, n}(n, \tau)=e^{n+\left(p^{*}-r\right) \tau}, & \tau \in[0, T] \\
v_{\varepsilon, n}(y, 0)=\pi_{\varepsilon}\left(e^{y}-1\right), & y \in[-n, n]
\end{array}\right.
$$

Applying Schauder's fixed point theorem, it is not difficult to get the existence of the $W_{p}^{2,1}$ solution to problem (2.11). The proof of uniqueness is standard as well, so we omit the details.

If we can prove that, as $\varepsilon$ is small enough,

$$
\begin{equation*}
\pi_{\varepsilon}\left(e^{y}-1\right) \leq v_{\varepsilon, n} \leq e^{y+\left(p^{*}-r\right) \tau} \tag{2.12}
\end{equation*}
$$

then

$$
-3 L-r \varepsilon \leq \beta_{\varepsilon}\left(v_{\varepsilon, n}\right) \leq 0
$$

This means that $\beta_{\varepsilon}\left(v_{\varepsilon, n}\right)$ is a bounded function and its bound is independent of $\varepsilon$. It is deduced that, by $W_{p}^{2,1}$ and $C^{\alpha}(0<\alpha<1)$ estimates of the parabolic problem,

$$
\begin{aligned}
& \left|v_{\varepsilon, n}\right|_{W_{p}^{2,1}\left(\Omega_{T}^{n} \backslash B_{\delta}\left(P_{0}\right)\right)} \leq C, \\
& \left|v_{\varepsilon, n}\right|_{C^{\alpha}\left(\overline{\Omega_{T}^{n}}\right)} \leq C,
\end{aligned}
$$

where $C$ is independent of $\varepsilon$. It is not difficult to derive that, as $\varepsilon \rightarrow 0^{+}$,

$$
v_{\varepsilon, n} \rightarrow v_{n} \text { in } W_{p}^{2,1}\left(\Omega_{T}^{n} \backslash B_{\delta}\left(P_{0}\right)\right) \text { weakly } \quad \text { and } \quad v_{\varepsilon, n} \rightarrow v_{n} \text { in } C\left(\overline{\Omega_{T}^{n}}\right)
$$

where $v_{n}$ is the solution of problem (2.4).
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Next we prove (2.12). In the first, if $\varepsilon$ is small enough, the properties of $\beta_{\varepsilon}, \pi_{\varepsilon}$, and (2.9) imply that

$$
\begin{aligned}
& \partial_{\tau} \pi_{\varepsilon}\left(e^{y}-1\right)-\mathcal{L}_{y} \pi_{\varepsilon}\left(e^{y}-1\right)+\beta_{\varepsilon}\left(\pi_{\varepsilon}\left(e^{y}-1\right)\right)+L \\
& =-\frac{\sigma^{2}}{2} \pi_{\varepsilon}^{\prime \prime}\left(e^{y}-1\right) e^{2 y}-\max \{r, L\} \pi_{\varepsilon}^{\prime}\left(e^{y}-1\right) e^{y}+r \pi_{\varepsilon}\left(e^{y}-1\right)+\beta_{\varepsilon}\left(\pi_{\varepsilon}\left(e^{y}-1\right)\right)+L \\
& \leq \begin{cases}r \pi_{\varepsilon}\left(e^{y}-1\right)+\beta_{\varepsilon}\left(\pi_{\varepsilon}\left(e^{y}-1\right)\right)+L \leq r \varepsilon+\beta_{\varepsilon}(\varepsilon)+L \leq 0, & e^{y}-1 \leq \varepsilon, \\
-\max \{r, L\} e^{y}+r\left(e^{y}-1\right)+L \leq 0, & e^{y}-1>\varepsilon .\end{cases}
\end{aligned}
$$

Furthermore, from the initial and boundary conditions in (2.11), we deduce that if $\varepsilon$ is small enough,

$$
\begin{cases}\pi_{\varepsilon}\left(e^{y}-1\right)=0=v_{\varepsilon, n}(y, \tau), & y=-n \\ \partial_{y} \pi_{\varepsilon}\left(e^{y}-1\right)=\partial_{y}\left(e^{y}-1\right)=e^{n} \leq e^{n+\left(p^{*}-r\right) \tau}=\partial_{y} v_{\varepsilon, n}(y, \tau), & y=n \\ \pi_{\varepsilon}\left(e^{y}-1\right)=v_{\varepsilon, n}(y, 0) & \tau=0\end{cases}
$$

From the comparison principle, we deduce $\pi_{\varepsilon}\left(e^{y}-1\right) \leq v_{\varepsilon, n}$.
On the other hand, if $2 \varepsilon<e^{-n}$, it is not difficult to check $\beta_{\varepsilon}\left(e^{y+\left(p^{*}-r\right) \tau}\right) \geq$ $\beta_{\varepsilon}\left(e^{-n}\right) \geq \beta_{\varepsilon}(2 \varepsilon)=0$; hence, from (2.3),

$$
\begin{aligned}
& \partial_{\tau} e^{y+\left(p^{*}-r\right) \tau}-\mathcal{L}_{y} e^{y+\left(p^{*}-r\right) \tau}+\beta_{\varepsilon}\left(e^{y+\left(p^{*}-r\right) \tau}\right)+L \\
& \geq e^{y+\left(p^{*}-r\right) \tau}\left(p^{*}-r-\frac{\sigma^{2}}{2}-\left(p^{*}-\frac{\sigma^{2}}{2}\right)+r\right)+0+L=L \geq 0 \quad \forall(y, \tau) \in \Omega_{T}^{n}
\end{aligned}
$$

Moreover, if $2 \varepsilon<e^{-n}$, there holds

$$
e^{y}=\pi_{\varepsilon}\left(e^{y}\right) \geq \pi_{\varepsilon}\left(e^{y}-1\right)
$$

From the initial and boundary conditions in (2.11), we see that if $2 \varepsilon<e^{-n}$,

$$
\begin{cases}e^{y+\left(p^{*}-r\right) \tau} \geq 0=v_{\varepsilon, n}(y, \tau), & y=-n \\ \partial_{y} e^{y+\left(p^{*}-r\right) \tau}=e^{n+\left(p^{*}-r\right) \tau}=\partial_{y} v_{\varepsilon, n}(y, \tau), & y=n \\ e^{y+\left(p^{*}-r\right) \tau}=e^{y} \geq \pi_{\varepsilon}\left(e^{y}-1\right)=v_{\varepsilon, n}(y, 0), & \tau=0\end{cases}
$$

Then the comparison principle implies $e^{y+\left(p^{*}-r\right) \tau} \geq v_{\varepsilon, n}$; hence, we obtain (2.12), and (2.5) is a consequence of (2.12).

In the following, we prove (2.6). In fact, for any small $\delta>0, v_{\varepsilon, n}(x, \tau+\delta)$ satisfies, by (2.11),

$$
\left\{\begin{array}{lr}
\partial_{\tau} v_{\varepsilon, n}(y, \tau+\delta)-\mathcal{L}_{y} v_{\varepsilon, n}(y, \tau+\delta)+\beta_{\varepsilon}\left(v_{\varepsilon, n}(y, \tau+\delta)\right)=-L, & (y, \tau) \in(-n, n) \times(0, T-\delta] \\
v_{\varepsilon, n}(-n, \tau+\delta)=0=v_{\varepsilon, n}(-n, \tau), & \tau \in[0, T-\delta] \\
\partial_{y} v_{\varepsilon, n}(n, \tau+\delta)=e^{n+\left(p^{*}-r\right)(\tau+\delta) \geq \partial_{y} v_{\varepsilon, n}(n, \tau),} & \tau \in[0, T-\delta] \\
v_{\varepsilon, n}(y, 0+\delta) \geq \pi_{\varepsilon}\left(e^{y}-1\right)=v_{\varepsilon, n}(y, 0), & y \in[-n, n]
\end{array}\right.
$$

Applying the comparison principle for solutions of PDEs with respect to initial and boundary values, we obtain

$$
v_{\varepsilon, n}(y, \tau+\delta) \geq v_{\varepsilon, n}(y, \tau) \quad \forall(y, \tau) \in(-n, n) \times[0, T-\delta] \quad \text { and } \quad \partial_{\tau} v_{\varepsilon, n} \geq 0
$$

Take $\varepsilon \rightarrow 0^{+}$in the above inequalities. Then (2.6) follows.

For proving (2.7), derive (2.11) with respect to $y$, and denote $W=\partial_{y} v_{\varepsilon, n}$; then

$$
\left\{\begin{array}{lr}
\partial_{\tau} W-\mathcal{L}_{y} W+\beta_{\varepsilon}^{\prime}\left(v_{\varepsilon, n}\right) W=0, & (y, \tau) \in \Omega_{T}^{n}  \tag{2.13}\\
W(-n, \tau)=\partial_{y} v_{\varepsilon, n}(-n, \tau), & \tau \in[0, T] \\
W(n, \tau)=e^{n+\left(p^{*}-r\right) \tau} \geq 0, & y \in[0, T] \\
W(y, 0)=\pi_{\varepsilon}^{\prime}\left(e^{y}-1\right) e^{y} \geq 0, & y, n]
\end{array}\right.
$$

Since $v_{\varepsilon, n}(x, \tau)$ achieves its minimum 0 at each point of $x=-n$, so $\partial_{y} v_{\varepsilon, n}(-n, \tau) \geq 0$, then the minimum principle implies

$$
\begin{equation*}
\partial_{y} v_{\varepsilon, n}=W \geq 0 \tag{2.14}
\end{equation*}
$$

Take $\varepsilon \rightarrow 0^{+}$. Then we obtain (2.7).
At last, we prove uniqueness. Suppose $v_{1}$ and $v_{2}$ are two $W_{p, l o c}^{2.1}\left(\Omega_{T}^{n}\right) \bigcap C\left(\overline{\Omega_{T}^{n}}\right)$ solutions to problem (2.4), and denote

$$
\mathcal{N}=\left\{(y, \tau): v_{1}(y, \tau)<v_{2}(y, \tau),-n<y<n, 0<\tau \leq T\right\}
$$

Suppose it is not empty; then if $(y, \tau) \in \mathcal{N}$,

$$
v_{2}(y, \tau)>0, \quad \partial_{\tau} v_{2}-\mathcal{L}_{y} v_{2}=-L
$$

Denote $W=v_{2}-v_{1}$. Then $W$ satisfies

$$
\left\{\begin{array}{lc}
\partial_{\tau} W-\mathcal{L}_{y} W \leq 0, & (y, \tau) \in \mathcal{N} \\
W(y, 0)=0 & \text { on } \partial_{p} \mathcal{N} \backslash(\{n\} \times[0, T]) \\
\partial_{y} W(y, 0)=0 & \text { on } \partial_{p} \mathcal{N} \cap(\{n\} \times[0, T])
\end{array}\right.
$$

where $\partial_{p} \mathcal{N}$ is the parabolic boundary of the domain $\mathcal{N}$. Applying the A-B-P maximum principle (see [13]), we have $W \leq 0$ in $\mathcal{N}$, which contradicts the definition of $\mathcal{N}$.

THEOREM 2.2. There exists a unique solution $v \in C\left(\overline{\Omega_{T}}\right) \cap W_{p}^{2,1}\left(\Omega_{T}^{R} \backslash B_{\delta}\left(P_{0}\right)\right)$ to problem (2.2), where $\forall R>0, \delta>0,1<p<+\infty$. And $\partial_{y} v \in C\left(\Omega_{T}\right)$,

$$
\begin{align*}
\left(e^{y}-1\right)^{+} \leq v & \leq e^{y+\left(p^{*}-r\right) \tau}  \tag{2.15}\\
\partial_{\tau} v & \geq 0  \tag{2.16}\\
\partial_{y} v & \geq 0 \tag{2.17}
\end{align*}
$$

Proof. Applying

$$
\left(\partial_{\tau}-\mathcal{L}_{y}\right) 0=0
$$

we rewrite problem (2.4) as

$$
\left\{\begin{array}{lc}
\partial_{\tau} v_{n}-\mathcal{L}_{y} v_{n}=f(y, \tau) & \text { in } \Omega_{T}^{n}  \tag{2.18}\\
v_{n}(-n, \tau)=0, \quad \partial_{y} v_{n}(n, \tau)=e^{y+\left(p^{*}-r\right) \tau}, & \tau \in[0, T] \\
v_{n}(y, 0)=\left(e^{y}-1\right)^{+}, & y \in[-n, n]
\end{array}\right.
$$

$v_{n} \in W_{p, l o c}^{2.1}\left(\Omega_{T}^{n}\right)$ implies $f(y, \tau) \in L_{l o c}^{p}\left(\Omega_{T}^{n}\right)$ and

$$
\begin{equation*}
f(y, \tau)=I_{\left\{v_{n}>0\right\}}(-L) \quad \text { a.e. in } \Omega_{T}^{n} \tag{2.19}
\end{equation*}
$$

where $I_{A}$ denotes the indicator function of the set A .

Hence, for any fixed $R>\delta>0$, if $n>R$, combining (2.5), we have the following $W_{p}^{2.1}$ uniform interior estimates in the domain $\Omega_{T}^{R} \backslash B_{\delta}\left(P_{0}\right)$ :

$$
\begin{aligned}
& \left\|v_{n}\right\|_{W_{p}^{2.1}\left(\Omega_{T}^{R} \backslash B_{\delta}\left(P_{0}\right)\right)} \\
& \quad \leq C\left(\left\|v_{n}\right\|_{L^{\infty}\left(\Omega_{T}^{R}\right)}+\left\|\left(e^{y}-1\right)^{+}\right\|_{C^{2}([-R,-\delta] \cup[\delta, R])}+\|f(y, \tau)\|_{L^{\infty}\left(\Omega_{T}^{R}\right)}\right) \leq C
\end{aligned}
$$

where $C$ depends on $R$ but is independent of $n$. Let $n \rightarrow \infty$; then we have, possibly a subsequence,

$$
v_{n} \rightharpoonup v_{R} \text { in } W_{p}^{2.1}\left(\Omega_{T}^{R} \backslash B_{\delta}\left(P_{0}\right)\right) \text { weakly } \quad \text { as } \quad n \rightarrow+\infty
$$

Moreover, the Sobolev imbedding theorem implies

$$
\partial_{y} v_{n} \rightarrow \partial_{y} v_{R} \text { in } C\left(\Omega_{T}^{R} \backslash B_{\delta}\left(P_{0}\right)\right) \quad \text { as } \quad n \rightarrow+\infty
$$

Define $v=v_{R}$ if $y \in[-R, R]$. It is clear that $v$ is reasonably defined and $v$ is the solution of problem (2.2); moreover, $\partial_{y} v \in C\left(\Omega_{T}\right)$ and the $C^{\alpha}$ estimate implies $v \in C\left(\overline{\Omega_{T}}\right)$.

Inequalities $(2.15),(2.16),(2.17)$ are a consequence of $(2.5),(2.6),(2.7)$, respectively. The proof of the uniqueness is the same as in the proof of Lemma 2.1.

From the transformation (2.1), it is not difficult to see the following.
THEOREM 2.3. There exists a unique solution $V \in C\left(\overline{\Omega_{T}}\right) \cap W_{p}^{2,1}\left(\Omega_{T}^{R} \backslash B_{\delta}\left(P_{0}\right)\right)$ to problem (1.4), where $\forall R>0, \delta>0,1<p<+\infty$. And $\partial_{x} V \in C\left(\Omega_{T}\right)$,

$$
\begin{align*}
\left(e^{x+\left(r-q-p^{*}\right) \tau}-1\right)^{+} & \leq V \leq e^{x-q \tau}  \tag{2.20}\\
& \partial_{x} V \geq 0  \tag{2.21}\\
& \partial_{\tau} V \geq\left(r-q-p^{*}\right) \partial_{x} V \tag{2.22}
\end{align*}
$$

3. Characterizations of the free boundary of problem (2.2). In this section, we consider the behavior of the free boundary of problem (2.2). Denote

$$
\begin{aligned}
\mathbf{N R}_{y}=\{(y, \tau): v(y, \tau)>0\} & \text { (nontransaction region) } \\
\mathbf{S R}_{y}=\{(y, \tau): v(y, \tau)=0\} & \text { (stop region). }
\end{aligned}
$$

Applying (2.17), $v$ is monotonic increasing with respect to $y$, so we can define the free boundary

$$
y_{s}(\tau)=\sup \{y: v(y, \tau)=0\}, \quad \tau>0, \quad \text { between } \mathbf{N R}_{y} \text { and } \mathbf{S R}_{y}
$$

Theorem 3.1. $y_{s}(\tau) \in C[0, T] \cap C^{\infty}(0, T]$ and is strictly decreasing with $y_{s}(0)=$ 0 (see Figure 3).

Proof. We divide the proof into four steps.
Step 1. From (2.16) and (2.17), we see that $y_{s}(\tau)$ is decreasing in $[0, T]$.
Step 2. Prove $y_{s}(\tau)$ is continuous in $[0, T]$ and $y_{s}(0)=0$.
In the first we prove $y_{s}(\tau)$ is continuous in $[0, T]$. Otherwise, there exists a domain $\left(y_{1}, y_{2}\right) \times\left(\tau_{0}, T\right)\left(y_{1}<y_{2}, 0 \leq \tau_{0}<T\right)$ such that

$$
\left\{\begin{array}{lc}
\partial_{\tau} v-\mathcal{L}_{y} v=-L, & (y, \tau) \in\left(y_{1}, y_{2}\right) \times\left(\tau_{0}, T\right) \\
v\left(y, \tau_{0}\right)=0, & y \in\left(y_{1}, y_{2}\right)
\end{array}\right.
$$

Then we have $\partial_{\tau} v\left(y, \tau_{0}\right)=-L<0$ for any $y_{1}<y<y_{2}$, which contradicts (2.16).
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In the same way we can prove $y_{s}(0) \geq 0 ;$ moreover, since $v(y, 0)=\left(e^{y}-1\right)^{+}>0$ if $y>0$, we have $y_{s}(0)=0$.

Step 3. Prove $y_{s}(\tau)$ is strictly decreasing in $[0, T]$.
Otherwise there exists a domain $\left(y_{0}, 1\right) \times\left(\tau_{1}, \tau_{2}\right)\left(y_{0} \leq 0,0<\tau_{1}<\tau_{2} \leq T\right)$ such that

$$
\left\{\begin{array}{lr}
\partial_{\tau} v-\mathcal{L}_{y} v=-L, & (x, \tau) \in\left(y_{0}, 1\right) \times\left(\tau_{1}, \tau_{2}\right)  \tag{3.1}\\
v\left(y_{0}, \tau\right)=0, & \tau \in\left(\tau_{1}, \tau_{2}\right)
\end{array}\right.
$$

Then $W=\partial_{\tau} v$ satisfies

$$
\left\{\begin{array}{lc}
\partial_{\tau} W-\mathcal{L}_{y} W=0, & (x, \tau) \in\left(y_{0}, 1\right) \times\left(\tau_{1}, \tau_{2}\right) \\
W\left(y_{0}, \tau\right)=0, & \tau \in\left(\tau_{1}, \tau_{2}\right)
\end{array}\right.
$$

Since $W=\partial_{\tau} v \geq 0, W$ achieves its nonpositive minimum at $y=y_{0}$. Applying the maximum principle, we have $\partial_{y} W\left(y_{0}, \tau\right)>0$ for any $\tau \in\left(\tau_{1}, \tau_{2}\right)$. On the other hand, we can deduce that $\partial_{y} v\left(y_{0}, \tau\right)=0$ for any $\tau \in\left(\tau_{1}, \tau_{2}\right)$ by $\partial_{y} v \in C\left(\Omega_{T}\right)$. So, $\partial_{y} W\left(y_{0}, \tau\right)=\partial_{\tau y} v\left(y_{0}, \tau\right)=0$ for any $\tau \in\left(\tau_{1}, \tau_{2}\right)$; thus we get a contradiction. Hence $y_{s}(\tau)$ is strictly decreasing in $(0, T]$.

Step 4. Since $\partial_{\tau} v \geq 0$ and 0 is the lower obstacle, it can be proved that $y_{s}(\tau) \in$ $C^{0,1}(0, T]$ by the method developed by Friedman in [9]. Moreover $y_{s}(\tau) \in C^{\infty}(0, T]$ by a bootstrap argument.

Theorem 3.2. The free boundary $y_{s}(\tau)$ satisfies

$$
\begin{equation*}
\ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1-\frac{1}{1+r \tau}\right)\right] \leq y_{s}(\tau)+\left(p^{*}-r\right) \tau \leq \ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1+\frac{1}{L \tau}\right)\right] \tag{3.2}
\end{equation*}
$$

Proof. We divide the proof into four steps.
Step 1. In the first, we give a transformation

$$
\begin{equation*}
z=y+\left(p^{*}-r\right) \tau, \quad v^{*}(z, \tau)=v(y, \tau)=V(x, \tau) \tag{3.3}
\end{equation*}
$$

Then we have

$$
\left\{\begin{array}{lc}
\partial_{\tau} v^{*}-\mathcal{L}_{z} v^{*}=-L & \text { if } v^{*}>0  \tag{3.4}\\
\partial_{\tau} v^{*}-\mathcal{L}_{z} v^{*} \geq-L & \text { and } \quad(z, \tau) \in \mathbb{R} \times(0, T] \\
v^{*}(z, 0)=\left(e^{z}-1\right)^{+}, & \text {if } v^{*}=0 \quad \text { and } \quad(z, \tau) \in \mathbb{R} \times(0, T]
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathcal{L}_{z} v^{*}=\frac{\sigma^{2}}{2} \partial_{z z} v+\left(r-\frac{\sigma^{2}}{2}\right) \partial_{z} v-r v \tag{3.5}
\end{equation*}
$$

Denote the free boundary of problem (3.4) as $z_{s}(\tau)$, which is the counterpart of $y_{s}(\tau)$ and $z_{s}(\tau)=y_{s}(\tau)+\left(p^{*}-r\right) \tau$.

Step 2 . We prove that for any $\tau>0$, there holds

$$
\begin{equation*}
z_{s}(\tau) \geq z_{1}(\tau)=\ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1-\frac{1}{1+r \tau}\right)\right] \tag{3.6}
\end{equation*}
$$

In fact, for any $T_{0}>0$, we will prove $z_{s}\left(T_{0}\right) \geq z_{1}\left(T_{0}\right)$.
Since $z_{1}\left(T_{0}\right)=\ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1-\frac{1}{1+r T_{0}}\right)\right]$, we define $z_{1}$ by

$$
e^{z_{1}}=\frac{2 L}{2 r+\sigma^{2}}\left(1-\frac{1}{1+r T_{0}}\right)
$$

It follows that

$$
\begin{equation*}
e^{z_{1}}=\frac{2 L}{2 r+\sigma^{2}} \frac{r T_{0}}{1+r T_{0}} \leq \frac{L T_{0}}{1+r T_{0}} \tag{3.7}
\end{equation*}
$$

We define

$$
W(z, \tau)= \begin{cases}\frac{L}{1+r T_{0}}\left(T_{0}-\tau\right), & (z, \tau) \in\left(-\infty, z_{1}\right] \times\left[0, T_{0}\right]  \tag{3.8}\\ e^{z}-\frac{1}{\alpha} e^{\alpha\left(z-z_{1}\right)+z_{1}}-\frac{L}{1+r T_{0}} \tau, & (z, \tau) \in\left(z_{1},+\infty\right) \times\left[0, T_{0}\right]\end{cases}
$$

where $\alpha=-\frac{2 r}{\sigma^{2}}$.
We claim that $W(x, \tau)$ possesses the following four properties:
(I) $W \in W_{p, l o c}^{2,1}\left(\mathbb{R} \times\left(0, T_{0}\right)\right) \cap C\left(\mathbb{R} \times\left[0, T_{0}\right]\right)$.
(II) $W \geq 0 \quad \forall(z, \tau) \in \mathbb{R} \times\left(0, T_{0}\right]$.
(III) $W(z, 0) \geq\left(e^{z}-1\right)^{+}$.
(IV) $\partial_{\tau} W-\mathcal{L}_{z} W \geq-L,(z, \tau) \in \mathbb{R} \times\left[0, T_{0}\right]$.

Indeed, since

$$
\begin{align*}
W\left(z_{1}+0, \tau\right)= & e^{z_{1}}\left(1-\frac{1}{\alpha}\right)-\frac{L}{1+r T_{0}} \tau=\frac{L}{1+r T_{0}}\left(T_{0}-\tau\right)  \tag{3.9}\\
& \partial_{z} W\left(z_{1}+0, \tau\right)=e^{z_{1}}-e^{z_{1}}=0 \tag{3.10}
\end{align*}
$$

Then property (I) follows. Next, we prove properties (II) and (II).
It is clear that $W(z, \tau) \geq 0$ for $(z, \tau) \in\left(-\infty, z_{1}\right] \times\left[0, T_{0}\right]$. Moreover, it can be seen that if $z>z_{1}$,

$$
\partial_{z z} W=e^{z}-\alpha e^{\alpha\left(z-z_{1}\right)+z_{1}} \geq e^{z}>0
$$

Combining (3.9) and (3.10), we know that for any $(z, \tau) \in\left(z_{1},+\infty\right) \times\left[0, T_{0}\right]$, there hold

$$
\partial_{z} W(z, \tau)>0, \quad W(z, \tau)>\frac{L}{1+r T_{0}}\left(T_{0}-\tau\right) \geq 0
$$

Thus we get property (II). On the other hand, applying (3.7), we obtain

$$
W(z, 0)= \begin{cases}\frac{L T_{0}}{1+r T_{0}} \geq e^{z_{1}}>\left(e^{z}-1\right)^{+}, & z \leq z_{1} \\ e^{z}-\frac{1}{\alpha} e^{\alpha\left(z-z_{1}\right)+z_{1}}>e^{z}>\left(e^{z}-1\right)^{+}, & z>z_{1}\end{cases}
$$

Then we have property (III). In the following, we prove property (IV).
In fact, notice that 1 and $\alpha$ are the characteristic roots of the ODE $\mathcal{L}_{z} W=0$.
Then we see that for any $(z, \tau) \in\left(z_{1},+\infty\right) \times\left(0, T_{0}\right]$,

$$
\partial_{\tau} W-\mathcal{L}_{z} W=-\frac{L}{1+r T_{0}}-\frac{r L}{1+r T_{0}} \tau=-L \frac{1+r \tau}{1+r T_{0}} \geq-L
$$

On the other hand, for any $(z, \tau) \in\left(-\infty, z_{1}\right) \times\left(0, T_{0}\right]$, as above, we have

$$
\partial_{\tau} W-\mathcal{L}_{z} W=-\frac{L}{1+r T_{0}}+\frac{r L}{1+r T_{0}}\left(T_{0}-\tau\right) \geq-\frac{L}{1+r T_{0}}-\frac{r L}{1+r T_{0}} \tau \geq-L
$$

Hence we have property (IV).
Properties (I)-(IV) indicate that $W$ is a supersolution of problem (3.4). Hence $W \geq v^{*}$ in $\mathbb{R} \times[0, T]$, especially

$$
0 \leq v^{*}\left(z, T_{0}\right) \leq W\left(z, T_{0}\right)=0, \quad z \leq z_{1}
$$

meaning that $z_{s}\left(T_{0}\right) \geq z_{1}\left(T_{0}\right)$. Then (3.6) follows.
Step 3 . We prove that for any $\tau>0$,

$$
\begin{equation*}
z_{s}(\tau) \leq z_{2}(\tau)=\ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1+\frac{1}{L \tau}\right)\right] \tag{3.11}
\end{equation*}
$$

In fact, for any $T_{0}>0$, denote

$$
(3.12) w(z, \tau)= \begin{cases}-1+\frac{\tau}{T_{0}}, & (z, \tau) \in\left(-\infty, z_{2}\right] \times\left[0, T_{0}\right] \\ e^{z}-\frac{1}{\alpha} e^{\alpha\left(z-z_{2}\right)+z_{2}}-A+\left(-1+\frac{\tau}{T_{0}}\right), & (z, \tau) \in\left(z_{2},+\infty\right) \times\left[0, T_{0}\right]\end{cases}
$$

where $\alpha=-\frac{2 r}{\sigma^{2}}$ and

$$
e^{z_{2}}=\frac{2 L+2 / T_{0}}{2 r+\sigma^{2}}, \quad A=\frac{\alpha-1}{\alpha} e^{z_{2}}=\frac{L+1 / T_{0}}{r}
$$

We claim that $w(z, \tau)$ satisfies the following three properties:
(I) $w \in W_{p, l o c}^{2,1}(\mathbb{R} \times(0, T)) \cap C(\mathbb{R} \times[0, T])$.
(II) $w(z, 0) \leq\left(e^{z}-1\right)^{+}$.
(III) $\partial_{\tau} w-\mathcal{L}_{z} w \leq-L$ if $w>0$ and $(z, \tau) \in \mathbb{R} \times\left(0, T_{0}\right]$.

Indeed, as in the previous step, property (I) is obvious. Next, we prove properties (I) and (III). Considering

$$
w(z, 0)=\left\{\begin{array}{cc}
-1<0<\left(e^{z}-1\right)^{+} & z \leq z_{2} \\
\left(e^{z}-1\right)-\left(\frac{1}{\alpha} e^{\alpha\left(z-z_{2}\right)+z_{2}}+A\right)<\left(e^{z}-1\right)-\left(\frac{1}{\alpha} e^{z_{2}}+A\right) & \\
=\left(e^{z}-1\right)-e^{z_{2}}<\left(e^{z}-1\right) \leq\left(e^{z}-1\right)^{+}, & z>z_{2}
\end{array}\right.
$$

property (II) follows.

In the following, we prove property (III). It is clear that $w(z, \tau) \leq 0$ for any $(z, \tau) \in\left(-\infty, z_{2}\right] \times\left[0, T_{0}\right]$. On the other hand, for any $(z, \tau) \in\left(z_{2},+\infty\right) \times\left(0, T_{0}\right]$, by the method in Step 2, we see that

$$
\partial_{\tau} w-\mathcal{L}_{z} w=\frac{1}{T_{0}}-r A+r\left(-1+\frac{\tau}{T_{0}}\right) \leq \frac{1}{T_{0}}-r A=\frac{1}{T_{0}}-r \frac{L+1 / T_{0}}{r}=-L
$$

Hence we have property (III).
Based on properties (I)-(III), as in the proof of the uniqueness in Lemma 2.1, we can prove $w \leq v^{*}$ in $\mathbb{R} \times[0, T]$. Moreover, for $z>z_{2}$,

$$
w\left(z, T_{0}\right)=\left(e^{z}-e^{z_{2}}\right)-\frac{1}{\alpha} e^{z_{2}}\left(e^{\alpha\left(z-z_{2}\right)}-1\right)>0
$$

Thus $v^{*}\left(z, T_{0}\right)>0$ for any $z>z_{2}$, and (3.11) follows.
Step 4. From (3.6) and (3.11), we see that

$$
\ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1-\frac{1}{1+r \tau}\right)\right] \leq z_{s}(\tau) \leq \ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1+\frac{1}{L \tau}\right)\right]
$$

Since $z_{s}(\tau)=y_{s}(\tau)+\left(p^{*}-r\right) \tau$, then (3.2) follows.
Remark. Let $\tau \rightarrow+\infty$ in (3.2). We can deduce that

$$
y_{s}(\tau)+\left(p^{*}-r\right) \tau=z_{s}(\tau) \rightarrow \ln \left(\frac{2 L}{2 r+\sigma^{2}}\right) \quad \text { as } \quad \tau \rightarrow+\infty
$$

Moreover, combining $z_{s}(\tau)=y_{s}(\tau)+\left(p^{*}-r\right) \tau$ is continuous in [0,T]. We see that there exist two constants $M_{1}$ and $M_{2}$ such that $M_{1} \leq z_{s}(\tau) \leq M_{2}$, which are independent of $T$.
4. Characterizations of the free boundary of problem (1.4). We have obtained some properties (Theorems 3.1 and 3.2 ) about the free boundary $y_{s}(\tau)$ of the new problem (2.2). In the following, we come back to consider the free boundary of the original problem (1.4).

Denote $x_{s}(\tau)$ as the free boundary between $\mathbf{N R}_{x}$ and $\mathbf{S R}_{x}$, which are, respectively, the counterparts of $\mathbf{N R}_{y}$ and $\mathbf{S R}_{y}$ in the transformation (2.1). From the transformation (2.1), we have

$$
V(x, \tau)=v\left(x+\left(r-q-p^{*}\right) \tau, \tau\right), \quad x_{s}(\tau)=y_{s}(\tau)+\left(q+p^{*}-r\right) \tau
$$

Theorems 3.1 and 3.2 imply Theorem 4.1
Theorem 4.1. (1) $x_{s}(\tau) \in C[0, T] \cap C^{\infty}(0, T]$ with $x_{s}(0)=0$ and satisfies

$$
\begin{equation*}
\ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1-\frac{1}{1+r \tau}\right)\right] \leq x_{s}(\tau)-q \tau \leq \ln \left[\frac{2 L}{2 r+\sigma^{2}}\left(1+\frac{1}{L \tau}\right)\right] \tag{4.1}
\end{equation*}
$$

(2) If $q=0$ and $r \geq L, x_{s}(\tau)=y_{s}(\tau)$ is strictly decreasing (see Figure 4).
(3) If $q>0, x_{s}(\tau) \rightarrow+\infty$ as $\tau \rightarrow+\infty$ (see Figure 5).

Lemma 4.2. If $q=0$ and $r<L \leq r+\sigma^{2} / 2$ (see Figure 6), then

$$
x_{s}(\tau) \leq 0
$$

Proof. Denote

$$
w(x, \tau)= \begin{cases}0, & (x, \tau) \in(-\infty, 0] \times[0, T]  \tag{4.2}\\ C_{1} e^{x}+C_{2} e^{\alpha x}-\frac{L}{r}, & (x, \tau) \in(0,+\infty) \times[0, T]\end{cases}
$$



FIG. 4. $q=0$ and $r \geq L$.


Fig. 5. $q>0$.


FIG. 6. $q=0$ and $r<L \leq r+\sigma^{2} / 2$.
where

$$
\begin{equation*}
\alpha=-2 r / \sigma^{2}, \quad C_{1}=\frac{-\alpha L}{r(1-\alpha)}=\frac{2 L}{2 r+\sigma^{2}} \leq 1, \quad C_{2}=\frac{L}{r(1-\alpha)} \tag{4.3}
\end{equation*}
$$

We claim that $w(x, \tau)$ satisfies the following three properties:

$$
\left\{\begin{array}{l}
\text { (I) } w \in W_{p, l o c}^{2,1}(\mathbb{R} \times(0, T)) \cap C(\mathbb{R} \times[0, T])  \tag{4.4}\\
\text { (II) } 0 \leq w(x, 0) \leq\left(e^{x}-1\right)^{+}, \\
\text {(III) } \partial_{\tau} w-\mathcal{L}_{x} w=-L \quad \text { if } w>0 \text { and }(x, \tau) \in \mathbb{R} \times(0, T]
\end{array}\right.
$$



Fig. 7. $q=0$ and $L>r+\sigma^{2} / 2$.
Indeed, from (4.2) and (4.3), we have

$$
\begin{equation*}
w(0+0, \tau)=C_{1}+C_{2}-\frac{L}{r}=0, \quad \quad \partial_{x} w(0+0, \tau)=C_{1}+\alpha C_{2}=0 \tag{4.5}
\end{equation*}
$$

Then we get property (I). Next, we prove property (II). Indeed, from (4.2), we have

$$
\partial_{x x} w(x, \tau)=C_{1} e^{x}+C_{2} \alpha^{2} e^{\alpha x}>0 \quad \forall x>0
$$

This fact and (4.5) imply $\partial_{x} w(x, \tau) \geq 0$ and $w(x, \tau) \geq 0$ for any $x>0$. Moreover, since as $x>0$, there hold, by $C_{1} \leq 1$,

$$
\partial_{x} w(x, \tau)-\partial_{x}\left(e^{x}-1\right)=C_{1} e^{x}+C_{2} \alpha e^{\alpha x}-e^{x}<0 \quad \text { and } \quad w(0,0)=0
$$

we have $w(x, \tau)<e^{x}-1$ for any $x>0$. Then, combining this result with (4.2), we get conclusion (II).

In the following, we prove property (III). Notice that 1 and $\alpha$ are the characteristic roots of ODE $\mathcal{L}_{x} w=0$; then we have, if $(x, \tau) \in(0,+\infty) \times\left[0, T_{0}\right]$,

$$
\partial_{\tau} w-\mathcal{L}_{x} w=-r \frac{L}{r}=-L
$$

Based on properties (I)-(III), as in the proof of the uniqueness in Lemma 2.1, we can prove $w \leq V$. Since $w>0$ for any $x>0$, so $V>0$ for any $x>0$; therefore, $x_{s}(\tau) \leq 0$.

Lemma 4.3. If $q=0$ and $L>r+\sigma^{2} / 2$, then $x_{s}(\tau) \leq \ln \frac{2 L}{2 r+\sigma^{2}}$ (see Figure 7).
Proof. Denote

$$
w(x, \tau)= \begin{cases}0, & (x, \tau) \in\left(-\infty, x_{0}\right] \times[0, T]  \tag{4.6}\\ e^{x}-\frac{1}{\alpha} e^{\alpha\left(x-x_{0}\right)+x_{0}}-\frac{L}{r}, & (x, \tau) \in\left(x_{0},+\infty\right) \times[0, T]\end{cases}
$$

where

$$
\begin{equation*}
\alpha=\frac{-2 r}{\sigma^{2}}, \quad \quad e^{x_{0}}=\frac{\alpha L}{r(\alpha-1)}=\frac{2 L}{2 r+\sigma^{2}}>1 \tag{4.7}
\end{equation*}
$$

The proof is analogous to that of Lemma 4.2. We claim that $w(x, \tau)$ still satisfies the three properties in (4.4). Indeed, from (4.6) and (4.7), we have

$$
\begin{equation*}
w\left(x_{0}+0, \tau\right)=\frac{\alpha-1}{\alpha} e^{x_{0}}-\frac{L}{r}=0, \quad \partial_{x} w\left(x_{0}+0, \tau\right)=e^{x_{0}}-\alpha \frac{e^{x_{0}}}{\alpha}=0 \tag{4.8}
\end{equation*}
$$

Then we get property (I).
Next, from (4.6), we have

$$
\partial_{x x} w(x, \tau)=e^{x}-\alpha e^{\alpha\left(x-x_{0}\right)+x_{0}}>0 \quad \forall(x, \tau) \in\left(x_{0},+\infty\right) \times[0, T]
$$

which, combined with (4.8), implies $\partial_{x} w(x, \tau)>0$ and $w(x, \tau)>0$ for any $x>x_{0}$. Moreover, since $x_{0}>0$ by $e^{x_{0}}>1$, there hold, if $x>x_{0}$,

$$
\partial_{x} w(x, \tau)-\partial_{x}\left(e^{x}-1\right)=-e^{\alpha\left(x-x_{0}\right)+x_{0}}<0 \quad \text { and } \quad w\left(x_{0}, 0\right)=0<e^{x_{0}}-1
$$

hence, $w(x, \tau)<e^{x}-1$ for any $x>x_{0}$. Combining this result with (4.6), we get conclusion (II).

Finally, as in the proof of Lemma 4.2, we can check

$$
\partial_{\tau} w-\mathcal{L}_{x} w=-r \frac{L}{r}=-L, \quad \forall(x, \tau) \in\left(x_{0},+\infty\right) \times\left[0, T_{0}\right]
$$

hence $w \leq V$. Since $w>0$ for any $x>x_{0}$, then $V>0$ for any $x>x_{0}$; therefore $x_{s}(\tau) \leq x_{0}=\ln \frac{2 L}{2 r+\sigma^{2}}$.

LEMMA 4.4. There exists a $\tau_{0}>0$ such that $V(0, \tau)>0$ for any $0<\tau<\tau_{0}$ (see Figures 4-7), i.e.,

$$
\left\{x=0,0<\tau<\tau_{0}\right\} \subset \mathbf{N R}, \quad x_{s}(\tau)<0 \quad \text { for } \quad 0<\tau<\tau_{0}
$$

Proof. The solution $V(x, t)$ of (1.4) satisfies

$$
\begin{cases}\partial_{\tau} V-\mathcal{L}_{x} V \geq-L, & (x, \tau) \in \mathbb{R} \times(0, T]  \tag{4.9}\\ V(x, 0)=\left(e^{x}-1\right)^{+}, & x \in \mathbb{R}\end{cases}
$$

Consider the Cauchy problem

$$
\begin{cases}\partial_{\tau} V-\mathcal{L}_{x} V=-L, & (x, \tau) \in \mathbb{R} \times(0, T]  \tag{4.10}\\ V_{1}(x, 0)=\left(e^{x}-1\right)^{+}, & x \in \mathbb{R}\end{cases}
$$

Applying the comparison principle to problems (4.9) and (4.10), we see that $V(x, \tau) \geq$ $V_{1}(x, \tau)$. If we can prove that there exists a $\tau_{0}>0$ such that $V_{1}(0, \tau)>0$ for $0<\tau<\tau_{0}$, then the result of the theorem is an immediate result. To do this we define

$$
V_{1}(x, \tau)=V_{2}(x, \tau)+\frac{L}{r}\left(e^{-r \tau}-1\right)
$$

Then $V_{2}(x, \tau)$ satisfies

$$
\begin{cases}\partial_{\tau} V_{2}-\mathcal{L}_{x} V_{2}=0, & (x, \tau) \in \mathbb{R} \times(0, T]  \tag{4.11}\\ V_{2}(x, 0)=\left(e^{x}-1\right)^{+}, & x \in \mathbb{R}\end{cases}
$$

This is a Cauchy problem which the price of the standard European call option satisfies. Its solution has an explicit formula (see [11]):

$$
\begin{equation*}
V_{2}(x, \tau)=e^{x-q \tau} N\left(\widehat{d_{1}}\right)-e^{-r \tau} N\left(\widehat{d_{2}}\right) \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gathered}
N\left(\widehat{d_{1}}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\widehat{d_{1}}} e^{-\eta^{2} / 2} d \eta \\
\widehat{d_{1}}=\frac{x+\left(r-q+\sigma^{2} / 2\right) \tau}{\sigma \sqrt{\tau}}, \quad \widehat{d_{2}}=\frac{x+\left(r-q-\sigma^{2} / 2\right) \tau}{\sigma \sqrt{\tau}}
\end{gathered}
$$

Now we check

$$
\begin{aligned}
\partial_{\tau} V_{2}(0, \tau) & =-q e^{-q \tau} N\left(d_{1}\right)+e^{-q \tau} n\left(d_{1}\right) \frac{r-q+\sigma^{2} / 2}{2 \sigma \sqrt{\tau}}+r e^{-r \tau} N\left(d_{2}\right) \\
& -e^{-r \tau} n\left(d_{2}\right) \frac{r-q-\sigma^{2} / 2}{2 \sigma \sqrt{\tau}} \geq-q+e^{-q \tau} n\left(d_{1}\right) \frac{\sigma}{2 \sqrt{\tau}}
\end{aligned}
$$

where

$$
n\left(d_{1}\right)=e^{-d_{1}^{2} / 2} / \sqrt{2 \pi}, \quad d_{1}=\frac{\left(r-q+\sigma^{2} / 2\right) \sqrt{\tau}}{\sigma}, \quad d_{2}=\frac{\left(r-q-\sigma^{2} / 2\right) \sqrt{\tau}}{\sigma}
$$

and we had utilized the equality $e^{-q \tau} n\left(d_{1}\right)=e^{-r \tau} n\left(d_{2}\right)$. As $\tau \rightarrow 0^{+}$, we have

$$
d_{1} \rightarrow 0, \quad n\left(d_{1}\right) \rightarrow 1, \quad \partial_{\tau} V_{2}(0, \tau) \rightarrow+\infty
$$

It follows that $\partial_{\tau} V_{1}(0, \tau) \rightarrow+\infty$ as $\tau \rightarrow 0^{+}$. Since $V_{1}(0,0)=0$ and $V_{1} \in C(\mathbb{R} \times[0, T])$, then we see that there exists a $\tau_{0}>0$ such that $V_{1}(0, \tau)>0$ for any $0<\tau<\tau_{0}$.

From Theorem 4.1 and Lemmas 4.2-4.4, we can conclude the following theorem.
ThEOREM 4.5. (1) If $q>0$, then $x_{s}(\tau)$ is not monotonic; moreover, $x_{s}(\tau)$ changes its sign (see Figure 5) and

$$
\lim _{\tau \rightarrow+\infty}\left[x_{s}(\tau)-q \tau\right]=\ln \frac{2 L}{2 r+\sigma^{2}}
$$

(2) If $q=0$ and $r<L \leq r+\sigma^{2} / 2$, then $x_{s}(\tau) \leq 0$ (see Figure 6) and

$$
\lim _{\tau \rightarrow+\infty} x_{s}(\tau)=\ln \frac{2 L}{2 r+\sigma^{2}}
$$

(3) If $q=0$ and $L>r+\sigma^{2} / 2$, then $x_{s}(\tau)$ is not monotonic; moreover, $x_{s}(\tau)$ changes its sign (see Figure 7) and $x_{s}(\tau) \leq \ln \frac{2 L}{2 r+\sigma^{2}}$ with

$$
\lim _{\tau \rightarrow+\infty} x_{s}(\tau)=\ln \frac{2 L}{2 r+\sigma^{2}}
$$

Proof. (1) From Theorem 4.1, we see that $x_{s}(0)=0$ and $x_{s}(\tau) \rightarrow+\infty$ as $\tau \rightarrow+\infty$; moreover, by Lemma 4.4, there exists a $\tau_{0}>0$ such that $x_{s}(\tau)<0$ for any $0<\tau<\tau_{0}$, and hence $x_{s}(\tau)$ is not monotonic and changes sign. Inequality (4.1) implies

$$
\lim _{\tau \rightarrow+\infty}\left(x_{s}(\tau)-q \tau\right)=\ln \frac{2 L}{2 r+\sigma^{2}}
$$

(2) and (3) are easily obtained as above, so we omit their proofs.

Remark on the monotonicity of $x_{s}(\tau)$ in (2) of Theorem 4.5. According to the result of asymptotic expansion of $S_{s}(\tau)=e^{x_{s}(\tau)}$ close to expire in (1.2), we know that

$$
x_{s}(\tau) \sim-\sigma(-\tau \ln \tau)^{1 / 2}(1+o(1)) ; \quad x_{s}^{\prime}(\tau) \sim-\infty \quad \text { as } \tau=T-t \rightarrow 0^{+}
$$

So if $\tau$ is small enough, $x_{s}(\tau)$ is monotonic decreasing. Combining this result with (4.1), we guess that $x_{s}(\tau)$ should not be monotonic. But we cannot prove this conjecture.
5. The monotonicity of the free boundary $x_{s}()$ with respect to the parameters $\boldsymbol{r}, \boldsymbol{q}$, and $\boldsymbol{L}$. In this section, we have the following theorem.

ThEOREM 5.1. $x_{s}(\tau)$ is decreasing with respect to $r$ and increasing with respect to $q$ and $L$.

Proof. We divide the proof into three steps.
Step 1. We prove

$$
\begin{equation*}
\partial_{x} V-V \geq 0 \tag{5.1}
\end{equation*}
$$

For the proof of (5.1), we come back to the approximation problem (2.11) and denote

$$
W^{*}=\partial_{y} v_{\varepsilon, n}-v_{\varepsilon, n}+2 \varepsilon .
$$

We claim that $W^{*} \geq 0$; otherwise, we suppose $W^{*}$ achieves its negative minimum at $\left(x_{0}, \tau_{0}\right) \in \overline{\Omega_{T}^{n}}$.

If $n$ is large enough, from the definition of $\pi_{\varepsilon}$ and the initial and boundary values in (2.11) and (2.13), we have

$$
\begin{cases}W^{*}(-n, \tau) \geq 0-0+2 \varepsilon>0 & (\text { by }(2.14)) \\ W^{*}(n, \tau) \geq e^{n+\left(p^{*}-r\right) \tau}-e^{n+\left(p^{*}-r\right) \tau}+2 \varepsilon>0 & (\text { by }(2.12)) \\ W^{*}(y, 0)=\partial_{y} \pi_{\varepsilon}\left(e^{y}-1\right)-\pi_{\varepsilon}\left(e^{y}-1\right)+\varepsilon \geq 0-\varepsilon+2 \varepsilon>0 & \text { if } e^{y}-1 \leq \varepsilon \\ W^{*}(y, 0)>e^{y}-\left(e^{y}-1\right)+2 \varepsilon>0 & \text { if } e^{y}-1>\varepsilon\end{cases}
$$

Hence, from (2.3), we deduce that

$$
\begin{equation*}
\left(x_{0}, \tau_{0}\right) \in \Omega_{T}^{n} \quad \text { and } \quad \partial_{\tau} W^{*}\left(x_{0}, \tau_{0}\right)-\mathcal{L}_{y} W^{*}\left(x_{0}, \tau_{0}\right) \leq 0 \tag{5.2}
\end{equation*}
$$

On the other hand, (2.14) and $W^{*}\left(x_{0}, \tau_{0}\right)<0$ imply $v_{\varepsilon, n}\left(x_{0}, \tau_{0}\right)>2 \varepsilon$. Then

$$
\beta_{\varepsilon}\left(v_{\varepsilon, n}\left(x_{0}, \tau_{0}\right)\right)=0, \quad \quad \beta_{\varepsilon}^{\prime}\left(v_{\varepsilon, n}\left(x_{0}, \tau_{0}\right)\right)=0
$$

Combining (2.11) and (2.13), we see that at the point $\left(x_{0}, \tau_{0}\right)$

$$
\partial_{\tau} W^{*}-\mathcal{L}_{y} W^{*}=L+2 r \varepsilon>0
$$

which contradicts (5.2). Hence,

$$
W^{*} \geq 0 \quad \text { and } \quad \partial_{y} v_{\varepsilon, n}-v_{\varepsilon, n} \geq-2 \varepsilon
$$

Taking $\varepsilon \rightarrow 0^{+}$and $n \rightarrow \infty$, we obtain

$$
\partial_{y} v-v \geq 0
$$

Eventually, the transformation (2.1) implies (5.1).
Step 2. Suppose that $V_{1}$ is the solution to (1.4), where $r$ is $r_{1}$, and that $V_{2}$ is the solution to (1.4), where $r$ is $r_{2}$ and $r_{1}>r_{2}$. By (5.1), we deduce $\partial_{x} V_{1}-V_{1} \geq 0$. Then $V_{1}$ satisfies

$$
\left\{\begin{aligned}
& \partial_{\tau} V_{1}-\frac{\sigma^{2}}{2} \partial_{x x} V_{1}-\left(r_{2}-q-\frac{\sigma^{2}}{2}\right) \partial_{x} V_{1}+r_{2} V_{1}=-L+\left(r_{1}-r_{2}\right)\left(\partial_{x} V_{1}-V_{1}\right) \geq-L \\
& \text { if } V_{1}>0 \quad \text { and } \quad(x, \tau) \in \mathbb{R} \times(0, T] \\
& \partial_{\tau} V_{1}-\frac{\sigma^{2}}{2} \partial_{x x} V_{1}-\left(r_{2}-q-\frac{\sigma^{2}}{2}\right) \partial_{x} V_{1}+r_{2} V_{1} \geq-L+\left(r_{1}-r_{2}\right)\left(\partial_{x} V_{1}-V_{1}\right)=-L \\
& \text { if } V_{1}=0 \quad \text { and } \quad(x, \tau) \in \mathbb{R} \times(0, T] \\
& V_{1}(x, 0)=\left(e^{x}-1\right)^{+}, x \in \mathbb{R}
\end{aligned}\right.
$$

By the comparison principle for the solution of variational inequalities with respect to nonhomogeneous terms, we have $V_{1} \geq V_{2}$. If we denote $\mathbf{N R}_{\mathbf{1}}, \mathbf{N R}_{2}$ to be the nontransaction region of $V_{1}, V_{2}$, respectively, then $\mathbf{N R}_{\mathbf{1}} \supset \mathbf{N R}_{\mathbf{2}}$. Hence $x_{s}(\tau)$ is decreasing with respect to $r$.

Step 3. As in Step 2, from (2.21), we can deduce that $x_{s}(\tau)$ is increasing with respect to $q$ and $L$.
6. Numerical methods and results. Starting from problem (1.4), we have

$$
\begin{cases}\min \left\{\partial_{\tau} V-\frac{\sigma^{2}}{2} \partial_{x x} V-\left(r-q-\frac{\sigma^{2}}{2}\right) \partial_{x} V+r V+L V\right\}=0, & x \in \mathbb{R}, \tau \in(0, T]  \tag{6.1}\\ V(x, 0)=\left(e^{x}-1\right)^{+}, & x \in \mathbb{R}\end{cases}
$$

Given mesh size $\triangle x, \triangle \tau>0, V_{j}^{n}=V(j \triangle x, n \triangle \tau)$ represents the value of numerical approximation at $(j \triangle x, n \triangle \tau)$. Then the PDE is changed into the following difference equation:

$$
\left\{\begin{align*}
\min \{ & \frac{V_{j}^{n}-V_{j}^{n-1}}{\Delta \tau}-\frac{\sigma^{2}}{2} \frac{V_{j+1}^{n-1}-2 V_{j}^{n-1}+V_{j-1}^{n-1}}{\Delta x^{2}}  \tag{6.2}\\
& \left.-\left(r-q-\frac{\sigma^{2}}{2}\right) \frac{V_{j+1}^{n-1}-V_{j-1}^{n-1}}{2 \Delta x}+r V_{j}^{n}+L, V_{j}^{n}\right\}=0 \\
V_{j}^{0}= & \left(e^{j \Delta x}-1\right)^{+}
\end{align*}\right.
$$

This means

$$
\begin{cases}V_{j}^{n}=\max \left\{\frac { 1 } { 1 + r \Delta \tau } \left[\left(1-\frac{\sigma^{2} \Delta \tau}{\Delta x^{2}}\right) V_{j}^{n-1}+\frac{\sigma^{2}+\left(r-q-\sigma^{2} / 2\right) \Delta x}{2 \Delta x^{2}} \triangle \tau V_{j+1}^{n-1}\right.\right.  \tag{6.3}\\ & \left.\left.\quad+\frac{\sigma^{2}-\left(r-q-\sigma^{2} / 2\right) \Delta x}{2 \Delta x^{2}} \triangle \tau V_{j-1}^{n-1}-L \triangle \tau\right], 0\right\} \\ V_{j}^{0}=\max \left\{0, e^{j \Delta x}-1\right\} .\end{cases}
$$

Choosing $\sigma^{2} \triangle \tau(\triangle x)^{-2}=1$, we have

$$
\left\{\begin{align*}
V_{j}^{n}= & \max \left\{\frac { 1 } { 1 + r \triangle \tau } \left[\left(\frac{1}{2}+\frac{r-q-\sigma^{2} / 2}{2 \sigma} \sqrt{\triangle \tau}\right) V_{j+1}^{n-1}\right.\right.  \tag{6.4}\\
& \left.\left.+\left(\frac{1}{2}-\frac{r-q-\sigma^{2} / 2}{2 \sigma} \sqrt{\triangle \tau}\right) V_{j-1}^{n-1}-L \triangle \tau\right], 0\right\} \\
V_{j}^{0}= & \max \left\{0, e^{j \triangle x}-1\right\}
\end{align*}\right.
$$

Denote $u=e^{\sigma \sqrt{\triangle \tau}}, d=u^{-1}, \rho=e^{r \triangle \tau}, p=\left(\rho e^{-q \triangle \tau}-d\right)(u-d)^{-1}$.
Then it is clear, as $\Delta \tau \rightarrow 0^{+}$, that the following hold:

$$
\frac{1}{2}+\frac{r-q-\sigma^{2} / 2}{2 \sigma} \sqrt{\triangle \tau}=p+o(\triangle \tau), \quad \frac{1}{1+r \triangle \tau}=\frac{1}{\rho}+O\left(\triangle \tau^{2}\right)
$$

Neglecting a higher order of $\sqrt{\triangle \tau}$, we obtain

$$
\left\{\begin{array}{l}
V_{j}^{n}=\max \left\{\frac{1}{\rho}\left[p V_{j+1}^{n-1}+(1-p) V_{j-1}^{n-1}-L \triangle \tau\right], 0\right\}  \tag{6.5}\\
V_{j}^{0}=\max \left\{0, u^{j}-1\right\}
\end{array}\right.
$$

Consider the point $(x, \tau)=(j \triangle x, n \triangle \tau)$. Then

$$
\begin{gathered}
V_{j}^{n}=V(x, \tau), \quad V_{j}^{n-1}=V(x, \tau-\triangle \tau) \\
V_{j+1}^{n-1}=V(x+\triangle x, \tau-\triangle \tau), \quad V_{j-1}^{n-1}=V(x-\triangle x, \tau-\triangle \tau)
\end{gathered}
$$



FIG. 8. $q=0$ and $r \geq L$.


Fig. 9. $q>0$.
Then we get Figures 8-11.
Figure 8 shows a plot of the optimal stop boundaries $x_{s}(\tau)\left(y_{s}(\tau)\right)$ as a function of time $\tau$ when $q=0, r \geq L$. The parameter values used in the calculations are $r=0.4, q=0, \sigma=0.7, L=0.1, T=5, n=600 . x_{s}(\tau), y_{s}(\tau)$ are the free boundaries of problems (1.4) and (2.2), respectively. Observe that $x_{s}(0)=y_{s}(\tau)=$ $0,-1.587 \leq x_{s}(\tau)=y_{s}(\tau) \leq 0$, and $x_{s}(\tau), y_{s}(\tau)$ are strictly decreasing with respect to $\tau$. The numerical result is consistent with that of our proof (see Figure 8).

Figure 9 shows a plot of the optimal stop boundaries $x_{s}(\tau)\left(y_{s}(\tau)\right)$ as a function of time $\tau$ when $q>0$. The parameter values used in the calculations are $r=0.25, q=$ $0.2, \sigma=0.7, L=0.3, T=5, n=600 . x_{s}(\tau), y_{s}(\tau)$ are the free boundaries of problems (1.4) and (2.2), respectively. Observe that $x_{s}(0)=y_{s}(\tau)=0, x_{s}(\tau) \geq$ -0.1917 , and $x_{s}(\tau)$ is not monotonic and $y_{s}(\tau)$ is decreasing. The numerical result is consistent with that of our proof (see Figure 9).


FIG. 10. $q=0$ and $r<L \leq r+\sigma^{2} / 2$.


FIG. 11. $q=0$ and $L>r+\sigma^{2} / 2$.

Figure 10 shows a plot of the optimal stop boundaries $x_{s}(\tau)\left(y_{s}(\tau)\right)$ as a function of time $\tau$ when $q=0$ and $r<L \leq r+\sigma^{2} / 2$. The parameter values used in the calculations are $r=0.1, q=0, \sigma=0.7, L=0.3, T=5, n=600 . x_{s}(\tau), y_{s}(\tau)$ are the free boundaries of problems (1.4) and (2.2), respectively. Observe that $x_{s}(0)=$ $y_{s}(\tau)=0,-0.2556 \leq x_{s}(\tau) \leq-0.1278$, and $y_{s}(\tau)$ is decreasing. The numerical result is consistent with that of our proof (see Figure 10).

Figure 11 shows a plot of the optimal stop boundaries $x_{s}(\tau)\left(y_{s}(\tau)\right)$ as a function of time $\tau$ when $q=0$ and $L>r+\sigma^{2} / 2$. The parameter values used in the calculations are $r=0.2, q=0, \sigma=0.6, L=0.5, T=5, n=600 . x_{s}(\tau), y_{s}(\tau)$ are the free boundaries of problems (1.4) and (2.2), respectively. Observe that $x_{s}(0)=y_{s}(\tau)=$ $0,-0.0548 \leq x_{s}(\tau) \leq 0.2739$, and $x_{s}(\tau)$ is not monotonic and $y_{s}(\tau)$ is decreasing. The numerical result is consistent with that of our proof (see Figure 11).

Appendix. Formulation of the model. A European call option is a contract which gives the owner the right but not the obligation to buy an asset at a fixed price $K$ at the expiry date $T$. Because the holder of the option stands to make a profit without risking a loss, the holder must pay some premium for the option.

In a conventional European call option contract (see [2]), the holder pays the premium entirely up front and acquires the right. In a continuous installment European call option contract, the holder pays a smaller up-front premium and then a constant stream of installments at a certain rate per unit time. However, the holder can choose at any time to stop making installment payments by stopping the option contract.

There are some papers about install options, such as [7], [8], [1], [6]. Particularly, there are a variational inequality model in [7] and some numerical results about the model. In the following, we deduce a parabolic variational inequality model using their idea.

We consider a standard model for perfect market, continuous trading, no-arbitrage opportunity, a constant interest rate $r>0$, and an asset with constant continuous dividend yield $q \geq 0$ with price $S$ following a geometric Brownian motion

$$
\begin{equation*}
d S=\mu S d t+\sigma S d B \tag{A.1}
\end{equation*}
$$

where $B$ is a Wiener process on a risk neutral probability space, $\mu>0$ is the expected return rate, and $\sigma>0$ is the constant volatility.

Let $C(S, t)$ denote the value of a European continuous installment call option and let $L^{*}$ be the continuous install rate. Applying Itô's formula to $C(S, t)$ and combining (A.1), we obtain the dynamics

$$
\begin{equation*}
d C=\left(\frac{\partial C}{\partial t}+\frac{\sigma^{2}}{2} S^{2} \frac{\partial C}{\partial S^{2}}+\mu S \frac{\partial C}{\partial S}\right) d t+\sigma S \frac{\partial C}{\partial S} d B \tag{A.2}
\end{equation*}
$$

We construct the $\triangle$-hedging portfolio consisting of one continuous installment option and an amount $-\triangle$ asset. The value of this portfolio is

$$
\begin{equation*}
\Pi=C-\triangle S \tag{A.3}
\end{equation*}
$$

Then its dynamics is given by

$$
\begin{equation*}
d \Pi=d C-\triangle S q d t-\triangle d S-L^{*} d t \leq r \Pi d t=r(C-\triangle S) d t \tag{A.4}
\end{equation*}
$$

Combining (A.1) and (A.3), we get

$$
\begin{align*}
0 & \geq d \Pi-r(C-\triangle S) d t \\
& =\left(\frac{\partial C}{\partial t}+\frac{\sigma^{2}}{2} S^{2} \frac{\partial C}{\partial S^{2}}+\mu S\left(\frac{\partial C}{\partial S}-\triangle\right)+(r-q) \triangle S-r C-L^{*}\right) d t \\
& +\sigma S\left(\frac{\partial C}{\partial S}-\triangle\right) d B \tag{A.5}
\end{align*}
$$

Setting $\triangle=\partial_{S} C$ the coefficient of $d B$ vanishes. The portfolio is instantaneously riskless; then we see that $C(S, t)$ satisfies

$$
\begin{equation*}
\partial_{t} C+\frac{\sigma^{2}}{2} S^{2} \partial_{S S} C+(r-q) S \partial_{S} C-r C \leq L^{*} \tag{A.6}
\end{equation*}
$$

Moreover, in the nontransaction region, $C(S, t)$ satisfies

$$
\begin{equation*}
\partial_{t} C+\frac{\sigma^{2}}{2} S^{2} \partial_{S S} C+(r-q) S \partial_{S} C-r C=L^{*} \tag{A.7}
\end{equation*}
$$

At expiry date $T$, if $S>K$, the holder of the option will buy the asset with price $S$ at $K$ and can make a profit $S-K$. On the other hand, if $S \leq K$, he will not exercise the option and stand any loss. Hence, the value of the option is $(S-K)^{+}$at expiry date $T$, that is,

$$
\begin{equation*}
C(S, T)=(S-K)^{+} . \tag{A.8}
\end{equation*}
$$

Because the owner must keep paying premiums to keep the option alive, if $S$ is small enough at some $t$, the present value of the expected pay-off may be less than the present value of the remaining installments; then the holder would allow the option to lapse and stop paying installment payments. Hence, the value of the option is 0 in the case in which $(S, \tau)$ lies in the stop region.

It is clear that $C(S, t) \geq 0$ in nontransaction region. Otherwise, he can choose to stop the option for increased profit; hence we have

$$
\begin{equation*}
C(S, t) \geq 0 . \tag{A.9}
\end{equation*}
$$

From the above deduction, we see that the following equality holds in the stop region and the nontransaction region:

$$
\begin{equation*}
\left[\partial_{t} C+\frac{\sigma^{2}}{2} S^{2} \partial_{S S} C+(r-q) S \partial_{S} C-r C-L^{*}\right] C(S, \tau)=0 . \tag{A.10}
\end{equation*}
$$

Then we see that the value of the European continuous installment call option $C(S, t)$ satisfies (A.6), (A.8)-(A.10), that is, (1.1). Moreover, from the smooth fit conditions [12], we know that $C, \partial_{S} C$ are continuous.
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#### Abstract

The Kac model describes the local evolution of a gas of $N$ particles with threedimensional velocities by a random walk in which the steps correspond to binary collisions that conserve momentum as well as energy. The state space of this walk is a sphere of dimension $3 N-4$. The Kac conjecture concerns the spectral gap in the one-step transition operator $Q$ for this walk. In this paper, we compute the exact spectral gap. As in previous work by Carlen, Carvalho, and Loss, where a lower bound on the spectral gap was proved, we use a method that relates the spectral properties of $Q$ to the spectral properties of a simpler operator $P$, which is simply an average of certain noncommuting projections. The new feature is that we show how to use a knowledge of certain eigenfunctions and eigenvalues of $P$ to determine spectral properties of $Q$, instead of simply using the spectral gap for $P$ to bound the spectral gap for $Q$, inductively in $N$, as in previous work. The methods developed here can be applied to many other high-dimensional stochastic process, as we shall explain. We also use some deep results on Jacobi polynomials to obtain the required spectral information on $P$, and we show how the identity through which Jacobi polynomials enter our problem may be used to obtain new bounds on Jacobi polynomials.
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1. The Markov transition operator $Q$ for the Kac walk. Let $X_{N}$ be the $N$ particle state space consisting of $N$-tuples $\vec{v}=\left(v_{1}, \ldots, v_{N}\right)$ of vectors $v_{j}$ in $\mathbb{R}^{3}$ with

$$
\sum_{j=1}^{N}\left|v_{j}\right|^{2}=1 \quad \text { and } \quad \sum_{j=1}^{N} v_{j}=0
$$

We think of a point $\vec{v}$ as specifying the velocities of $N$ particles and shall consider a random walk on $X_{N}$ that was introduced by Kac [7]. At each step of this random walk, $\vec{v}$ is updated due to the effect of a binary collision that conserves energy and momentum-hence the constraints defining $X_{N}$.

To specify this walk in more detail, we consider a collision in which particles $i$ and $j$ collide. Suppose that $v_{i}^{*}$ and $v_{j}^{*}$ are the postcollisional velocities, while $v_{i}$ and $v_{j}$ are the precollisional velocities. Then by momentum conservation, the center of mass velocity is conserved; i.e.,

$$
v_{i}^{*}+v_{j}^{*}=v_{i}+v_{j}
$$

Furthermore, by energy conservation, i.e., $\left|v_{i}^{*}\right|^{2}+\left|v_{j}^{*}\right|^{2}=\left|v_{i}\right|^{2}+\left|v_{j}\right|^{2}$, and the parallelogram law, it follows that

$$
\left|v_{i}^{*}-v_{j}^{*}\right|=\left|v_{i}-v_{j}\right|
$$

[^18]This leads to a natural parameterization of all of the possible binary collision outcomes that conserve energy and momentum: The parameter $\sigma$ is a unit vector in $S^{2}$, and, when particles $i$ and $j$ collide, one updates $\vec{v} \rightarrow \vec{v}^{*}=R_{i, j, \sigma}(\vec{v})$, where

$$
\begin{align*}
& v_{i}^{*}=\frac{v_{i}+v_{j}}{2}+\frac{\left|v_{i}-v_{j}\right|}{2} \sigma, \\
& v_{j}^{*}=\frac{v_{i}+v_{j}}{2}-\frac{\left|v_{i}-v_{j}\right|}{2} \sigma, \\
& v_{k}^{*}=v_{k} \text { for } k \neq i, j . \tag{1.1}
\end{align*}
$$

The Kac walk on $X_{N}$ is a random walk in which the steps are such binary collisions between pairs of particles. At each step, one picks a pair $(i, j), i<j$ uniformly at random, and also a unit vector $\sigma$ in $S^{2}$. One then makes the update described in (1.1). Of course it remains to specify the probabilistic rule according to which $\sigma$ should be selected. In the physics being modeled here, the likelihood of selecting a particular $\sigma$ will depend only on the resulting scattering angle $\theta$, which is the angle between $v_{i}^{*}-v_{j}^{*}$ and $v_{i}-v_{j}$. In the parameterization above, this is the angle between $\sigma$ and $v_{i}-v_{j}$. That is,

$$
\cos (\theta)=\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}
$$

The scattering rate function $b$ is a nonnegative integrable function on $[-1,1]$ with

$$
\frac{1}{2} \int_{-1}^{1} b(u) \mathrm{d} u=1
$$

Then for any $v_{i} \neq v_{j}$, and with $\mathrm{d} \sigma$ being the uniform probability measure on $S^{2}$,

$$
\begin{equation*}
\int_{S^{2}} b\left(\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}\right) \mathrm{d} \sigma=1 \tag{1.2}
\end{equation*}
$$

(If $v_{i}=v_{j}$, the collision has no effect and can be ignored.) One selects $\sigma$ according to the probability density that is integrated in (1.2).

There are several choices of $b$ of particular interest. One is the uniform redirection model, given by $b(x)=1$ for all $-1 \leq x \leq 1$. In this case, the new direction of the relative velocity $\sigma$ is chosen uniformly from $S^{2}$.

Another is the Morgenstern model [10], [11], or the uniform reflection model: For any unit vector $\omega \in S^{2}$, let $H_{\omega}$ be the reflection given by

$$
H_{\omega}(v)=v-2(v \cdot \omega) \omega
$$

In the uniform reflection model, one updates the relative velocity according to

$$
v_{i}-v_{j} \rightarrow H_{\omega}\left(v_{i}-v_{j}\right)=v_{i}^{*}-v_{j}^{*}
$$

with $\omega$ chosen uniformly. The relation between $\omega$ and $\sigma$ is given by $\sigma=H_{\omega}\left(\left(v_{i}-\right.\right.$ $\left.v_{j}\right) /\left|v_{i}-v_{j}\right|$ ), and, by computing the Jacobian of the map $\omega \rightarrow \sigma$, one finds

$$
b(x)=\frac{1}{\sqrt{2} \sqrt{1-x}}
$$

Both of these belong to the one-parameter family

$$
\begin{equation*}
b_{\alpha}(x)=(1-\alpha) 2^{\alpha}(1-x)^{-\alpha} \tag{1.3}
\end{equation*}
$$

By leaving the particular choice of $b$ open, this completes the specification of the steps in the Kac walk. For more detail and background, see [7] and [3].

The main object of study here is the spectrum of the one-step transition operator $Q$ for this random walk, and the manner in which this spectrum depends on $N . Q$ is defined as follows: Let $\vec{v}_{n}$ be the state of the process after the $n$th step. The one-step Markov transition operator $Q$ is given by taking the conditional expectation

$$
Q \phi(\vec{v})=\mathrm{E}\left(\phi\left(\vec{v}_{n+1}\right) \mid \vec{v}_{n}=\vec{v}\right)
$$

for any continuous function $\phi$ on $X_{N}$.
From the above description, one deduces the formula

$$
\begin{equation*}
Q \phi(\vec{v})=\binom{N}{2}^{-1} \sum_{i<j} \int_{S^{2}} \phi\left(R_{i, j, \sigma}(\vec{v})\right) b\left(\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}\right) \mathrm{d} \sigma \tag{1.4}
\end{equation*}
$$

Let $\sigma_{N}$ denote the uniform probability measure on $X_{N}$, which is the normalized measure induced on $X_{N}$ as a manifold embedded in $\mathbb{R}^{3 N}$.

For any two unit vectors $\sigma$ and $\omega$, one sees from (1.1) that

$$
R_{i, j, \sigma}\left(R_{i, j, \omega} \vec{v}\right)=R_{i, j, \sigma} \vec{v}
$$

From this and the fact that the measure $\mathrm{d} \sigma_{N}$ is invariant under $\vec{v} \mapsto R_{i, j, \sigma} \vec{v}$, it follows that, for any continuous functions $\phi$ and $\psi$ on $X_{N}$,

$$
\int_{X_{N}} \psi(\vec{v}) Q \phi(\vec{v}) \mathrm{d} \sigma_{N}=\int_{X_{N}} \int_{S^{2}} \int_{S^{2}} \psi\left(R_{i, j, \omega} \vec{v}\right) \phi\left(R_{i, j, \sigma} \vec{v}\right) b(\omega \cdot \sigma) \mathrm{d} \omega \mathrm{~d} \sigma \mathrm{~d} \sigma_{N}
$$

It follows that $Q$ is a self-adjoint Markov operator on $L^{2}\left(X_{N}, \sigma_{N}\right)$. Moreover, it is clearly a Markov operator; that is, in addition to being self-adjoint, $Q$ is positivity preserving and $Q 1=1$.

The motivation for considering the spectral properties of $Q$ stems from a theorem of Kac [7] that relates the continuous time version of the Kac walk to the nonlinear Boltzmann equation. For the details, see [7] or [3]. Let $\vec{v}(t)$ denote the random variable giving the state of the system at time $t$ for the process run in continuous time with the jumps taking place in a Poisson stream with the mean time between jumps being $1 / N$. Then the equation describing the evolution of the probability law of $\vec{v}(t)$ is called the Kac master equation: If the initial law on $X_{N}$ has a density $F_{0}$, then the law at time $t$ has a density $F(\vec{v}, t)$ satisfying

$$
\frac{\partial}{\partial t} F(\vec{v}, t)=N(Q-I) F(\vec{v}, t), \quad \text { with } \quad F(\vec{v}, 0)=F_{0}(\vec{v})
$$

The solution $F(\vec{v}, t)$ is of course given by

$$
F(\vec{v}, t)=e^{t \mathcal{L}} F_{0}(\vec{v})
$$

where

$$
\mathcal{L}=N(Q-I)
$$

Since $Q$ is a self-adjoint Markov operator, its spectrum lies in the interval [ $-1,1$, and since $Q 1=1$, the constant function is an eigenfunction with eigenvalue 1 . It is easily seen that, as long as $b(x)$ is strictly positive on a neighborhood of $x=1$, the eigenvalue 1 of $Q$ has multiplicity one. It then follows that the spectrum of $\mathcal{L}$ lies in $[-2 N, 0]$ and that 0 is an eigenvalue of multiplicity one. We impose this assumption on $b$ throughout what follows.

The Kac conjecture for this stochastic process pertains to the spectral gap

$$
\Delta_{N}=\inf \left\{-\int_{X_{N}} \phi(\vec{v}) \mathcal{L} \phi(\vec{v}) \mathrm{d} \sigma_{N} \mid \int_{X_{N}} \phi^{2}(\vec{v}) \mathrm{d} \sigma_{N}=1, \int_{X_{N}} \phi(\vec{v}) \mathrm{d} \sigma_{N}=0\right\}
$$

and states that

$$
\liminf _{N \rightarrow \infty} \Delta_{N}>0
$$

This was proved by Carlen, Carvalho, and Loss [3], but without an explicit lower bound. Kac also made a similar conjecture for a simplified model with one-dimensional velocities and no conservation of momentum. For this model, the conjecture was first proved by Janvresse [6], though her approach provided no explicit lower bound. The sharp bound for the simplified model was first established in [2]. See Maslen [9] for a representation theoretic approach.

The main goal of the present paper is to compute exactly $\lim _{\inf }^{N \rightarrow \infty} \Delta_{N}$. We shall be able to do this under an easily checked condition relating $\Delta_{2}$ and the quantities

$$
\begin{equation*}
B_{1}=\frac{1}{2} \int_{-1}^{1} x b(x) \mathrm{d} x \quad \text { and } \quad B_{2}=\frac{1}{2} \int_{-1}^{1} x^{2} b(x) \mathrm{d} x . \tag{1.5}
\end{equation*}
$$

The condition, given in (1.6) below, will turn out to be satisfied when $b$ is given by $b_{\alpha}$, as in (1.3), for all $0 \leq \alpha \leq 7 / 9$.

Theorem 1.1. Suppose that $B_{2}>B_{1}$ and that

$$
\begin{equation*}
\Delta_{2} \geq \frac{20}{9}\left(1-B_{2}\right) \tag{1.6}
\end{equation*}
$$

Then for all $N \geq 3$,

$$
\begin{equation*}
\Delta_{N}=\left(1-B_{2}\right) \frac{N}{(N-1)} \tag{1.7}
\end{equation*}
$$

Moreover, the eigenspace is three-dimensional and is spanned by the functions

$$
\begin{equation*}
\phi(\vec{v})=\sum_{j=1}^{N}\left|v_{j}\right|^{2} v_{j}^{\alpha}, \quad \alpha=1,2,3, \tag{1.8}
\end{equation*}
$$

where $v_{j}^{\alpha}$ denotes the $\alpha$ th component of $v_{j}$.
As we shall see in the next section, for many choices of $b$, including the $b_{\alpha}$, there is a simple monotonicity of the eigenvalues of $Q$ for $N=2$ which ensures that the eigenfunction providing the gap comes from a first degree polynomial and thus that

$$
\begin{equation*}
\Delta_{2}=2\left(1-B_{1}\right) \tag{1.9}
\end{equation*}
$$

When (1.9) is satisfied, the condition (1.6) reduces to $\left(1-B_{1}\right) /\left(1-B_{2}\right)>10 / 9$.

Next, notice that the eigenfunctions listed in (1.8) are symmetric under permutation of the particle indices. Indeed, the operator $Q$ commutes with such permutations, so that the subspace of functions with this symmetry is invariant. As explained in [7] and [3], it is the spectrum of $Q$ on this subspace that is relevant for the study of the Boltzmann equation.

Moreover, notice that, in the collision rules (1.1), exchanging $v_{i}^{*}$ and $v_{j}^{*}$ has the same effect as changing $\sigma$ to $-\sigma$. For this reason, if one's primary object of interest is the Boltzmann equation, one may freely assume that $b$ is a symmetric function on $[-1,1]$, since then replacing $b(x)$ by $(b(x)+b(-x)) / 2$ will have no effect on the spectrum of $Q$ on the invariant subspace of symmetric functions or on the corresponding Boltzmann equation. (See the introduction of [4] for more discussion of this point in the context of the Boltzmann equation.) If $B$ is symmetric, then $B_{1}=0$, and we do have $B_{1}<B_{2}$.

However, it is interesting that the Kac conjecture holds without restriction to the symmetric subspace and that the methods developed here can be used to determine the spectral gap even when $b$ is not symmetric, and the eigenfunctions corresponding to the gap eigenvalue are not symmetric.

When $b$ is not symmetric, it may happen that $B_{1} \leq B_{2}$. We shall give examples of this below. The next theorem gives the spectral gap and the eigenfunctions whenever $\Delta_{2}=2\left(1-B_{1}\right)$, regardless of whether $B_{1}<B_{2}$ or $B_{2}<B_{1}$. However, it gives the exact value of $\Delta_{N}$ only for $N \geq 7$. Since we are interested in large values of $N$, this is fully satisfactory. Indeed, it is remarkable that the two theorems show that already at relatively small values of $N$, the behavior of the system is very close, qualitatively and quantitatively to the behavior in the large $N$ limit.

Theorem 1.2. Suppose that $\Delta_{2}=2\left(1-B_{1}\right)$. Then, for all $N \geq 7$,

$$
\begin{equation*}
\Delta_{N}=\min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{N}{(N-1)} \tag{1.10}
\end{equation*}
$$

Moreover, if $B_{2}>B_{1}$, the eigenspace is three-dimensional and is spanned by the functions

$$
\begin{equation*}
\phi(\vec{v})=\sum_{j=1}^{N}\left|v_{j}\right|^{2} v_{j}^{\alpha}, \quad \alpha=1,2,3 \tag{1.11}
\end{equation*}
$$

where $v_{j}^{\alpha}$ denotes the $\alpha$ th component of $v_{j}$.
On the other hand, if $B_{2}<B_{1}$, the eigenspace is spanned by the functions of the form

$$
\begin{equation*}
\left|v_{i}\right|^{2}-\left|v_{j}\right|^{2} \quad \text { and } \quad v_{i}^{\alpha}-v_{j}^{\alpha}, \quad \alpha=1,2,3, \tag{1.12}
\end{equation*}
$$

for all $i<j$.
Finally, if $B_{1}=B_{2}$, the eigenspace is spanned by both of the sets of functions listed in (1.8) and (1.12) together.

For the family of collision rates introduced so far, the $b_{\alpha}$, one may apply Theorem 1.1, as we have indicated, but only for $\alpha \leq 7 / 9$. As we shall see in section 2 , Theorem 1.2 applies for all $0 \leq \alpha<1$ and in this case gives $\Delta_{N}=(N / N-1)\left(1-B_{2}\right)$ for $N \geq 7$. In order to illustrate the case in which Theorem 1.2 yields the gap $\Delta_{N}=(N / N-1)\left(1-B_{1}\right)$, we introduce

$$
\begin{equation*}
\widetilde{b}_{\alpha}(x)=2(\alpha+1) 1_{[0,1]}(x) x^{\alpha}, \quad \alpha \geq 0 \tag{1.13}
\end{equation*}
$$

Since $x^{2}<x$ on $(0,1)$, it is clear that $B_{2}<B_{1}$ for all $\alpha$ in this case. We show at the end of section 2 that, at least for $0 \leq \alpha \leq 1, \Delta_{2}=2\left(1-B_{1}\right)$, so that Theorem 1.2 applies in these cases.

The method of proof is quite robust, and in section 10 we shall describe how it may be extended to determine the spectral gap of $Q$ for still other choices of $b$ that are not covered by Theorems 1.1 and 1.2.

The method of proof of these theorems relies on a basic strategy introduced in [3] but which is extended significantly here. The strategy consists of exploiting an inductive link between the spectral gap of $Q$ and the one of an operator $P$, an average over projections introduced in section 3. In fact,

$$
\begin{equation*}
\Delta_{N} \geq \frac{N}{N-1}\left(1-\mu_{N}\right) \Delta_{N-1}, \tag{1.14}
\end{equation*}
$$

where $1-\mu_{N}$ is the gap of $P$. The eigenvalues of $P$ are much easier to compute than the ones of $Q$ since the range of $P$ consists of sums of functions of single variables $v_{j}$.

In the case of the original model treated by Kac, one is in the happy circumstance that $Q$ has a single gap eigenfunction $\phi$ which is also the gap eigenfunction of $P$ for all $N$, and, when this is used as a trial function in the derivation of (1.14), one sees that (1.14) actually holds with equality, giving an identity relating $\Delta_{N}$ and $\Delta_{N-1}$. Thus, starting at $N=2$, where the gap can be easily calculated, the above formula yields a lower bound on $\Delta_{N}$ that turns out to be exact. The model treated in this paper does not have this simplifying feature, even when the gap eigenfunctions of $Q$ are also the gap eigenfunctions of $P$. Nevertheless, the ideas that lead to (1.14) can be used in such a way that we can still calculate the gap of $Q$ exactly. Very briefly, here is how.

Let $\mu_{N}^{*}<\mu_{N}$ be any number, and assume that there are finitely many eigenvalues $\mu_{N}^{*} \leq \mu_{N}^{(m)} \leq \cdots \leq \mu_{N}^{(1)} \leq \mu_{N}$ of $P$. Denote the corresponding eigenspaces by $E_{j}$. Let $V_{j}$ be the smallest invariant subspace of $Q$ that contains $E_{j}$. Lemma 4.1 in section 4 provides us with the following dichotomy: Either

$$
\begin{equation*}
\Delta_{N} \geq \frac{N}{N-1}\left(1-\mu_{N}^{*}\right) \Delta_{N-1} \tag{1.15}
\end{equation*}
$$

or else

$$
\begin{equation*}
\text { the gap of } Q \text { is the same as the gap of } Q \text { restricted to } \oplus_{j=1}^{m} V_{j} \text {. } \tag{1.16}
\end{equation*}
$$

If the threshold has been chosen so that the lower bound on $\Delta_{N}$ provided by (1.15) is at least as large as the upper bound on $\Delta_{N}$ provided by some trial function in $\oplus_{j=1}^{m} V_{j}$, then $\Delta_{N}$ is the gap of $Q$ restricted to $\oplus_{j=1}^{m} V_{j}$. As we shall see, the $V_{j}$ are finite-dimensional, so determining the gap of $Q$ on $\oplus_{j=1}^{m} V_{j}$ is a tractable problem. In this case we have determined the exact value of $\Delta_{N}$.

To proceed to the determination of $\Delta_{N}$ for all large $N$, one needs a strategy for choosing the threshold $\mu_{N}^{\star}$. The lower the value of $\mu_{N}^{\star}$ that is chosen, the stronger the bound (1.15) will be, but also the higher the value of $m$ will be. The basis for the choice of $\mu_{N}^{\star}$ is a trial function calculation, providing a guess $\widetilde{\Delta}_{N}$ for the value of $\Delta_{N}$. Indeed, natural trial functions can often be chosen on the basis of physical considerations. (The spectrum of the linearized Boltzmann equation is the source in the case at hand.) To show that the guess is correct, so that $\widetilde{\Delta}_{N}=\Delta_{N}$, we are led to choose $\mu_{N}^{\star}$ so that

$$
\begin{equation*}
\widetilde{\Delta}_{N} \leq \frac{N}{N-1}\left(1-\mu_{N}^{*}\right) \widetilde{\Delta}_{N-1} . \tag{1.17}
\end{equation*}
$$

Since $\widetilde{\Delta}_{N-1} \geq \Delta_{N-1}$, this forces us into the second alternative in the dichotomy discussed above, so that the gap eigenfunction for $N$ particles lies in $\oplus_{j=1}^{m} V_{j}$. Indeed, if the physical intuition behind the guess was correct, the trial function leading to $\widetilde{\Delta}_{N}$ will lie in $\oplus_{j=1}^{m} V_{j}$ and yield the gap.

Choosing $\mu_{N}^{\star}$ small enough that (1.17) is satisfied might in principle lead to a value of $m$ that depends on $N$. However, in the case at hand, we are fortunate and can work with a choice of $\mu_{N}^{\star}$ that leads to a fixed and small value of $m$ but for which (1.17) is satisfied for all sufficiently large values of $N$-hence the restriction to $N \geq 7$ in Theorem 1.2.

As will be clear from this summary of the strategy, the determination of the spectrum of $P$ is the main technical step that must be accomplished. As we mentioned before, this is relatively simple, compared to the determination of the spectrum of $Q$, since the range of $P$ consists of functions that are a sum of functions of a single variable.

For this reason, we can reduce the study of the spectrum of $P$ to that of a much simpler Markov operator $K$ acting on functions on the unit ball $B$ in $\mathbb{R}^{3}$. In the analysis of $K$, we shall draw on some deep results on Jacobi polynomials [8], [12]. In fact, it turns out that the connection between our eigenvalue problems and pointwise bounds on Jacobi polynomials is through a simple identity, and applications of this identity can be made in both directions: We not only use bounds on Jacobi polynomials to bound eigenvalues, we shall use simple eigenvalue estimates to sharpen certain best known bounds on Jacobi polynomials, as we briefly discuss in section 11.

First, however, we deal with a simpler technical problem, the computation of the spectral gap of $Q$ for $N=2$.
2. The spectral gap for $\boldsymbol{N}=\mathbf{2}$. For $N=2$, the state space $X_{2}$ consists of pairs $(v,-v)$, with $v \in \mathbb{R}^{3}$ satisfying $|v|^{2}=1 / 2$. Note that for $N=2$ the collision rules (1.1) reduce to

$$
v_{1}^{*}=\sigma / \sqrt{2} \quad \text { and } \quad v_{2}^{*}=-\sigma / \sqrt{2},
$$

since $v_{1}+v_{2}=0$.
The map $(v,-v) \mapsto \sqrt{2} v$ identifies $X_{2}$ with the unit sphere $S^{2}$, and the measure $\mathrm{d} \sigma_{2}$ on $X_{2}$ with $\mathrm{d} \sigma$ on $S^{2}$. Thus, we may think of $Q$ as operating on functions on $S^{2}$. In this representation, we have the formula

$$
Q \phi(u)=\int_{S^{2}} \phi(\sigma) b(u \cdot \sigma) \mathrm{d} \sigma
$$

Notice that if $R$ is any rotation of $\mathbb{R}^{3}$

$$
\begin{aligned}
(Q \phi)(R u) & =\int_{S^{2}} \phi(\sigma) b(R u \cdot \sigma) \mathrm{d} \sigma \\
& =\int_{S^{2}} \phi(R \sigma) b(R u \cdot R \sigma) \mathrm{d} \sigma \\
& =\int_{S^{2}} \phi(R \sigma) b(u \cdot \sigma) \mathrm{d} \sigma=Q(\phi \circ R)(u)
\end{aligned}
$$

That is, $(Q \phi) \circ R=Q(\phi \circ R)$, and this means that for each $n$ the space of spherical harmonics of degree $n$ is an invariant subspace of $Q$, contained in an eigenspace of $Q$. In turn, this means that we can determine the spectrum of $Q$ by computing its
action on the zonal spherical harmonics, i.e., those of the form $P_{n}(e \cdot u)$, where $e$ is any fixed unit vector in $\mathbb{R}^{3}$ and $P_{n}$ is the $n$th degree Legendre polynomial. Now, for any function $\phi(u)$ of the form $\phi(u)=f(e \cdot u)$,

$$
Q \phi(u)=\int_{S^{2}} \phi(\sigma \cdot e) b(\sigma \cdot u) \mathrm{d} \sigma
$$

We choose coordinates in which $u$ and $e$ span the $x, z$ plane with

$$
u=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] \quad \text { and } \quad e=\left[\begin{array}{c}
\sqrt{1-t^{2}} \\
0 \\
t
\end{array}\right]
$$

so that $t=u \cdot e$. Then with

$$
\begin{gathered}
\sigma=\left[\begin{array}{c}
\sin \theta \cos \psi \\
\sin \theta \sin \psi \\
\sin \theta
\end{array}\right] \\
Q \phi(u)=\mathcal{Q} f(e \cdot u)
\end{gathered}
$$

where

$$
\begin{align*}
\mathcal{Q} f(t) & =\frac{1}{4 \pi} \int_{0}^{\pi} \int_{0}^{2 \pi} f\left(t \cos \theta+\sqrt{1-t^{2}} \sin \theta \cos \varphi\right) b(\cos \theta) \sin \theta \mathrm{d} \theta \mathrm{~d} \varphi \\
& =\frac{1}{4 \pi} \int_{0}^{\pi} \int_{-1}^{1} f\left(t s+\sqrt{1-t^{2}} \sqrt{1-s^{2}} \cos \varphi\right) b(s) \mathrm{d} s \mathrm{~d} \varphi \tag{2.1}
\end{align*}
$$

Now, if $f$ is any eigenfunction of $\mathcal{Q}$, with $\mathcal{Q} f=\lambda f$, then by evaluating both sides at $t=1$, we have $\lambda f(1)=\frac{1}{2} \int_{0}^{\pi} \int_{-1}^{1} f(s) b(s) \mathrm{d} s$. Thus, the eigenvalue is given by

$$
\lambda=\frac{1}{2} \int_{-1}^{1} \frac{f(s)}{f(1)} b(s) \mathrm{d} s
$$

As we have observed above, the eigenfunctions of $\mathcal{Q}$ are the Legendre polynomials. Thus, if $P_{n}$ is the Legendre polynomial of $n$th degree with the standard normalization $P_{n}(1)=1$, and $\lambda_{n}$ is the corresponding eigenvalue,

$$
\begin{equation*}
\lambda_{n}=\frac{1}{2} \int_{-1}^{1} P_{n}(s) b(s) \mathrm{d} s \tag{2.2}
\end{equation*}
$$

This explicit formula enables one to easily compute $\Delta_{2}$. For example, we can now easily prove the following.

Lemma 2.1. When $b(x)=b_{\alpha}(x)$, as in (1.3), then $1-B_{2}<1-B_{1}$ for all $\alpha<1$, and moreover

$$
\begin{equation*}
\Delta_{2}=2\left(1-\lambda_{1}\right)=\frac{4(1-\alpha)}{2-\alpha}=\left(1-B_{2}\right)(3-\alpha) \tag{2.3}
\end{equation*}
$$

so that (1.6) is satisfied for all $\alpha$ with $0 \leq \alpha \leq 7 / 9$.
Proof. By using Rodrigues's formula [13, equation 4.3.1]

$$
P_{n}(x)=\frac{1}{2^{n} n!} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(x^{2}-1\right)
$$

and integration by parts, one computes

$$
\lambda_{n}=(1-\alpha) \frac{(\alpha)_{n}}{(1-\alpha)_{n+1}}=\frac{(\alpha)_{n}}{(2-\alpha)_{n}}
$$

where $(\alpha)_{n}=\alpha(\alpha+1)(\alpha+2) \ldots(\alpha+n-1)$. Notice that, for all $0 \leq \alpha<1, \lambda_{n}$ decreases as $n$ increases, so with the collision rate given by $b_{\alpha}$,

$$
\begin{equation*}
\Delta_{2}=2\left(1-\lambda_{1}\right)=\frac{4(1-\alpha)}{2-\alpha} \tag{2.4}
\end{equation*}
$$

Next, one computes

$$
1-B_{1}=\frac{2(1-\alpha)}{(2-\alpha)} \quad \text { and } \quad 1-B_{2}=\frac{4(1-\alpha)}{(2-\alpha)(3-\alpha)}
$$

Since $2>4 /(3-\alpha)$ for $\alpha<1,1-B_{2}<1-B_{1}$ for all $\alpha<1$. Moreover, from this computation, one readily obtains (2.3) and the statement concerning (1.6).

In particular, the condition (1.6) is satisfied in both the uniform redirection model $(\alpha=0)$ and the Morgenstern model $(\alpha=1 / 2)$. Thus in these cases we have the exact spectral gaps

$$
\begin{array}{ll}
\Delta_{N}=\frac{2}{3} \frac{N}{N-1} & \text { for the uniform redirection model, } \\
\Delta_{N}=\frac{8}{15} \frac{N}{N-1} & \text { for the Morgenstern model. } \tag{2.5}
\end{array}
$$

We close this section with a remark that may provide a useful perspective on what follows. In determining the spectral gap of $Q$ for $N=2$, general symmetry conditions told us right away what all of the eigenfunctions were. A less obvious, though still simple, argument then provided us with the explicit formula (2.2) for all of the eigenvalues. There is one last hurdle to cross: There are infinitely many eigenvalues given by (2.2), and for a general $b$, we cannot determine which is the second largest by computing them all explicitly. What was particularly nice about $b_{\alpha}$ is that in this case the eigenvalues of $Q$ were monotone-decreasing:

$$
\lambda_{n+1} \leq \lambda_{n}
$$

For other choices of $b$, this need not be the case. However, there are ways to use pointwise bounds on Legendre polynomials to reduce the problem of determining $\Delta_{2}$ to the computation of a finite number of eigenvalues by using (2.2). For example, one has the classical bound (see [13, Theorem 7.3.3]):

$$
\begin{equation*}
\left|P_{n}(x)\right|^{2}<\frac{2}{n \pi} \frac{1}{\sqrt{1-x^{2}}} \tag{2.6}
\end{equation*}
$$

As long as $b(x)\left(1-x^{2}\right)^{-1 / 4}$ is integrable, this gives an upper bound on $\lambda_{n}$ that is proportional to $n^{-1 / 2}$ : Define

$$
\tilde{\lambda}_{n}=\left(\frac{1}{8 \pi n}\right)^{1 / 2} \int_{-1}^{1} b(x)\left(1-x^{2}\right)^{-1 / 4} \mathrm{~d} x
$$

Then let $n_{0}$ be the least value of $n$ such that $\tilde{\lambda}_{n} \leq \lambda_{1}$. Then the second largest eigenvalue of $Q$ is

$$
\max _{1 \leq n \leq n_{0}} \lambda_{n}
$$

We illustrate this by showing that, for the rate function $\widetilde{b}_{\alpha}$ introduced in (1.13), $\Delta_{2}=2\left(1-B_{1}\right)$ at least for $0 \leq \alpha \leq 1$. (Of course, the integrals in (2.2) can be computed exactly in this case; see [5, section 7.231, page 822]. However, we prefer to illustrate the use of (2.6).)

By (2.6) and (2.2),

$$
\begin{align*}
\left|\lambda_{n}\right| & \leq(\alpha+1)\left(\int_{0}^{1} x^{2 \alpha} \mathrm{~d} x\right)^{1 / 2}\left(\int_{0}^{1} P_{n}(x)^{2} \mathrm{~d} x\right)^{1 / 2} \\
& <\frac{\alpha+1}{\sqrt{2 \alpha+1}} \frac{1}{\sqrt{n}} \tag{2.7}
\end{align*}
$$

Also, by (2.2), $\lambda_{1}=B_{1}=(\alpha+1) /(\alpha+2)$. Comparison of the formulas shows that, for $0 \leq \alpha \leq 1, \lambda_{n}<\lambda_{1}$ for all $n>4$. Thus it suffices to check that $\lambda_{j}<\lambda_{1}$ for $j=2,3$, and 4 by direct computation with (2.2). By doing so, one finds that this is the case. Hence, Theorem 1.2 applies and yields $\Delta_{N}=(N / N-1)\left(1-B_{1}\right)$ for $N \geq 7$.

Further calculation would extend this result to higher values of $\alpha$. Notice that, as $\alpha$ tends to infinity, $\widetilde{b}_{\alpha}(x)$ is more and more concentrated at $x=1$, which corresponds to $\theta=0$. Thus, for large values of $\alpha, \widetilde{b}_{\alpha}$ represents a "grazing collision model."

For $N>2$, the operator $Q$ is much more complicated, and direct determination of the spectrum is not feasible. Instead, we use an inductive procedure involving an auxiliary operator that we now introduce.
3. The average of projections operator $P$ and its relation to $Q$. A simple convexity argument shows that, for each $j$,

$$
\sup \left\{\left|v_{j}\right|^{2}: \vec{v} \in X_{N}\right\}=\frac{N-1}{N}
$$

For each $j$, define $\pi_{j}(\vec{v})$ by

$$
\pi_{j}(\vec{v})=\sqrt{\frac{N}{N-1}} v_{j}
$$

so that $\pi_{j}$ maps $X_{N}$ onto the unit ball $B$ in $\mathbb{R}^{3}$.
For any function $\phi$ in $L^{2}\left(X_{N}, \mathrm{~d} \sigma_{N}\right)$, and any $j$ with $1 \leq j \leq N$, define $P_{j}(\phi)$ to be the orthogonal projection of $\phi$ onto the subspace of $L^{2}\left(X_{N}, \mathrm{~d} \sigma_{N}\right)$ consisting of square integrable functions that depend on $\vec{v}$ through $v_{j}$ alone. That is, $P_{j}(\phi)$ is the unique element of $L^{2}\left(X_{N}, \mathrm{~d} \sigma_{N}\right)$ of the form $f\left(\pi_{j}(\vec{v})\right)$ such that

$$
\int_{X_{N}} \phi(\vec{v}) g\left(\pi_{j}(\vec{v})\right) \mathrm{d} \sigma_{N}=\int_{X_{N}} f\left(\pi_{j}(\vec{v})\right) g\left(\pi_{j}(\vec{v})\right) \mathrm{d} \sigma_{N}
$$

for all continuous functions $g$ on $B$.
The average of projections operator $P$ is then defined through

$$
P=\frac{1}{N} \sum_{j=1}^{N} P_{j} .
$$

If the individual projections $P_{j}$ all commuted with one another, then the spectrum of $P$ would be very simple: The eigenvalues of each $P_{j}$ are 0 and 1 . Moreover, $P_{j} \phi=\phi$ if and only if $\phi$ depends only on $v_{j}$ so that it cannot then also satisfy $P_{k} \phi=\phi$ for
$k \neq j$, unless $\phi$ is constant. It would then follow that the eigenvalues of $P$ would be $0,1 / N$, and 1 , with the last having multiplicity one.

However, the individual projections $P_{j}$ do not commute with one another, due to the nature of the constraints defining $X_{N}$.

We now define

$$
\begin{equation*}
\mu_{N}=\sup \left\{\int_{X_{N}} \phi(\vec{v}) P \phi(\vec{v}) \mathrm{d} \sigma_{N} \mid \int_{X_{N}} \phi^{2}(\vec{v}) \mathrm{d} \sigma_{N}=1, \int_{X_{N}} \phi(\vec{v}) \mathrm{d} \sigma_{N}=0\right\} . \tag{3.1}
\end{equation*}
$$

The $P$ operator is simpler than the $Q$ operator in that if $\phi$ is any eigenfunction of $P$ with a nonzero eigenvalue, then clearly $\phi$ has the form

$$
\phi=\sum_{j=1}^{N} f_{j} \circ \pi_{j}
$$

for some functions $f_{1}, \ldots, f_{N}$ on $B$. For $N \geq 4$, most of the eigenfunctions of $Q$ have a more complicated structure. Nonetheless, there is a close relation between the spectra of $Q$ and $P$, as we now explain.

To do this, we need a more explicit formula for $P$, such as the formula (1.4) that we have for $Q$. The key to computing $P_{j} \phi$ is a factorization formula [3] for the measure $\sigma_{N}$. Define a $\operatorname{map} T_{N}: X_{N-1} \times B \rightarrow X_{N}$ as follows:

$$
\begin{equation*}
T_{N}(\vec{y}, v)=\left(\alpha(v) y_{1}-\frac{1}{\sqrt{N^{2}-N}} v, \ldots, \alpha(v) y_{N-1}-\frac{1}{\sqrt{N^{2}-N}} v, \sqrt{\frac{N-1}{N}} v\right) \tag{3.2}
\end{equation*}
$$

where

$$
\alpha^{2}(v)=1-|v|^{2} .
$$

This map induces coordinates $(\vec{y}, v)$ on $X_{N}$, and, in terms of these coordinates, one has the integral factorization formula

$$
\int_{X_{N}} \phi(\vec{v}) \mathrm{d} \sigma_{N}=\frac{\left|S^{3 N-7}\right|}{\left|S^{3 N-4}\right|} \int_{B}\left[\int_{X_{N-1}} \phi\left(T_{N}(\vec{y}, v)\right) \mathrm{d} \sigma_{N-1}\right]\left(1-|v|^{2}\right)^{(3 N-8) / 2} \mathrm{~d} v
$$

It follows from this and the definition of $P_{N}$ that

$$
P_{N} \phi(\vec{v})=f \circ \pi_{N}(\vec{v})
$$

where

$$
f(v)=\int_{X_{N-1}} \phi\left(T_{N}(\vec{y}, v)\right) \mathrm{d} \sigma_{N-1}
$$

For $j<N$, one has analogous formulas for $T_{j}$ and $P_{j}$, except the roles of $v_{N}$ and $v_{j}$ are interchanged.

Next, we make the definition for $Q$ that is analogous to (3.1) for $P$ : Define $\lambda_{N}$ by

$$
\begin{equation*}
\lambda_{N}=\sup \left\{\int_{X_{N}} \phi(\vec{v}) Q \phi(\vec{v}) \mathrm{d} \sigma_{N} \mid \int_{X_{N}} \phi^{2}(\vec{v}) \mathrm{d} \sigma_{N}=1, \int_{X_{N}} \phi(\vec{v}) \mathrm{d} \sigma_{N}=0\right\} \tag{3.3}
\end{equation*}
$$

With this explicit formula in hand, and the definitions of $\mu_{N}$ and $\lambda_{N}$, we come to the fundamental fact relating $P$ and $Q$.

Lemma 3.1. For any square integrable function $\phi$ on $X_{N}$ that is orthogonal to the constants,

$$
\begin{equation*}
\langle\phi, Q \phi\rangle \leq \lambda_{N-1}\|\phi\|_{2}^{2}+\left(1-\lambda_{N-1}\right)\langle\phi, P \phi\rangle, \tag{3.4}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the inner product on $L^{2}\left(X_{N}, \sigma_{N}\right)$.
Proof. To bound $\langle\phi, Q \phi\rangle$ in terms of $\lambda_{N-1}$, define, for $1 \leq k \leq N$, the operator $Q^{(k)}$ by

$$
Q^{(k)} \phi(\vec{v})=\binom{N-1}{2}^{-1} \sum_{i<j, i \neq k, j \neq k} \int_{S^{2}} \phi\left(R_{i, j, \sigma}(\vec{v})\right) \mathrm{d} \sigma
$$

That is, we leave out collisions involving the $k$ th particle and average over the rest. Clearly,

$$
Q=\frac{1}{N} \sum_{k=1}^{N} Q^{(k)}
$$

Therefore, for any $\phi$ in $L^{2}\left(X_{N}, \sigma_{N}\right)$,

$$
\langle\phi, Q \phi\rangle=\frac{1}{N} \sum_{k=1}^{N}\left\langle\phi, Q^{(k)} \phi\right\rangle .
$$

By using the coordinates $(\vec{y}, v)$ induced by the map $T_{k}: X_{N-1} \times B \rightarrow X_{N}$, it is easy to see that, for $i \neq k, j \neq k, R_{i, j, \sigma}$ acts only on the $\vec{y}$ variable. That is, for such $i$ and $j$,

$$
R_{i, j, \sigma}\left(T_{k}(\vec{y}, v)\right)=T_{k}\left(R_{i, j, \sigma}(\vec{y}), v\right)
$$

Thus, if we hold $v$ fixed as a parameter, we can think of $\left(Q^{(k)} \phi\right)\left(T_{k}(\vec{y}, v)\right)$ as resulting from applying the $N-1$ dimensional version of $Q$ to $\phi$ with $v_{k}$ held fixed.

To estimate $\lambda_{N}$, we need to estimate $\langle\phi, Q \phi\rangle$ when $\phi$ is orthogonal to the constants. When $\phi$ is orthogonal to the constants, and we fix $v$, the function

$$
\vec{y} \mapsto \phi\left(T_{k}(\vec{y}, v)\right)
$$

is not, in general, orthogonal to the constants on $X_{N-1}$. However, we can correct for that by adding and subtracting $P_{k} \phi$. Therefore

$$
\begin{align*}
\left\langle\left(\phi-P_{k} \phi\right), Q^{(k)}\left(\phi-P_{k} \phi\right)\right\rangle & \leq \lambda_{N-1}\left\|\phi-P_{k} \phi\right\|_{2}^{2} \\
& =\lambda_{N-1}\left(\|\phi\|_{2}^{2}-\left\|P_{k} \phi\right\|_{2}^{2}\right) \\
& =\lambda_{N-1}\left(\|\phi\|_{2}^{2}-\left\langle\phi, P_{k} \phi\right\rangle\right) . \tag{3.5}
\end{align*}
$$

Then since $Q^{(k)} P_{k} \phi=P_{k} \phi$ and since $P_{k} \phi$ is orthogonal to $\phi-P_{k} \phi$,

$$
\begin{align*}
\left\langle\phi, Q^{(k)} \phi\right\rangle & =\left\langle\left(\left(\phi-P_{k} \phi\right)+P_{k} \phi\right) Q^{(k)}\left(\left(\phi-P_{k} \phi\right)+P_{k} \phi\right)\right\rangle \\
& =\left\langle\left(\phi-P_{k} \phi\right), Q^{(k)}\left(\phi-P_{k} \phi\right)\right\rangle+\left\langle P_{k} \phi, P_{k} \phi\right\rangle \\
& =\left\langle\left(\phi-P_{k} \phi\right), Q^{(k)}\left(\phi-P_{k} \phi\right)\right\rangle+\left\langle\phi, P_{k} \phi\right\rangle \\
& \leq \lambda_{N-1}\left(\|\phi\|_{2}^{2}-\left\langle\phi P_{k} \phi\right\rangle\right)+\left\langle\phi P_{k} \phi\right\rangle . \tag{3.6}
\end{align*}
$$

By averaging over $k$, we have (3.4).

Lemma 3.1 was used as follows in [3]: Any trial function $\phi$ for $\lambda_{N}$ is a valid trial function for $\mu_{N}$, so that

$$
\begin{equation*}
\lambda_{N} \leq \lambda_{N-1}+\left(1-\lambda_{N-1}\right) \mu_{N} \tag{3.7}
\end{equation*}
$$

Then since $\Delta_{N}=N\left(1-\lambda_{N}\right)$, we have

$$
\begin{equation*}
\Delta_{N} \geq \frac{N}{N-1}\left(1-\mu_{N}\right) \Delta_{N-1} \tag{3.8}
\end{equation*}
$$

Therefore, with $a_{N}=\frac{N}{N-1}\left(1-\mu_{N}\right)$, for all $N \geq 3$,

$$
\Delta_{N} \geq\left(\prod_{j=3}^{N} a_{j}\right) \Delta_{2}
$$

Thus, one route to proving a lower bound on $\Delta_{N}$ is to prove an upper bound on $\mu_{N}$ and hence a lower bound on $a_{N}$. This route led to a sharp lower bound for $\Delta_{N}$ - the exact value - for the one dimension Kac model investigated in [2]. However, it would not lead to a proof of Theorem 1.1. The reasons for this are worth pointing out before we proceed.

As we shall see below, the eigenspace of $P$ with the eigenvalue $\mu_{N}$ - the gap eigenspace of $P$-is spanned by the functions specified in (1.8). Granted this, and granted Theorem 1.1, whenever condition (1.6) is satisfied:

$$
\text { For }\left(1-B_{2}\right)<\left(1-B_{1}\right), \quad Q \phi=\lambda_{N} \phi \quad \Rightarrow \quad P \phi=\mu_{N} \phi
$$

while

$$
\text { for }\left(1-B_{1}\right)<\left(1-B_{2}\right), \quad Q \phi=\lambda_{N} \phi \quad \Rightarrow \quad P \phi \neq \mu_{N} \phi
$$

In the second case $\left(1-B_{1}\right)<\left(1-B_{2}\right)$, the mismatch between the gap eigenspaces for $Q$ and $P$ means that equality cannot hold in (3.7), and hence the recursive relation (3.8) cannot possibly yield exact results in this case.

Moreover, even in the first case $\left(1-B_{2}\right)<\left(1-B_{1}\right)$, where there is a match between the gap eigenspaces of $Q$ and $P$, there still will not be equality in (3.7). The reasons for this are more subtle: The inequality (3.7) comes from the key estimate (3.6). By considering (3.6), one sees that equality will hold there if and only if

$$
Q^{(k)}\left(\phi-P_{k} \phi\right)=\lambda_{N-1}\left(\phi-P_{k} \phi\right)
$$

for each $k$, where $\left(\phi-P_{k} \phi\right)$ is regarded as a function on $X_{N-1}$ through the change of variables $T_{k}:\left(X_{N-1}, B\right) \rightarrow X_{N}$ that was introduced just before Lemma 3.1.

However, if $\phi$ is in the gap eigenspace for $Q$ on $X_{N}$, Theorem 1.1 tells us that it is a linear combination of the three functions specified in (1.8), all of which are homogeneous of degree 3 in $v$. Because of the translation in (3.2), which is due to momentum conservation, $\left(\phi-P_{k} \phi\right)$ is regarded as a function on $X_{N-1}$ that will not be homogeneous of degree 3 - it will contain lower order terms. Hence $\left(\phi-P_{k} \phi\right)$ will not be in the gap eigenspace for $Q^{(k)}$.

The main result of the next section provides a way to use more detailed spectral information about $P$ to sharpen the recursive estimate so that we do obtain the exact results announced in Theorem 1.1.
4. How to use more detailed spectral information on $P$ to determine the spectral gap of $\boldsymbol{Q}$. The following lemma is the key to using (3.4) to obtain sharp results for the model considered here.

Lemma 4.1. For any $N \geq 3$, let $\mu_{N}^{\star}$ be a number with

$$
\mu_{N}^{\star}<\mu_{N}
$$

such that there are only finitely eigenvalues of $P$ between $\mu_{N}^{\star}$ and $\mu_{N}$ :

$$
\mu_{N}^{\star} \leq \mu_{N}^{(m)}<\cdots<\mu_{N}^{(1)}<\mu_{N}
$$

Let $\mu_{N}^{(0)}$ denote $\mu_{N}$, and then, for $j=0, \ldots, m$, let $E_{j}$ denote the eigenspace of $P$ corresponding to $\mu_{N}^{(j)}$. Let $V_{j}$ denote the smallest invariant subspace of $Q$ that contains $E_{j}$. Let $\nu_{j}$ be the largest eigenvalue of $Q$ on $V_{j}$.

Then either

$$
\begin{equation*}
\lambda_{N}=\max \left\{\nu_{0}, \ldots, \nu_{m}\right\} \tag{4.1}
\end{equation*}
$$

or else

$$
\begin{equation*}
\Delta_{N} \geq \frac{N}{N-1}\left(1-\mu_{N}^{\star}\right) \Delta_{N-1} \tag{4.2}
\end{equation*}
$$

If $\mu_{N}^{\star}=\mu_{N}^{(m)}$, then we have the same alternative except with strict inequality in (4.2).
Proof. If $\lambda_{N}>\max \left\{\nu_{0}, \ldots, \nu_{m}\right\}$, then in the variational principle for $\lambda_{N}$ we need only consider functions $\phi$ that are orthogonal to the constants and also in the orthogonal complement of each of the $V_{j}$. This means also that $\phi$ belongs to the orthogonal complement of each of the $E_{j}$. But then

$$
\langle\phi, P \phi\rangle \leq \mu_{N}^{\star}\|\phi\|_{2}^{2}
$$

By using this estimate in (3.4), we have (4.2). Moreover, if $\mu_{N}^{\star}=\mu_{N}^{(m)}$, then strict inequality must hold in the last inequality.

Lemma 4.1 gives us the dichotomy between (1.15) and (1.16) that plays a key role in the strategy described in the introduction. To put this strategy into effect, we must first carry out a more detailed investigation of the spectrum of $P$. The main result of the next section reduces the investigation of the spectrum of $P$ to the study of a simpler operator- the correlation operator $K$, which is a Markov operator on functions on the unit ball $B$ in $\mathbb{R}^{3}$.
5. The correlation operator $\boldsymbol{K}$ and its relation to $\boldsymbol{P}$. While $Q$ and $P$ are both operators on spaces of functions of a large number of variables, the problem of computing the eigenvalues of $P$ reduces to the problem of computing the eigenvalues of an operator on functions on $B$, the unit ball in $\mathbb{R}^{3}$.

First, define the measure $\nu_{N}$ on $B$ to be the "push forward" of $\sigma_{N}$ under the map $\pi_{j}$. That is, for any continuous function $f$ on $B$,

$$
\int_{B} f(v) \mathrm{d} \nu_{N}=\int_{X_{N}} f\left(\pi_{j}(\vec{v})\right) \mathrm{d} \sigma_{N}
$$

By the permutation invariance of $\sigma_{N}$, this definition does not depend on the choice of $j$. By direct calculation [3], one finds that

$$
\begin{equation*}
\mathrm{d} \nu_{N}(v)=\frac{\left|S^{3 N-7}\right|}{\left|S^{3 N-4}\right|}\left(1-|v|^{2}\right)^{(3 N-8) / 2} \mathrm{~d} v \tag{5.1}
\end{equation*}
$$

Now define the self-adjoint operator $K$ on $L^{2}\left(B, \mathrm{~d} \nu_{N}\right)$ through the following quadratic form:

$$
\begin{equation*}
\langle f, K f\rangle_{L^{2}(\nu)}=\int_{X_{N}} f\left(\pi_{1}(\vec{v})\right) f\left(\pi_{2}(\vec{v})\right) \mathrm{d} \sigma_{N} \tag{5.2}
\end{equation*}
$$

for all $f$ in $L^{2}\left(B, \mathrm{~d} \nu_{N}\right)$. Equivalently,

$$
\begin{equation*}
(K f) \circ \pi_{1}=P_{1}\left(f \circ \pi_{2}\right) \tag{5.3}
\end{equation*}
$$

Note that, by the permutation invariance of $\sigma_{N}$, one can replace the pair $(1,2)$ of indices by any other pair of distinct indices without affecting the operator $K$ defined by (5.3). This is the correlation operator.

To see the relation between the spectra of $P$ and the spectra of $K$, suppose that $\phi$ is an eigenfunction of $P$ that is symmetric under permutation of the particle indices. (These symmetric eigenfunctions are the ones that are significant in the physical application.) Then since any vector in the image of $P$ has the form $\sum_{j=1}^{N} f_{j} \circ \pi_{j}$ for functions $f_{1}, \ldots, f_{N}$ on $B$, we must have, for $\phi$ symmetric,

$$
\begin{equation*}
\phi=\sum_{j=1}^{N} f \circ \pi_{j} . \tag{5.4}
\end{equation*}
$$

Now we ask: For which choices of $f$ will $\phi$ given by (5.4) be an eigenfunction of $P$ ? To answer this, note that, by (5.3),

$$
\begin{equation*}
P_{k} \phi=f \circ \pi_{k}+\sum_{j=1, j \neq k}^{N} P_{k}\left(f \circ \pi_{j}\right) . \tag{5.5}
\end{equation*}
$$

Therefore, from (5.5) and the definition of $K, P_{k} \phi=f \circ \pi_{k}+(N-1)(K f) \circ \pi_{k}$. Thus, by averaging over $k$,

$$
\begin{equation*}
P \phi=\frac{1}{N} \phi+\frac{N-1}{N} \sum_{j=1}^{N}(K f) \circ \pi_{j} . \tag{5.6}
\end{equation*}
$$

In the case $K f=\kappa f$, this reduces to

$$
P \phi=\frac{1}{N}(1+(N-1) \kappa) \phi,
$$

and thus eigenfunctions of $K$ yield eigenfunctions of $P$. It turns out that all symmetric eigenfunctions arise in exactly this way and that all eigenfunctions, symmetric or not, arise in a similar way, specified in the next lemma.

Lemma 5.1. Let $V$ be the orthogonal complement in $L^{2}\left(X_{N}, \sigma_{N}\right)$ of the kernel of $P$. There is a complete orthonormal basis of $V$ consisting of eigenfunctions $\phi$ of $P$ of one of the two forms:
(i) For some eigenfunction $f$ of $K, \phi=\sum_{k=1}^{N} f \circ \pi_{k}$. In this case, if $K f=\kappa f$, then $P \phi=\mu \phi$, where

$$
\begin{equation*}
\mu=\frac{1}{N}(1+(N-1) \kappa) . \tag{5.7}
\end{equation*}
$$

(ii) For some eigenfunction $f$ of $K$, and some pair of indices $i<j, \phi=f \circ \pi_{i}$ $-f \circ \pi_{j}$. In this case, if $K f=\kappa f$, then $P \phi=\mu \phi$, where

$$
\begin{equation*}
\mu=\frac{1-\kappa}{N} \tag{5.8}
\end{equation*}
$$

Proof. Suppose that $\phi$ is an eigenfunction of $P$ with nonzero eigenvalue $\mu$, and $\phi$ is orthogonal to the constants. By the permutation invariance we may assume that either $\phi$ is invariant under permutations or that there is some pair permutation, which we may as well take to be $\sigma_{1,2}$, such that $\phi \circ \sigma_{1,2}=-\phi$. We will treat these two cases separately.

First, suppose that $\phi$ is symmetric. We have already observed that, in this case, the recipe $\phi=\sum_{j=1}^{N} f \circ \pi_{j}$, with $f$ an eigenfunction of $K$, yields symmetric eigenfunctions of $P$. We now show that all symmetric eigenfunctions of $P$ on $V$ have this form.

First, simply because such a $\phi$ is in the image of $P$ and is symmetric, $\phi$ must have the form (5.4). It remains to show that $f$ must be an eigenfunction of $K$. Then by (5.6), $\mu \phi=P \phi$ becomes

$$
\mu \sum_{k=1}^{N} f \circ \pi_{k}=\frac{1}{N} \sum_{k=1}^{N}(f+(N-1) K f) \circ \pi_{k}
$$

Apply $P_{1}$ to both sides to obtain

$$
\frac{1}{N}([f+(N-1) K f]+(N-1) K[f+(N-1) K f])=\mu(f+(N-1) K f)
$$

which is

$$
\begin{equation*}
\frac{1}{N}(I+(N-1) K)^{2} f=\mu(I+(N-1) K) f \tag{5.9}
\end{equation*}
$$

Since $\mu \neq 0, f$ is not in the null space of either $I+(N-1) K$ or $(I+(N-1) K)^{2}$. It then follows from (5.9) that

$$
\frac{1}{N}(I+(N-1) K) f=\mu f
$$

Thus, when $\phi$ is symmetric, there is an eigenfunction $f$ of $K$ with eigenvalue $\kappa$ such that $\phi=\sum_{k=1}^{N} f \circ \pi_{k}$ and

$$
\mu=\frac{1}{N}(1+(N-1) \kappa)
$$

We next consider the case in which

$$
\phi \circ \sigma_{1,2}=-\phi
$$

Note that

$$
P_{k}\left(\phi \circ \sigma_{1,2}\right)=P_{k} \phi=0
$$

whenever $k$ is different from both 1 and 2 . It follows that

$$
\frac{1}{N} \sum_{k=1}^{N} P_{k} \phi=\frac{1}{N}\left(P_{1} \phi+P_{2} \phi\right)
$$

The right-hand side is of the form $f\left(v_{1}\right)-f\left(v_{2}\right)$, and hence $\phi$ must have this form if it is an eigenvector. By taking $\phi=f \circ \pi_{1}-f \circ \pi_{2}$ we have

$$
\frac{1}{N} \sum_{k=1}^{N} P_{k} \phi=\frac{1}{N}\left((f-K f) \circ \pi_{1}-(f-K f) \circ \pi_{2}\right) .
$$

Hence when $P \phi=\mu \phi$ and $\phi$ is antisymmetric as above, there is an eigenvalue $\kappa$ of $K$ such that

$$
\mu=\frac{1-\kappa}{N} .
$$

This proves the second part.
Lemma 5.1 reduces the computation of the spectrum of $P$ to the computaton of the spectrum of $K$. We undertake this in the next three sections.
6. Explicit form of the correlation operator $\boldsymbol{K}$. For any two functions $f$ and $g$ on $B$ that are square integrable with respect to $\nu_{N}$, consider the bilinear form $\int_{X_{N}} f\left(\pi_{1}(\vec{v})\right) g\left(\pi_{2}(\vec{v})\right) \mathrm{d} \sigma_{N}$. It is easily seen from (5.3) that

$$
\langle f, K g\rangle=\int_{X_{N}} f\left(\pi_{1}(\vec{v})\right) g\left(\pi_{2}(\vec{v})\right) \mathrm{d} \sigma_{N}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product on $L^{2}\left(B, \nu_{N}\right)$.
By computing the right-hand side using the factorization formula (3.2), but for $T_{1}$ instead of $T_{N}$, one finds, for $N>3$ :

$$
K g(v)=\frac{\left|S^{3 N-10}\right|}{\left|S^{3 N-7}\right|} \int_{B} g\left(\frac{\sqrt{N^{2}-2 N}}{N-1} \sqrt{1-|v|^{2}} y-\frac{1}{N-1} v\right)\left(1-|y|^{2}\right)^{(3 N-11) / 2} \mathrm{~d} y
$$

The explicit form of $K$ is slightly different for $N=3$. We can see this different form as a limiting case, if we make the dimension a continuous fact. The following way of doing this will be convenient later on.

For $\alpha>-1$, define the constant $C_{\alpha}$ by

$$
C_{\alpha}=\left(\int_{B}\left(1-|y|^{2}\right)^{\alpha} \mathrm{d} y\right)^{-1}
$$

so that, for

$$
\begin{gathered}
\alpha=\frac{3 N-8}{2} \\
\mathrm{~d} \nu_{N}(v)=C_{\alpha}\left(1-|y|^{2}\right)^{\alpha} \mathrm{d} y
\end{gathered}
$$

and then

$$
K g(v)=C_{\alpha-3 / 2} \int_{B} g\left(\frac{\sqrt{N^{2}-2 N}}{N-1} \sqrt{1-|v|^{2}} y-\frac{1}{N-1} v\right)\left(1-|y|^{2}\right)^{\alpha-3 / 2} \mathrm{~d} y .
$$

Now, as $N$ approaches $3, \alpha-3 / 2$ approaches -1 . Then the measure $C_{\alpha}\left(1-|y|^{2}\right)^{\alpha} \mathrm{d} y$ concentrates more and more on the boundary of the ball $B$, so that, in the limit, it becomes the uniform measure on $S^{2}$. Understood in this way, the formula remains valid at $\alpha=1 / 2$, i.e., at $N=3$.

It is clear that $K$ is a self-adjoint Markov operator on $L^{2}\left(B, \nu_{N}\right)$ and that 1 is an eigenvalue of multiplicity one. With more effort, there is much more that can be said; the spectrum of $K$ can be completely determined.
7. The spectrum of $K$ and ratios of Jacobi polynomials. In studying the spectrum of the correlation operator, it is in fact natural and useful to study a wider family of operators of this type. Fix any $\alpha>1 / 2$ and any numbers $a$ and $b$ such that

$$
a^{2}+b^{2}=1
$$

Then define the generalized correlation operator, still simply denoted by $K$, through

$$
\begin{equation*}
K g(v)=C_{\alpha-3 / 2} \int_{B} g\left(a \sqrt{1-|v|^{2}} y+b v\right)\left(1-|y|^{2}\right)^{\alpha-3 / 2} \mathrm{~d} y \tag{7.1}
\end{equation*}
$$

Notice that, as $v$ and $y$ range over $B$, the maximum of $\left|a \sqrt{1-|v|^{2}} y+b v\right|$ occurs when $a y$ and $b v$ are parallel. In that case,
$\left|a \sqrt{1-|v|^{2}} y+b v\right|=|a||y| \sqrt{1-|v|^{2}}+|b||v| \leq\left(a^{2}+b^{2}\right)^{1 / 2}\left(\left(1-|v|^{2}\right)|y|^{2}+|v|^{2}\right)^{1 / 2} \leq 1$.
Thus, as $v$ and $y$ range over $B$, so does

$$
\begin{equation*}
u(y, v)=a \sqrt{1-|v|^{2}} y+b v \tag{7.2}
\end{equation*}
$$

and $g\left(a \sqrt{1-|v|^{2}} y+b v\right)$ is well defined for any function $g$ on $B$. Thus, $K$ is well defined.

Now when

$$
\begin{equation*}
a=\frac{\sqrt{N^{2}-2 N}}{N-1} \quad \text { and } \quad b=-\frac{1}{N-1} \tag{7.3}
\end{equation*}
$$

we know that $K$ is self-adjoint because in that case it is defined in terms of a manifestly symmetric bilinear form. We shall show here that $K$ is always self-adjoint for all $a^{2}+b^{2}=1$ and that the eigenvalues of $K$ are given by an explicit formula involving ratios of Jacobi polynomials.

To explain this, we fix some terminology and notation. For any numbers $\alpha>-1$ and $\beta>-1, P_{n}^{(\alpha, \beta)}$ denotes the $n$th degree polynomial in the sequence of orthogonal polynomials on $[-1,1]$ for the measure

$$
(1-x)^{\alpha}(1+x)^{\beta} \mathrm{d} x
$$

and is referred to as the $n$th degree Jacobi polynomial for $(\alpha, \beta)$. As is well known, $\left\{P_{n}^{(\alpha, \beta)}\right\}_{n \geq 0}$ is a complete orthogonal basis for $L^{2}\left([-1,1],(1-x)^{\alpha}(1+x)^{\beta} \mathrm{d} x\right)$.

Of course, what we have said so far specifies $P_{n}^{(\alpha, \beta)}$ only up to a multiplicative constant. One common normalization is given by Rodrigues's formula

$$
P_{n}^{(\alpha, \beta)}(x)=\frac{(-1)^{n}}{2^{n} n!}(1-x)^{-\alpha}(1+x)^{-\beta} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left((1-x)^{\alpha+n}(1+x)^{\beta+n}\right) .
$$

For this normalization,

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(1)=\binom{n+\alpha}{n} \quad \text { and } \quad P_{n}^{(\alpha, \beta)}(-1)=\binom{n+\beta}{n} \tag{7.4}
\end{equation*}
$$

Lemma 7.1. Fix any $\alpha>1 / 2$ and any numbers $a$ and $b$ such that $a^{2}+b^{2}=1$, and define $K$ through the formula (7.1). Then $K$ is a self-adjoint Markov operator, and
the spectrum of $K$ consists of eigenvalues $\kappa_{n, \ell}$ enumerated by nonnegative integers $n$ and $\ell$; these eigenvalues are given by the explicit formula

$$
\begin{equation*}
\kappa_{n, \ell}=\frac{P_{n}^{(\alpha, \beta)}\left(-1+2 b^{2}\right)}{P_{n}^{(\alpha, \beta)}(1)} b^{\ell}, \tag{7.5}
\end{equation*}
$$

where $\beta=\ell+1 / 2$ and $\alpha$ is the parameter $\alpha$ entering into the definition of $K$.
Proof. To see that $K$ is self-adjoint, we write it as a bilinear form and change variables to reveal the symmetry. The change of variable that we make is naturally $(y, v) \rightarrow(u, v)$, with $u(y, v)$ given by (7.2). From (7.2), one computes $y=(u-b v) /$ $\left(a \sqrt{1-|v|^{2}}\right)$, so that

$$
\begin{align*}
1-|y|^{2} & =\frac{a^{2}-a^{2}|v|^{2}-|u|^{2}-b^{2}|v|^{2}+2 b u \cdot v}{a^{2}\left(1-|v|^{2}\right)} \\
& =\frac{b^{2}-\left(|u|^{2}+|v|^{2}\right)+2 b u \cdot v}{a^{2}\left(1-|v|^{2}\right)} . \tag{7.6}
\end{align*}
$$

The Jacobian is easy to work out, and one finds that $\mathrm{d} u \mathrm{~d} v=a^{3}\left(1-|v|^{2}\right)^{3 / 2} \mathrm{~d} y \mathrm{~d} v$, so that

$$
\begin{align*}
& \int_{B} f(v) K g(v) C_{\alpha}\left(1-|v|^{2}\right)^{\alpha} \mathrm{d} v \\
& =\int_{B} \int_{B} f(v) g(u) a^{-2 \alpha}\left[a^{2}-\left(|u|^{2}+|v|^{2}\right)+2 b u \cdot v\right]_{+}^{\alpha-3 / 2} C_{\alpha-3 / 2} \mathrm{~d} u \mathrm{~d} v . \tag{7.7}
\end{align*}
$$

This shows that the operator $K$ is self-adjoint on $L^{2}\left(B, C_{\alpha}\left(1-|v|^{2}\right)^{\alpha}\right)$ for all $\alpha \geq 1 / 2$ and all $a$ and $b$ with $a^{2}+b^{2}=1$.

Our next goal is to prove the eigenvalue formula (7.5). This shall follow from several simple properties of $K$.

First, $K$ commutes with rotations in $\mathbb{R}^{3}$. That is, if $R$ is a rotation on $\mathbb{R}^{3}$, it is evident that

$$
K(g \circ R)=(K g) \circ R .
$$

Hence we may restrict our search for eigenfunctions $g$ of $K$ to functions of the form

$$
g(v)=h(|v|)|v|^{\ell} \mathcal{Y}_{\ell, m}(v /|v|)
$$

for some function $h$ on $[0, \infty)$ and some spherical harmonic $\mathcal{Y}_{\ell, m}$.
Second, for each $n \geq 0, K$ preserves the space of polynomials of degree $n$. To see this, notice that any monomial in $\sqrt{1-|v|^{2}} y$ that is of odd degree is annihilated when integrated against $\left(1-|y|^{2}\right)^{\alpha-3 / 2} \mathrm{~d} y$, and any even monomial in $\sqrt{1-|v|^{2}} y$ is a polynomial in $v$.

By combining these two observations, we see that $K$ has a complete basis of eigenfunctions of the form

$$
g_{n, \ell, m}(v)=h_{n, \ell}\left(|v|^{2}\right)|v|^{\ell} \mathcal{Y}_{\ell, m}(v /|v|),
$$

where $h_{n, \ell}$ is a polynomial of degree $n$.
To determine these polynomials, we use the fact that $K$ is self-adjoint, so that the eigenfunctions $g_{n, \ell, m}$ can be taken to be orthogonal. In particular, for any two
distinct positive integers $n$ and $p$, the eigenfunctions $g_{n, \ell, m}$ and $g_{p, \ell, m}$ are orthogonal in $L^{2}\left(B, C_{\alpha}\left(1-|v|^{2}\right)^{\alpha}\right)$. Hence for each $\ell$, and for $n \neq p$,

$$
\int_{|v| \leq 1} h_{n, \ell}\left(|v|^{2}\right) h_{p, \ell}\left(|v|^{2}\right)\left(1-|v|^{2}\right)^{\alpha}|v|^{2 \ell} \mathrm{~d} v=0
$$

By taking $r=|v|^{2}$ as a new variable, we have

$$
\int_{0}^{1} h_{n, \ell}(r) h_{p, \ell}(r)(1-r)^{\alpha} r^{\ell+1 / 2} \mathrm{~d} r=0
$$

This is the orthogonality relation for a family of Jacobi polynomials in one standard form, and this identifies the polynomials $h_{n, \ell}$. A more common standard form, and one that is used in the sources to which we shall refer, is obtained by the change of variable $t=2 r-1$, so that the variable $t$ ranges over the interval $[-1,1]$. Then for $\alpha, \beta>-1$, $P_{n}^{(\alpha, \beta)}(t)$ is the $n$th degree orthogonal polynomial for the weight $(1-t)^{\alpha}(1+t)^{\beta}$. With the variables $t$ and $|v|^{2}$ related as above, i.e.,

$$
\begin{gathered}
t=2|v|^{2}-1, \\
h_{n, \ell}\left(|v|^{2}\right)=P_{n}^{(\alpha, \beta)}(t)
\end{gathered}
$$

for

$$
\beta=\ell+\frac{1}{2} .
$$

Now that we have all of the eigenfunctions determined, a further observation gives us a simple formula for the eigenvalues. Consider any eigenfunction $g$ with eigenvalue $\kappa$, so that $K g(v)=\kappa g(v)$. Let $\hat{e}$ be any unit vector in $R^{3}$. Then since $g$ is a polynomial and hence continuous,

$$
\begin{align*}
\lim _{t \rightarrow 1} K g(t \hat{e}) & =\lim _{t \rightarrow 1} \int_{B} g\left(a \sqrt{1-t^{2}} y+b t \hat{e}\right) C_{\alpha-3 / 2}(1-|y|)^{\alpha-3 / 2} \mathrm{~d} y \\
& =g(b \hat{e}) \tag{7.8}
\end{align*}
$$

since $K 1=1$. By combining this with $K g(v)=\kappa g(v)$, we have

$$
g(b \hat{e})=\kappa g(\hat{e})
$$

Now consider any eigenfunction $g_{n, \ell, m}$ of the form given above, and let $\kappa_{n, \ell}$ be the corresponding eigenvalue, which will not depend on $m$. Then by taking any $\hat{e}$ so that $\mathcal{Y}_{\ell, m}(\hat{e}) \neq 0$, we have

$$
\begin{equation*}
\kappa_{n, \ell}=\frac{h_{n, \ell}\left(b^{2}\right)}{h_{n, \ell}(1)} b^{\ell} \tag{7.9}
\end{equation*}
$$

By changing variables as above to express this as a ratio of Jacobi polynomials, we finally have proved (7.5).

One might expect the largest eigenvalues of $K$ to correspond to eigenfunctions that are polynomials of low degree. After all, in a system of orthogonal polynomials, those with high degree will have many changes of sign, and one might expect considerable
cancellation when applying an averaging operator, such as $K$, to them. Therefore, let us compute the $\kappa_{n, \ell}$ for low values of $n$ and $\ell$. We find from (7.5), by using the value $b=-1 /(N-1)$ from (7.3), that

$$
\begin{equation*}
\kappa_{0,1}=\kappa_{1,0}=\frac{-1}{N-1} \tag{7.10}
\end{equation*}
$$

so that $\kappa_{n, \ell}$ is negative for $n+\ell=1$. For $n+\ell=2$, we find from (7.5) that

$$
\begin{align*}
\kappa_{1,1}(N) & =\frac{5 N-3}{3(N-1)^{3}} \\
\kappa_{2,0}(N) & =\frac{(N-3)\left(15 N^{2}-15 N+4\right)}{3(3 N-4)(N-1)^{4}} \\
\kappa_{0,2}(N) & =\frac{1}{(N-1)^{2}} \tag{7.11}
\end{align*}
$$

Evidently, for large $N$,

$$
\kappa_{0,2}(N)=\frac{1}{N^{2}}+\mathcal{O}\left(\frac{1}{N^{3}}\right)
$$

while

$$
\kappa_{1,1}(N)=\frac{5}{3 N^{2}}+\mathcal{O}\left(\frac{1}{N^{3}}\right) \quad \text { and } \quad \kappa_{0,2}(N)=\frac{5}{3 N^{2}}+\mathcal{O}\left(\frac{1}{N^{3}}\right)
$$

Thus, one might expect that, at least for large values of $N, 1, \kappa_{1,1}(N), \kappa_{2,0}(N)$, and $\kappa_{0,2}(N)$ are the four largest eigenvalues of $K$ and that $\kappa_{0,1}=\kappa_{1,0}$ is the most negative, with all other eigenvalues of $K$ lying strictly between these. We shall show in the next section that this is indeed the case for all $N \geq 4$ and that 1 and $\kappa_{1,1}$ are the two largest eigenvalues of $K$ for all $N \geq 3$.

When we use Lemma 5.1 to convert this to spectral information on $P$, we find that $\kappa_{0,1}, \kappa_{1,0}$, and $\kappa_{0,2}$ all correspond to the same eigenvalues of $P$, namely,

$$
\frac{1}{N}\left(1+\frac{1}{N-1}\right)=\frac{1}{N}\left(1+(N-1) \frac{1}{(N-1)^{2}}\right)=\frac{1}{N-1}
$$

This is the eigenvalue of $P$ that shall play the role of $\mu_{N}^{(m)}$ in our application of Lemma 4.1.

Let us conclude this section by recording a number of useful calculations that can be made by using (7.5).

For $N=3$, we have

$$
\begin{equation*}
\kappa_{1,1}(3)=\frac{1}{2}>\kappa_{2,2}(3)=\frac{13}{40}>\kappa_{0,2}(3)=\frac{1}{4}>\kappa_{2,0}(3)=0 \tag{7.12}
\end{equation*}
$$

For $N=4$, we have

$$
\begin{equation*}
\kappa_{1,1}(4)=\frac{17}{81}>\kappa_{0,2}(4)=\frac{1}{9}>\kappa_{2,0}(4)=\frac{23}{243} . \tag{7.13}
\end{equation*}
$$

For $N=5$, we have

$$
\begin{equation*}
\kappa_{1,1}(5)=\frac{11}{96}>\kappa_{2,0}(5)=\frac{19}{264}>\kappa_{0,2}(5)=\frac{1}{16} . \tag{7.14}
\end{equation*}
$$

In each case, the second largest eigenvalue after 1 , among the ones listed, is $\kappa_{1,1}$. In the next section we shall see that the list is not misleading: $\kappa_{1,1}$ is the gap eigenvalue. However, note that the third largest eigenvalue comes from different values of $n$ and $\ell$ for each of $N=3, N=4$, and $N=5$. As we shall see, things do settle down for $N \geq 5$; the third largest eigenvalue does turn out to be $\kappa_{2,0}$ in all such cases.

Lemma 7.2 . For all $N \geq 5, \kappa_{1,1}(N)>\kappa_{2,0}(N)>\kappa_{0,2}(N)$.
Proof. From (7.11),

$$
\kappa_{2,0}(N)-\kappa_{0,2}(N)=\frac{2 N\left(3 N^{2}-15 N+8\right)}{3(3 N-4)(N-1)^{4}} .
$$

A simple calculation shows that the roots of the polynomial in the numerator are less than 5 , so that $\kappa_{2,0}(N)>\kappa_{0,2}(N)$ for $N \geq 5$. A similar argument applied to $\kappa_{1,1}(N)-\kappa_{2,0}(N)$ yields the conclusion of the lemma.

Our goal in the next section is to show that, for all $N \geq 4$, there are no eigenvalues $\kappa_{n, \ell}$ with $n+\ell>2$ that are larger than the ones listed above and that, for $N=3$, the three largest eigenvalues are $1=\kappa_{0,0}>1 / 2=\kappa_{1,1}>13 / 40=\kappa_{2,2}$. However, since there is no simple monotonicity in $n+\ell$, this shall require some detailed estimate on ratios of Jacobi polynomials.

We shall also need to know that in all cases $\kappa_{0,1}=\kappa_{1,0}=-1 /(N-1)$ is the most negative eigenvalue. This will tell us the four largest eigenvalues of $P$ for $N \geq 4$ and the three largest for $n=3$, and this shall turn out to be enough to prove the main result, Theorem 1.1.

Finally, the value of $\kappa_{2,2}(N)$ will play an important role in the proof of Theorem 1.2 , and so we record the expression here:

$$
\begin{equation*}
\kappa_{2,2}(N)=\frac{21 N^{3}-60 N^{2}+27 N-4}{(3 N-4)(N-1)^{6}} \tag{7.15}
\end{equation*}
$$

8. The determination of the spectrum of $\boldsymbol{K}$. The main result in this section is the following theorem.

TheOrem 8.1. For $N \geq 5$ and all $n$ and $\ell$ with $n+\ell>2$,

$$
\begin{equation*}
-\frac{1}{N-1} \leq \kappa_{n, \ell}(N)<\kappa_{0,2}(N) \tag{8.1}
\end{equation*}
$$

For $N=4$ and all $n$ and $\ell$ with $n+\ell>2$,

$$
\begin{equation*}
-\frac{1}{N-1} \leq \kappa_{n, \ell}(4)<\kappa_{2,0}(4) \tag{8.2}
\end{equation*}
$$

For $N=3$ and all $n$ and $\ell$ with $n+\ell>0$, except for $n=1, \ell=1$,

$$
\begin{equation*}
-\frac{1}{N-1} \leq \kappa_{n, \ell}(3) \leq \kappa_{2,2}(3)=\frac{13}{40} \tag{8.3}
\end{equation*}
$$

We present the proof at the end of this section after a number of preparatory lemmas. These lemmas rest on two deep results about Jacobi polynomials. One is a formula due to Koornwinder [8] (see also [1, p. 31]) that was already applied in [3].

For all $-1 \leq x \leq 1$, all $n$, and all $\alpha>\beta$,

$$
\begin{equation*}
\frac{J_{n}^{(\alpha, \beta)}(x)}{J_{n}^{(\alpha, \beta)}(1)}=\int_{0}^{\pi} \int_{0}^{1}\left[\frac{1+x-(1-x) r^{2}}{2}+i \sqrt{1-x^{2}} r \cos (\theta)\right]^{n} \mathrm{~d} m_{\alpha, \beta}(r, \theta) \tag{8.4}
\end{equation*}
$$

where

$$
m_{\alpha, \beta}(r, \theta)=c_{\alpha, \beta}\left(1-r^{2}\right)^{\alpha-\beta-1} r^{2 \beta+1}(\sin \theta)^{2 \beta} \mathrm{~d} r \mathrm{~d} \theta,
$$

and $c_{\alpha, \beta}$ is a normalizing constant that makes $\mathrm{d} m_{\alpha, \beta}$ a probability measure.
Koornwinder's bound is very useful for obtaining uniform control in $n$ for given $\ell$ and $N$. But since in Lemma 7.1

$$
\begin{equation*}
\alpha=\frac{3 N-8}{2} \quad \text { and } \quad \beta=\ell+\frac{1}{2}, \tag{8.5}
\end{equation*}
$$

we can apply (8.4) only when

$$
\begin{equation*}
\ell<\ell^{\star}=\frac{3 N-9}{2} \tag{8.6}
\end{equation*}
$$

As in [3], one may use this formula to show the following.
Lemma 8.2. For all $\ell$ with $2 \leq \ell<\ell^{\star}$, and all $n>0$ and $N \geq 3$,

$$
\left|\kappa_{n, \ell}(N)\right|<\frac{1}{(N-1)^{2}}=\kappa_{0,2}(N)
$$

Note that, while this lemma does not address the case $n=0$, this is not a problem: We have the explicit formula

$$
\begin{equation*}
\kappa_{0, \ell}=\left(\frac{-1}{N-1}\right)^{\ell} \tag{8.7}
\end{equation*}
$$

To handle large values of $\ell$, we need another deep result, which is a uniform pointwise bound on the orthonormal Jacobi polynomials that was obtained by Nevai, Erdelyi, and Magnus [12]. Let $p_{n}^{\alpha, \beta}$ be the orthonormal Jacobi polynomial of degree $n$ with a positive leading coefficient for the weight $w(x)=(1-x)^{\alpha}(1+x)^{\beta}$. It was shown in [12] that, for all $\alpha \geq-1 / 2$ and $\beta \geq-1 / 2$ and all nonnegative integers $n$,

$$
\begin{equation*}
\max _{x \in[-1,1]} \sqrt{1-x^{2}} w(x) p_{n}^{\alpha, \beta}(x)^{2} \leq \frac{2 e\left(2+\sqrt{\alpha^{2}+\beta^{2}}\right)}{\pi} \tag{8.8}
\end{equation*}
$$

Of course, we could use the orthonormal Jacobi polynomials in the ratio formula (7.5), since any normalization factor would cancel out in the ratio. However, the exact formula (7.4) for the denominator in (7.5) is simplest in the other normalization. Hence we need the relation between $p_{n}^{\alpha, \beta}$ and $P_{n}^{\alpha, \beta}$, which is given by $p_{n}^{\alpha, \beta}=l_{n} P_{n}^{\alpha, \beta}$, where

$$
l_{n}=\left(\frac{2 n+\alpha+\beta+1}{2^{\alpha+\beta+1}} \frac{\Gamma(n+1) \Gamma(n+\alpha+\beta+1)}{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}\right)^{1 / 2}
$$

Therefore

$$
\begin{equation*}
\frac{P_{n}^{\alpha, \beta}(x)^{2}}{P_{n}^{\alpha, \beta}(1)^{2}} \leq \frac{1}{l_{n}^{2}} \frac{2 e \Gamma(n+1)^{2} \Gamma(\alpha+1)^{2}\left(2+\sqrt{\alpha^{2}+\beta^{2}}\right)}{\sqrt{1-x^{2}} w(x) \pi \Gamma(n+\alpha+1)^{2}} \tag{8.9}
\end{equation*}
$$

At this point it is perhaps worth noting that, since the spectrum of $K$ lies in $[-1,1]$, any upper bound on its eigenvalues by a number larger than one is vacuous. This implies that for certain regions the identity (7.9) will provide a stronger bound than (8.9). We shall return to this point at the end of the paper.

Substituting $x=-1+\frac{2}{(N-1)^{2}}, \beta=\ell+\frac{1}{2}$, and $\alpha=\frac{3}{2} N-4$ in (8.9) and then multiplying by $\frac{1}{(N-1)^{2 l}}$ yields

$$
\begin{equation*}
\kappa_{n, \ell}(N) \leq \tilde{\kappa}_{n, \ell}(N) \tag{8.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\kappa}_{n, \ell}^{2}(N)=\frac{2 e}{\pi} g_{1}(n, \ell, N) g_{2}(N) g_{3}(n, N) g_{4}(n, \ell, N) \tag{8.11}
\end{equation*}
$$

with

$$
\begin{align*}
g_{1}(n, \ell, N) & =\left(\frac{4+\sqrt{9 N^{2}-48 N+65+4 \ell^{2}+4 \ell}}{3 N+4 n+2 \ell-5}\right) \\
g_{2}(N) & =\left(\frac{(N-1)^{2}}{N(N-2)}\right)^{(3 N-7) / 2} \\
g_{3}(n, N) & =\frac{\Gamma(n+1) \Gamma\left(\frac{3}{2} N-3\right)}{\Gamma\left(n+\frac{3}{2} N-3\right)} \\
g_{4}(n+\ell, N) & =\frac{(N-1)^{2} \Gamma\left(n+\ell+\frac{3}{2}\right) \Gamma\left(\frac{3}{2} N-3\right)}{\Gamma\left(n+\ell+\frac{3}{2} N-\frac{5}{2}\right)} \tag{8.12}
\end{align*}
$$

Our goal now is to extract a reasonably tight upper bound for $\tilde{\kappa}_{n, \ell}(N)$ with as much monotonicity in $n, \ell$, and $N$ as possible. The next lemmas address this goal.

Lemma 8.3. For $\ell \geq 0, N \geq 3$, and $n \geq 0$,

$$
\begin{equation*}
g_{1}(n, \ell, N) \leq\left(\frac{4}{3 N+4 n+2 \ell-5}+1\right) \tag{8.13}
\end{equation*}
$$

where the right-hand side is clearly decreasing in $n, \ell$, and $N$.
Proof. Note that, for $n \geq 0, \ell \geq 0$, and $N \geq 3$,

$$
\begin{equation*}
\frac{\sqrt{9 N^{2}-48 N+65+4 \ell^{2}+4 \ell}}{3 N+4 n+2 \ell-5} \leq 1 \tag{8.14}
\end{equation*}
$$

since then

$$
\begin{align*}
& (3 N+4 n+2 \ell-5)^{2}-\left(9 N^{2}-48 N+65+4 \ell^{2}+4 \ell\right) \\
& \quad=(24 N-40) n+(12 N-24) \ell+16 n^{2}+16 n \ell+18 N-40>0 \tag{8.15}
\end{align*}
$$

Lemma 8.4. For $N \geq 4, g_{2}(N)$ is a decreasing function of $N$.
Proof. Let $h(x)=\left(1-1 / x^{2}\right)^{2-3 x / 2}$, so that $g_{2}(N)=h(N-1)$. By computing the derivative of $\ln (h(x))$, one finds that it is negative for $x \geq 3$.

Lemma 8.5. For $n \geq 0$ and $N \geq 3, g_{3}(n, N)$ is a decreasing function of $n$ and $N$.

Proof. For $n$ a nonzero integer

$$
\begin{equation*}
\frac{\Gamma(n+1) \Gamma\left(\frac{3}{2} N-3\right)}{\Gamma\left(n+\frac{3}{2} N-3\right)}=\frac{n}{n+\frac{3}{2} N-4} \frac{n-1}{n+\frac{3}{2} N-5} \cdots \frac{1}{\frac{3}{2} N-3} \tag{8.16}
\end{equation*}
$$

Since each factor is less than 1 for $N \geq 3$ and is a decreasing function of $N$, the assertion follows.

Lemma 8.6. For $N \geq 3, g_{4}(n+\ell, N)$ is a decreasing function of $n+\ell$, with

$$
\begin{equation*}
\lim _{n+\ell \rightarrow \infty} g_{4}(n+\ell, N)=0 \tag{8.17}
\end{equation*}
$$

Moreover, for $n+\ell \geq \ell^{\star}=3(N-3) / 2$,

$$
\begin{equation*}
g_{4}(n, \ell, N) \leq \frac{(N-1)^{2} \Gamma\left(\frac{3}{2} N-3\right)^{2}}{\Gamma(3 N-7)} \leq f(N) \tag{8.18}
\end{equation*}
$$

where

$$
\begin{equation*}
f(N)=\frac{(N-1)^{2} \sqrt{\pi}\left(\frac{3}{2} N-4\right)}{2^{3 N-8}} \tag{8.19}
\end{equation*}
$$

Finally, for $N \geq 5,(N-1)^{4} f(N)$ is a decreasing function of $N$.
Proof. Since

$$
\begin{equation*}
\frac{\Gamma\left(n+\ell+\frac{5}{2}\right)}{\Gamma\left(n+\ell+\frac{3}{2} N-\frac{3}{2}\right)} \frac{\Gamma\left(n+\ell+\frac{3}{2} N-\frac{5}{2}\right)}{\Gamma\left(n+\ell+\frac{3}{2}\right)}=\frac{\left(n+\ell+\frac{3}{2}\right)}{n+\ell+\frac{3}{2} N-\frac{5}{2}}<1 \tag{8.20}
\end{equation*}
$$

for $N \geq 3$, it follows that, for fixed nonnegative integers $N$,

$$
\begin{equation*}
\frac{\Gamma\left(n+\ell+\frac{3}{2}\right)}{\Gamma\left(n+\ell+\frac{3}{2} N-\frac{5}{2}\right)} \tag{8.21}
\end{equation*}
$$

is a decreasing function of $n+\ell$. Hence, for $n+\ell \geq 3(N-3) / 2$,

$$
\frac{\Gamma\left(n+\ell+\frac{3}{2}\right)}{\Gamma\left(n+\ell+\frac{3}{2} N-\frac{5}{2}\right)} \leq \frac{\Gamma\left(\frac{3}{2} N-3\right)}{\Gamma(3 N-7)}
$$

This together with the definition of $g_{4}$ proves the first inequality in (8.18). Use of the duplication formula for the $\Gamma$ function yields

$$
\frac{\Gamma\left(\frac{3}{2} N-3\right)^{2}}{\Gamma(3 N-7)}=\frac{\sqrt{\pi} \Gamma\left(\frac{3}{2} N-3\right)}{2^{3 N-8} \Gamma\left(\frac{3}{2} N-\frac{7}{2}\right)}=\frac{\sqrt{\pi}\left(\frac{3}{2} N-4\right) \Gamma\left(\frac{3}{2} N-4\right)}{2^{3 N-8} \Gamma\left(\frac{3}{2} N-\frac{7}{2}\right)}<\frac{\sqrt{\pi}\left(\frac{3}{2} N-4\right)}{2^{3 N-8}}
$$

This implies the second inequality in (8.18). A check of the logarithmic derivative of $(N-1)^{4} f(N)$ shows that it is negative for $N \leq 5$.

Now, by combining the results in the last four lemmas, we have, for $N \geq 3$ and $n+\ell \geq \ell^{\star}=3(N-3) / 2$,

$$
\begin{equation*}
\tilde{\kappa}_{n, \ell}^{2}(N) \leq \hat{\kappa}_{n, l}^{2}(N) \leq \kappa^{2}(N) \tag{8.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\kappa}_{n, l}^{2}(N)=\frac{2 e}{\pi}\left(\frac{4}{3 N+4 n+2 \ell-5}+1\right) g_{2}(N) g_{3}(n, N) g_{4}(n, l, N) \tag{8.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa^{2}(N)=\frac{2 e}{\pi}\left(\frac{4}{6 N-14}+1\right) g_{2}(N) f(N) \tag{8.24}
\end{equation*}
$$

where $g_{2}, g_{3}$, and $f$ are given by (8.12) and (8.19).

We are now ready to prove the main theorem of this section.
Proof of Theorem 8.1. First, we take care of large values of $N$. By Lemmas 8.4 and 8.6, $(N-1)^{4} \kappa(N)$ is a decreasing function of $N$ for $N \geq 5$. Direct computation shows that at $N=12$ this quantity is less than one. Hence for $N \geq 12, \kappa(N) \leq(N-1)^{-4}=$ $\kappa_{0,2}^{2}$. For $\ell \geq \ell^{\star}$, so that (8.22) is satisfied, this proves (8.1) for $N \geq 12$. On the other hand, if $2 \leq \ell<\ell^{\star}$, we have this from Lemma 8.2 or (8.7). Thus, in any case, (8.1) is valid for $N \geq 12$.

For $4 \leq N \leq 11$, we again use Lemma 8.2 or (8.7) for $2 \leq \ell<\ell^{*}$ and computation of $\hat{\kappa}_{n, \ell}$. By (8.17), for each such $N$ there is a finite value $k(N)$ so that we need only consider values of $n+\ell<k(N)$. By checking these cases, we obtain (8.1) and (8.2).

We finally turn to $N=3$, which requires the greatest amount of computation. First for $n=0$, we have from (8.7)

$$
\kappa_{0, \ell}(3)=\left(\frac{-1}{2}\right)^{\ell}
$$

so $\kappa_{0,1}(3)=-1 / 2$ and $\left|\kappa_{0, \ell}(3)\right|<1 / 3$ for $\ell \geq 2$.
The exact forms of the eigenvalues are simple enough to be useful for $n=1$ and 2 as well. We have

$$
\kappa_{1, \ell}(N)=\frac{(-1)^{\ell+1}}{3} \frac{[2 \ell N+3(N-1)]}{(N-1)^{\ell+2}}
$$

and

$$
\kappa_{2, \ell}(N)=\frac{(-1)^{\ell}\left(\left(4 \ell^{2}+16 \ell+15\right) N^{3}-\left(8 \ell^{2}+44 \ell+60\right) N^{2}+(49+16 \ell) N-12\right)}{3(3 N-4)(N-1)^{\ell+4}} .
$$

By specializing to $N=3$,

$$
\kappa_{1, \ell}(3)=(-1)^{\ell+1} \frac{\ell+1}{2^{\ell+1}}
$$

so that $\left|\kappa_{1, \ell}(3)\right| \leq 3 / 8$ for $\ell \geq 2$. Likewise, for $N=3$,

$$
\kappa_{2, \ell}(3)=\frac{\ell}{20} \frac{(7+3 \ell)}{2^{\ell}}(-1)^{\ell},
$$

which implies that

$$
\begin{equation*}
\left|\kappa_{2, \ell}(3)\right| \leq\left|\kappa_{22}(3)\right|=\frac{13}{40} \tag{8.25}
\end{equation*}
$$

For higher values of $n$, we estimate $\kappa_{n, \ell}^{2}$ by means of $\hat{\kappa}_{n, \ell}^{2}$. Since $\ell^{\star}=0$ for $N=3$, we may use Lemma 8.6 for all $\ell$, and then by (8.17), for each fixed $n$, there is a maximal value $\ell(n)$ that needs to be considered and a maximum value of $n$ that needs to be considered. Table 1 gives the values of $n, \ell$, and $\hat{\kappa}_{n, \ell}^{2},(3)$ when $\tilde{\kappa}_{n, \ell}^{2}(3)<1 / 4$. The monotonicity of $\kappa_{n, \ell}^{2}(3)$ in $n$ and $l$ shows that $\hat{\kappa}_{n, \ell}^{2}(3) \leq \hat{\kappa}_{n_{0}, \ell_{0}}^{2}(3)$ for $n \geq n_{0}$ and $\ell \geq \ell_{0}$ where ( $n_{0}, \ell_{0}$ ) is chosen from the table. The remaining values can be computed

TABLE 1

| $n$ | $\ell$ | $\hat{\kappa}_{n, \ell}^{2}$ | $n$ | $\ell$ | $\hat{\kappa}_{n, \ell}^{2}$ | $n$ | $\ell$ | $\hat{\kappa}_{n, \ell}^{2}$ | $n$ | $\ell$ | $\hat{\kappa}_{n, \ell}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1253 | 0.10562 | 20 | 210 | 0.10547 | 37 | 90 | 0.10543 | 54 | 34 | 0.10514 |
| 4 | 989 | 0.10562 | 21 | 198 | 0.10559 | 38 | 86 | 0.10531 | 55 | 31 | 0.10538 |
| 5 | 817 | 0.10556 | 22 | 188 | 0.10546 | 39 | 82 | 0.105277 | 56 | 29 | 0.10506 |
| 6 | 694 | 0.10561 | 23 | 178 | 0.10552 | 40 | 78 | 0.10528 | 57 | 26 | 0.10538 |
| 7 | 604 | 0.10555 | 24 | 169 | 0.10549 | 41 | 74 | 0.10537 | 58 | 24 | 0.10511 |
| 8 | 533 | 0.10560 | 25 | 161 | 0.10537 | 42 | 70 | 0.10551 | 59 | 21 | 0.10551 |
| 9 | 477 | 0.10558 | 26 | 153 | 0.10540 | 43 | 67 | 0.10523 | 60 | 19 | 0.10529 |
| 10 | 431 | 0.10558 | 27 | 145 | 0.10558 | 44 | 63 | 0.10552 | 61 | 17 | 0.10509 |
| 11 | 393 | 0.10555 | 28 | 138 | 0.10561 | 45 | 60 | 0.10534 | 62 | 14 | 0.10560 |
| 12 | 360 | 0.10561 | 29 | 132 | 0.10542 | 46 | 57 | 0.10521 | 63 | 12 | 0.10545 |
| 13 | 333 | 0.10548 | 30 | 126 | 0.10534 | 47 | 54 | 0.10512 | 64 | 10 | 0.10534 |
| 14 | 308 | 0.10558 | 31 | 120 | 0.10540 | 48 | 50 | 0.10562 | 65 | 8 | 0.10523 |
| 15 | 287 | 0.10554 | 32 | 114 | 0.10554 | 49 | 48 | 0.10508 | 66 | 6 | 0.10514 |
| 16 | 268 | 0.10556 | 33 | 109 | 0.10543 | 50 | 45 | 0.10512 | 67 | 4 | 0.10509 |
| 17 | 251 | 0.10558 | 34 | 104 | 0.10540 | 51 | 42 | 0.10521 | 68 | 2 | 0.10506 |
| 18 | 236 | 0.10554 | 35 | 99 | 0.10546 | 52 | 39 | 0.10535 | 69 | 0 | 0.10503 |
| 19 | 222 | 0.10560 | 36 | 94 | 0.10562 | 53 | 36 | 0.10552 |  |  |  |

from the exact formula for $\kappa_{n, \ell}(3)$ from (7.1), and the results are all consistent with (8.3).
9. The determination of the spectrum of $\boldsymbol{P}$. For given values of $N, n$, and $\ell$, let $\mu_{n, \ell}(N)$ be the eigenvalue of $P$ corresponding to the eigenvalue $\kappa_{n, \ell}(N)$ of $K$ through Theorem 8.1, where we use (5.7) if $\kappa_{n, \ell}(N)>0$ and use (5.8) if $\kappa_{n, \ell}(N)<0$. (This is the relevant choice, as we are concerned with the largest eigenvalues of $P$.)

By consulting the calculations in (7.10) for $n+\ell=1$, and in (7.12), (7.13), and (7.14) for $n+\ell=2$, and finally the bounds in Theorem 8.1 for $n+\ell>2$, we see that for all $N \geq 3$ the largest eigenvalues of $K$ is $\kappa_{1,1}$, and the least (most negative) is $\kappa_{0,1}=\kappa_{1,0}$. Thus, by turning to Lemma 5.1 and using the positive eigenvalue in (5.7) and the negative one in (5.8), we see that the positive one yields the greater value for each $N$. Thus, the gap eigenvalue of $P, \mu_{N}$, is given by

$$
\begin{equation*}
\mu_{N}=\mu_{1,1}(N)=\frac{3 N-1}{3(N-1)^{2}} \tag{9.1}
\end{equation*}
$$

Use of this result in (3.8) would yield a strictly positive lower bound on $\Delta_{N}$, uniform in $N$, but, as we have said above, it would not yield the exact lower bound. To obtain this, we now carry out the strategy outlined in the introduction.

First, we combine Lemma 5.1 and Theorem 8.1 to produce the information necessary for the application of Lemma 4.1. We must now make a choice of the thresholds $\mu_{N}^{\star}$ that appear in Lemma 4.1. The choice we shall make is based on trial function computations with $Q$ that suggest that the gap eigenfunctions are the ones specified in Theorem 1.1.

Notice that in Theorem 1.1 the formula given for $\Delta_{N}$ is of the form $C \frac{N}{N-1}$ for some constant $C$. This value can be guessed by computing the eigenvalues of $Q$ on the invariant subspace of polynomials of degree 4 or less in the $v_{j}$. If we are to prove this guess correct by using (4.2) of Lemma 4.1, we require a value of $\mu_{N}^{\star}$ such that

$$
\begin{equation*}
\frac{N}{N-1}\left(1-\mu_{N}^{\star}\right) \frac{N-1}{N-2} \geq \frac{N}{N-1} \tag{9.2}
\end{equation*}
$$

at least for $N \geq 4$. (The guess is valid only for $N-1 \geq 3$. For $N-1=2$, there is a different value of $\Delta_{2}$ which has been determined already in section 2.)

The largest value of $\mu_{N}^{\star}$ that will satisfy (9.2) is

$$
\begin{equation*}
\mu_{N}^{\star}=\frac{1}{N-1} \quad \text { for } \quad N \geq 4 \tag{9.3}
\end{equation*}
$$

This turns out to be an eigenvalue of $P$ : Indeed, we have found in (7.11) that $\kappa_{0,2}=$ $1 /(N-1)^{2}$. Furthermore, we have found in (7.10) that $\kappa_{0,1}=\kappa_{1,0}=-1 /(N-1)$. By using the first of these results in (5.7) of Lemma 5.1 and the second in (5.8), we find that

$$
\mu_{0,2}=\mu_{1,0}=\mu_{0,1}=\frac{1}{N-1}
$$

For $N=3$ we need to make a different choice, as the spectrum of $Q$ is quite different for $N=2$ and for $N \geq 3$. The choice that will work is $\mu_{3}^{\star}=\mu_{2,2}(3)$. Since $\kappa_{2,2}(3)=13 / 40$, we have from Lemma 5.1 that $\mu_{2,2}(3)=\frac{1}{3}(1+2(13 / 40))=\frac{11}{20}$. Thus,

$$
\begin{equation*}
\mu_{3}^{\star}=\frac{11}{20} \tag{9.4}
\end{equation*}
$$

Now, to apply Lemma 4.1, we need the eigenspaces of $P$ for the eigenvalues $\mu$ satisfying $1>\mu>\mu_{N}^{\star}$. By Theorem 8.1 and (7.13), for $N=3$ and $N=4$, there is just one such eigenvalue, namely, $\mu_{1,1}(4)$, the gap eigenvalue, and for $N \geq 5$, there are two: $\mu_{1,1}(N)$ and $\mu_{2,0}(N)$.

Let $E_{n, \ell}$ be the eigenspace of $P$ corresponding to the eigenvalue $\mu_{n, \ell}(N)$. For all values of $n$ and $\ell$ with $n+\ell \leq 2$, we have determined the corresponding eigenfunctions of $K$ and thus, through Lemma 5.1, the corresponding eigenfunctions of $P$. Thus, we have the following explicit descriptions of the $E_{n, \ell}$ for $n+\ell \leq 2$.

First, for $n+\ell=1$, the eigenvalues of $K$ are negative, and so by Lemma 5.1, the eigenfunctions are antisymmetric. If we are concerned only with the spectrum of $Q$ on the subspace of symmetric functions (which is all that is of significance for Kac's application to the Boltzmann equation), we can ignore these eigenspaces. However, they turn out to be very simple. The $n=0, \ell=1$ eigenfunctions of $K$ are degree one spherical harmonics, and the $n=1, \ell=0$ eigenfunctions of $K$ are degree one Jacobi polynomials in $|v|^{2}$. Hence

$$
\begin{equation*}
E_{0,1} \quad \text { is spanned by the functions } \quad v_{i}^{\alpha}-v_{j}^{\alpha}, \alpha=1,2,3, \quad \text { and } i<j \tag{9.5}
\end{equation*}
$$

while

$$
\begin{equation*}
E_{1,0} \quad \text { is spanned by the functions } \quad\left|v_{i}\right|^{2}-\left|v_{j}\right|^{2}, i<j \tag{9.6}
\end{equation*}
$$

Next, for $n+\ell=2$, the eigenvalues of $K$ are positive, and so by Lemma 5.1, the eigenfunctions are symmetric. The $n=0, \ell=2$ eigenfunctions of $K$ are degree two spherical harmonics and so have the form

$$
f_{0,2}(v)=\sum_{\alpha, \beta=1}^{3} A_{\alpha, \beta} v^{\alpha} v^{\beta}
$$

for some traceless symmetric $3 \times 3$ matrix $A$. Hence, by Lemma 5.1,

$$
\begin{equation*}
E_{0,2} \quad \text { is spanned by the functions } \sum_{j=1}^{N} f_{0,2}\left(v_{j}\right) \tag{9.7}
\end{equation*}
$$

with $f_{0,2}$ given as above.
For $n=1, \ell=1$, the eigenfunctions of $K$ are the product of a degree one spherical harmonic and a degree one Jacobi polynomial in $|v|^{2}$. When we sum over the particles, the constant term in the Jacobi polynomial drops out due to the momentum constraint, and we see that

$$
\begin{equation*}
E_{1,1} \quad \text { is spanned by the functions } \sum_{j=1}^{N} f_{1,1}\left(v_{j}\right), \tag{9.8}
\end{equation*}
$$

where

$$
f_{1,1}(v)=|v|^{2} v^{\alpha}, \quad \alpha=1,2,3
$$

Finally, for $n=2, \ell=0$, the eigenfunction of $K$ is a degree two Jacobi polynomial in $|v|^{2}$. After summing on the particles, the linear term can be absorbed into the constant by the energy constraint, and so we see that

$$
\begin{equation*}
E_{2,0} \text { is spanned by the function } \sum_{j=1}^{N} f_{2,0}\left(v_{j}\right) \tag{9.9}
\end{equation*}
$$

where

$$
f_{2,0}(v)=|v|^{4}-\int_{B}|v|^{4} \mathrm{~d} \nu_{N}
$$

We close this section with a lemma that we shall need to prove Theorem 1.2. There we shall need to know the next largest eigenvalue of $P$ below $\max _{n+\ell \leq 2} \mu_{n, \ell}(N)$. One might guess that this occurs for some values of $n$ and $\ell$ with $n+\ell=3$, but this is not the case: By (8.3) of Theorem 8.1, and (7.12), we see that for $N=3$ the most negative eigenvalue of $K$ is $-1 / 2$, and by Lemma 5.1 , this corresponds to the eigenvalue $1 / 2$ of $P$. On the other hand, the largest eigenvalue of $K$ apart from $\kappa_{1,1}(3)$ is $\kappa_{2,2}(3)=13 / 40$. This corresponds to the eigenvalue $11 / 20$ of $P$. Since $11 / 20>1 / 2$, we do indeed have

$$
\sup _{n+\ell>2} \mu_{n}, \ell(3)=\mu_{2,2}(3)=\frac{11}{20}
$$

It seems likely, on the basis of computations that we have made, that in fact

$$
\begin{equation*}
\sup _{n+\ell>2} \mu_{n}, \ell(N)=\mu_{2,2}(N) \tag{9.10}
\end{equation*}
$$

for all $N \geq 3$. However, for the proof of Theorem 1.2, all that we require is the following.

Lemma 9.1. For $N=3,4,5,6$, and 7, (9.10) is true.
Proof. Note that the case $N=3$ has already been proved in the remarks above. To deal with the other cases, we proceed essentially as in the proof of Theorem 8.1, using (8.23) to reduce the number of cases to be checked to a finite number and then checking these. We will therefore be brief in our remarks on the remaining cases.

Perhaps the most important point to recall is that (8.23) is valid for $n+\ell \geq$ $3(N-3) / 2$. Since the right-hand side evaluates to zero for $N=3$, we could use it without restriction. For $N=7$, though, $3(N-3) / 2$ evaluates to 6 , and so we may use (8.23) only for $n+\ell \geq 6$. So these cases must be checked by direct computation of the eigenvalues by using 7.1 and then converting these to eigenvalues of $P$ by using Lemma 5.1.

Then, by using (8.23) for $n+\ell>6$, one finds that

$$
\kappa_{n, \ell}^{2}(7)<\kappa_{2,2}^{2}(7)
$$

unless $0 \leq n \leq 6$ and $0 \leq \ell \leq 27$. By computing the rest of the eigenvalues of $P$ in this 6 by 27 rectangle, we find that the stated result is true for $N=7$.

A similar analysis takes care of $N=4, N=5$, and $N=6$.
We shall not need to know the corresponding eigenfunctions in our application of Lemma 9.1, since we will be concerned only with the eigenspaces of eigenvalues lying strictly above $\mu_{2,2}(N)$, and those have been determined already in this section.
10. The spectrum of $Q$ on invariant subspaces containing eigenspaces of $\boldsymbol{P}$. For each $n$ and $\ell$, let $V_{n, \ell}$ be the smallest invariant subspace of $Q$ containing $E_{n, \ell}$. As we shall see, for $n+\ell \leq 2, V_{n, \ell}=E_{n, \ell}$ except for $n=2, \ell=0$, in which case $V_{2,0}$ is two-dimensional, while $E_{1,0}$ is one-dimensional. This is established in the next lemma, which also specifies the spectrum of $Q$ on these invariant subspaces. The eigenvalues of course depend on the particular choice of $b$ in the definition of $Q$, but in a very simple way: The dependence on $b$ is only through the quantities $\left(1-B_{1}\right)$ and $\left(1-B_{2}\right)$, where $B_{j}$ is the $j$ th moment of $b$, as defined in (1.5).

Lemma 10.1. Every nonzero function in $E_{0,1}$ and in $E_{1,0}$ is an eigenfunction of $Q$ with eigenvalue

$$
\begin{equation*}
\lambda_{0,1}^{Q}=\lambda_{1,0}^{Q}=1-\left(1-B_{1}\right) \frac{1}{N-1}, \tag{10.1}
\end{equation*}
$$

so that $V_{0,1}=E_{0,1}$ and $V_{1,0}=E_{1,0}$.
Every nonzero function in $E_{1,1}$ is an eigenfunction of $Q$ with the eigenvalue

$$
\begin{equation*}
\lambda_{1,1}^{Q}=1-\left(1-B_{2}\right) \frac{1}{(N-1)}, \tag{10.2}
\end{equation*}
$$

so that $V_{1,1}=E_{1,1}$.
Furthermore, every nonzero function in $E_{0,2}$ is an eigenfunction of $Q$ with the eigenvalue

$$
\begin{equation*}
\lambda_{0,2}^{Q}=1-\left(1-B_{2}\right) \frac{3}{2(N-1)} \tag{10.3}
\end{equation*}
$$

so that $V_{0,2}=E_{0,2}$.
Finally, while $V_{2,0}$ is larger than $E_{2,0}$, there are only two eigenvalues of $Q$ in $V_{2,0}$. These are

$$
\begin{equation*}
1-\left(1-B_{2}\right)\left(\frac{1}{N(N-1)}\left[(2 N-1) \pm \sqrt{N^{2}-3 N+1}\right]\right) \tag{10.4}
\end{equation*}
$$

For all $N \geq 3$, the largest of these eigenvalues is $\lambda_{1,1}^{Q}$.
Before beginning the proof, we note that, if $(1 / 2) b(x) \mathrm{d} x$ is a Dirac mass at $x=1$, the collisions are all trivial (zero scattering angle), and thus $Q=I$ in this case. But also in this case $\left(1-B_{1}\right)=\left(1-B_{2}\right)=0$, so all of the eigenvalues $\lambda_{n, \ell}^{Q}$ listed above are 1 -as they must be for $Q=I$.

Proof. We begin with the last case, $n=2, \ell=0$, which is the most involved. Consider the function

$$
\begin{equation*}
\phi=\sum_{i=1}^{N}\left|v_{i}\right|^{4} \tag{10.5}
\end{equation*}
$$

and note that $\phi-\int_{X_{N}} \phi \mathrm{~d} \sigma_{N}$ spans $E_{2,0}$, as we have noted above.
One simple way to calculate $Q \phi$ is to take advantage of the permutation symmetry of $Q$ : Define the symmetrization operator $\mathcal{S}$ by

$$
\mathcal{S} f\left(v_{1}, \ldots, v_{N}\right)=\frac{1}{N!} \sum_{\pi} f\left(v_{\pi(1)}, \ldots, v_{\pi(N)}\right)
$$

where the sum runs over all permutations $\pi$ of $\{1, \ldots, N\}$. Then it is easy to see that

$$
\mathcal{S}\left(\left|v_{1}\right|^{4}\right)=\frac{1}{N} \phi
$$

Thus, since $\mathcal{S} Q=Q \mathcal{S}$,

$$
Q \phi=N \mathcal{S} Q\left(\left|v_{1}\right|^{4}\right)
$$

One now directly calculates $Q\left(\left|v_{1}\right|^{4}\right)$ and then symmetrizes. In carrying out the calculation, we make use of the following.

Lemma 10.2. Let $c$ and $d$ be any two vectors in $\mathbb{R}^{3}$, and let $e$ be any unit vector in $\mathbb{R}^{3}$. Then with $B_{1}$ and $B_{2}$ defined as in (1.5), we have the following identities:

$$
\int_{S^{2}}(c \cdot \sigma) b(e \cdot \sigma) \mathrm{d} \sigma=(c \cdot e) B_{1}
$$

and

$$
\int_{S^{2}}(c \cdot \sigma)(d \cdot \sigma) b(e \cdot \sigma) \mathrm{d} \sigma=(c \cdot d) \frac{1-B_{2}}{2}+(e \cdot c)(e \cdot d) \frac{3 B_{2}-1}{2}
$$

Proof. We choose coordinates in which $c$ and $e$ span the $x, z$ plane with

$$
e=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] \quad \text { and } \quad c=\left[\begin{array}{c}
c^{1} \\
0 \\
c^{3}
\end{array}\right]
$$

Then with

$$
\sigma=\left[\begin{array}{c}
\sin \theta \cos \psi \\
\sin \theta \sin \psi \\
\sin \theta
\end{array}\right]
$$

the computations are easily accomplished.

Now to compute $Q \phi$, go back to the definition of $Q$ given in (1.4), and note first of all that with $\eta(\vec{v})=\left|v_{1}\right|^{4}$, unless $i=1$,

$$
\eta\left(R_{i, j, \sigma}(\vec{v})\right)=\eta(\vec{v}) .
$$

Hence

$$
Q \eta(\vec{v})=\left(1-\frac{2}{N}\right) \eta(\vec{v})+\frac{2}{N(N-1)} \sum_{j=2}^{N} \int_{S^{2}} \eta\left(R_{1, j, \sigma}(\vec{v})\right) b\left(\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}\right) \mathrm{d} \sigma .
$$

Then from (1.1),

$$
\begin{align*}
\eta\left(R_{1, j, \sigma}(\vec{v})\right)= & \left|\frac{v_{1}+v_{j}}{2}+\frac{\left|v_{1}-v_{j}\right|}{2} \sigma\right|^{4} \\
= & \frac{1}{8}\left|\left|v_{1}\right|^{2}+\left|v_{j}\right|^{2}+\left|v_{1}-v_{j}\right|\left(v_{1}+v_{j}\right) \cdot \sigma\right|^{2} \\
= & \frac{1}{8}\left(\left(\left|v_{1}\right|^{2}+\left|v_{j}\right|^{2}\right)^{2}+2\left(\left|v_{1}\right|^{2}+\left|v_{j}\right|^{2}\right)\left|v_{1}-v_{j}\right|\left(v_{1}+v_{j}\right) \cdot \sigma\right. \\
& \left.\quad+\left|v_{1}-v_{j}\right|^{2}\left(\left(v_{1}+v_{j}\right) \cdot \sigma\right)^{2}\right) . \tag{10.6}
\end{align*}
$$

Integrating over $S^{2}$ using Lemma 10.2 yields

$$
\begin{align*}
\int_{S^{2}} \eta\left(R_{1, j, \sigma}(\vec{v})\right) b\left(\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}\right) \mathrm{d} \sigma= & \frac{1}{8}\left(\left|v_{1}\right|^{2}+\left|v_{j}\right|^{2}\right)^{2} \\
& +\frac{1}{4}\left(\left|v_{1}\right|^{2}+\left|v_{j}\right|^{2}\right) B_{1}\left(\left|v_{1}\right|^{2}-\left|v_{j}\right|^{2}\right) \\
& +\left|v_{1}-v_{j}\right|^{2}\left|v_{1}+v_{j}\right|^{2} \frac{1-B_{2}}{16} \\
& +\left(\left(v_{1}-v_{j}\right) \cdot\left(v_{1}+v_{j}\right)\right)^{2} \frac{3 B_{2}-1}{16} . \tag{10.7}
\end{align*}
$$

The right-hand side simplifies to

$$
\begin{aligned}
\frac{1}{8}\left(\left|v_{1}\right|^{4}+\left|v_{j}\right|^{4}+2\left|v_{1}\right|^{2}\left|v_{j}\right|^{2}\right) & +\frac{B_{1}}{4}\left(\left|v_{1}\right|^{4}-\left|v_{j}\right|^{4}\right) \\
& +\left(\left|v_{1}\right|^{4}+\left|v_{j}\right|^{4}+2\left|v_{1}\right|^{2}\left|v_{j}\right|^{2}-4\left(v_{1} \cdot v_{j}\right)^{2}\right) \frac{1-B_{2}}{16} \\
.8) \quad & +\left(\left|v_{1}\right|^{4}+\left|v_{j}\right|^{4}-2\left|v_{1}\right|^{2}\left|v_{j}\right|^{2}\right) \frac{3 B_{2}-1}{16} .
\end{aligned}
$$

It is now a simple matter to carry out the sum on $j \geq 2$. By using the identities

$$
\sum_{j=2}^{N}\left|v_{j}\right|^{4}=\phi(\vec{v})-\left|v_{1}\right|^{4} \quad \text { and } \quad \sum_{j=2}^{N}\left|v_{j}\right|^{2}=\phi(\vec{v})-\left|v_{1}\right|^{2}
$$

and the symmetrizing, one finds that

$$
\begin{equation*}
Q \phi=\phi-\frac{1-B_{2}}{N}\left[\frac{N+1}{N-1} \phi+\frac{1}{(N-1)} \psi-\frac{2}{(N-1)}\right], \tag{10.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=\sum_{i \neq j}\left(v_{i} \cdot v_{j}\right)^{2} . \tag{10.10}
\end{equation*}
$$

For $N \geq 4$, the two functions $\phi$ and $\psi$ are linearly independent, although for $N=3$ they are not. In fact for $N=3$, one has the identity

$$
\begin{equation*}
\psi=2 \phi-\frac{1}{2} \tag{10.11}
\end{equation*}
$$

Evidently, for $N \geq 4, \phi-\int_{X_{N}} \phi \mathrm{~d} \sigma_{N}$ is not an eigenfunction of $Q$, so that $E_{0,2}$ is not an eigenspace of $Q$. We are required to compute $Q \psi$.

We again take advantage of the permutation symmetry and note that

$$
\mathcal{S}\left(\left(v_{1} \cdot v_{2}\right)^{2}\right)=\frac{2}{N(N-1)} \psi \quad \text { and } \quad Q \psi=\frac{N(N-1)}{2} \mathcal{S}\left(Q\left(v_{1} \cdot v_{2}\right)^{2}\right)
$$

We carry out the calculation in the same way that we calculated $Q \phi$ and find that

$$
\begin{equation*}
Q \psi=\psi-\frac{1-B_{2}}{N}\left[3 \psi+\frac{(N-3)}{(N-1)} \phi-\frac{1}{N}\right] \tag{10.12}
\end{equation*}
$$

We see that the subspace spanned by $\phi-\int_{X_{N}} \phi \mathrm{~d} \sigma_{N}$ and $\psi-\int_{X_{N}} \phi \mathrm{~d} \sigma_{N}$ is invariant under $Q$. By using (10.12) and (10.9) we easily find that the two eigenvalues of $N(I-Q)$ on the two-dimensional space $V_{2,0}$ are the eigenvalues of

$$
\frac{1-B_{2}}{N-1}\left[\begin{array}{cc}
N+1 & 1 \\
N-3 & 3 N-3
\end{array}\right]
$$

which are

$$
\frac{1-B_{2}}{N-1}\left[(2 N-1) \pm \sqrt{N^{2}-3 N+1}\right]
$$

The minus sign clearly gives the lesser of these and gives the gap for $N(I-Q)$ on $V_{2,0}$. From here, one easily deduces (10.4).

A further, much simpler calculation shows that the three functions

$$
\begin{equation*}
\psi_{1,1}^{\alpha}=\sum_{k=1}^{N}\left|v_{k}\right|^{2} v_{k}^{\alpha} \tag{10.13}
\end{equation*}
$$

where $\alpha$ indexes the components, are also eigenfunctions of $Q$; more precisely,

$$
\begin{equation*}
Q \psi_{1,1}^{\alpha}=\left(1-\frac{1-B_{2}}{N-1}\right) \psi_{1,1}^{\alpha} \tag{10.14}
\end{equation*}
$$

Thus the unique eigenvalue of $A$ on $V_{1,1}$ is

$$
\lambda_{1,1}^{Q}=1-\frac{1-B_{2}}{N-1}
$$

For $E_{0,2}$, a simple computation shows that the functions

$$
\begin{equation*}
\psi_{0,2}^{\alpha, \beta}=\sum_{k} v_{k}^{\alpha} v_{k}^{\beta} \tag{10.15}
\end{equation*}
$$

where $\alpha \neq \beta$ are indices for the components, are also eigenfunctions for $Q$; in fact,

$$
\begin{equation*}
Q \psi_{0,2}^{\alpha, \beta}=\left(1-\frac{3\left(1-B_{2}\right)}{2(N-1)}\right) \psi_{0,2}^{\alpha, \beta} \tag{10.16}
\end{equation*}
$$

Thus, $V_{0,2}=E_{0,2}$, and the unique eigenvalue of $Q$ on this subspace is

$$
\lambda_{0,2}^{Q}=1-\frac{1}{N-1}
$$

Finally, we consider the spectrum on $Q$ on the eigenspaces of $P$ corresponding to $n+\ell=1$. In this case, as noted above, the eigenfunctions are antisymmetric, so that if we are concerned only with the spectrum of $Q$ on the subspace of symmetric functions (which is all that is of significance for Kac's application to the Boltzmann equation), we can ignore these eigenspaces. However, if we define $\eta_{0,1}(\vec{v})=v_{1}-v_{2}$ and $\eta_{1,0}(\vec{v})=\left|v_{1}\right|^{2}-\left|v_{2}\right|^{2}$, we find, as above, that

$$
\begin{align*}
Q \eta_{1,0} & =\left(1-\left(1-B_{1}\right) \frac{1}{N-1}\right) \eta_{1,0} \quad \text { and }  \tag{10.17}\\
Q \eta_{0,1} & =\left(1-\left(1-B_{1}\right) \frac{1}{N-1}\right) \eta_{0,1} . \tag{10.18}
\end{align*}
$$

Now that we have all of our eigenvalues, we need to order them. By a simple comparison, we determine that for all $N$ the largest eigenvalue of $Q$ on our three invariant subspaces with $n+\ell=2$ is $\lambda_{1,1}^{Q}$. This is true for all choices of $b$, since the only dependence on $b$ in these eigenvalues is a common factor of $\left(1-B_{2}\right)$.

It is worth noting, however, that for large $N$

$$
\lambda_{1,1}^{Q}=1-\left(1-B_{2}\right) \frac{1}{N}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \quad \text { and } \quad \lambda_{2,0}^{Q}=1-\left(1-B_{2}\right) \frac{1}{N}+\mathcal{O}\left(\frac{1}{N^{2}}\right)
$$

so that these eigenvalues merge as $N$ tends to infinity. Still, for all finite $N$,

$$
\lambda_{1,1}^{Q}=1-\left(1-B_{2}\right) \frac{1}{N-1}
$$

is strictly larger.
Next, the invariant subspaces of $Q$ with $n+\ell=1$ are also eigenspaces of $Q$ with the eigenvalue

$$
\lambda_{0,1}^{Q}=\lambda_{1,0}^{Q}=1-\left(1-B_{1}\right) \frac{1}{N-1}
$$

In summary, the largest eigenvalue of $Q$ on the invariant subspaces $V_{n, \ell}$ in $L^{2}\left(X_{N}, \mathrm{~d} \sigma_{N}\right)$ with $n+\ell=1,2$ and $N \geq 3$ is either

$$
1-\left(1-B_{2}\right) \frac{1}{N-1} \quad \text { or } \quad 1-\left(1-B_{1}\right) \frac{1}{N-1}
$$

depending on which of these is larger. In particular,

$$
\begin{equation*}
\Delta_{3} \leq \min \left\{\left(1-B_{2}\right),\left(1-B_{1}\right)\right\} \frac{3}{2} \tag{10.19}
\end{equation*}
$$

With the above arguments we have all of the ingredients needed to prove Theorem 1.1.

Proof of Theorem 1.1. First, we wish to apply Lemma 4.1 to estimate $\Delta_{3}$ in terms of $\Delta_{2}$. In (9.4), we have set $\mu_{3}^{\star}=11 / 20$, and with this choice of the threshold, we have seen that there is just one eigenvalue of $P$ between $\mu_{3}^{\star}$ and 1 , namely, the gap
eigenvalue $\mu_{3}=\mu_{1,1}(3)=\mu_{0,1}(3)=\mu_{1,0}(3)$. Thus, from Lemma 4.1 and the eigenvalue computations in Lemma 10.1, either the gap eigenvalue of $Q$ for $N=3$ is

$$
\begin{equation*}
\max \left\{1-\left(1-B_{2}\right) \frac{1}{N-1}, 1-\left(1-B_{1}\right) \frac{1}{N-1}\right\} \tag{10.20}
\end{equation*}
$$

or else

$$
\begin{equation*}
\Delta_{3} \geq \frac{3}{2}\left(1-\frac{11}{20}\right) \Delta_{2}=\frac{27}{40} \Delta_{2} \tag{10.21}
\end{equation*}
$$

If (10.20) does give the gap eigenvalue of $Q$ for $N=3$, then

$$
\begin{equation*}
\Delta_{3}=\min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{3}{2} \tag{10.22}
\end{equation*}
$$

Since, according to Lemma 4.1, at least one of (10.21) and (10.22) is true, the condition

$$
\begin{equation*}
\frac{27}{40} \Delta_{2} \geq \frac{3}{2} \min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \tag{10.23}
\end{equation*}
$$

and (10.19) ensure that (10.22) is true and thus give us the gap eigenvalue for $N=3$. Note that the condition (10.23) is equivalent to the condition (1.6) in Theorem 1.1.

Now we proceed by induction. For any $n \geq 4$, assume that

$$
\begin{equation*}
\Delta_{N-1}=\min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{N-1}{N-2} \tag{10.24}
\end{equation*}
$$

In (9.3) we have set

$$
\mu_{N}^{\star}=\frac{1}{N-1}
$$

for all $N \geq 4$, and we have seen that the only eigenvalues $\mu$ of $P$ with $1>\mu \geq \mu_{N}^{\star}$ are the gap eigenvalue $\mu_{N}=\mu_{1,1}(N)=\mu_{0,1}(N)=\mu_{1,0}(N)$, and for $N>4, \mu_{2,0}(N)$. Thus, by Lemma 4.1 and the eigenvalue computations in Lemma 10.1, either the gap eigenvalue of $Q$ for $N$ is

$$
\begin{equation*}
\max \left\{1-\left(1-B_{2}\right) \frac{1}{N-1}, 1-\left(1-B_{1}\right) \frac{1}{N-1}\right\} \tag{10.25}
\end{equation*}
$$

or else

$$
\begin{equation*}
\Delta_{N}>\frac{N}{N-1}\left(1-\frac{1}{N-1}\right) \Delta_{N-1} \tag{10.26}
\end{equation*}
$$

There is strict inequality in (10.26) since all remaining eigenvalues of $P$ not taken into account in (10.25) are strictly less than $\mu_{N}^{\star}$. By the inductive hypothesis (10.24) yields

$$
\Delta_{N}>\min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{N}{N-1}
$$

This is impossible, as the trial functions leading to (10.25) yield the upper bound

$$
\begin{equation*}
\Delta_{N} \leq \min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{N}{N-1} \tag{10.27}
\end{equation*}
$$

Thus equality holds in (10.27), which completes the proof of the inductive step. Because of the strict inequality in (10.26), the only eigenfunctions with the gap eigenvalue are found in the invariant subspaces considered here, i.e., in the $V_{n, \ell}$ with $0<n+\ell \leq 2$. By the results of Lemma 10.1, this yields the statement in Theorem 1.1 concerning the gap eigenfunctions of $Q$.

Proof of Theorem 1.2. We proceed as in the previous proof except that, for low values of $N$, we shall use a different choice for the threshold $\mu_{N}^{\star}$, namely,

$$
\begin{equation*}
\mu_{N}^{\star}=\mu_{2,2}(N) . \tag{10.28}
\end{equation*}
$$

We know from Lemma 9.1 that for all $N \leq 7$

$$
\mu_{n, \ell}(N) \leq \mu_{2,2}(N) \quad \text { for all } \quad n+\ell>2
$$

Thus, at least for such $N$, the only eigenvalues $\mu$ of $P$ with $\mu>\mu_{N}^{\star}=\mu_{2,2}(N)$ are those with $n+\ell \leq 2$. We have already computed the gap for $Q$ on the invariant subspaces containing these eigenvalues, and we have found that the gap in these subspaces is

$$
\widetilde{\Delta}_{N}=\min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{N}{N-1}
$$

If for any $N_{0} \geq 3$ it turns out that $\widetilde{\Delta}_{N_{0}}=\Delta_{N_{0}}$, the gap on the whole space, then we can switch from that point onwards to the use of $\mu_{N}^{\star}=\mu_{0,2}(N)$ as in the proof of Theorem 1.1 to show that $\widetilde{\Delta}_{N}=\Delta_{N}$ for all $N \geq N_{0}$ and that the eigenfunctions are exactly as claimed for all $N>N_{0}$.

We now show that it is always the case that $\widetilde{\Delta}_{N_{0}}=\Delta_{N_{0}}$ for some $N_{0} \leq 7$. To do this, pick any value $N_{1} \geq 4$, and suppose that for $3 \leq j \leq N_{1}$ we have

$$
\begin{equation*}
\Delta_{j}<\min \left\{\left(1-B_{1}\right),\left(1-B_{2}\right)\right\} \frac{j}{j-1} \tag{10.29}
\end{equation*}
$$

Then by Lemmas 4.1 and 9.1 , by using the value $\mu_{j}^{\star}=\mu_{2,2}(j)$, for $3 \leq j \leq N_{1}$, we have

$$
\Delta_{N_{1}} \geq \frac{N_{1}}{2} \prod_{j=3}^{N_{1}}\left(1-\mu_{2,2}(j)\right) \Delta_{2}
$$

By using the hypothesis $\Delta_{2}=2\left(1-B_{1}\right)$, we have

$$
\Delta_{N_{1}} \geq \frac{N_{1}}{2} \prod_{j=3}^{N_{1}}\left(1-\mu_{2,2}(j)\right) 2\left(1-B_{1}\right)
$$

Of course we can rewrite this as

$$
\begin{align*}
\Delta_{N_{1}} & \geq \frac{N_{1}}{2}\left(\prod_{j=4}^{N_{1}}\left(1-\mu_{0,2}(j)\right)\right)\left(1-\mu_{2,2}(3)\right)\left(\prod_{j=4}^{N_{1}} \frac{\left(1-\mu_{2,2}(j)\right)}{\left(1-\mu_{0,2}(j)\right)}\right) 2\left(1-B_{1}\right) \\
30) & =\frac{N_{1}}{N_{1}-1}\left(\prod_{j=4}^{N_{1}} \frac{\left(1-\mu_{2,2}(j)\right)}{\left(1-\mu_{0,2}(j)\right)}\right) \frac{9}{10}\left(1-B_{1}\right) \tag{10.30}
\end{align*}
$$

since, as in the last proof, $\left(1-\mu_{2,2}(3)\right)=9 / 20$, and

$$
\frac{N_{1}}{2} \prod_{j=4}^{N_{1}}\left(1-\mu_{0,2}(j)\right)=\frac{N_{1}}{N_{1}-1}
$$

Now, by direct computation, we find that

$$
\prod_{j=4}^{7} \frac{\left(1-\mu_{2,2}(j)\right)}{\left(1-\mu_{0,2}(j)\right)}=\frac{558018643}{495720000}>\frac{10}{9}
$$

For $N_{1} \geq 7$, this would lead to

$$
\Delta_{N_{1}}>\frac{N_{1}}{N_{1}-1}\left(1-B_{1}\right)
$$

and this is impossible, since we have a trial function showing that the gap cannot be so large. Hence it must be that (10.29) is false for some $j \leq 7$. By what we have said above, from this point onward, we can proceed as in the proof of Theorem 1.1, and we obtain Theorem 1.2.

While the results presented here cover a very wide range of models, it is possible to come up with choices of $b$ for which $\Delta_{2} \neq 2\left(1-B_{1}\right)$. If one found a need to deal with such an example, one might have to go deeper into the spectrum of $P$. It is very likely that Lemma 9.1 holds for all $N \geq 3$, based on extensive computations. These computations also show that, as $N$ increases, $\mu_{2,1}(N)$ comes very close to $\mu_{2,2}(N)$, so that to get much more leverage one would need to compute all of the eigenvalues of $Q$ on the smallest invariant subspaces of $Q$ that contain both of these eigenspaces of $P$. This could be done by using the methods illustrated above, but the computations would be considerably more involved than the ones we have presented in this section. Thus, having treated a wide range of models, we shall conclude our discussion of $Q$ here. In the brief final section, we discuss a point we raised earlier concerning bounds on Jacobi polynomials.
11. Bounds on Jacobi polynomials. As alluded to in section 8 , the identity (7.9), together with the trivial bound on the $\left|\kappa_{n, \ell}\right| \leq 1$, which comes from the fact that $K$ is a Markov operator, will for certain regions provide a stronger bound than (8.8), the bound of Nevai, Erdelyi, and Magnus. We close this section by showing how (7.9) can be used to obtain better bounds.

To begin, write

$$
\begin{align*}
& b^{2 \beta-1} \frac{\frac{P_{n}^{\alpha, \beta}\left(-1+2 b^{2}\right)}{P_{n}^{\alpha, \beta}(1)}}{\quad \leq \frac{2 e}{\pi} \frac{\Gamma(n+1)}{b\left(1-b^{2}\right)^{\alpha+1 / 2}} \frac{2+\sqrt{\alpha^{2}+\beta^{2}}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\beta+1)}{\Gamma(n+\alpha+\beta+1)} \frac{\Gamma(\alpha+1)^{2}}{\Gamma(n+\alpha+1)}} \text {, }
\end{align*}
$$

where $\beta=l+1 / 2$, with $l$ an integer. In regions where the right-hand side of the above equation becomes larger than one, the simple bound

$$
b^{2 \beta-1} \frac{P_{n}^{\alpha, \beta}\left(-1+2 b^{2}\right)}{P_{n}^{\alpha, \beta}(1)} \leq 1
$$

becomes stronger. In the region $2 n+1<\alpha<\beta$, we find $\frac{2+\sqrt{\alpha^{2}+\beta^{2}}}{2 n+\alpha+\beta+1}>\frac{1}{4}$. This plus Stirling's formula with the remainder yields

$$
\begin{aligned}
& \frac{2 e}{\pi} \frac{\Gamma(n+1)}{b\left(1-b^{2}\right)^{\alpha+1 / 2}} \frac{2+\sqrt{\alpha^{2}+\beta^{2}}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\beta+1)}{\Gamma(n+\alpha+\beta+1)} \frac{\Gamma(\alpha+1)^{2}}{\Gamma(n+\alpha+1)} \\
& >\frac{e^{n}}{\sqrt{2 \pi}} \frac{\Gamma(n+1)}{b\left(1-b^{2}\right)^{\alpha+1 / 2}} \frac{\alpha^{\alpha+1 / 2-n} \beta^{-\alpha}}{\left(1+\frac{\alpha}{\beta}\right)^{n+\alpha+\beta+1}} \frac{\left(1+\frac{1}{\alpha}\right)^{2 \alpha+1}}{\left(1+\frac{n+1}{\alpha}\right)^{n+\alpha+1 / 2}\left(1+\frac{n+1}{\alpha+\beta}\right)^{\beta}} * r \\
& >\frac{e^{n}}{\sqrt{2 \pi}} \frac{\Gamma(n+1)}{b\left(1-b^{2}\right)^{\alpha+1 / 2}} \frac{\alpha^{\alpha+1 / 2-n} \beta^{-\alpha}}{2^{2 n+2 \alpha+2 \beta+3 / 2}} r,
\end{aligned}
$$

where $r=\left(1-\frac{1}{12(n+\alpha+\beta+1)}\right)\left(1-\frac{1}{12(n+\alpha+1)}\right)$ and $n$ is assumed to be fixed. Choosing $b\left(1-b^{2}\right)^{\alpha+1 / 2}$ so that the last inequality is greater than one provides a region where the combination of (7.9) and $\left|\kappa_{n, \ell}\right| \leq 1$ does better than (7.9). It would be interesting to obtain better bounds on $\left|\kappa_{n, \ell}\right|$ by direct analysis of $K$ and to use these to sharpen the argument just made.
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#### Abstract

We consider the orbital stability of single-spike bound states of semiclassical nonlinear Schrödinger equations with critical nonlinearity and a trap potential. Due to the effect of the trap potential, we derive the asymptotic expansion formulas and obtain the necessary conditions for orbital stability and instability of single-spike bound states. Our argument is applied to two-component systems of nonlinear Schrödinger equations with a common trap potential, cubic nonlinearity in two spatial dimensions. The orbital stability of bound states with spikes of these systems is investigated. Our results show the existence of stable spikes in two-dimensional Bose-Einstein condensates.
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1. Introduction. The nonlinear Schrödinger (NLS) equation with a trap potential is central to the understanding of many physical phenomena. For example, it has become a well-known model referred to as the Gross-Pitaevskii equation governing the evolution of Bose-Einstein condensates (BEC) given by

$$
\begin{equation*}
-i \hbar \frac{\partial \psi}{\partial t}=\frac{\hbar^{2}}{2 m} \triangle \psi-V_{t r a p} \psi-\mu|\psi|^{2} \psi \tag{1.1}
\end{equation*}
$$

for $x \in \mathbb{R}^{N}, N \leq 3$, and $t>0$, where $\psi=\psi(x, t) \in \mathbb{C}$ is the wavefunction of BEC and $V_{\text {trap }}=V_{\text {trap }}(x)$ is the trap potential. Also, $\hbar$ is the Planck constant, $m$ is the atom mass, and $\mu \sim 4 \pi \frac{\hbar^{2}}{2 m} a$, where $a$ denotes the s-wave scattering length.

In BEC, spikes may occur when the s-wave scattering length is negative and large. Due to Feshbach resonance, the s-wave scattering length of a single condensate can be tuned over a very large range by adjusting the externally applied magnetic field. As the s-wave scattering length of a single condensate is negative and large enough, the interactions of atoms are strongly attractive and the associated condensate tends to increase its density at the center of the trap potential in order to lower the interaction energy (cf. [28]). Under the effect of trap potentials, spikes of BEC are observable by physical experiments (cf. [10]) so there must be stability to ensure spikes appearing in the condensate wavefunction (cf. [7]). In [24], stable bright solitons (spikes) of BEC can be observed by numerical simulations, provided that the strength of the trap potential exceeds a threshold value. Here we want to develop mathematical theorems to support the existence of stable spikes in BEC.

[^19]To get spikes in BEC, we may assume the s-wave scattering length $a$, i.e., $\mu$ is negative and large. Setting $h^{2}=\hbar^{2} /(2 m \mu), V_{\text {trap }}(x)=\mu^{-1} V(x)$, and suitable time scale, (1.1) with negative and large $\mu$ can be equivalent to a semiclassical NLS given by

$$
\begin{equation*}
-i h \frac{\partial \psi}{\partial t}=h^{2} \triangle \psi-V \psi+|\psi|^{2} \psi, \quad x \in \mathbb{R}^{N}, t>0 \tag{1.2}
\end{equation*}
$$

where $0<h \ll 1$ is a small parameter (semiclassical limit) and $V=V(x)$ is a smooth nonnegative function. We may generalize (1.2) to an NLS equation having the form

$$
\begin{equation*}
-i h \frac{\partial \psi}{\partial t}=h^{2} \triangle \psi-V \psi+|\psi|^{p-1} \psi, \quad x \in \mathbb{R}^{N}, t>0 \tag{1.3}
\end{equation*}
$$

with critical nonlinearity

$$
\begin{equation*}
p=1+\frac{4}{N}, \quad N \geq 1 \tag{1.4}
\end{equation*}
$$

In particular, when $N=2,(1.3)$ is exactly the same as (1.2).
Bound states of (1.3) are of the form $\psi(x, t)=e^{i \lambda t / h} u(x)$, where $\lambda>0$ and $u$ satisfies the following nonlinear elliptic equation:

$$
\begin{equation*}
h^{2} \triangle u-(V+\lambda) u+u^{p}=0, \quad u \in H^{1}\left(\mathbb{R}^{N}\right), \quad u>0 \quad \text { in } \quad \mathbb{R}^{N} \tag{1.5}
\end{equation*}
$$

with zero Dirichlet boundary condition, i.e., $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$.
In the case when $V(x) \equiv 0$, for any $\lambda>0$, problem (1.5) admits a unique radially symmetric ground state, which is stable for any $\lambda>0$ if $p<1+\frac{4}{N}$ and unstable for any $\lambda>0$ if $p \geq 1+\frac{4}{N}$ (see [5], [6], and [36]).

When $V(x) \not \equiv 0$, the existence of single- or multiple-spike solutions of (1.5) was first established by Floer and Weinstein [11] in the one-dimensional case, i.e., $N=1$ and $1<p<5$, and later extended by Oh [25], [26] to the higher-dimensional case, i.e., $N \geq 2$ and $1<p<\frac{N+2}{N-2}$ under the condition that the trap potential $V$ has nondegenerate critical points. When the trap potential $V$ becomes degenerate, there have been many works in recent years. The reader may refer to [1], [3], [17], [8], [9] [19], [29], [30], [32], [33], and the references therein.

The trap potential $V$ may also play a crucial role in the orbital (dynamic) stability of single-spike bound states. As the trap potential $V$ is switched off, it is well known that all bound states of (1.3) with the condition (1.4) are orbitally unstable if the dimension $N=2$ (cf. [37]). To stabilize bound states, one has to turn on the trap potential. However, in general, some nonzero trap potentials may still cause dynamic instability in BEC. For instance, one may find bending-wave instability of vortex ring dynamics under some nonzero trap potentials (cf. [18]). Consequently, to get the dynamic stability of single-spike bound states, we have to choose trap potentials properly. For suitable trap potentials, Oh [26] and Grillakis, Shatah, and Strauss [14] proved that when $N=1$, the single-spike bound state (concentrating at local nondegenerate minimum of the trap potential $V$ ) is stable if $1<p<1+\frac{4}{N}$ and unstable if $p>1+\frac{4}{N}$. Generically, the case of $p=1+\frac{4}{N}$ is left open and referred to as a critical case in the literature. In this paper, we give an affirmative answer for such a case by studying the orbital stability and instability of single-spike bound states when the trap potential $V$ has nondegenerate critical points.

In [25] and [26], a single-spike bound state solution $u_{h}$ of (1.5) can be obtained, provided the trap potential $V$ is of class $(V)_{a}$ and fulfills other conditions. Hereafter,
we set $u_{h}$ as a single-spike bound state constructed in [25] and [26] and satisfying (1.5). Of course, the trap potential $V$ is also of class $(V)_{a}$ and fulfills other conditions in [25] and [26]. Hence $\psi_{h}(x, t)=e^{i \lambda t / h} u_{h}(x)$ may form an orbit of (1.3). From [14], the orbital stability of $\psi_{h}$ 's is defined as follows: For all $\epsilon>0$, there exists $\delta>0$ such that if $\left\|\psi_{0}-u_{h}\right\|_{H^{1}}<\delta$ and $\psi$ is a solution of (1.3) in some interval $\left[0, t_{0}\right)$ with $\left.\psi\right|_{t=0}=\psi_{0}$, then $\psi(t, \cdot)$ can be extended to a solution in $0 \leq t<\infty$ and

$$
\sup _{0<t<\infty} \inf _{s \in \mathbb{R}}\left\|\psi(\cdot, t)-\psi_{h}(\cdot, s)\right\|_{H^{1}}<\epsilon
$$

Otherwise, the orbit $\psi_{h}$ is called orbitally unstable. To check the orbital stability of $\psi_{h}$, we use the linearized operator defined by

$$
\begin{equation*}
L_{h}=h^{2} \triangle-(V+\lambda)+p u_{h}^{p-1}, \quad p=1+\frac{4}{N} . \tag{1.6}
\end{equation*}
$$

Observe that $u_{h}$ may depend on the variable $\lambda$. Moreover, we assume $u_{h}$ to be nondegenerate due to [16]. Let $n\left(L_{h}\right)$ be the number of positive eigenvalues of $L_{h}$ and

$$
\begin{equation*}
d(\lambda)=\int_{\mathbb{R}^{N}}\left[\frac{h^{2}}{2}\left|\nabla u_{h}\right|^{2}+\frac{1}{2}(V+\lambda) u_{h}^{2}-\frac{1}{p+1} u_{h}^{p+1}\right] \tag{1.7}
\end{equation*}
$$

Assume that $d$ is nondegenerate, i.e., $d^{\prime \prime} \neq 0$. Let $p\left(d^{\prime \prime}\right)=1$ if $d^{\prime \prime}>0$ and $p\left(d^{\prime \prime}\right)=0$ if $d^{\prime \prime}<0$. According to the general theory of orbital stability of bound states (cf. [14], $[15]), u_{h}$ is orbitally stable if $n\left(L_{h}\right)=p\left(d^{\prime \prime}\right)$ and orbitally unstable if $n\left(L_{h}\right)-p\left(d^{\prime \prime}\right)$ is odd (see page 309 of [15]).

It is worth noting that if $V \equiv C$ and $p=1+\frac{4}{N}$, then $d^{\prime \prime}(\lambda)=0$, i.e., the function $d$ becomes degenerate, where $C$ is a positive constant. Consequently, we may assume that the trap potential $V$ has nondegenerate critical points in order to derive the asymptotic expansion formulas for the operator $L_{h}$ and the function $d$ as the parameter $h$ goes to zero. These formulas are crucial to obtaining the orbital stability and instability of single-spike bound states as follows.

Theorem 1.1. Let $N$ be a positive integer and $p=1+\frac{4}{N}$. For $0<h<1$, let $u_{h}$ be a bound state of (1.3) concentrated at a nondegenerate critical point $x_{0}$ of the potential $V$ such that $\Delta V\left(x_{0}\right) \neq 0$. Let $m$ denote the number of negative eigenvalues of the matrix $\left(\nabla^{2} V\left(x_{0}\right)\right)$. Suppose the parameter $h$ is sufficiently small. Then $u_{h}$ is orbitally stable if $x_{0}$ is a nondegenerate local minimum point of the potential $V$. Furthermore, $u_{h}$ is orbitally unstable if $m-\frac{1}{2}\left(1+\frac{\Delta V\left(x_{0}\right)}{\left|\Delta V\left(x_{0}\right)\right|}\right)$ is even.

Remark. In [12], Fukuizumi considered the orbital stability of the standing wave solution to (1.3) in the critical case $p=1+\frac{4}{N}$ under the following conditions:

$$
\begin{equation*}
h=1, \quad V(x)=V(|x|), u(x, t)=u(|x|, t) \tag{1.8}
\end{equation*}
$$

He studied the stability of the standing wave solution $e^{i \lambda t} u(x)$ for $\lambda$ large (in the radially symmetric class). After suitable scaling, the standing wave solution satisfies

$$
\begin{equation*}
\epsilon^{2} \Delta u-\left(1+\epsilon^{2} V(|x|)\right) u+u^{p}=0, u>0, \quad \text { where } \epsilon^{2}=\frac{1}{\lambda} \tag{1.9}
\end{equation*}
$$

There is a slightly subtle difference between (1.5) and (1.9). However, the main difference is that we consider the full functional space here. The method of proving Theorem 1.1 can also be applied to obtain a more general result to Fukuizumi's problem for general $V(x)$.

Another motivation of studying (1.3) in the critical case may come from twocomponent systems of NLS equations which describe a double condensate, i.e., a binary mixture of BEC (cf. [28]). To get stable spikes of a double condensate with two spatial dimensions, we study orbitally stable bound states with spikes of a twocomponent system of NLS equations given by

$$
\left\{\begin{array}{l}
-i h \frac{\partial \Phi}{\partial t}=h^{2} \triangle \Phi-V \Phi+|\Phi|^{2} \Phi+\beta|\Psi|^{2} \Phi  \tag{1.10}\\
-i h \frac{\partial \Psi}{\partial t}=h^{2} \triangle \Psi-V \Psi+|\Psi|^{2} \Psi+\beta|\Phi|^{2} \Psi
\end{array}\right.
$$

for $x \in \mathbb{R}^{2}$ and $t>0$, where $V=V(x)$ is a smooth nonnegative function, $\beta \in \mathbb{R}$ is a nonzero constant, and $0<h \ll 1$ is a small parameter. Bound states of (1.10) are of the form $\Phi(x, t)=e^{i \lambda t / h} u(x)$ and $\Psi(x, t)=e^{i \lambda t / h} v(x)$, where $(u, v)$ satisfies the following nonlinear elliptic system:

$$
\begin{cases}h^{2} \triangle u-(V+\lambda) u+u^{3}+\beta u v^{2}=0, & x \in \mathbb{R}^{2}  \tag{1.11}\\ h^{2} \triangle v-(V+\lambda) v+v^{3}+\beta u^{2} v=0, & x \in \mathbb{R}^{2} \\ u(x), v(x)>0, & u, v \in H^{1}\left(\mathbb{R}^{2}\right)\end{cases}
$$

Note that in $\mathbb{R}^{2}$, the nonlinearity $u^{3}, v^{3}$ are a critical nonlinearity by the simple algebra $p=3=1+\frac{4}{N}$ with $N=2$. The system (1.11) admits a bound state solution $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$, where $\beta>-1$ and $u_{h}$ satisfies (1.5). Generically, such a solution may be neither a unique positive solution nor a ground state solution of the system (1.11). Thus the stability problem is nontrivial. Here we want to get the orbital stability of such a solution using suitable trap potentials $V$ 's. To study the orbital stability of such a bound state solution, we set the linearized operator of (1.10) around $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ given by

$$
\begin{equation*}
\mathbb{L}_{h}\binom{\phi}{\psi}=\binom{h^{2} \triangle \phi-(V+\lambda) \phi+\frac{3+\beta}{1+\beta} u_{h}^{2} \phi+\frac{2 \beta}{1+\beta} u_{h}^{2} \psi}{h^{2} \triangle \psi-(V+\lambda) \psi+\frac{3+\beta}{1+\beta} u_{h}^{2} \psi+\frac{2 \beta}{1+\beta} u_{h}^{2} \phi} \tag{1.12}
\end{equation*}
$$

Furthermore, we also need a function defined as follows:

$$
\begin{align*}
d\left(\lambda_{1}, \lambda_{2}\right)= & \int_{\mathbb{R}^{2}} \frac{h^{2}}{2}\left|\nabla u_{h, \lambda_{1}, \lambda_{2}}\right|^{2}+\frac{V(x)+\lambda+\lambda_{1}}{2} u_{h, \lambda_{1}, \lambda_{2}}^{2}-\frac{1}{4} \int_{\mathbb{R}^{2}} u_{h, \lambda_{1}, \lambda_{2}}^{4} \\
& +\int_{\mathbb{R}^{2}} \frac{h^{2}}{2}\left|\nabla v_{h, \lambda_{1}, \lambda_{2}}\right|^{2}+\frac{V(x)+\lambda+\lambda_{2}}{2} v_{h, \lambda_{1}, \lambda_{2}}^{2}-\frac{1}{4} \int_{\mathbb{R}^{2}} v_{h, \lambda_{1}, \lambda_{2}}^{4} \\
& -\frac{\beta}{2} \int_{\mathbb{R}^{2}} u_{h, \lambda_{1}, \lambda_{2}}^{2} v_{h, \lambda_{1}, \lambda_{2}}^{2}, \tag{1.13}
\end{align*}
$$

where $\left(u_{h, \lambda_{1}, \lambda_{2}}, v_{h, \lambda_{1}, \lambda_{2}}\right)$ is the solution of

$$
\begin{cases}h^{2} \triangle u-\left(V+\lambda+\lambda_{1}\right) u+u^{3}+\beta u v^{2}=0 & \text { in } \mathbb{R}^{2}  \tag{1.14}\\ h^{2} \triangle v-\left(V+\lambda+\lambda_{2}\right) v+v^{3}+\beta u^{2} v=0 & \text { in } \mathbb{R}^{2}\end{cases}
$$

such that $\left(u_{h, \lambda_{1}, \lambda_{2}}, v_{h, \lambda_{1}, \lambda_{2}}\right) \rightarrow\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ as $\left|\lambda_{1}\right|+\left|\lambda_{2}\right| \rightarrow 0$.

Suppose the solution $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is nondegenerate, i.e., the operator $\mathbb{L}_{h}$ has no zero eigenvalue. Let $n\left(\mathbb{L}_{h}\right)$ denote the positive eigenvalues of $\mathbb{L}_{h}$, and set $p$ as the number of positive eigenvalues of the Hessian matrix $\left(\nabla^{2} d(0,0)\right)$. From [14] and [15], we know that the solution $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is orbitally stable if $n\left(\mathbb{L}_{h}\right)=p$ and orbitally unstable if $n\left(\mathbb{L}_{h}\right)-p$ is odd. The parameter $\beta$ may affect the orbital stability of the solution $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$. Now we state our result as follows.

Theorem 1.2. For $0<h<1$, let $u_{h}$ be a single-spike solution concentrated at a local minimum point of the function $V$. Suppose the parameter $h$ is sufficiently small. Then $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is an orbitally stable solution to (1.10) if $0<\beta \neq 1$.

Remark. The orbital instability of $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ for $-1<\beta<0$ can also be investigated. However, the condition is quite complicated so we may omit it here. On the other hand, as $\beta=1$, the system (1.11) may have infinitely many solutions with the form $(u, v)=(w, \eta w)$ for $\eta \neq 0$, where $w$ is the solution of $h^{2} \triangle w-(V+$ $\lambda) w+\left(1+\eta^{2}\right) w^{3}=0$ in $\mathbb{R}^{2}$. This may provide a reason to ignore the case $\beta=1$ in Theorem 1.2.

For the existence of other bound states to the system (1.11), the reader may refer to [2], [4], [13], [20], [21], [23], [31], and the references therein. Our result here seems to be the first in studying the orbital stability of (1.11) with a trapping potential.

The argument of Theorem 1.2 is applicable to studying another two-component system of NLS equations having symbiotic bright solitons (cf. [22] and [27]) given by

$$
\left\{\begin{array}{l}
-i h \frac{\partial \Phi}{\partial t}=h^{2} \triangle \Phi-V \Phi-|\Phi|^{2} \Phi+\beta|\Psi|^{2} \Phi  \tag{1.15}\\
-i h \frac{\partial \Psi}{\partial t}=h^{2} \triangle \Psi-V \Psi-|\Psi|^{2} \Psi+\beta|\Phi|^{2} \Psi
\end{array}\right.
$$

for $x \in \mathbb{R}^{2}$ and $t>0$, where $V=V(x)$ is a smooth nonnegative function, $\beta \in \mathbb{R}$ is a nonzero constant, and $0<h \ll 1$ is a small parameter. It is remarkable that the coefficients of the terms $|\Phi|^{2} \Phi$ and $|\Psi|^{2} \Psi$ of the system (1.15) have opposite sign to those of the system (1.10). As for the system (1.11), bound states of (1.15) are of the form $\Phi(x, t)=e^{i \lambda t / h} u(x)$ and $\Psi(x, t)=e^{i \lambda t / h} v(x)$, where $(u, v)$ satisfies the following nonlinear elliptic system:

$$
\begin{cases}h^{2} \triangle u-(V+\lambda) u-u^{3}+\beta u v^{2}=0, & x \in \mathbb{R}^{2}  \tag{1.16}\\ h^{2} \triangle v-(V+\lambda) v-v^{3}+\beta u^{2} v=0, & x \in \mathbb{R}^{2} \\ u(x), v(x)>0, & u, v \in H^{1}\left(\mathbb{R}^{2}\right)\end{cases}
$$

It is easy to check that the system (1.16) has a solution $\left(\frac{1}{\sqrt{\beta-1}} u_{h}, \frac{1}{\sqrt{\beta-1}} u_{h}\right)$ for $\beta>1$. As for Theorem 1.2, we may have the following corollary.

Corollary 1.3. For $0<h<1$, let $u_{h}$ be a single-spike solution concentrated at a local minimum point of the function $V$. Suppose the parameter $h$ is sufficiently small. Then $\left(\frac{1}{\sqrt{\beta-1}} u_{h}, \frac{1}{\sqrt{\beta-1}} u_{h}\right)$ is an orbitally stable solution to (1.15) if $\beta>1$.

The proof of Corollary 1.3 is quite similar to that of Theorem 1.2 so we may neglect the detailed proof here.

The rest of this paper is organized as follows. In section 2, we figure out the properties of $u_{h}$ and the spectrum of the linearized operator $L_{h}$ as the parameter $h$ goes to zero. Then we state the proof of Theorem 1.1 in section 3. Finally, we provide the proof of Theorem 1.2 in section 4.
2. Properties of $\boldsymbol{u}_{\boldsymbol{h}}$. In this section, we study the properties of $u_{h}$, which is a single-spike solution concentrated at a nondegenerate critical point $x_{0}$ of $V(x)$. Let $x_{h}$ be the unique local maximum point of $u_{h}$. So $x_{h} \rightarrow x_{0}$. Let us recall the following results of Grossi [16].

Lemma 2.1 .
(1) $x_{h}=x_{0}+\mathrm{o}(h)$;
(2) $u_{h}$ is unique and nondegenerate, i.e., $L_{h}$ has no zero eigenvalue.

Proof. (1) follows from Lemma 5.4 of [16], while (2) follows from Theorem 1.1 of [16].

We need the following two lemmas. The first one is an asymptotic behavior of $u_{h}$. Lemma 2.2 .

$$
\begin{equation*}
u_{h}\left(x_{h}+h y\right)=\left(V\left(x_{h}\right)+\lambda\right)^{\frac{1}{p-1}} w\left(\sqrt{V\left(x_{h}\right)+\lambda} y\right)+h^{2} \phi_{0}+\mathrm{o}\left(h^{2}\right) \tag{2.1}
\end{equation*}
$$

where $w$ is the unique positive solution of

$$
\begin{equation*}
\Delta w-w+w^{p}=0, w(0)=\max _{y \in \mathbb{R}^{N}} w(y), w>0 \quad \text { in } \mathbb{R}^{N}, w \rightarrow 0 \text { as }|y| \rightarrow+\infty \tag{2.2}
\end{equation*}
$$

$\phi_{0}$ satisfies

$$
\begin{equation*}
\triangle \phi_{0}-\left(V\left(x_{h}\right)+\lambda\right) \phi_{0}+p w_{x_{h}}^{p-1} \phi_{0}-\frac{1}{2} \sum_{i, j} V_{i j}\left(x_{0}\right) y_{i} y_{j} w_{x_{h}}=0 \tag{2.3}
\end{equation*}
$$

with

$$
\begin{equation*}
w_{x_{h}}(y):=\left(V\left(x_{h}\right)+\lambda\right)^{\frac{1}{p-1}} w\left(\sqrt{V\left(x_{h}\right)+\lambda} y\right) \tag{2.4}
\end{equation*}
$$

Proof. Note that for fixed $s, w_{s}(y)$ satisfies

$$
\begin{equation*}
\Delta w_{s}-(V(s)+\lambda) w_{s}+w_{s}^{p}=0 \tag{2.5}
\end{equation*}
$$

Let $\phi_{h}(y)=u_{h}\left(x_{h}+h y\right)-w_{x_{h}}(y)$. Then $\left|\phi_{h}\right| \rightarrow 0$ uniformly and $\phi_{h}$ satisfies

$$
\begin{equation*}
\triangle \phi_{h}-\left(V\left(x_{h}+h y\right)+\lambda\right) \phi_{h}+p w_{x_{h}}^{p-1} \phi_{h}+N\left(\phi_{h}\right)-\left(V\left(x_{h}+h y\right)-V\left(x_{h}\right)\right) w_{x_{h}}=0 \tag{2.6}
\end{equation*}
$$

where $N\left(\phi_{h}\right)=\left(w_{x_{h}}+\phi_{h}\right)^{p}-w_{x_{h}}^{p}-p w_{x_{h}}^{p-1} \phi_{h}$. Note that $\nabla \phi_{h}(0)=0$ and

$$
\begin{align*}
\left(V\left(x_{h}+h y\right)-V\left(x_{h}\right)\right) & =\left(\nabla V\left(x_{h}\right)\right) h y+\frac{1}{2} \sum_{i, j} V_{i j}\left(x_{h}\right) h^{2} y_{i} y_{j}+\mathrm{O}\left(h^{3}|y|^{3}\right) \\
& =\mathrm{o}\left(h^{2}\right)|y|+\frac{1}{2} \sum_{i, j} V_{i j}\left(x_{0}\right) h^{2} y_{i} y_{j}+\mathrm{o}\left(h^{2}|y|^{2}\right) \tag{2.7}
\end{align*}
$$

Here we have used Lemma 2.1(1).
Now we claim that $\left|\phi_{h}\right| \leq c h^{2}$. In fact, suppose not. We may assume that $\left|\phi_{h}\right|_{L^{\infty}} h^{-2} \rightarrow \infty$. Let $\widetilde{\phi}_{h}=\frac{\bar{\phi}_{h}}{\left|\phi_{h}\right|_{L} \infty}$. Then $\widetilde{\phi}_{h}$ satisfies

$$
\begin{equation*}
\triangle \widetilde{\phi}_{h}-(V+\lambda) \widetilde{\phi}_{h}+p w_{x_{h}}^{p-1} \widetilde{\phi}_{h}+\frac{N\left(\phi_{h}\right)}{\left|\phi_{h}\right|_{L^{\infty}}}-\frac{\left(V\left(x_{h}+h y\right)-V\left(x_{h}\right)\right) w_{x_{h}}}{\left|\phi_{h}\right|_{L^{\infty}}}=0 \tag{2.8}
\end{equation*}
$$

Note that by (2.7),

$$
\begin{equation*}
\frac{\left|V\left(x_{h}+h y\right)-V\left(x_{h}\right)\right|\left|w_{x_{h}}\right|}{\left|\phi_{h}\right|_{L^{\infty}}} \leq \frac{h^{2}|y|^{2}\left|w_{x_{h}}\right|}{\left|\phi_{h}\right|_{L^{\infty}}} \leq \mathrm{o}(1)|y|^{2}\left|w_{x_{h}}\right| \tag{2.9}
\end{equation*}
$$

for $|y| \geq 1$. Let $y_{h}$ be the global maximum point of $\widetilde{\phi}_{h}$, i.e., $\tilde{\phi}_{h}\left(y_{h}\right)=\max _{y} \frac{\phi_{h}(y)}{\left|\phi_{h}\right|_{L^{\infty}}}=1$. Then by (2.8) and (2.9) and the maximum principle, we have $\left|y_{h}\right| \leq C$. Here we have used the fact that $V \geq 0$ and $\lambda>0$.

By the usual elliptic regularity theory, we may take a subsequence $\widetilde{\phi}_{h} \rightarrow \bar{\phi}_{0}$, where $\bar{\phi}_{0}$ satisfies

$$
\begin{equation*}
\triangle \bar{\phi}_{0}-\left(V\left(x_{0}\right)+\lambda\right) \bar{\phi}_{0}+p w_{x_{0}}^{p-1} \bar{\phi}_{0}=0, \quad \nabla \bar{\phi}_{0}(0)=0 \tag{2.10}
\end{equation*}
$$

Since $\nabla \bar{\phi}_{0}(0)=0$, we see that $\bar{\phi}_{0}=\sum_{j=1}^{N} c_{j} \frac{\partial w_{x_{0}}}{\partial y_{j}}$, and hence $c_{j}=0$. Consequently, $\bar{\phi}_{0} \equiv 0$. This may contradict the fact that $1=\widetilde{\phi}_{h}\left(y_{h}\right) \rightarrow \bar{\phi}_{0}\left(y_{0}\right)$ for some $y_{0}$. Therefore $\left|\phi_{h}\right| \leq c h^{2}$. Now we let $\phi_{h}=h^{2} \phi_{0}+h^{2} \bar{\phi}_{h}$. Then, as for the previous argument, we may have $\bar{\phi}_{h}=\mathrm{o}(1)$ and complete the proof of Lemma 2.2.

As in Proposition 3.6 of [19], one may get two lemmas, as follows.
Lemma 2.3. For each $s \in \mathbb{R}^{N}$, the map

$$
\begin{equation*}
L_{s} \phi:=\triangle \phi-(V(s)+\lambda) \phi+p w_{s}^{p-1} \phi \tag{2.11}
\end{equation*}
$$

is invertible from $K_{s}^{\perp}$ to $C_{s}^{\perp}$, where

$$
\begin{aligned}
K_{s}^{\perp} & =\left\{\phi \in H^{2}\left(\mathbb{R}^{N}\right) \left\lvert\, \int_{\mathbb{R}^{N}} \phi \frac{\partial w_{s}}{\partial y_{j}}(y) d y=0\right., j=1, \ldots, N\right\} \subset H^{2}\left(\mathbb{R}^{N}\right) \\
C_{s}^{\perp} & =\left\{\phi \in L^{2}\left(\mathbb{R}^{N}\right) \left\lvert\, \int_{\mathbb{R}^{N}} \phi \frac{\partial w_{s}}{\partial y_{j}}(y) d y=0\right., j=1, \ldots, N\right\} \subset L^{2}\left(\mathbb{R}^{N}\right)
\end{aligned}
$$

Lemma 2.4. The map

$$
\begin{equation*}
L_{0} \phi:=\triangle \phi-\left(V\left(x_{0}\right)+\lambda\right) \phi+p w_{x_{0}}^{p-1} \phi \tag{2.12}
\end{equation*}
$$

admits the following eigenvalues:

$$
\lambda_{1}>0, \lambda_{2}=\cdots=\lambda_{N+1}=0, \lambda_{N+2}<0
$$

where the kernel of $L_{0}$ is spanned by $\frac{\partial w_{x_{0}}}{\partial y_{j}}, j=1, \ldots, N$.
Our main result in this section is the following.
Theorem 2.5. The eigenvalue problem

$$
\begin{equation*}
L_{h} \psi_{h}=\lambda_{h} \psi_{h} \tag{2.13}
\end{equation*}
$$

admits eigenvalues

$$
\begin{equation*}
\lambda_{h, 1}>\lambda_{h, 2}>\cdots>\lambda_{h, N+1}>\lambda_{h, N+2} \tag{2.14}
\end{equation*}
$$

satisfying, as $h \rightarrow 0, \lambda_{h, 1} \rightarrow \lambda_{1}>0, \lambda_{h, N+2} \rightarrow \lambda_{N+2}<0$, and

$$
\begin{equation*}
\frac{\lambda_{h, j}}{h^{2}} \rightarrow c_{0} \nu_{j-1}, j=2, \ldots, N+1 \tag{2.15}
\end{equation*}
$$

where $c_{0}$ is a negative constant and $\nu_{j}$ 's are eigenvalues of the Hessian matrix $\left(\nabla^{2} V\left(x_{0}\right)\right)$.
Proof. We follow the proofs given in section 5 of [35]. Assume that $\left\|\psi_{h}\right\|_{L^{2}}=1$. It is easy to see that for eigenvalues $\lambda_{h} \in\left[\frac{1}{2} \lambda_{N+2}, \frac{1}{2} \lambda_{1}\right]$, as $h \downarrow 0, \lambda_{h} \rightarrow \lambda_{j}$ for some $j$, where $\lambda_{j}$ 's are given in Lemma 2.4. Now we focus on the case $\lambda_{h, j} \rightarrow 0$, i.e., $\lambda_{h} \rightarrow 0$ as $h \downarrow 0$. Then the corresponding eigenfunctions can be written as

$$
\begin{equation*}
\psi_{h}\left(x_{h}+h y\right)=\sum_{j=1}^{N} c_{j} \frac{\partial w_{x_{h}}}{\partial y_{j}}(y)+\psi_{h}^{\perp}(y) \tag{2.16}
\end{equation*}
$$

where $\int_{\mathbb{R}^{N}} \frac{\partial w_{x_{h}}}{\partial y_{j}} \psi_{h}^{\perp}(y) d y=0, j=1,2, \ldots, N$. Hence by (2.13) and (2.16), $\psi \frac{\perp}{h}$ may satisfy

$$
\begin{align*}
\triangle \psi_{h}^{\perp} & -\left(V\left(x_{h}+h y\right)+\lambda\right) \psi_{h}^{\perp}+p w_{x_{h}}^{p-1}(y) \psi_{h}^{\perp}+p\left(u_{h}^{p-1}\left(x_{h}+h y\right)-w_{x_{h}}^{p-1}(y)\right) \psi_{h}^{\perp}  \tag{2.17}\\
& +\sum_{j} c_{j} L_{h} \frac{\partial w_{x_{h}}}{\partial y_{j}}=\lambda_{h}\left(\sum_{j} c_{j} \frac{\partial w_{x_{h}}}{\partial y_{j}}+\psi_{h}^{\perp}\right) .
\end{align*}
$$

Using (2.1) and (2.7) of Lemma 2.2, we have

$$
\begin{aligned}
L_{h} \frac{\partial w_{x_{h}}}{\partial y_{j}} & =\triangle\left(\frac{\partial w_{x_{h}}}{\partial y_{j}}\right)-\left(V\left(x_{h}+h y\right)+\lambda\right) \frac{\partial w_{x_{h}}}{\partial y_{j}}+p u_{h}^{p-1}\left(x_{h}+h y\right) \frac{\partial w_{x_{h}}}{\partial y_{j}} \\
& =\left(V\left(x_{h}\right)-V\left(x_{h}+h y\right)\right) \frac{\partial w_{x_{h}}}{\partial y_{j}}+p\left(u_{h}^{p-1}\left(x_{h}+h y\right)-w_{x_{h}}^{p-1}(y)\right) \frac{\partial w_{x_{h}}}{\partial y_{j}} \\
& =O\left(h^{2}\right) .
\end{aligned}
$$

From Lemma 2.3, the map $L_{x_{h}}=\triangle-\left(V\left(x_{h}\right)+\lambda\right)+p w_{x_{h}}^{p-1}$ is invertible in the space $K_{x_{h}}^{\perp}$. Thus by (2.1), (2.7), and (2.18), (2.17) may give

$$
\begin{equation*}
\left\|\psi_{h}^{\perp}\right\|_{H^{2}} \leq c\left(h^{2}+\left|\lambda_{h}\right|\right) \sum_{j}\left|c_{j}\right| . \tag{2.19}
\end{equation*}
$$

Now we set $z_{j}(y)=\frac{\partial w_{x_{h}}}{\partial y_{j}}(y)$ for $j=1, \ldots, N$. Then multiplying (2.17) by $z_{k}$ and integrating over $\mathbb{R}^{N}$, it is obvious that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(L_{h} \psi_{h}^{\perp}\right) z_{k} d y+\sum_{j} c_{j} \int_{\mathbb{R}^{N}}\left(L_{h} \frac{\partial w_{x_{h}}}{\partial y_{j}}\right) z_{k} d y=\lambda_{h}\left(\sum_{j} c_{j} \int_{\mathbb{R}^{N}} z_{j} z_{k}\right) d y \tag{2.20}
\end{equation*}
$$

Here we have used the fact that $\psi_{h}^{\perp} \in K_{x_{h}}^{\perp}$. Using (2.18), (2.19), $\lambda_{h}=\mathrm{o}(1)$, and integration by parts, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(L_{h} \psi_{h}^{\perp}\right) z_{k}=\int_{\mathbb{R}^{N}} \psi_{h}^{\perp} L_{h} z_{k}=\mathrm{o}\left(h^{2}\right) \tag{2.21}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{\mathbb{R}^{N}}\left(L_{h} z_{j}\right) z_{k} & =\int_{\mathbb{R}^{N}}\left(V\left(x_{h}\right)-V\left(x_{h}+h y\right)\right) z_{j} z_{k}+p \int_{\mathbb{R}^{N}}\left(u_{h}^{p-1}-w_{x_{h}}^{p-1}\right) z_{j} z_{k} \\
22) & :=I_{1}+I_{2}, \tag{2.22}
\end{align*}
$$

where

$$
\begin{align*}
I_{1} & =\int_{\mathbb{R}^{N}}\left(V\left(x_{h}\right)-V\left(x_{h}+h y\right)\right) z_{j} z_{k} \\
& =\mathrm{o}\left(h^{2}\right)-\frac{h^{2}}{2} \sum_{l, m} V_{l m}\left(x_{h}\right) \int_{\mathbb{R}^{N}} y_{l} y_{m} z_{j} z_{k} \\
& =-\frac{h^{2}}{2} V_{j k}\left(x_{h}\right) \int_{\mathbb{R}^{N}} y_{j} z_{j} y_{k} z_{k} . \tag{2.23}
\end{align*}
$$

Here we have used (2.7) to get (2.23). For $I_{2}$, we use Lemma 2.2:

$$
\begin{align*}
I_{2} & =p(p-1) h^{2} \int_{\mathbb{R}^{N}} \phi_{0} w_{x_{h}}^{p-2} z_{j} z_{k}+\mathrm{o}\left(h^{2}\right) \\
& =-h^{2} \int_{\mathbb{R}^{N}} L_{0}\left(\frac{\partial^{2} w}{\partial y_{j} \partial y_{k}}\right) \phi_{0}+\mathrm{o}\left(h^{2}\right) \\
& =-h^{2} \int_{\mathbb{R}^{N}}\left(L_{0} \phi_{0}\right) \frac{\partial^{2} w}{\partial y_{j} \partial y_{k}}+\mathrm{o}\left(h^{2}\right) \\
& =-\frac{h^{2}}{2} \sum_{l, m} V_{l m}\left(x_{h}\right) \int_{\mathbb{R}^{N}} y_{l} y_{m} w_{x_{h}} \frac{\partial^{2} w}{\partial y_{j} \partial y_{k}}+\mathrm{o}\left(h^{2}\right) \\
& =\frac{h^{2}}{2} \sum_{l, m} V_{l m}\left(x_{h}\right) \int_{\mathbb{R}^{N}} \frac{\partial}{\partial y_{j}}\left(y_{l} y_{m} w_{x_{h}}\right) z_{k}+\mathrm{o}\left(h^{2}\right) \\
& =\frac{h^{2}}{2} V_{j k}\left(x_{h}\right) \int_{\mathbb{R}^{N}} y_{j} y_{k} z_{j} z_{k}-\frac{h^{2}}{2} V_{j k}\left(x_{h}\right) \int_{\mathbb{R}^{N}} w_{x_{h}}^{2}+\mathrm{o}\left(h^{2}\right) . \tag{2.24}
\end{align*}
$$

Here we have used the following identity:

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{\partial}{\partial y_{j}}\left(y_{l} y_{m} w_{x_{h}}\right) z_{k}= & \int_{\mathbb{R}^{N}} \delta_{j l} y_{m} w_{x_{h}} z_{k}+\int_{\mathbb{R}^{N}} \delta_{j m} y_{l} w_{x_{h}} z_{k}+\int_{\mathbb{R}^{N}} y_{l} y_{m} z_{j} z_{k} \\
= & \frac{1}{2} \int_{\mathbb{R}^{N}} \delta_{j l} y_{m} \frac{\partial}{\partial y_{k}}\left(w_{x_{h}}^{2}\right) \\
& +\frac{1}{2} \int_{\mathbb{R}^{N}} \delta_{j m} y_{l} \frac{\partial}{\partial y_{k}}\left(w_{x_{h}}^{2}\right)+\int_{\mathbb{R}^{N}} y_{l} y_{m} z_{j} z_{k} \\
= & -\left(\delta_{j l} \delta_{k m}+\delta_{j m} \delta_{l k}\right) \frac{1}{2} \int_{\mathbb{R}^{N}} w_{x_{h}}^{2}+\int_{\mathbb{R}^{N}} y_{l} y_{m} z_{j} z_{k} .
\end{aligned}
$$

Combining (2.23) and (2.24), we have

$$
\begin{equation*}
I_{1}+I_{2}=-\frac{h^{2}}{2} V_{j k}\left(x_{h}\right) \int_{\mathbb{R}^{N}} w_{x_{0}}^{2}+\mathrm{o}\left(h^{2}\right) \tag{2.25}
\end{equation*}
$$

Substituting (2.21) and (2.25) into (2.20), we may obtain $\lambda_{j} / h^{2} \rightarrow c_{0} \nu_{j}$ for $j=$ $1, \ldots, N$, where $c_{0}=-\frac{\int_{\mathbb{R}^{N}} w_{x_{0}}^{2} d y}{\int_{\mathbb{R}^{N} N} z_{j}^{2} d y}$ is a negative constant. The rest of the proof follows from a perturbation result, similar to pages 1473-1474 of [35]. We may omit the details here.

From Theorem 2.5, we may deduce the following.
THEOREM 2.6. $u_{h}$ is smooth in $\lambda$. Moreover, let $R_{h}=\frac{\partial u_{h}}{\partial \lambda}$. Then $R_{h}$ satisfies

$$
\begin{equation*}
L_{h} R_{h}-u_{h}=0 \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{h}=\sum_{j=1}^{N} c_{j}^{h} z_{j}+R_{0}+\mathrm{o}(1) \tag{2.27}
\end{equation*}
$$

where $R_{0}=\frac{\partial}{\partial \lambda} w_{x_{h}}=\left(V\left(x_{h}\right)+\lambda\right)^{-1}\left(\frac{1}{p-1} w_{x_{h}}+\frac{1}{2} y \cdot \nabla w_{x_{h}}\right)$ and $\left|c_{j}^{h}\right|=\mathrm{O}(1)$ for $j=1, \ldots, N$.

Proof. Since $u_{h}$ is unique and $L_{h}$ is invertible, it is easy to see that $u_{h}$ is smooth in $\lambda$ and $R_{h}$ satisfies (2.26). Now we decompose $R_{h}$ as

$$
R_{h}=\sum_{j=1}^{N} c_{j}^{h} z_{j}+R_{0}+\bar{R}_{h}
$$

where $\int_{\mathbb{R}^{N}} z_{j} \bar{R}_{h}=0, j=1, \ldots, N$. Then $\bar{R}_{h}$ satisfies

$$
\begin{equation*}
L_{h} \bar{R}_{h}-u_{h}+L_{h} R_{0}+\sum_{j=1}^{N} c_{j}^{h} L_{h} z_{j}=0 \tag{2.28}
\end{equation*}
$$

As for the proof of Theorem 2.5, we have

$$
\begin{equation*}
\left\|\bar{R}_{h}\right\|_{H^{2}} \leq c\left(\left|c_{j}^{h}\right| h^{2}+\left\|L_{h} R_{0}-u_{h}\right\|_{L^{2}}\right) \tag{2.29}
\end{equation*}
$$

From (2.4) and (2.5), it is easy to check that $R_{0}=\frac{\partial}{\partial \lambda} w_{x_{h}}=\left(V\left(x_{h}\right)+\lambda\right)^{-1}\left(\frac{1}{p-1} w_{x_{h}}+\right.$ $\frac{1}{2} y \cdot \nabla w_{x_{h}}$ ) and $L_{x_{h}} R_{0}=w_{x_{h}}$ by differentiating (2.5) with respect to $\lambda$. Hence $L_{h} R_{0}-u_{h}=p\left(u_{h}^{p-1}\left(x_{h}+h y\right)-w_{x_{h}}^{p-1}(y)\right) R_{0}-\left(V\left(x_{h}+h y\right)-V\left(x_{h}\right)\right) R_{0}+w_{x_{h}}-u_{h}$.
Consequently, by Lemma 2.2 and (2.7), we obtain

$$
\begin{equation*}
\left\|L_{h} R_{0}-u_{h}\right\|_{L^{2}}=\mathrm{O}\left(h^{2}\right) \tag{2.30}
\end{equation*}
$$

and then by (2.29),

$$
\begin{equation*}
\left\|\bar{R}_{h}\right\|_{H^{2}}=\left(1+\left|c_{j}^{h}\right|\right) \mathrm{O}\left(h^{2}\right) \tag{2.31}
\end{equation*}
$$

To estimate $c_{j}^{h}$,s, we may multiply $(2.28)$ by $z_{k}$ and integrate over $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
\sum_{j=1}^{N} c_{j}^{h} \int_{\mathbb{R}^{N}}\left(L_{h} z_{j}\right) z_{k}+\int_{\mathbb{R}^{N}}\left(L_{h} R_{0}-u_{h}\right) z_{k}+\int_{\mathbb{R}^{N}}\left(L_{h} \bar{R}_{h}\right) z_{k}=0 \tag{2.32}
\end{equation*}
$$

Hence by (2.22) and (2.25), (2.32) may imply

$$
\begin{equation*}
\left|c_{j}^{h}\right| \leq \frac{C}{h^{2}}\left(\left|\int_{\mathbb{R}^{N}}\left(L_{h} R_{0}-u_{h}\right) z_{k}\right|+\left|\int_{\mathbb{R}^{N}}\left(L_{h} \bar{R}_{h}\right) z_{k}\right|\right) \tag{2.33}
\end{equation*}
$$

Using integration by parts and (2.18), we have

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(L_{h} \bar{R}_{h}\right) z_{k}=\int_{\mathbb{R}^{N}}\left(L_{h} z_{k}\right) \bar{R}_{h}=\left\|\bar{R}_{h}\right\|_{L^{2}} \mathrm{O}\left(h^{2}\right) \tag{2.34}
\end{equation*}
$$

Therefore by $(2.30),(2.31),(2.33)$, and (2.34), we may obtain $\left|c_{j}^{h}\right|=\mathrm{O}(1)$ and complete the proof.
3. Proof of Theorem 1.1. Let $p=1+\frac{4}{N}$. By Theorem $2.5, L_{h}$ has $m+1$ positive eigenvalues and no zero eigenvalue, where $m$ is the number of negative eigenvalues of the matrix $\left(\nabla^{2} V\left(x_{0}\right)\right)$. Let us now compute $d^{\prime \prime}(\lambda)$.

From (1.7), it is easy to get

$$
d^{\prime}(\lambda)=\frac{1}{2} \int_{\mathbb{R}^{N}} u_{h}^{2}
$$

and hence

$$
d^{\prime \prime}(\lambda)=\int_{\mathbb{R}^{N}} \frac{\partial u_{h}}{\partial \lambda} u_{h}=\int_{\mathbb{R}^{N}} R_{h} u_{h}
$$

By direct computations,

$$
\begin{equation*}
L_{h}\left(\frac{1}{p-1} u_{h}+\frac{1}{2} h y \cdot \nabla u_{h}\right)=\frac{1}{2} h y \cdot \nabla V\left(x_{h}+h y\right) u_{h}+\left(V\left(x_{h}+h y\right)+\lambda\right) u_{h} \tag{3.1}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
\left(V\left(x_{h}\right)+\lambda\right) \int_{\mathbb{R}^{N}} R_{h} u_{h}= & \int_{\mathbb{R}^{N}} R_{h}\left(V\left(x_{h}\right)-V\left(x_{h}+h y\right)\right) u_{h} \\
& +\int_{\mathbb{R}^{N}} R_{h}\left(V\left(x_{h}+h y\right)+\lambda\right) u_{h} \\
= & \int_{\mathbb{R}^{N}} R_{h}\left(V\left(x_{h}\right)-V\left(x_{h}+h y\right)-\frac{1}{2} h y \cdot \nabla V\left(x_{h}+h y\right)\right) u_{h} \\
& +\int_{\mathbb{R}^{N}} R_{h} L_{h}\left(\frac{1}{p-1} u_{h}+\frac{1}{2} h y \cdot \nabla u_{h}\right)
\end{aligned}
$$

Using integration by parts and (2.26), we may obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} R_{h} L_{h}\left(\frac{1}{p-1} u_{h}+\frac{1}{2} h y \cdot \nabla u_{h}\right) & =\int_{\mathbb{R}^{N}}\left(L_{h} R_{h}\right)\left(\frac{1}{p-1} u_{h}+\frac{1}{2} h y \cdot \nabla u_{h}\right) \\
& =\int_{\mathbb{R}^{N}} u_{h}\left(\frac{1}{p-1} u_{h}+\frac{1}{2} h y \cdot \nabla u_{h}\right) \\
& =\left(\frac{1}{p-1}-\frac{N}{4}\right) \int_{\mathbb{R}^{N}} u_{h}^{2}=0
\end{aligned}
$$

since $p=1+\frac{4}{N}$. So by $(2.7),(3.2),(3.3)$, Lemma 2.2, and Theorem 2.6, we have

$$
\begin{align*}
d^{\prime \prime}(\lambda) & =\frac{1}{V\left(x_{h}\right)+\lambda} \int_{\mathbb{R}^{N}} R_{h}\left(V\left(x_{h}\right)-V\left(x_{h}+h y\right)-\frac{1}{2} h y \cdot \nabla V\left(x_{h}+h y\right)\right) u_{h} \\
& =\frac{h^{2}}{V\left(x_{h}\right)+\lambda} \int_{\mathbb{R}^{N}} R_{h}\left[\sum_{i, j}-V_{i j}\left(x_{h}\right) y_{i} y_{j}\right] u_{h}+\mathrm{o}\left(h^{2}\right) \\
& =\frac{h^{2}}{V\left(x_{h}\right)+\lambda} \int_{\mathbb{R}^{N}}\left(\sum_{l} c_{l}^{h} z_{l}+R_{0}+\mathrm{o}(1)\right)\left(\sum_{i, j}-V_{i j}\left(x_{h}\right) y_{i} y_{j}\right) \\
& \left.=-\frac{h^{2}}{V\left(x_{h}\right)+\lambda} \sum_{i} V_{i i}\left(x_{h}\right) \int_{\mathbb{R}^{N}} R_{0} y_{i}^{2} w_{x_{h}}+\mathrm{o}\left(h^{2}\right)\right)+\mathrm{o}\left(h^{2}\right) \\
& =-\frac{h^{2}}{\left(V\left(x_{h}\right)+\lambda\right)^{2}} \sum_{i} V_{i i}\left(x_{h}\right) \int_{\mathbb{R}^{N}}\left(\frac{1}{p-1} w_{x_{h}}+\frac{1}{2} y \cdot \nabla w_{x_{h}}\right) y_{i}^{2} w_{x_{h}}+\mathrm{o}\left(h^{2}\right) \\
& =-\frac{h^{2}}{\left(V\left(x_{h}\right)+\lambda\right)^{2}}\left(\frac{1}{p-1}-\frac{N+2}{4}\right) \sum_{i} V_{i i}\left(x_{h}\right) \int_{\mathbb{R}^{N}} y_{i}^{2} w_{x_{h}}^{2}+\mathrm{o}\left(h^{2}\right) \\
3.4) & =\frac{h^{2}}{2\left(V\left(x_{0}\right)+\lambda\right)^{2}} \Delta V\left(x_{0}\right) \int_{\mathbb{R}^{N}} y_{i}^{2} w_{x_{0}}^{2}+\mathrm{o}\left(h^{2}\right)\left(\text { because } p=1+\frac{4}{N}\right)
\end{align*}
$$

If $x_{0}$ is a local minimum point, then $m=0$ and $n\left(L_{h}\right)=1$. Since the Hessian matrix $\left(\nabla^{2} V\left(x_{0}\right)\right)$ is positive definite, then

$$
\begin{equation*}
d^{\prime \prime}(\lambda)>0, \quad p\left(d^{\prime \prime}(\lambda)\right)=1 \tag{3.5}
\end{equation*}
$$

which implies that $u_{h}$ is orbitally unstable by the orbital stability criteria of [14] and [15].

If $x_{0}$ is not a local minimum, then $m \geq 1$ and $n\left(L_{h}\right) \geq 2$. In this case, by the formula (3.4), $p\left(d^{\prime \prime}(\lambda)\right)=\frac{1}{2}\left(1+\frac{\Delta V\left(x_{0}\right)}{\left|\Delta V\left(x_{0}\right)\right|}\right)$. By the instability criteria of [15], we conclude that $u_{h}$ is orbitally unstable if $m-\frac{1}{2}\left(1+\frac{\Delta V\left(x_{0}\right)}{\left|\Delta V\left(x_{0}\right)\right|}\right)$ is even. This completes the proof of Theorem 1.1.
4. Proof of Theorem 1.2. Let $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ be a solution of (1.11). The linearized operator of (1.10) around $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is

$$
\begin{equation*}
\mathbb{L}_{h}\binom{\phi}{\psi}=\binom{h^{2} \triangle \phi-(V(x)+\lambda) \phi+\frac{3+\beta}{1+\beta} u_{h}^{2} \phi+\frac{2 \beta}{1+\beta} u_{h}^{2} \psi}{h^{2} \triangle \psi-(V(x)+\lambda) \psi+\frac{3+\beta}{1+\beta} u_{h}^{2} \psi+\frac{2 \beta}{1+\beta} u_{h}^{2} \phi} \tag{4.1}
\end{equation*}
$$

We first define a sequence of numbers $\beta_{j} \in(-1,0)$. By Lemma 4.2 of [34], the eigenvalue problem

$$
\begin{equation*}
\Delta \psi-\left(V\left(x_{0}\right)+\lambda\right) \psi+\mu w_{x_{0}}^{2} \psi=0 \tag{4.2}
\end{equation*}
$$

admits eigenvalues

$$
\begin{equation*}
\mu_{1}=1, \mu_{2}=\cdots=\mu_{N+1}=3, \mu_{N+2}>3 \tag{4.3}
\end{equation*}
$$

We then define $\beta_{j}$ by

$$
\begin{equation*}
\beta_{j}=\frac{3-\mu_{j}}{1+\mu_{j}}, \quad j=1,2, \ldots \tag{4.4}
\end{equation*}
$$

The following lemma shows the nondegeneracy of $\mathbb{L}$.
Lemma 4.1. $\mathbb{L}_{h}$ has no zero eigenvalue if $\beta \neq \beta_{j}, j=1,2, \ldots$.
Proof. Let $\mathbb{L}_{h}\binom{\phi}{\psi}=\binom{0}{0}$. Then by an orthonormal transformation it is equivalent to

$$
\begin{align*}
& L_{h, 1} \widetilde{\phi}=0  \tag{4.5}\\
& L_{h, 2} \widetilde{\psi}=0 \tag{4.6}
\end{align*}
$$

where $L_{h, 1}=L_{h}, L_{h, 2}=h^{2} \triangle-\left(V\left(x_{h}+h y\right)+\lambda\right)+\frac{3-\beta}{1+\beta} u_{h}^{2}$. By Theorem 2.5, we may conclude that $\widetilde{\phi}=0$. It remains to consider (4.6). As $h \rightarrow 0$, (4.6) may tend to the limiting equation given by

$$
\begin{equation*}
\triangle \psi-\left(V\left(x_{0}\right)+\lambda\right) \psi+\frac{3-\beta}{1+\beta} w_{x_{0}}^{2} \psi=0 \tag{4.7}
\end{equation*}
$$

Since $\beta \neq \beta_{j}$, i.e., $\frac{3-\beta}{\underset{\sim}{1+\beta}} \neq \mu_{j}$, then by Lemma 4.2 of [34], (4.7) has only a trivial solution. Therefore, $\widetilde{\psi}=0$ and we may complete the proof. $\quad \square$

The next lemma computes the Morse index of $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$. Here the Morse index is defined to be the number of positive eigenvalues of $\mathbb{L}_{h}$, which is just $n\left(\mathbb{L}_{h}\right)$.

Lemma 4.2. If $-1<\beta<0$ and $\beta \notin\left\{\beta_{2}, \ldots, \beta_{j}, \ldots\right\}$, then the Morse index of $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is at least $N+2$. If $0<\beta<1$, then the Morse index of $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is two. If $\beta>1$, then the Morse index of $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is one.

Proof. The eigenvalue problem $\mathbb{L}_{h}\binom{\phi}{\psi}=\bar{\lambda}\binom{\phi}{\psi}$ can be decomposed to

$$
\begin{align*}
L_{h, 1} \widetilde{\phi} & =\bar{\lambda} \widetilde{\phi}  \tag{4.8}\\
L_{h, 2} \widetilde{\psi} & =\bar{\lambda} \widetilde{\psi} \tag{4.9}
\end{align*}
$$

By Theorem 2.5, $L_{h, 1}$ has only one positive eigenvalue. It remains to consider the spectrum of $L_{h, 2}$. If $\beta<0$, then the eigenvalue problem

$$
\begin{equation*}
\Delta \psi-\left(V\left(x_{0}\right)+\lambda\right) \psi+\frac{3-\beta}{1+\beta} w_{x_{0}}^{2} \psi=\bar{\lambda} \psi \tag{4.10}
\end{equation*}
$$

has at least $N+1$ positive eigenvalues. We may define a space of functions by

$$
\mathbf{V}=\operatorname{span}\left\{w_{x_{0}}, \frac{\partial w_{x_{0}}}{\partial y_{j}}, j=1, \ldots, N,\right\}
$$

Since $-1<\beta<0$, we have $\frac{3-\beta}{1+\beta}>3$. Hence

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left[\left.\nabla \phi\right|^{2}+\left(V\left(x_{0}\right)+\lambda\right) \phi^{2}-\frac{3-\beta}{1+\beta} w_{x_{0}}^{2} \phi^{2}\right]<0 \quad \forall \phi \in \mathbf{V} \tag{4.11}
\end{equation*}
$$

Thus by the variational characterization of the eigenvalues of (4.10), we see that $\lambda_{N+1}>0$. Moreover, by the perturbation argument, (4.9) has at least $N+1$ positive eigenvalues.

So when $\beta<0, \mathbb{L}_{h}$ has at least $N+2$ positive eigenvalues.
When $0<\beta<1,1<\frac{3-\beta}{1+\beta}<3$, (4.10) has only one positive eigenvalue. So the Morse index is two.

When $\beta>1$, (4.10) has no positive eigenvalue. So the Morse index is one.
Since $\mathbb{L}_{h}$ is invertible, $\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)$ is nondegenerate. Thus the system

$$
\begin{cases}h^{2} \triangle u-\left(V(x)+\lambda+\lambda_{1}\right) u+u^{3}+\beta u v^{2}=0 & \text { in } \mathbb{R}^{N}  \tag{4.12}\\ h^{2} \triangle v-\left(V(x)+\lambda+\lambda_{2}\right) v+v^{3}+\beta u^{2} v=0 & \text { in } \mathbb{R}^{N}\end{cases}
$$

has a solution $\left(u_{h, \lambda_{1}, \lambda_{2}}, v_{h, \lambda_{1}, \lambda_{2}}\right)$ satisfying

$$
\begin{equation*}
\left(u_{h, \lambda_{1}, \lambda_{2}}, v_{h, \lambda_{1}, \lambda_{2}}\right)=\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} u_{h}\right)+\mathrm{O}\left(\left(\left|\lambda_{1}\right|+\left|\lambda_{2}\right|\right) h^{-2}\right) \tag{4.13}
\end{equation*}
$$

as $\left|\lambda_{1}\right|+\left|\lambda_{2}\right| \ll 1$.
Let us define

$$
\begin{aligned}
d\left(\lambda_{1}, \lambda_{2}\right)= & \int_{\mathbb{R}^{N}} \frac{h^{2}}{2}\left|\nabla u_{h, \lambda_{1}, \lambda_{2}}\right|^{2}+\frac{V(x)+\lambda+\lambda_{1}}{2} u_{h, \lambda_{1}, \lambda_{2}}^{2}-\frac{1}{4} \int_{\mathbb{R}^{N}} u_{h, \lambda_{1}, \lambda_{2}}^{4} \\
& +\int_{\mathbb{R}^{N}} \frac{h^{2}}{2}\left|\nabla v_{h, \lambda_{1}, \lambda_{2}}\right|^{2}+\frac{V(x)+\lambda+\lambda_{2}}{2} v_{h, \lambda_{1}, \lambda_{2}}^{2}-\frac{1}{4} \int_{\mathbb{R}^{N}} v_{h, \lambda_{1}, \lambda_{2}}^{4} \\
& -\frac{\beta}{2} \int_{\mathbb{R}^{N}} u_{h, \lambda_{1}, \lambda_{2}}^{2} v_{h, \lambda_{1}, \lambda_{2}}^{2} .
\end{aligned}
$$

It is easy to see that

$$
\begin{aligned}
\frac{\partial d}{\partial \lambda_{1}}=\frac{1}{2} \int_{\mathbb{R}^{N}} u_{h, \lambda_{1}, \lambda_{2}}^{2}, \quad \frac{\partial^{2} d}{\partial \lambda_{1}^{2}}=\int_{\mathbb{R}^{N}} u_{h, \lambda_{1}, \lambda_{2}} \frac{\partial u_{h, \lambda_{1}, \lambda_{2}}}{\partial \lambda_{1}} \\
\frac{\partial d}{\partial \lambda_{2}}=\frac{1}{2} \int_{\mathbb{R}^{N}} v_{h, \lambda_{1}, \lambda_{2}}^{2}, \quad \frac{\partial^{2} d}{\partial \lambda_{2}^{2}}=\int_{\mathbb{R}^{N}} v_{h, \lambda_{1}, \lambda_{2}} \frac{\partial v_{h, \lambda_{1}, \lambda_{2}}^{\partial \lambda_{2}}}{\frac{\partial^{2} d}{\partial \lambda_{1} \partial \lambda_{2}}}=\int_{\mathbb{R}^{N}} u_{h, \lambda_{1}, \lambda_{2}} \frac{\partial u_{h, \lambda_{1}, \lambda_{2}}^{\partial \lambda_{2}}}{}
\end{aligned}
$$

Now we may define functions as

$$
\Phi_{1}=\left.\frac{\partial u_{h, \lambda_{1}, \lambda_{2}}}{\partial \lambda_{1}}\right|_{\left(\lambda_{1}, \lambda_{2}\right)=(0,0)} \quad \text { and } \quad \Psi_{1}=\left.\frac{\partial u_{h, \lambda_{1}, \lambda_{2}}}{\partial \lambda_{2}}\right|_{\left(\lambda_{1}, \lambda_{2}\right)=(0,0)}
$$

Then by (4.12), ( $\binom{\Phi_{1}}{\Psi_{1}}$ satisfies

$$
\begin{equation*}
\mathbb{L}_{h}\binom{\Phi_{1}}{\Psi_{1}}=\binom{u_{h, 0,0}}{0} \tag{4.15}
\end{equation*}
$$

Similarly, if we set $\Phi_{2}=\left.\frac{\partial v_{h, \lambda_{1}, \lambda_{2}}}{\partial \lambda_{1}}\right|_{\left(\lambda_{1}, \lambda_{2}\right)=(0,0)}$ and $\Psi_{2}=\left.\frac{\partial v_{h, \lambda_{1}, \lambda_{2}}}{\partial \lambda_{2}}\right|_{\left(\lambda_{1}, \lambda_{2}\right)=(0,0)}$, then by (4.12), we have

$$
\begin{equation*}
\Psi_{2}=\Phi_{1}, \quad \Phi_{2}=\Psi_{1} \tag{4.16}
\end{equation*}
$$

Let $\mathbb{B}=\left(\begin{array}{rr}1 & 1 \\ 1 & -1\end{array}\right)$. Then (4.15) is equivalent to

$$
\begin{equation*}
\mathbb{B L}_{h}\binom{\Phi_{1}}{\Psi_{1}}=\binom{L_{h, 1}\left(\Phi_{1}+\Psi_{1}\right)}{L_{h, 2}\left(\Phi_{1}-\Psi_{1}\right)}=\binom{u_{h, 0,0}}{u_{h, 0,0}} \tag{4.17}
\end{equation*}
$$

So

$$
\begin{equation*}
\Phi_{1}+\Psi_{1}=R_{h, 1} \quad \text { and } \quad \Phi_{1}-\Psi_{1}=R_{h, 2} \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{h, 1}=\frac{1}{\sqrt{1+\beta}} R_{h} \quad \text { and } \quad R_{h, 2}=L_{h, 2}^{-1}\left(\frac{1}{\sqrt{1+\beta}} u_{h}\right) \tag{4.19}
\end{equation*}
$$

Now we compute the Hessian matrix

$$
\begin{aligned}
\left.\left(\nabla^{2} d\right)\right|_{\left(\lambda_{1}, \lambda_{2}\right)=(0,0)} & =\left(\begin{array}{cc}
\frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} \Phi_{1} & \frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} \Psi_{1} \\
\frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} \Psi_{1} & \frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} \Phi_{1}
\end{array}\right) \\
\left.\mathbb{B}\left(\nabla^{2} d\right)\right|_{\left(\lambda_{1}, \lambda_{2}\right)=(0,0)} \mathbb{B}^{T} & =\left(\begin{array}{cc}
\frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{1}} & \frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{1}} \\
\frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{2}} & -\frac{1}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{2}}
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \\
& =\left(\begin{array}{cc}
\frac{2}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{1}} & 0 \\
0 & \frac{2}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{2}}
\end{array}\right) .
\end{aligned}
$$

By the results in section $3, \frac{2}{\sqrt{1+\beta}} \int_{\mathbb{R}^{N}} u_{h} R_{h_{1}}=\frac{2}{1+\beta} \int_{\mathbb{R}^{N}} u_{h} R_{h}>0$. It is enough to compute $\sqrt{1+\beta} \int_{\mathbb{R}^{N}} u_{h} R_{h_{2}}=\int_{\mathbb{R}^{N}} u_{h} L_{h, 2}^{-1}\left(u_{h}\right)$. Note that as $h \rightarrow 0^{+}$,

$$
\int_{\mathbb{R}^{N}} u_{h} L_{h, 2}^{-1}\left(u_{h}\right) \rightarrow \int_{\mathbb{R}^{N}} w_{x_{0}} L_{\mu}^{-1}\left(w_{x_{0}}\right)
$$

where

$$
\begin{equation*}
L_{\mu} \phi=\triangle \phi-\left(V\left(x_{0}\right)+\lambda\right) \phi+\mu w_{x_{0}}^{2} \phi \tag{4.20}
\end{equation*}
$$

with $\mu=\frac{3-\beta}{1+\beta}$.
Let $\rho(\mu)=\int_{\mathbb{R}^{N}} w_{x_{0}} L_{\mu}^{-1}\left(w_{x_{0}}\right)$ and $\phi_{\mu}$ the unique solution of $\triangle \phi_{\mu}-\left(V\left(x_{0}\right)+\lambda\right) \phi_{\mu}+$ $\mu w_{x_{0}}^{2} \phi_{\mu}=w_{x_{0}}$, i.e., $L_{\mu} \phi_{\mu}=w_{x_{0}}$ for $\mu \neq \mu_{j}, j=1,2, \ldots$ Then $\frac{\partial \phi_{\mu}}{\partial \mu}$ satisfies

$$
L_{\mu}\left(\frac{\partial \phi_{\mu}}{\partial \mu}\right)=-w_{x_{0}}^{2} \phi_{\mu}, \quad \text { i.e., } \quad \frac{\partial \phi_{\mu}}{\partial \mu}=-L_{\mu}^{-1}\left(w_{x_{0}}^{2} \phi_{\mu}\right) .
$$

Hence

$$
\begin{aligned}
\rho^{\prime}(\mu) & =\int_{\mathbb{R}^{N}} w_{x_{0}} \frac{\partial \phi_{\mu}}{\partial \mu}=-\int_{\mathbb{R}^{N}} w_{x_{0}} L_{\mu}^{-1}\left(w_{x_{0}}^{2} \phi_{\mu}\right) \\
& =-\int_{\mathbb{R}^{N}}\left(L_{\mu}^{-1} w_{x_{0}}\right)\left(w_{x_{0}}^{2} \phi_{\mu}\right) \\
& =-\int_{\mathbb{R}^{N}} w_{x_{0}}^{2} \phi_{\mu}^{2}<0 \quad \text { for } \quad \mu \neq \mu_{j}, j=1,2, \ldots
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\rho^{\prime}(\mu)<0 \quad \text { for } \quad \mu \neq \mu_{j}, j=1,2, \ldots \tag{4.21}
\end{equation*}
$$

Due to (4.3), $\rho$ is smooth on $(-\infty, 1) \cup(1,3) \cup(3, \infty) \backslash\left\{\mu_{j}: j=N+2, N+3, \ldots\right\}$. On the other hand, as $\mu \rightarrow 3$,

$$
\begin{align*}
\phi_{\mu} & \rightarrow L_{0}^{-1} w_{x_{0}}=\frac{1}{2} w_{x_{0}}+\frac{1}{2} y \cdot \nabla w_{x_{0}}  \tag{4.22}\\
\rho(\mu) & \rightarrow \int_{\mathbb{R}^{2}} w_{x_{0}}\left(\frac{1}{2} w_{x_{0}}+\frac{1}{2} y \cdot \nabla w_{x_{0}}\right)=0 . \tag{4.23}
\end{align*}
$$

Here we have used the fact that $N=2$ and $p=3$. Thus for $1<\mu<3, \rho(\mu)>0$. This implies that for $0<\beta<1, \int_{\mathbb{R}^{2}} u_{h} R_{h, 2}>0$ and thus $\left(\nabla^{2} d(0,0)\right)$ has two positive eigenvalues.

Now we consider $\mu \in(-\infty, 1)$, i.e., $\beta>1$. By the standard maximal principle, $\phi_{\mu}<0$ in $\mathbb{R}^{2}$ for $\mu<0$. Consequently, $\rho(\mu)<0$ for $\mu<0$. Hence by (4.21), $\rho(\mu)<0$ for $\mu \in(-\infty, 1)$, i.e., $\beta>1$. This implies that $\int_{\mathbb{R}^{2}} u_{h} R_{h, 2}<0$ and thus $\left(\nabla^{2} d(0,0)\right)$ has only one positive eigenvalue.

In conclusion, we see that the matrix $\left(\nabla^{2} d(0,0)\right)$ has two positive eigenvalues when $0<\beta<1$ and one positive eigenvalue when $\beta>1$. That is $p=2$ when $0<\beta<1$ and $p=1$ when $\beta>1$. By Lemmas 4.1 and 4.2 , we also deduce that $n\left(\mathbb{L}_{h}\right)=2$ when $0<\beta<1$ and $n\left(\mathbb{L}_{h}\right)=1$ when $\beta>1$. Hence for $\beta>0, \beta \neq 1$, we have $n\left(\mathbb{L}_{h}\right)=p$. Therefore, we conclude that $\left(u_{h, 0,0}, v_{h, 0,0}\right)=\left(\frac{1}{\sqrt{1+\beta}} u_{h}, \frac{1}{\sqrt{1+\beta}} v_{h}\right)$ is orbitally stable if $0<\beta, \beta \neq 1$. This completes the proof of Theorem 1.2.
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#### Abstract

We prove existence of vibrations of a nonhomogeneous string under a nonlinear time periodic forcing term in the case in which the forcing frequency avoids resonances with the vibration modes of the string (nonresonant case). The proof relies on a Lyapunov-Schmidt reduction and a Nash-Moser iteration scheme.


Key words. nonlinear wave equations, periodic solutions, small divisors, Nash-Moser iteration scheme

AMS subject classifications. 35B10, 35L70, 58C15

DOI. 10.1137/060665038

1. Introduction. In this paper we study forced vibrations of a nonhomogeneous string,

$$
\left\{\begin{array}{l}
\rho(x) u_{t t}-\left(p(x) u_{x}\right)_{x}=\mu f(x, \omega t, u)  \tag{1}\\
u(0, t)=u(\pi, t)=0
\end{array}\right.
$$

where $\rho(x)>0$ is the mass per unit length, $p(x)>0$ is the modulus of elasticity multiplied by the cross-sectional area (see [15, p. 291]), $\mu>0$ is a parameter, and the nonlinear forcing term $f(x, \omega t, u)$ is $(2 \pi / \omega)$-periodic in time (i.e., $f(x, \cdot, u)$ is $2 \pi$ periodic).

Equation (1) is a nonlinear model also for propagation of waves in nonisotropic media describing seismic phenomena; see, e.g., [2].

We look for $(2 \pi / \omega)$-time periodic solutions $u(x, t)$ of (1).
This problem has received wide attention since the pioneering paper of Rabinowitz [26] dealing with the weakly nonlinear homogeneous string with $\rho(x)=p(x)=1, \mu$ small, and $\omega=1$. In this case the forcing frequency $\omega$ enters in resonance with the proper eigenfrequencies $\omega_{j}=j \in \mathbb{N}$ of the string.

For functions $2 \pi$-periodic in time and satisfying spatial Dirichlet boundary conditions, the spectrum $\left\{-l^{2}+j^{2}, l \in \mathbb{Z}, j \geq 1\right\}$ of the D'Alembertian operator $\partial_{t t}-\partial_{x x}$ possesses the zero eigenvalue with infinite multiplicity (for $|l|=j$ ), but the other eigenvalues are well separated. The corresponding infinite-dimensional bifurcation problem is solved in [26] for nonlinearities $f$ which are monotone in $u$; see [7] for nonmonotone $f$.

Subsequently many other results, both of bifurcation and of a global nature ( $\mu=$ 1 ), have been obtained, still for rational forcing frequencies $\omega \in \mathbb{Q}$, relying on the separation properties of the spectrum; see, e.g., $[27,28,14,31,4]$.

When the forcing frequency $\omega \in \mathbb{R} \backslash \mathbb{Q}$ is irrational (nonresonant case) the situation is completely different. Indeed the wave operator $\omega^{2} \partial_{t t}-\partial_{x x}$ does not possess the

[^20]zero eigenvalue, but its spectrum $\left\{-\omega^{2} l^{2}+j^{2}, l \in \mathbb{Z}, j \geq 1\right\}$ accumulates to zero for almost every $\omega$. This is a "small divisors problem."

We underline that this "small divisors" phenomenon arises naturally for more realistic model equations like (1) where the density $\rho(x)$ and the modulus of elasticity $p(x)$ are not constant. Indeed in this case the eigenfrequencies $\omega_{j}$ of the string are no longer integer numbers, having the asymptotic expansion

$$
\begin{equation*}
\omega_{j}^{2}=\frac{j^{2}}{c^{2}}+b+O\left(\frac{1}{j}\right) \tag{2}
\end{equation*}
$$

with suitable constants $c, b$ depending on $\rho, p$; see (66).
If $\omega=m / n \in \mathbb{Q}$, good separation properties of the spectrum can be recovered when $p(x)=\rho(x)$ (so $c=1$ ) and assuming the extra condition $b \neq 0$; see [3, 29]. Indeed in this case the linear spectrum

$$
-\omega^{2} l^{2}+\omega_{j}^{2}=-\omega^{2} l^{2}+j^{2}+b+O\left(\frac{1}{j}\right)
$$

possesses at most finitely many zero eigenvalues and the remaining part of the spectrum is far away from zero. On the other hand, if $b=0$, the eigenvalues with $(l, j) \in(n, m) \mathbb{N}$ tend to zero (also in the case $\omega \in \mathbb{Q}!$ ).

Existence of weak solutions in the nonresonant case was proved by Acquistapace [1] for $\rho=1, \mu$ small, and for a zero measure set of forcing frequencies $\omega$ for which the eigenvalues $-\omega^{2} l^{2}+\omega_{j}^{2}$ are far away from zero. These frequencies are essentially the numbers whose continued fraction expansion is bounded; see [30].

For a similar zero measure set of frequencies, McKenna [23] has obtained some result when $\mu=1, \rho=p=1$, and $f(x, t, u)=g(u)+h(x, t)$ with $g$ uniformly Lipschitz, via a fixed point argument; see also [5]; for related results using variational methods see [18, 10].

Existence of classical solutions of (1) for a positive measure set of frequencies was proved by Plotnikov and Yungerman [24] for the homogeneous string $\rho=p=1, \mu$ small, and $f$ monotone in $u$. This monotonicity condition allows one to control the constant coefficient in the asymptotic expansion of the eigenvalues (like $b$ in (2)) of some perturbed linearized operator.

Recently Fokam [19] has proved existence of classical periodic solutions for large frequencies $\omega$ in a set of asymptotically full measure for the homogeneous string $\rho=p=1$ plus a potential, $\mu=1$ and $f=u^{3}+h(x, t)$ with $h$ a trigonometric polynomial odd in time and space.

In the present paper we prove existence of classical solutions of the nonhomogeneous string (1) for every $\rho(x), p(x)>0$ for general nonlinear terms $f(x, \omega t, u)$, and for $(\mu, \omega)$ belonging to a large measure Cantor set $B_{\gamma}$, when the ratio $\mu / \omega$ is small. Our Theorem 1 covers both the case $\mu \rightarrow 0$ (weak forcing) and the case $\omega \rightarrow+\infty$ (rapid forcing).

In the limit $\mu / \omega \rightarrow 0$ the solution we find tends to a static equilibrium $v(x)$ with smaller, zero average oscillations $w(x, t)$ of amplitude $O(\mu / \omega)$; see (13), (14), and Figure 1. The nonlinearity $f$ selects such $v$ through the infinite-dimensional bifurcation equation (10), which possesses nondegenerate solutions under natural assumptions on $f$; see Hypothesis (V). This problem is not present in [19], where, thanks to the symmetry assumptions on $f$, there is no bifurcation equation.

Considering the structure of the expected solution, it is natural to attack the problem via a Lyapunov-Schmidt decomposition.


Fig. 1. The solution $u(x, t)=v(x)+w(x, t)$ of (1).


Fig. 2. The Cantor set $B_{\gamma}$.
In the range equation (to find $w$ ) a small divisors problem arises, and we solve it with a Nash-Moser-type iterative scheme. The inversion of the "linearized operators" - which is the core of any Nash-Moser scheme - is obtained adapting the techniques of [8] to the present time-dependent case (section 6). This method is also reminiscent of the approach of Kuksin (unpublished) explained by Bourgain in [13, pp. 90-94]. See also the works of Craig and Wayne [16, 17] and Bourgain [11, 12] for related techniques.

It is in the solution of the range equation where the interaction between the forcing frequency $\omega$ and the normal modes of oscillations of the string linearized at different positions (approximating better and better the final string configuration) appears.

The set $B_{\gamma}$ of "nonresonant" parameters $(\mu, \omega)$ for which we find a solution of the range equation (and then of (1)) is constructed avoiding these primary resonances. In particular the forcing frequency $\omega$ must not enter in resonance with the normal frequencies of oscillations of the string linearized at the limit solution; see (15). At the end of the construction we obtain a large measure Cantor set $B_{\gamma}$ which looks like Figure 2. Outside this set the effect of resonance phenomena shall in general destroy the existence of periodic solutions like those found in Theorem 1.

Finally we recall that related existence results of periodic and quasi-periodic solutions for autonomous Hamiltonian PDEs have been obtained via KAM-type techniques since the pioneering works of Kuksin [21] and Wayne [32]; see also [22] and the references therein.

We now present rigorously our results.
1.1. Main result. After a time rescaling we look for $2 \pi$-periodic solutions of

$$
\left\{\begin{array}{l}
\omega^{2} \rho(x) u_{t t}-\left(p(x) u_{x}\right)_{x}=\mu f(x, t, u)  \tag{3}\\
u(0, t)=u(\pi, t)=0
\end{array}\right.
$$

where $\mu \in[0, \bar{\mu}]$ for some given $\bar{\mu}>0$, under the $2 \pi$-periodic forcing term

$$
\begin{equation*}
f(x, t, u)=\sum_{l \in \mathbb{Z}} f_{l}(x, u) e^{i l t}=f_{0}(x, u)+\bar{f}(x, t, u) \tag{4}
\end{equation*}
$$

where

$$
\bar{f}(x, t, u):=\sum_{l \neq 0} f_{l}(x, u) e^{i l t}
$$

We suppose that $f$ is analytic in $(t, u)$; more precisely,

$$
f(x, t, u)=\sum_{l \in \mathbb{Z}, k \in \mathbb{N}} f_{l k}(x) u^{k} e^{i l t}
$$

where $f_{l k}(x) \in H^{1}((0, \pi) ; \mathbb{C}), f_{-l, k}=f_{l k}^{*}$ (the symbol $z^{*}$ denotes the complex conjugate of $z \in \mathbb{C}$ ), and we assume the following hypothesis on the decay of the coefficients $\left\|f_{l k}\right\|_{H^{1}}$.

Hypothesis (F). There exist $2 \sigma_{0}>0, r>0$ such that

$$
\sum_{l \in \mathbb{Z}}\left\|f_{l k}\right\|_{H^{1}}^{2}\left(1+l^{2}\right) e^{\left(2 \sigma_{0}\right) 2|l|}:=C_{k}^{2}(f)<\infty \quad \text { and } \quad \sum_{k=0}^{+\infty} C_{k}(f) r^{k}<\infty
$$

For example, trigonometric polynomials in $t$ and polynomials in $u$, namely,

$$
\begin{equation*}
f(x, t, u)=\sum_{|l| \leq L, 0 \leq k \leq K} f_{l k}(x) u^{k} e^{i l t} \tag{5}
\end{equation*}
$$

for some $L, K \in \mathbb{N}$, satisfy Hypothesis ( F ) for every $\sigma_{0}, r$.
Remark 1. We notice that if $f(x, t, 0)=\sum_{l \in \mathbb{Z}} f_{l 0}(x) e^{i l t} \neq 0$, then (3) does not possess the trivial solution $u=0$.

We look for periodic solutions of (3) in the Hilbert space

$$
\begin{gathered}
X_{\sigma, s}:=\left\{u: \mathbb{T} \rightarrow H_{0}^{1}((0, \pi) ; \mathbb{R}), u(x, t)=\sum_{l \in \mathbb{Z}} u_{l}(x) e^{i l t}, \quad u_{l} \in H_{0}^{1}((0, \pi) ; \mathbb{C}),\right. \\
\left.u_{-l}=u_{l}^{*}, \quad\|u\|_{\sigma, s}^{2}:=\sum_{l \in \mathbb{Z}}\left\|u_{l}\right\|_{H^{1}}^{2}\left(1+l^{2 s}\right) e^{2 \sigma|l|}<\infty\right\}
\end{gathered}
$$

of $2 \pi$-periodic-in-time functions valued in $H^{1}((0, \pi) ; \mathbb{R})$ which have a bounded analytic extension on the complex strip $|\operatorname{Im} t|<\sigma$ with trace function on $|\operatorname{Im} t|=\sigma$ belonging to $H^{s}\left(\mathbb{T} ; H^{1}((0, \pi) ; \mathbb{C})\right)$.

For $s>1 / 2, X_{\sigma, s}$ is a multiplicative Banach algebra:

$$
\begin{equation*}
\|u v\|_{\sigma, s} \leq c_{s}\|u\|_{\sigma, s}\|v\|_{\sigma, s} \quad \forall u, v \in X_{\sigma, s} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{s}:=2^{s}\left(\sum_{n \in \mathbb{Z}} \frac{1}{1+n^{2 s}}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

see, e.g., [6]. We shall use the notation $X_{\sigma}$, resp., $\left\|\|_{\sigma}\right.$, for $X_{\sigma, 1}$, resp., $\| \|_{\sigma, 1}$.
1.2. The Lyapunov-Schmidt reduction. To find solutions of (3) we implement the Lyapunov-Schmidt reduction according to the decomposition

$$
X_{\sigma, s}=V \oplus\left(W \cap X_{\sigma, s}\right)
$$

where

$$
V:=H_{0}^{1}(0, \pi), \quad W:=\left\{w=\sum_{l \neq 0} w_{l}(x) e^{i l t} \in X_{0, s}\right\}
$$

writing every $u \in X_{\sigma, s}$ as $u=u_{0}(x)+\sum_{l \neq 0} u_{l}(x) e^{i l t}$.
Projecting (3) with

$$
u=v+w, \quad v \in V, w \in W
$$

yields

$$
\begin{cases}-\left(p v^{\prime}\right)^{\prime}=\mu \Pi_{V} f(v+w) & (\text { bifurcation equation) }  \tag{8}\\ L_{\omega} w=\mu \Pi_{W} f(v+w) & \text { (range equation) }\end{cases}
$$

where $\Pi_{V}, \Pi_{W}$ denote the projectors, $f(u)(x, t):=f(x, t, u(x, t))$, and

$$
L_{\omega} u:=\omega^{2} \rho(x) u_{t t}-\left(p(x) u_{x}\right)_{x} .
$$

We shall find solutions of (8) when $\mu / \omega$ is small. In this limit $w$ tends to 0 and the bifurcation equation reduces to the time-independent equation

$$
\begin{equation*}
-\left(p v^{\prime}\right)^{\prime}=\mu f_{0}(v) \tag{9}
\end{equation*}
$$

because, by (4), for $w=0$

$$
\Pi_{V} f(v)=\Pi_{V} f_{0}(x, v(x))+\Pi_{V} \bar{f}(x, t, v(x))=f_{0}(v) .
$$

The infinite-dimensional "0th order bifurcation equation" (9) is a second order ODE, which, under natural conditions on $f_{0}$, possesses nondegenerate solutions satisfying the boundary conditions $v(0)=v(\pi)=0$.

Hypothesis (V). The problem

$$
\left\{\begin{array}{l}
-\left(p(x) v^{\prime}(x)\right)^{\prime}=\mu f_{0}(x, v(x))  \tag{10}\\
v(0)=v(\pi)=0
\end{array}\right.
$$

admits a solution $\bar{v} \in H_{0}^{1}(0, \pi)$ which is nondegenerate, namely, the linearized equation

$$
-\left(p h^{\prime}\right)^{\prime}=\mu f_{0}^{\prime}(\bar{v}) h
$$

possesses in $H_{0}^{1}(0, \pi)$ only the trivial solution $h=0$.

We note that, for $\mu=0$, the trivial solution $\bar{v}=0$ is nondegenerate, so, by the implicit function theorem, Hypothesis (V) is automatically satisfied for $\mu$ small. We deal also with the case $\mu$ not small; see, for example, Lemmas 2 and 3 .

By the implicit function theorem, Hypothesis (V) implies the existence of a smooth map

$$
(\mu, w) \mapsto v(\mu, w) \in V
$$

such that $v(\mu, w)$ solves the bifurcation equation in (8); see Lemma 4.
Remark 2. For a discussion about the difficulties caused by a degenerate solution, we refer to [9].

Let $\lambda_{j}$ denote the eigenvalues of the Sturm-Liouville problem

$$
\left\{\begin{array}{l}
-\left(p(x) y^{\prime}(x)\right)^{\prime}=\lambda \rho(x) y(x),  \tag{11}\\
y(0)=y(\pi)=0
\end{array}\right.
$$

and $\omega_{j}:=\sqrt{\lambda_{j}}$. These are the frequencies of the free vibrations of the string (note that all the eigenvalues $\lambda_{j}$ are positive). Physically, it is the sequence of the fundamental tone $\omega_{1}$ and all its overharmonics $\omega_{2}, \omega_{3}, \ldots$ which compose the musical note of the string.

For $\gamma \in(0,1)$ we define

$$
\begin{align*}
A_{\gamma}:=\left\{(\mu, \omega) \in\left(\mu_{1}, \mu_{2}\right) \times(\gamma,+\infty):\right. & \frac{\mu}{\omega}<C^{\prime} \gamma^{5}, \quad\left|\omega l-\omega_{j}\right|>\frac{\gamma}{l^{\tau}}  \tag{12}\\
& \left.\forall l=1, \ldots, N_{0}, \quad j \geq 1\right\},
\end{align*}
$$

where $\omega_{j}$ are given by (11), and $\left(\mu_{1}, \mu_{2}\right), N_{0} \in \mathbb{N}, C^{\prime}>0$ shall be fixed in the next theorem.

Theorem 1 (existence). Suppose $p(x), \rho(x)>0$ are of class $H^{3}(0, \pi), f$ satisfies Hypothesis ( F ), and Hypothesis (V) holds for some $\mu_{0} \in[0, \bar{\mu}]$.

Fix $\tau \in(1,2), \gamma \in(0,1)$. There exist a neighborhood $\left(\mu_{1}, \mu_{2}\right)$ of $\mu_{0}, N_{0} \in \mathbb{N}$, positive constants $C, C^{\prime}$ (depending on $\rho, p, f, \bar{\mu}, \bar{v}, \tau$ ), a map

$$
\tilde{w} \in C^{\infty}\left(A_{\gamma}, X_{\sigma_{0} / 2} \cap W\right),
$$

and a Cantor set $B_{\gamma} \subset A_{\gamma}$ of positive measure such that, for all $(\mu, \omega) \in B_{\gamma}$,

$$
\begin{equation*}
\tilde{u}(\mu, \omega):=v(\mu, \tilde{w}(\mu, \omega))+\tilde{w}(\mu, \omega) \in V \oplus\left(W \cap X_{\sigma_{0} / 2}\right) \tag{13}
\end{equation*}
$$

is a classical solution of (3) and satisfies

$$
\tilde{u}(\cdot, t) \in H^{3}(0, \pi) \cap H_{0}^{1}(0, \pi) \quad \forall t \in \mathbb{R} .
$$

The Cantor set $B_{\gamma}$ is defined in (15) and satisfies the measure estimate (56).
Furthermore, for all $(\mu, \omega) \in A_{\gamma}$ the following estimates hold:

$$
\begin{equation*}
\|\tilde{w}(\mu, \omega)\|_{\sigma_{0} / 2} \leq C \frac{\mu}{\gamma \omega}, \quad\|v(\mu, \tilde{w}(\mu, \omega))-v(\mu, 0)\|_{H^{1}} \leq C \frac{\mu}{\gamma \omega}, \tag{14}
\end{equation*}
$$

and $\|v(\mu, 0)-\bar{v}\|_{H^{1}} \leq C\left|\mu-\mu_{0}\right|$.
The neighborhood $\left(\mu_{1}, \mu_{2}\right)$ of $\mu_{0}$ is fixed in Lemma 4, the integer $N_{0}$ is fixed in Lemma 9, and the constant $C^{\prime}$ is fixed in Lemma 13.

Estimate (14) shows how close the solution $\tilde{u}$ is to the static configuration $v(\mu, 0)$; see Figure 1.

Remark 3. We underline that the function $\tilde{w}(\mu, \omega)$, as well as $\tilde{u}(\mu, \omega)$, is defined for all the values of the parameters $(\mu, \omega) \in A_{\gamma}$ and not only on the Cantor set $B_{\gamma}\left(\tilde{w}(\mu, \omega)\right.$ is introduced in Lemma 11). What is true is that if $(\mu, \omega) \in B_{\gamma}$, then $\tilde{w}(\mu, \omega)$ solves the range equation; see Theorem 3 . As a consequence, if $(\mu, \omega) \in B_{\gamma}$, then $\tilde{u}(\mu, \omega)$ solves (3).

The Cantor set $B_{\gamma}$ is explicitly defined by

$$
\begin{align*}
& B_{\gamma}:=\left\{(\mu, \omega) \in\left(\mu_{1}, \mu_{2}\right) \times(2 \gamma,+\infty):\left|\omega l-\omega_{j}\right|>\frac{2 \gamma}{l^{\tau}} \quad \forall l=1, \ldots, N_{0}, \quad j \geq 1\right. \\
& \left.5) \quad \frac{\mu}{\omega}<C^{\prime} \gamma^{5}, \quad\left|\omega l-\frac{j}{c}\right|>\frac{2 \gamma}{l^{\tau}}, \quad\left|\omega l-\tilde{\omega}_{j}(\mu, \omega)\right|>\frac{2 \gamma}{l^{\tau}} \quad \forall l, j \geq 1\right\} \tag{15}
\end{align*}
$$

where

$$
\begin{equation*}
c:=\frac{1}{\pi} \int_{0}^{\pi}\left(\frac{\rho(x)}{p(x)}\right)^{1 / 2} d x \tag{16}
\end{equation*}
$$

and $\tilde{\lambda}_{j}(\mu, \omega):=\tilde{\omega}_{j}^{2}(\mu, \omega)$ denote the eigenvalues of the Sturm-Liouville problem

$$
\left\{\begin{array}{l}
-\left(p y^{\prime}\right)^{\prime}-\mu \Pi_{V} f^{\prime}(\tilde{u}(\mu, \omega)) y=\lambda \rho y  \tag{17}\\
y(0)=y(\pi)=0
\end{array}\right.
$$

Note that $B_{\gamma}$ is constructed by means of the function $\tilde{u}(\mu, \omega)$, which is defined for all $(\mu, \omega) \in A_{\gamma}$; see Remark 3 .

Remark 4. If some $\tilde{\lambda}_{j}(\mu, \omega)$ is negative, then $\tilde{\omega}_{j}(\mu, \omega)=i \sqrt{\left|\tilde{\lambda}_{j}(\mu, \omega)\right|}$ is a purely imaginary complex number and the nonresonance conditions in (15) are trivially satisfied.

The Cantor set $B_{\gamma}$ is large in a measure theoretical sense; see section 4.3. In particular, for all $\mu \in\left(\mu_{1}, \mu_{2}\right)$,

$$
S(\mu):=\left\{\omega:(\mu, \omega) \in \cup_{\gamma \in(0,1)} B_{\gamma}\right\}
$$

has asymptotically full measure at $\omega \rightarrow+\infty$, i.e.,

$$
\begin{equation*}
\lim _{\omega \rightarrow+\infty}|S(\mu) \cap(\omega, \omega+1)|=1 \tag{18}
\end{equation*}
$$

Analogously,

$$
S(\omega):=\left\{\mu:(\mu, \omega) \in \cup_{\gamma \in(0,1)} B_{\gamma}\right\}
$$

satisfies, for all $\omega^{\prime}>0$ and for all $\gamma^{\prime} \in(0,1)$,

$$
\begin{equation*}
\lim _{\mu \rightarrow 0}\left|\left\{\omega \in\left(\omega^{\prime}, \omega^{\prime}+1\right): \frac{|S(\omega) \cap(0, \mu)|}{\mu} \geq 1-\gamma^{\prime}\right\}\right|=1 \tag{19}
\end{equation*}
$$

Finally we discuss the regularity of the solution $\tilde{u}(x, t)$ found in Theorem 1 with respect to $x$ (by construction $\tilde{u}$ is analytic with respect to $t$ ).

Theorem 2 (regularity). Assume the hypotheses of Theorem 1. In addition, suppose that, for some $m \geq 3$,

$$
\begin{equation*}
\rho(x) \in H^{m}(0, \pi), \quad p(x) \in H^{m+1}(0, \pi), \quad f_{l k}(x) \in H^{m}(0, \pi) \quad \forall l, k \tag{20}
\end{equation*}
$$

and, for some $r_{m}>0$,

$$
\begin{equation*}
\sum_{l \in \mathbb{Z}, k \geq 0}\left\|f_{l k}\right\|_{H^{m}} r_{m}^{k}<+\infty \tag{21}
\end{equation*}
$$

If $\|\tilde{u}(\cdot, t)\|_{H^{1}} r_{m}^{-1}$ is small enough, then

$$
\begin{equation*}
\tilde{u}(\cdot, t) \in H^{m+2}(0, \pi) \cap H_{0}^{1}(0, \pi) \tag{22}
\end{equation*}
$$

This conclusion holds true, for example, when $f_{0}(x, 0)=d_{u} f_{0}(x, 0)=0$ and $\mu / \gamma \omega$ is small enough.

Note that the regularity (22) requires no skewsymmetry assumptions on $f$ and requires just a smallness condition for the $H^{1}$ norm of $\tilde{u}(\cdot, t)$.

Remark 5. If $f(x, t, u)$ is a trigonometric polynomial in $t$ and a polynomial in $u$ as in (5), then the series in (21) is a finite sum. Therefore the conclusion (22) is true without smallness conditions for $\tilde{u}$.

In particular, if $\rho(x), p(x), f_{l k}(x)$ are $C^{\infty}$ (for example, $f=\cos x \cos t\left(1+u^{2}\right)$ ), then the solution $\tilde{u}$ is $C^{\infty}$ also in the variable $x$ (the above $f$ does not satisfy the skewsymmetry assumption (24)).

The subtle problem to prove Theorem 2 is that, because of Dirichlet boundary conditions, the Sobolev regularity of a function with respect to $x$ is not characterized by the rapid decaying properties of the Fourier coefficients (unless we assume skewsymmetry assumptions on the nonlinearity and restrict solutions to $u(x, t)$ odd in $x$; see Remark 6). Theorem 2 is proved in section 5 via bootstrap arguments.
1.3. Outline of the proof. In section 2 we prove that, under assumption (F), the composition operator induced by the nonlinearity $f$ on $X_{\sigma, s}$ is an analytic map.

In section 3 , we find a solution $v(\mu, w)$ of the infinite-dimensional bifurcation equation in (8). Thanks to assumption (V) (which is verified on several examples in Lemmas 2 and 3), $v(\mu, w)$ is obtained in Lemma 4 by a standard implicit function theorem.

In section 4 we solve the range equation by means of an iterative Nash-Moser implicit function theorem. The final theorem, Theorem 3, is proved in several steps.

In section 4.1 we find inductively a sequence of approximate solutions $w_{n}(\mu, \omega)$ defined on smaller and smaller subsets $A_{n}$ of the parameters $(\mu, \omega)$ (see (39)). The reason for these "excisions" is to avoid resonance phenomena in order to prove the invertibility of the linearized operators obtained at each step of the iteration; see conditions (33)-(34) in Lemma 7.

In section 4.2 we extend these approximate solutions $w_{n}(\mu, \omega)$ to $C^{\infty}$-functions $\tilde{w}_{n}(\mu, \omega)$ defined for all the values of the parameters $(\mu, \omega)$ and converging (superexponentially fast) to a $C^{\infty}$ map $\tilde{w}$ defined for all $(\mu, \omega)$; see Lemma 11. It is in proving the regularity of $w_{n}$ with respect to the parameters $(\mu, \omega)$ that we find it convenient to define the approximate solutions $w_{n}$ as exact solutions of (41) (with $k=n$ ); see Remark 9.

In Lemma 12, we prove that the Cantor set $B_{\gamma}$, defined in (15) by means of $\tilde{w}$, is contained in $A_{n}$ (which depends on $w_{n-1}$ ) for each $n$. This is a consequence of the superexponentially fast convergence of $\tilde{w}_{n}$ to $\tilde{w}$; see (52).

In section 4.3 we prove that $B_{\gamma}$ is a large set in a measure theoretical sense.
In all the previous steps we have to assume smallness conditions for $\mu / \omega$. The most restrictive one is $\mu / \omega<C^{\prime} \gamma^{5}$ in the definition (12) of $A_{\gamma}$.

In section 5 we conclude the proof of the existence Theorem 1 , and we prove the regularity Theorem 2.

In section 6 we study the key step for the inversion of the linearized operators. Lemma 7 is obtained by a variant of the techniques developed in [8]. In particular, the key estimate on the small divisors of Lemma 18 is reminiscent of the method of Kuksin explained in [13, pp. 90-94].

Notation. The symbols $K, K_{i}, K_{i}^{\prime}$ shall denote positive constants depending only on $\rho, p, f, \bar{\mu}, \bar{v}, \tau$.
2. Regularity of the composition operator. We first prove the analyticity of the composition operator

$$
u(x, t) \mapsto f(x, t, u(x, t))
$$

induced by $f$ on $X_{\sigma, s}$.
By the Banach algebra property (6) of $X_{\sigma, s}$ the composition operator

$$
u \mapsto u^{k} \quad \forall k \in \mathbb{N}
$$

is an analytic map from $X_{\sigma, s}$ into itself. Thanks to the rapid decay of the coefficients $\left\|f_{l k}\right\|_{H^{1}}$ assumed in Hypothesis (F), this property holds true also for the composition operator $f(u)$.

Lemma 1. Let $f$ satisfy assumption (F). For every $\sigma \in\left[0, \sigma_{0}\right], s>1 / 2$, the composition operator $f$ is analytic on the ball $\left\{u \in X_{\sigma, s}:\|u\|_{\sigma, s}<r / c_{s}\right\}$, where $c_{s}$ is defined in (7).

Proof. First note that

$$
\sum_{l \in \mathbb{Z}}\left\|u_{l}\right\|_{\infty} \leq \sqrt{\frac{\pi}{2}} \sum_{l \in \mathbb{Z}}\left\|u_{l}\right\|_{H^{1}} \leq \sqrt{\frac{\pi}{2}}\left(\sum_{l \in \mathbb{Z}}\left\|u_{l}\right\|_{H^{1}}^{2}\left(1+l^{2 s}\right)\right)^{1 / 2}\left(\sum_{l \in \mathbb{Z}} \frac{1}{1+l^{2 s}}\right)^{1 / 2}
$$

so $\|u\|_{\infty} \leq c_{s}\|u\|_{\sigma, s}$ for all $u \in X_{\sigma, s}, \sigma \geq 0, s>1 / 2$, and $f(x, t, u(x, t))$ is well-defined.
By definition of the norm $\|\cdot\|_{\sigma, s}$, there exists $C:=C\left(\sigma_{0}, s\right)>0$ such that for all $\sigma \in\left[0, \sigma_{0}\right]$ and for all $k \in \mathbb{N}$,

$$
\left\|\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t}\right\|_{\sigma, s} \leq C\left\|\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t}\right\|_{2 \sigma_{0}, 1}
$$

Next

$$
\left\|\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t}\right\|_{2 \sigma_{0}, 1}^{2}=\sum_{l \in \mathbb{Z}}\left\|f_{l k}\right\|_{H^{1}}^{2}\left(1+l^{2}\right) e^{\left(2 \sigma_{0}\right) 2|l|}=: C_{k}^{2}(f)<+\infty
$$

by assumption (F). Therefore $\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t} \in X_{\sigma, s}$ and

$$
\begin{equation*}
\left\|\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t}\right\|_{\sigma, s} \leq C C_{k}(f) \tag{23}
\end{equation*}
$$

Using the algebra property (6) of $X_{\sigma, s}$ and (23)

$$
\begin{aligned}
\|f(u)\|_{\sigma, s} & \leq \sum_{k=0}^{\infty}\left\|\left(\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t}\right) u^{k}\right\|_{\sigma, s} \\
& \leq \sum_{k=0}^{\infty} c_{s}\left\|\sum_{l \in \mathbb{Z}} f_{l k}(x) e^{i l t}\right\|_{\sigma, s}\left\|u^{k}\right\|_{\sigma, s} \\
& \leq C \sum_{k=0}^{\infty} C_{k}(f)\left(c_{s}\|u\|_{\sigma, s}\right)^{k}<C \sum_{k=0}^{\infty} C_{k}(f) r^{k}<+\infty
\end{aligned}
$$

for $c_{s}\|u\|_{\sigma, s}<r$, by (F) again.

The analyticity of the composition operator $f$ with respect to $\|\cdot\|_{\sigma, s}$ follows from the properties of the power series as explained in [25, Appendix A].

We emphasize that the analyticity of $f$ as a map in $X_{\sigma, s}$ is not an assumption but follows from (F).

Remark 6. If $f(x, t, u)$ admits an analytic extension, which is $2 \pi$-periodic in $x$ and skewsymmetric, namely,

$$
\begin{equation*}
f(-x, t,-u)=-f(x, t, u) \tag{24}
\end{equation*}
$$

then the Dirichlet problem on $[0, \pi]$ is equivalent to the $2 \pi$-periodic problem within the space of all functions odd in $x$. In this case also the spatial regularity is characterized by the decay properties of the Fourier coefficients. Therefore we could look for analytic solutions of (3),

$$
u(x, t)=\sum_{l \in \mathbb{Z}} u_{l}(x) e^{i l t}
$$

which are periodic and odd in $x$, more precisely with

$$
u_{l}(x) \in Y:=\left\{y(x)=\sum_{j \geq 1} y_{j} \sin (j x): \sum_{j \geq 1}\left|y_{j}\right|^{2} j^{2 b} e^{2 a j}<+\infty\right\}
$$

for some $a \geq 0, b>1 / 2$. Without the oddness assumption (24) the composition operator $f$ does not map this subspace into itself. It is for this reason that we consider the space $X_{\sigma, s}$ of functions valued in $H_{0}^{1}(0, \pi)$ : also without $(24), f$ sends $X_{\sigma, s}$ into itself (Lemma 1).

Throughout this paper we shall use spaces $X_{\sigma, s}$ with $\sigma \in\left[\sigma_{0} / 2, \sigma_{0}\right]$ and $s \in \mathcal{S}:=$ $\left\{1,1-\frac{\tau-1}{2}, 1+\frac{(\tau-1) \tau}{2-\tau}\right\}$. So we choose $\bar{c}:=\max _{s \in \mathcal{S}} c_{s}$ as a multiplicative algebra constant for all spaces $X_{\sigma, s}$.

By Lemma 1, $f$ is analytic in the ball

$$
\left\{u \in X_{\sigma, s}:\|u\|_{\sigma, s}<R_{0}:=\frac{r}{\bar{c}}\right\}
$$

and $f, f^{\prime}, f^{\prime \prime}, \ldots$ are bounded, uniformly in $\sigma, s$.
3. The bifurcation equation. Now we give some examples in which Hypothesis (V) holds.

Lemma 2. Suppose $f_{0}(x, u)=u^{m}$ for $m \geq 3$ odd and $p(x) \equiv 1$. Then, for all $\mu$, there exists an unbounded sequence of nondegenerate solutions $v_{n}$ of (10).

Proof. All the solutions of the autonomous equation $-v^{\prime \prime}=\mu v^{m}$ are periodic and can be parametrized by their energy

$$
E=\frac{1}{2} v^{\prime 2}+\frac{\mu}{m+1} v^{m+1} .
$$

Let $T_{E}$ denote the period of the solution $v_{E}$. We can suppose $v_{E}(0)=0$, so $v_{E}^{\prime}(0)=$ $\sqrt{2 E}$. The other boundary condition $v_{E}(\pi)=0$ is satisfied iff

$$
\begin{equation*}
k \frac{T_{E}}{2}=\pi \quad \text { for some } k \in \mathbb{N} \tag{25}
\end{equation*}
$$

By symmetry and energy conservation $v_{E}\left(T_{E} / 4\right)=[(m+1) E / \mu]^{\frac{1}{m+1}}$. So

$$
\begin{aligned}
T_{E} & =4 \int_{0}^{\left[\frac{(m+1) E}{\mu}\right]^{\frac{1}{m+1}}}\left[2\left(E-\frac{\mu x^{m+1}}{m+1}\right)\right]^{-1 / 2} d x \\
& =\frac{4(m+1 / \mu)^{\frac{1}{m+1}}}{E^{\frac{1}{2}-\frac{1}{m+1}}} \int_{0}^{1} \frac{d y}{\sqrt{2\left(1-y^{m+1}\right)}}=: \frac{C(m, \mu)}{E^{\frac{1}{2}-\frac{1}{m+1}}}
\end{aligned}
$$

by the change of variable $y=x[E(m+1) / \mu]^{-\frac{1}{m+1}}$, and (25) is satisfied at infinitely many energy levels. Let $\bar{E}>0$ such that $T_{\bar{E}}=2 \pi / k$ and denote the solution $\bar{v}:=v_{\bar{E}}$.

Let us prove that $\bar{v}$ is nondegenerate. Any solution $h$ of the linearized equation at $\bar{v}$,

$$
\begin{equation*}
-h^{\prime \prime}(x)=\mu m \bar{v}^{m-1}(x) h(x), \tag{26}
\end{equation*}
$$

can be written as $h=A \bar{v}^{\prime}+B \beta, A, B \in \mathbb{R}$, because $\bar{v}^{\prime}(x)$ and $\beta(x):=\left(\partial_{E} v_{E}\right)_{\mid E=\bar{E}}(x)$ are solutions of (26); they are independent because $\bar{v}^{\prime}(0) \neq 0$ while $\beta(0)=0$. If $h(0)=0$, then $A=0$. We claim that $\beta(\pi) \neq 0$; as a consequence, if $h(\pi)=0$, then $B=0$, and so $h=0$, i.e., $\bar{v}$ is nondegenerate. To prove that $\beta(\pi) \neq 0$, we differentiate at $\bar{E}$ the identity $v_{E}\left(k T_{E} / 2\right)=0$,

$$
\beta(\pi)+\bar{v}^{\prime}(\pi)\left(\partial_{E} T_{E}\right)_{\mid E=\bar{E}}=0
$$

Since $\bar{v}^{\prime}(\pi)=(-1)^{k} \sqrt{2 E} \neq 0$ and $\partial_{E} T_{E} \neq 0$, we get $\beta(\pi) \neq 0$.
Lemma 3. If $f_{0}(x, 0)=d_{u} f_{0}(x, 0)=0$, then $\bar{v}=0$ is a nondegenerate solution of (10) for every $\mu$.

Proof. The linearized equation $-\left(p h^{\prime}\right)^{\prime}=0, h(0)=h(\pi)=0$ has only the trivial solution.

When Hypothesis (V) holds at some ( $\mu_{0}, \bar{v}$ ), we solve first the bifurcation equation in (8) using the standard implicit function theorem. We find, for every $w$ small enough and $\mu$ in a neighborhood of $\mu_{0}$, a unique solution $v(\mu, w)$ of the bifurcation equation.

Lemma 4 (solution of the bifurcation equation). There exist $0<R<R_{0}$, a neighborhood $\left[\mu_{1}, \mu_{2}\right]$ of $\mu_{0}$, and a $C^{\infty}$ map

$$
\left[\mu_{1}, \mu_{2}\right] \times\left\{w \in W \cap X_{\sigma, s}:\|w\|_{\sigma, s}<R\right\} \rightarrow V, \quad(\mu, w) \mapsto v(\mu, w)
$$

such that $v(\mu, w)$ solves the bifurcation equation in (8).
Proof. The linear operator

$$
h \mapsto-\left(p h^{\prime}\right)^{\prime}-\mu_{0} d_{v} \Pi_{V} f(v)[h]=-\left(p h^{\prime}\right)^{\prime}-\mu_{0} f_{0}^{\prime}(v) h
$$

is invertible on $H_{0}^{1}(0, \pi)$ by Hypothesis (V). Then we apply the implicit function theorem.

Remark 7. The solutions of the 0th order bifurcation equation (10) found in Lemmas 2 and 3 are nondegenerate for every $\mu$, so, in that case, we can continue $v(\mu, w)$ for all $\left[\mu_{1}, \mu_{2}\right]=[0, \bar{\mu}]$.

We denote by $\lambda_{j}(\mu, w):=\omega_{j}^{2}(\mu, w)$ the eigenvalues of the Sturm-Liouville problem

$$
\left\{\begin{array}{l}
-\left(p y^{\prime}\right)^{\prime}-\mu \Pi_{V} f^{\prime}(v(\mu, w)+w) y=\lambda \rho y  \tag{27}\\
y(0)=y(\pi)=0
\end{array}\right.
$$

Lemma 5. The eigenvalues of (27) satisfy the continuity property

$$
\begin{equation*}
\left|\lambda_{j}(\mu, w)-\lambda_{j}\left(\mu^{\prime}, w^{\prime}\right)\right| \leq K\left(\left|\mu-\mu^{\prime}\right|+\left\|w-w^{\prime}\right\|_{\sigma, s}\right) \tag{28}
\end{equation*}
$$

for some constant $K>0$ independent of $j$.
Proof. For the proof of the lemma, see the appendix. $\square$
The nondegeneracy of $\bar{v}=v\left(\mu_{0}, 0\right)$ means that $\lambda_{j}\left(\mu_{0}, 0\right) \neq 0$ for all $j$. By (28),

$$
\begin{equation*}
\delta_{0}:=\inf \left\{\left|\lambda_{j}(\mu, w)\right|: j \geq 1, \mu \in\left[\mu_{1}, \mu_{2}\right],\|w\|_{\sigma_{0} / 2} \leq R\right\}>0 \tag{29}
\end{equation*}
$$

taking, if necessary, $\left|\mu_{2}-\mu_{1}\right|$ and $R$ smaller in Lemma 4.
Note also that the index $j_{0}$ of the smallest positive eigenvalue is constant, independently of $(\mu, w)$.
4. Solution of the range equation. It remains to solve the range equation

$$
\begin{equation*}
L_{\omega} w=\mu \Pi_{W} \mathcal{F}(\mu, w) \tag{30}
\end{equation*}
$$

where

$$
\mathcal{F}(\mu, w):=f(v(\mu, w)+w)
$$

By Lemmas 1 and $4, \mathcal{F}$ is $C^{\infty}$ and bounded, together with its derivatives, on $\left[\mu_{1}, \mu_{2}\right] \times$ $B_{R}$, where $B_{R}:=\left\{w \in W \cap X_{\sigma, s}:\|w\|_{\sigma, s}<R\right\}$.
4.1. The Nash-Moser recursive scheme. We define the sequence of finitedimensional subspaces

$$
W^{(n)}:=\left\{w=\sum_{1 \leq|l| \leq N_{n}} w_{l}(x) e^{i l t}\right\} \subset W
$$

where

$$
N_{n}:=N_{0} 2^{n}
$$

and $N_{0} \in \mathbb{N}$ will be fixed in Lemma 9. We also set

$$
W^{(n) \perp}:=\left\{w=\sum_{|l|>N_{n}} w_{l}(x) e^{i l t} \in W\right\}
$$

and denote by $P_{n}$, resp., $P_{n}^{\perp}$, the projection on $W^{(n)}$, resp., $W^{(n) \perp}$. Note that $P_{n} \circ \Pi_{W}=P_{n}$.

Lemma 6 (smoothing estimate). For $w \in W^{(n) \perp}$, if $0<\sigma^{\prime \prime}<\sigma^{\prime}$,

$$
\begin{equation*}
\|w\|_{\sigma^{\prime \prime}, s} \leq \exp \left[-\left(\sigma^{\prime}-\sigma^{\prime \prime}\right) N_{n}\right]\|w\|_{\sigma^{\prime}, s} \tag{31}
\end{equation*}
$$

Proof. It follows from the definition of the norms $\|\cdot\|_{\sigma, s}$ and $W^{(n) \perp}$; see, e.g., $[16,8]$.

The key property for the construction of the iterative sequence is the invertibility of the linear operator
(32) $\mathcal{L}_{n}(w) h:=-L_{\omega} h+\mu P_{n}\left[d_{w} \mathcal{F}(\mu, w) h\right]$

$$
=-L_{\omega} h+\mu P_{n}\left[f^{\prime}(v(\mu, w)+w)\left(h+d_{w} v(\mu, w)[h]\right)\right] \quad \forall h \in W^{(n)} .
$$

Lemma 7 (inversion of the linear problem). Let $\omega>0, \tau \in(1,2), \gamma \in(0,1)$, $\gamma<\omega$, and $\sigma \in\left(0, \sigma_{0}\right]$. Assume the "Melnikov" nonresonance conditions

$$
\begin{equation*}
\left|\omega l-\frac{j}{c}\right|>\frac{\gamma}{l^{\tau}} \quad \forall l=1,2, \ldots, N_{n}, \quad \forall j \geq 1 \tag{33}
\end{equation*}
$$

where $c$ is defined in (16), and

$$
\begin{equation*}
\left|\omega^{2} l^{2}-\lambda_{j}(\mu, w)\right|>\frac{\gamma \omega}{l^{\tau-1}} \quad \forall l=1,2, \ldots, N_{n}, j \geq 1 \tag{34}
\end{equation*}
$$

where $\lambda_{j}(\mu, w)$ are the eigenvalues of (27).
Let $u:=v(\mu, w)+w$. There exist $K_{1}, K_{1}^{\prime}$ such that if

$$
\begin{equation*}
\frac{\mu}{\gamma^{3} \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}<K_{1}^{\prime} \tag{35}
\end{equation*}
$$

then $\mathcal{L}_{n}(w)$ is invertible and

$$
\begin{equation*}
\left\|\mathcal{L}_{n}(w)^{-1} h\right\|_{\sigma} \leq \frac{K_{1} N_{n}^{\tau-1}}{\gamma \omega}\|h\|_{\sigma} \quad \forall h \in W^{(n)} \tag{36}
\end{equation*}
$$

Proof. For the proof of the lemma, see section 6.
Remark 8. The condition $\omega>0$ means that (1) is nonautonomous. Indeed, if $\omega=0$, the nonlinearity $f(x, \omega t, u)=f(x, 0, u)$ is independent of $t$.

For $\vartheta:=3 \sigma_{0} / \pi^{2}$ we define the sequence

$$
\begin{equation*}
\sigma_{n+1}:=\sigma_{n}-\frac{\vartheta}{(n+1)^{2}}, \quad \sigma_{0}>\sigma_{1}>\sigma_{2}>\cdots>\frac{\sigma_{0}}{2} \tag{37}
\end{equation*}
$$

Let $A_{0}$ denote the open set

$$
A_{0}:=\left\{(\mu, \omega) \in\left(\mu_{1}, \mu_{2}\right) \times(\gamma,+\infty):\left|\omega l-\omega_{j}\right|>\frac{\gamma}{l^{\tau}} \forall l=1, \ldots, N_{0}, j \geq 1\right\}
$$

where $\omega_{j}$ are defined by (11).
LEMMA 8 (approximate solution). There exist $K_{2}, K_{2}^{\prime}$ such that if $(\mu, \omega) \in A_{0}$ and $\mu N_{0}^{\tau-1} / \gamma \omega<K_{2}^{\prime}$, then there exists a solution $w_{0}:=w_{0}(\mu, \omega) \in W^{(0)}$ of

$$
L_{\omega} w_{0}=\mu P_{0} \mathcal{F}\left(\mu, w_{0}\right)
$$

satisfying $\left\|w_{0}\right\|_{\sigma_{0}} \leq \mu K_{2} N_{0}^{\tau-1} / \gamma \omega$.
Proof. By definition of $A_{0}$, the eigenvalues of $(1 / \rho) L_{\omega}$ satisfy

$$
\left|\omega^{2} l^{2}-\lambda_{j}\right|>\frac{\gamma \omega}{l^{\tau-1}} \quad \forall l=1,2, \ldots, N_{0}, \quad j \geq 1
$$

so $L_{\omega}$ is invertible on $W^{(0)}$ and, for some $K$,

$$
\begin{equation*}
\left\|L_{\omega}^{-1} h\right\|_{\sigma_{0}} \leq \frac{K N_{0}^{\tau-1}}{\gamma \omega}\|h\|_{\sigma_{0}} \quad \forall h \in W^{(0)} \tag{38}
\end{equation*}
$$

Then we look for a solution $w_{0} \in W^{(0)}$ of $w_{0}=\mu L_{\omega}^{-1} P_{0} \mathcal{F}\left(\mu, w_{0}\right)$. The right-hand side term is a contraction in $\left\{\left\|w_{0}\right\|_{\sigma_{0}}<R\right\}$ if $\mu N_{0}^{\tau-1} / \gamma \omega$ is sufficiently small.

Given $w_{n} \in W^{(n)},\left\|w_{n}\right\|_{\sigma_{n}}<R$, and $A_{n} \subseteq A_{0}$, we define

$$
\begin{array}{r}
A_{n+1}:=\left\{(\mu, \omega) \in A_{n}:\left|\omega l-\omega_{j}\left(\mu, w_{n}\right)\right|>\frac{\gamma}{l^{\tau}}, \quad\left|\omega l-\frac{j}{c}\right|>\frac{\gamma}{l^{\tau}}\right.  \tag{39}\\
\left.\forall l=1,2, \ldots, N_{n+1}, \quad j \geq 1\right\} \subseteq A_{n}
\end{array}
$$

where $\lambda_{j}\left(\mu, w_{n}\right)=\omega_{j}^{2}\left(\mu, w_{n}\right)$ are defined in (27) with $w=w_{n}$.
In Lemma 8 we have constructed $h_{0}:=w_{0}$ for $(\mu, \omega) \in A_{0}$. Next, we proceed by induction. By means of $w_{0}$ we define the set $A_{1}$ as above, and we find $w_{1}:=$ $h_{0}+h_{1} \in W^{(1)}$ for every $(\mu, \omega) \in A_{1}$ by Lemma 9 below. Then we define $A_{2}$, we find $w_{2} \in W^{(2)}$, and so on. The main goal of the construction is to prove that, at the end of the recurrence, the set of parameters $(\mu, \omega) \in \cap_{n} A_{n}$ is actually a large set (see Lemmas 12 and 13).

Lemma 9 (inductive step). Fix $\chi:=3 / 2$. There exist $N_{0} \in \mathbb{N}$ (depending only on $\rho, p, f, \bar{\mu}, \bar{v}, \tau)$ and $K_{3}^{\prime} \leq K_{2}^{\prime} / N_{0}^{\tau-1}$ with the following property.

Suppose that $h_{i} \in W^{(i)}$ for all $i=0, \ldots, n$ satisfy

$$
\begin{equation*}
\left\|h_{i}\right\|_{\sigma_{i}}<\frac{\mu K_{3} N_{0}^{\tau-1}}{\gamma \omega} \exp \left(-\chi^{i}\right) \tag{40}
\end{equation*}
$$

where $K_{3}:=e K_{2}$ and $K_{2}$ is the constant in Lemma 8; for all $k=0, \ldots, n$, let $w_{k}:=h_{0}+\cdots+h_{k}$ satisfy $\left\|w_{k}\right\|_{\sigma_{k}}<R$ and

$$
\begin{equation*}
L_{\omega} w_{k}=\mu P_{k} \mathcal{F}\left(\mu, w_{k}\right) \tag{41}
\end{equation*}
$$

and suppose that $(\mu, \omega) \in A_{n}$, where $A_{i+1}$ is constructed by means of $w_{i}$ as shown above.

$$
\text { If }(\mu, \omega) \in A_{n+1} \text { and } \mu / \gamma^{3} \omega<K_{3}^{\prime} \text {, then there exists } h_{n+1} \in W^{(n+1)} \text { satisfying }
$$

$$
\begin{equation*}
\left\|h_{n+1}\right\|_{\sigma_{n+1}}<\frac{\mu K_{3} N_{0}^{\tau-1}}{\gamma \omega} \exp \left(-\chi^{n+1}\right) \tag{42}
\end{equation*}
$$

such that $w_{n+1}=w_{n}+h_{n+1}$ verifies $\left\|w_{n+1}\right\|_{\sigma_{n+1}}<R$ and

$$
\begin{equation*}
L_{\omega} w_{n+1}=\mu P_{n+1} \mathcal{F}\left(\mu, w_{n+1}\right) \tag{43}
\end{equation*}
$$

Proof. In short $\mathcal{F}(w):=\mathcal{F}(\mu, w)$ and $D \mathcal{F}(w):=d_{w} \mathcal{F}(\mu, w)$. Equation (43) for $w_{n+1}=w_{n}+h_{n+1}$ is $L_{\omega}\left[w_{n}+h_{n+1}\right]=\mu P_{n+1} \mathcal{F}\left(w_{n}+h_{n+1}\right)$.

By assumption, $w_{n}$ satisfies (41) for $k=n$, namely, $L_{\omega} w_{n}=\mu P_{n} \mathcal{F}\left(w_{n}\right)$, so the equation for $h_{n+1}$ can be written as

$$
\begin{equation*}
\mathcal{L}_{n+1}\left(w_{n}\right) h_{n+1}+\mu\left(P_{n+1}-P_{n}\right) \mathcal{F}\left(w_{n}\right)+\mu P_{n+1} Q=0 \tag{44}
\end{equation*}
$$

where, as defined in $(32), \mathcal{L}_{n+1}\left(w_{n}\right) h_{n+1}:=-L_{\omega} h_{n+1}+\mu P_{n+1} D \mathcal{F}\left(w_{n}\right) h_{n+1}$, and $Q$ denotes the quadratic remainder

$$
Q=Q\left(w_{n}, h_{n+1}\right):=\mathcal{F}\left(w_{n+1}\right)-\mathcal{F}\left(w_{n}\right)-D \mathcal{F}\left(w_{n}\right) h_{n+1}
$$

Step 1. Inversion of $\mathcal{L}_{n+1}\left(w_{n}\right)$. We verify the assumptions of Lemma 7. By definition of $A_{n+1}, \omega$ satisfies (33). If $\lambda_{j}\left(\mu, w_{n}\right)<0$, then $\left|\omega^{2} l^{2}-\lambda_{j}\left(\mu, w_{n}\right)\right| \geq \omega^{2} l^{2}>$ $\gamma \omega / l^{\tau-1}$ because $\omega>\gamma$. If $\lambda_{j}\left(\mu, w_{n}\right)>0$, we have

$$
\left|\omega^{2} l^{2}-\lambda_{j}\left(\mu, w_{n}\right)\right| \geq\left|\omega l-\omega_{j}\left(\mu, w_{n}\right)\right| \omega l>\frac{\gamma \omega}{l^{\tau-1}} \quad \forall l=1, \ldots, N_{n+1}
$$

because $(\mu, \omega) \in A_{n+1}$. In both cases the nonresonance condition (34) holds.

To verify (35) we need an estimate for $w_{n}$. Let $\eta:=\tau(\tau-1) /(2-\tau)$ and $\alpha>0$. Using the elementary inequality

$$
\frac{1+l^{2(1+\eta)}}{1+l^{2}} \cdot \frac{e^{2(\sigma-\alpha)|l|}}{e^{2 \sigma|l|}} \leq \frac{2 l^{2 \eta}}{e^{2 \alpha|l|}} \leq 2 \max _{y>0}\left(y^{2 \eta} e^{-2 \alpha y}\right)=2\left(\frac{\eta}{\alpha e}\right)^{2 \eta} \quad \forall l \neq 0
$$

we deduce

$$
\left\|h_{i}\right\|_{\sigma_{n+1}, 1+\eta} \leq \frac{C_{\eta}}{\left(\sigma_{i}-\sigma_{n+1}\right)^{\eta}}\left\|h_{i}\right\|_{\sigma_{i}}
$$

where $C_{\eta}:=\sqrt{2}(\eta / e)^{\eta}$. Since $\sigma_{i}-\sigma_{n+1} \geq \sigma_{i}-\sigma_{i+1}$ for every $i \leq n$,

$$
\left\|w_{n}\right\|_{\sigma_{n+1}, 1+\eta} \leq \sum_{i=0}^{n}\left\|h_{i}\right\|_{\sigma_{n+1}, 1+\eta} \leq C_{\eta} \sum_{i=0}^{n} \frac{\left\|h_{i}\right\|_{\sigma_{i}}}{\left(\sigma_{i}-\sigma_{i+1}\right)^{\eta}} \leq S_{\eta} \frac{\mu K_{3} N_{0}^{\tau-1}}{\gamma \omega}
$$

using (40) where $S_{\eta}:=\left(C_{\eta} / \vartheta^{\eta}\right) \sum_{i=0}^{+\infty}(i+1)^{2 \eta} \exp \left(-\chi^{i}\right)<+\infty$. If

$$
\frac{S_{\eta} \mu K_{3} N_{0}^{\tau-1}}{\gamma \omega}<R
$$

then

$$
\left\|f^{\prime}\left(u_{n}\right)\right\|_{\sigma_{n+1}, 1+\eta} \leq K
$$

for some $K$, where $u_{n}:=v\left(\mu, w_{n}\right)+w_{n}$. Hence Hypothesis (35) is verified for $\mu / \gamma^{3} \omega$ sufficiently small.

Analogously we get $\left\|w_{n}\right\|_{\sigma_{n}}<R$ if $\mu N_{0}^{\tau-1} / \gamma \omega$ is small enough.
By Lemma 7 the operator $\mathcal{L}_{n+1}\left(w_{n}\right)$ is invertible on $W^{(n+1)}$ and

$$
\begin{equation*}
\left\|\mathcal{L}_{n+1}\left(w_{n}\right)^{-1} h\right\|_{\sigma_{n+1}} \leq \frac{K_{1} N_{n+1}^{\tau-1}}{\gamma \omega}\|h\|_{\sigma_{n+1}} \quad \forall h \in W^{(n+1)} \tag{45}
\end{equation*}
$$

Equation (44) amounts to the fixed point problem

$$
h_{n+1}=-\mu \mathcal{L}_{n+1}\left(w_{n}\right)^{-1}\left[\left(P_{n+1}-P_{n}\right) \mathcal{F}\left(w_{n}\right)+P_{n+1} Q\right]:=\mathcal{G}\left(h_{n+1}\right)
$$

for $h_{n+1} \in W^{(n+1)}$.
Step 2. $\mathcal{G}$ is a contraction. We prove that $\mathcal{G}$ is a contraction on the ball $B_{n+1}:=$ $\left\{\|h\|_{\sigma_{n+1}}<r_{n+1}\right\}$, where $r_{n+1}:=\left(\mu K_{3} N_{0}^{\tau-1} / \gamma \omega\right) \exp \left(-\chi^{n+1}\right)$, implying (42). By (31)

$$
\left\|\left(P_{n+1}-P_{n}\right) \mathcal{F}\left(w_{n}\right)\right\|_{\sigma_{n+1}} \leq\left\|\mathcal{F}\left(w_{n}\right)\right\|_{\sigma_{n}} \exp \left[-\left(\sigma_{n}-\sigma_{n+1}\right) N_{n}\right]
$$

Since $\left\|w_{n}\right\|_{\sigma_{n}}<R$, we have $\|Q\|_{\sigma_{n+1}} \leq K\left\|h_{n+1}\right\|_{\sigma_{n+1}}^{2}$. Hence, by (45),

$$
\left\|\mathcal{G}\left(h_{n+1}\right)\right\|_{\sigma_{n+1}} \leq K \frac{\mu N_{n+1}^{\tau-1}}{\gamma \omega}\left(\exp \left[-\left(\sigma_{n}-\sigma_{n+1}\right) N_{n}\right]+\left\|h_{n+1}\right\|_{\sigma_{n+1}}^{2}\right)
$$

Therefore $\mathcal{G}\left(B_{n+1}\right) \subseteq B_{n+1}$ if

$$
\begin{equation*}
\frac{\mu K N_{n+1}^{\tau-1}}{\gamma \omega} \exp \left[-\left(\sigma_{n}-\sigma_{n+1}\right) N_{n}\right]<\frac{r_{n+1}}{2}, \quad \frac{\mu K N_{n+1}^{\tau-1}}{\gamma \omega} r_{n+1}^{2}<\frac{r_{n+1}}{2} \tag{46}
\end{equation*}
$$

By the definition of $\sigma_{n}$ in (37) and $N_{n}:=N_{0} 2^{n}$, the first inequality is verified for every $n \geq 0$ if $\sigma_{0} N_{0}$ is greater than a constant depending only on $\chi, K, K_{3}$. The second inequality is verified for every $n \geq 0$ if $\mu N_{0}^{\tau-1} / \gamma \omega$ is small enough.

The estimate for $\|\mathcal{G} h-\mathcal{G} k\|, h, k \in B_{n+1}$ is similar. The lemma now follows from the contraction mapping theorem.

Remark 9. In the previous scheme $h_{n+1}$ is found as an exact solution of (44). We find this convenient to prove the regularity of $h_{n+1}$ with respect to the parameters $(\mu, \omega)$ in Lemma 10. However, other schemes are possible. For example, we could define $h_{n+1}$ as a solution of the linearized equation $\mathcal{L}_{n+1}\left(w_{n}\right) h+\mu\left(P_{n+1}-P_{n}\right) \mathcal{F}\left(w_{n}\right)=$ 0 .

Corollary 1 (existence). Suppose $A_{\infty}:=\cap_{n \geq 0} A_{n} \neq \emptyset$. If $(\mu, \omega) \in A_{\infty}$ and $\mu / \gamma^{3} \omega<K_{3}^{\prime}$, then

$$
w_{\infty}(\mu, \omega):=\sum_{n \geq 0} h_{n}(\mu, \omega) \in W \cap X_{\sigma_{0} / 2}
$$

is a solution of the range equation (30) satisfying $\left\|w_{\infty}\right\|_{\sigma_{0} / 2} \leq K_{\infty} \mu / \gamma \omega$ for some $K_{\infty}$.

Proof. Since $w_{n}$ solves (41) for $k=n$,

$$
-L_{\omega} w_{n}+\mu \Pi_{W} f\left(u_{n}\right)=\mu P_{n}^{\perp} f\left(u_{n}\right) \in W^{(n) \perp}
$$

where $u_{n}:=v\left(\mu, w_{n}\right)+w_{n}$. By (31)

$$
\lim _{n \rightarrow+\infty}\left\|-L_{\omega} w_{n}+\mu f\left(u_{n}\right)\right\|_{\sigma_{0} / 2} \leq \lim _{n \rightarrow+\infty} K \exp \left[-\left(\sigma_{n}-\sigma_{0} / 2\right) N_{n}\right]=0
$$

Since $w_{n} \rightarrow w_{\infty}$ in $\|\cdot\|_{\sigma_{0} / 2}$ also $f\left(u_{n}\right) \rightarrow f\left(u_{\infty}\right)$ in the same norm, while $L_{\omega} w_{n} \rightarrow$ $L_{\omega} w_{\infty}$ in the sense of distributions. So $w_{\infty}$ is a weak solution of the range equation (30).

Remark 10. We shall prove, as a consequence of Lemma 12 and section 4.3, that $A_{\infty}$ is actually a positive measure set. One possible way to prove it uses the Whitney extension of $w_{\infty}$ of section 4.2.
4.2. Whitney $\boldsymbol{C}^{\boldsymbol{\infty}}$ extension. The functions $h_{n}$ constructed in Lemmas 8 and 9 depend smoothly on the parameters $(\mu, \omega)$.

Lemma 10. There exist $K_{4}$ and $K_{4}^{\prime} \leq K_{3}^{\prime}$ such that the maps

$$
h_{i}: A_{i} \cap\left\{\mu / \gamma^{3} \omega<K_{4}^{\prime}\right\} \rightarrow W^{(i)}
$$

are $C^{\infty}$ and

$$
\left\|\partial_{\omega} h_{i}(\mu, \omega)\right\|_{\sigma_{i}} \leq \frac{K_{4} \mu}{\gamma^{2} \omega} \exp \left(-\chi_{0}^{i}\right), \quad\left\|\partial_{\mu} h_{i}(\mu, \omega)\right\|_{\sigma_{i}} \leq \frac{K_{4}}{\gamma \omega} \exp \left(-\chi_{0}^{i}\right)
$$

where $\chi_{0}:=(1+\chi) / 2=5 / 4$.
Proof. Since $w_{0}=\mu L_{\omega}^{-1} P_{0} \mathcal{F}\left(\mu, w_{0}\right)$, by the implicit function theorem the map $w_{0}$ is $C^{\infty}$. Differentiating the identity $L_{\omega}\left(L_{\omega}^{-1} h\right)=h$ with respect to $\omega$, by (38) we get $\left\|\partial_{\omega} L_{\omega}^{-1} h\right\|_{\sigma_{0}} \leq\left(K / \gamma^{2} \omega\right)\|h\|_{\sigma_{0}}$. For $\mu / \gamma \omega$ small,

$$
\left\|\partial_{\omega} w_{0}\right\|_{\sigma_{0}} \leq \frac{K \mu}{\gamma^{2} \omega}
$$

Differentiating with respect to $\mu$ we get $\left\|\partial_{\mu} w_{0}\right\|_{\sigma_{0}} \leq K^{\prime} / \gamma \omega$ for some $K^{\prime}$.

By induction, suppose that $h_{i}$ depends smoothly on $(\mu, \omega) \in A_{i}$ for every $i=$ $0, \ldots, n$. For $(\mu, \omega) \in A_{n+1}$, by $(43), h_{n+1}$ is a solution of

$$
\begin{equation*}
-L_{\omega} h_{n+1}+\mu P_{n+1}\left[\mathcal{F}\left(w_{n}+h_{n+1}\right)-\mathcal{F}\left(w_{n}\right)\right]+\mu\left(P_{n+1}-P_{n}\right) \mathcal{F}\left(w_{n}\right)=0 \tag{47}
\end{equation*}
$$

By the implicit function theorem $h_{n+1} \in C^{\infty}$ once we prove that

$$
\mathcal{L}_{n+1}\left(w_{n+1}\right)[z]:=-L_{\omega} z+\mu P_{n+1} D \mathcal{F}\left(w_{n}+h_{n+1}\right)[z]
$$

is invertible. By (45), $\mathcal{L}_{n+1}\left(w_{n}\right)$ is invertible. Hence it is sufficient that

$$
\left\|\mathcal{L}_{n+1}^{-1}\left(w_{n}\right)\left(\mathcal{L}_{n+1}\left(w_{n+1}\right)-\mathcal{L}_{n+1}\left(w_{n}\right)\right)\right\|_{\sigma_{n+1}}<\frac{1}{2}
$$

which holds true for $\mu^{2} / \gamma \omega$ small enough; indeed, by (42),

$$
\left\|\mathcal{L}_{n+1}\left(w_{n+1}\right)-\mathcal{L}_{n+1}\left(w_{n}\right)\right\|_{\sigma_{n+1}} \leq K \mu\left\|h_{n+1}\right\|_{\sigma_{n+1}} \leq \frac{\mu^{2} K^{\prime} N_{0}^{\tau-1}}{\gamma \omega} \exp \left(-\chi^{n+1}\right)
$$

Finally (45) implies

$$
\begin{equation*}
\left\|\mathcal{L}_{n+1}\left(w_{n+1}\right)^{-1}\right\|_{\sigma_{n+1}} \leq \frac{2 K_{1} N_{n+1}^{\tau-1}}{\gamma \omega} \tag{48}
\end{equation*}
$$

Differentiating (47) with respect to $\omega$

$$
\begin{align*}
\mathcal{L}_{n+1}\left(w_{n+1}\right)\left[\partial_{\omega} h_{n+1}\right]= & 2 \omega \rho(x)\left(h_{n+1}\right)_{t t}-\mu\left(P_{n+1}-P_{n}\right) D \mathcal{F}\left(w_{n}\right) \partial_{\omega} w_{n}  \tag{49}\\
& -\mu P_{n+1}\left[D \mathcal{F}\left(w_{n}+h_{n+1}\right)-D \mathcal{F}\left(w_{n}\right)\right] \partial_{\omega} w_{n}
\end{align*}
$$

and, using (48) and (31),

$$
\begin{aligned}
\left\|\partial_{\omega} h_{n+1}\right\|_{\sigma_{n+1}} \leq & \frac{K N_{n+1}^{\tau-1}}{\gamma \omega}\left(\omega N_{n+1}^{2}\left\|h_{n+1}\right\|_{\sigma_{n+1}}+\frac{\mu\left\|\partial_{\omega} w_{n}\right\|_{\sigma_{n}}}{\exp \left[\left(\sigma_{n}-\sigma_{n+1}\right) N_{n}\right]}\right. \\
& \left.+\mu\left\|h_{n+1}\right\|_{\sigma_{n+1}}\left\|\partial_{\omega} w_{n}\right\|_{\sigma_{n}}\right)
\end{aligned}
$$

We note that $\left\|\partial_{\omega} w_{n}\right\|_{\sigma_{n}} \leq \sum_{i=0}^{n}\left\|\partial_{\omega} h_{i}\right\|_{\sigma_{i}}$. Using (46) the sequence $a_{n}:=\left\|\partial_{\omega} h_{n}\right\|_{\sigma_{n}}$ satisfies

$$
\begin{aligned}
a_{n+1} & \leq \frac{K N_{n+1}^{\tau-1}}{\gamma \omega}\left(\omega N_{n+1}^{2} r_{n+1}+\frac{\omega \gamma r_{n+1}}{N_{n+1}^{\tau-1}} \sum_{i=0}^{n} a_{i}+\mu r_{n+1} \sum_{i=0}^{n} a_{i}\right) \\
& \leq b_{n+1}\left(1+\sum_{i=0}^{n} a_{i}\right), \quad \text { where } b_{n+1}:=\frac{K \mu}{\gamma^{2} \omega} N_{n+1}^{\tau+1} \exp \left(-\chi^{n+1}\right)
\end{aligned}
$$

recalling that $r_{n+1}=(\mu K / \gamma \omega) \exp \left(-\chi^{n+1}\right)$. By induction, for $K \mu / \omega \gamma^{2}<1$, we have $a_{n} \leq 2 b_{n}$ and

$$
\left\|\partial_{\omega} h_{n+1}\right\|_{\sigma_{n+1}} \leq \frac{K \mu}{\gamma^{2} \omega} N_{n+1}^{\tau+1} \exp \left(-\chi^{n+1}\right) \leq \frac{K^{\prime} \mu}{\gamma^{2} \omega} \exp \left(-\chi_{0}^{n+1}\right)
$$

where $\chi_{0}:=(1+\chi) / 2$. It follows that $\left\|\partial_{\omega} w_{n+1}\right\|_{\sigma_{n+1}} \leq K \mu / \gamma^{2} \omega$.

Differentiating (47) with respect to $\mu$ we obtain the estimate for $\partial_{\mu} h_{n+1}$.
Define, for $\nu_{0}>0$,

$$
\begin{align*}
& A_{n}^{*}:=\left\{(\mu, \omega) \in A_{n}: \operatorname{dist}\left((\mu, \omega), \partial A_{n}\right)>\frac{\nu_{0} \gamma^{4}}{N_{n}^{3}}\right\},  \tag{50}\\
& \tilde{A}_{n}:=\left\{(\mu, \omega) \in A_{n}: \operatorname{dist}\left((\mu, \omega), \partial A_{n}\right)>\frac{2 \nu_{0} \gamma^{4}}{N_{n}^{3}}\right\} \subset A_{n}^{*} .
\end{align*}
$$

Lemma 11 (Whitney extension). There exists a $C^{\infty}$ map

$$
\tilde{w}: A_{0} \cap\left\{(\mu, \omega): \frac{\mu}{\gamma^{3} \omega}<K_{4}^{\prime}\right\} \rightarrow W \cap X_{\sigma_{0} / 2}
$$

satisfying

$$
\begin{align*}
& \|\tilde{w}(\mu, \omega)\|_{\sigma_{0} / 2} \leq \frac{K_{5} \mu}{\gamma \omega}  \tag{51}\\
& \left\|\partial_{\omega} \tilde{w}(\mu, \omega)\right\|_{\sigma_{0} / 2} \leq \frac{C\left(\nu_{0}\right) \mu}{\gamma^{5} \omega}, \quad\left\|\partial_{\mu} \tilde{w}(\mu, \omega)\right\|_{\sigma_{0} / 2} \leq \frac{C\left(\nu_{0}\right)}{\gamma^{5} \omega}
\end{align*}
$$

for some $K_{5}$ and for some $C\left(\nu_{0}\right)>0$, such that, for $(\mu, \omega) \in \tilde{A}_{\infty}:=\cap_{n \geq 0} \tilde{A}_{n}, \tilde{w}(\mu, \omega)$ solves the range equation (30).

Moreover there exists a sequence of $C^{\infty}$ maps

$$
\tilde{w}_{n}: A_{0} \cap\left\{(\mu, \omega): \frac{\mu}{\gamma^{3} \omega}<K_{4}^{\prime}\right\} \rightarrow W^{(n)}
$$

such that $\tilde{w}_{n}(\mu, \omega)=w_{n}(\mu, \omega)$ for $(\mu, \omega) \in \tilde{A}_{n}$, and

$$
\begin{equation*}
\left\|\tilde{w}(\mu, \omega)-\tilde{w}_{n}(\mu, \omega)\right\|_{\sigma_{0} / 2} \leq \frac{K_{5} \mu}{\gamma \omega} \exp \left(-\chi^{n}\right) \tag{52}
\end{equation*}
$$

Proof. Let $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$be a $C^{\infty}$-function supported in the open ball $B(0,1)$ of center 0 and radius 1 and with $\int_{\mathbb{R}^{2}} \varphi=1$. Let $\varphi_{n}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$be the mollifier

$$
\varphi_{n}(x):=\frac{N_{n}^{6}}{\nu_{0}^{2} \gamma^{8}} \varphi\left(\frac{N_{n}^{3}}{\nu_{0} \gamma^{4}} x\right)
$$

$\operatorname{Supp}\left(\varphi_{n}\right) \subset B\left(0, \nu_{0} \gamma^{4} / N_{n}^{3}\right)$ and $\int_{\mathbb{R}^{2}} \varphi_{n}=1$. We define $\psi_{n}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ as

$$
\psi_{n}(x):=\left(\varphi_{n} * \chi_{A_{n}^{*}}\right)(x)=\int_{\mathbb{R}^{2}} \varphi_{n}(y-x) \chi_{A_{n}^{*}}(y) d y
$$

where $\chi_{A_{n}^{*}}$ is the characteristic function of the set $A_{n}^{*} . \psi_{n}$ is $C^{\infty}$,

$$
\begin{equation*}
\left|D \psi_{n}(x)\right| \leq \int_{\mathbb{R}^{2}}\left|D \varphi_{n}(x-y)\right| \chi_{A_{n}^{*}}(y) d y \leq \frac{N_{n}^{3}}{\nu_{0} \gamma^{4}} C \tag{53}
\end{equation*}
$$

where $C:=\int_{\mathbb{R}^{2}}|D \varphi| d y$,

$$
0 \leq \psi_{n}(x) \leq 1, \quad \operatorname{supp}\left(\psi_{n}\right) \subset A_{n}, \quad \psi_{n}(x)=1 \quad \forall x \in \tilde{A}_{n}
$$

We define, for $(\mu, \omega) \in A_{0}$, the $C^{\infty}$-functions

$$
\tilde{h}_{n}(\mu, \omega):= \begin{cases}\psi_{n}(\mu, \omega) h_{n}(\mu, \omega) & \text { if }(\mu, \omega) \in A_{n} \\ 0 & \text { if }(\mu, \omega) \notin A_{n}\end{cases}
$$

and

$$
\tilde{w}_{n}(\mu, \omega):=\sum_{i=0}^{n} \tilde{h}_{i}, \quad \tilde{w}(\mu, \omega):=\sum_{i \geq 0} \tilde{h}_{i}
$$

which is a series if $(\mu, \omega) \in A_{\infty}:=\cap_{n \geq 0} A_{n}$.
The estimate for $\|\tilde{w}\|_{\sigma_{0} / 2}$ follows by $\left\|\tilde{h}_{i}\right\|_{\sigma_{i}} \leq\left\|h_{i}\right\|_{\sigma_{i}}$ (because $0 \leq \psi_{i} \leq 1$ ) and (40). The estimates for the derivatives in (51) follow by differentiating the product $\tilde{h}_{i}=\psi_{i} h_{i}$ and using (53), (40), and Lemma 10. Similarly it follows that $\tilde{w}$ is in $C^{\infty}$; see [8] for details.

For $(\mu, \omega) \in \tilde{A}_{n}, \psi_{n}(\mu, \omega)=1$, implying $\tilde{w}_{n}=w_{n}$. As a consequence, for $(\mu, \omega) \in$ $\tilde{A}_{\infty}:=\cap_{n \geq 0} \tilde{A}_{n}$, by Corollary 1, $\tilde{w}=w_{\infty}$ solves (30).

Finally, using (40),

$$
\left\|\tilde{w}-\tilde{w}_{n}\right\|_{\sigma_{0} / 2} \leq \sum_{i \geq n+1}\left\|\tilde{h}_{i}\right\|_{\sigma_{i}} \leq \sum_{i \geq n+1} \frac{K \mu}{\gamma \omega} \exp \left(-\chi^{i}\right) \leq \frac{K^{\prime} \mu}{\gamma \omega} \exp \left(-\chi^{n}\right)
$$

In the next lemma we fix the constant $\nu_{0}$ introduced in (50).
Lemma 12. There exist $\nu_{0}>0$ and $K_{5}^{\prime} \leq K_{4}^{\prime}$ such that if $\mu / \gamma^{3} \omega<K_{5}^{\prime}$, then

$$
B_{\gamma} \subseteq \tilde{A}_{n} \subset A_{n} \quad \forall n \geq 0
$$

where $B_{\gamma}$ is defined in (15) taking $C^{\prime} \leq K_{5}^{\prime}$.
Proof. The proof is by induction. Let $(\mu, \omega) \in B_{\gamma}$. Then $(\mu, \omega) \in \tilde{A}_{0}$ if $A_{0}$ contains the closed ball of center $(\mu, \omega)$ and radius $2 \nu_{0} \gamma^{4} / N_{0}^{3}$. Let ( $\omega^{\prime}, \mu^{\prime}$ ) belong to such a ball. Then, for all $l=1, \ldots, N_{0}$,

$$
\left|\omega^{\prime} l-\omega_{j}\right| \geq\left|\omega l-\omega_{j}\right|-\left|\omega-\omega^{\prime}\right| l>\frac{2 \gamma}{l^{\tau}}-\frac{2 \nu_{0} \gamma^{4}}{N_{0}^{3}} l \geq \frac{\gamma}{l^{\tau}}
$$

if $\nu_{0} \leq 1 / 2$.
Suppose now that $B_{\gamma} \subseteq \tilde{A}_{n}$ and let $(\mu, \omega) \in B_{\gamma}$. To prove that $(\mu, \omega) \in \tilde{A}_{n+1}$, we have to show that the closed ball of center $(\mu, \omega)$ and radius $2 \nu_{0} \gamma^{4} / N_{n+1}^{3}$ is contained in $A_{n+1}$. Let $\left(\mu^{\prime}, \omega^{\prime}\right)$ belong to such a ball. The nonresonance condition on $\left|\omega^{\prime} l-j / c\right|$ is verified, as above, for $\nu_{0} \leq 1 / 2$. For the other condition, we denote in short $\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right):=\omega_{j}\left(\mu^{\prime}, w_{n}\left(\mu^{\prime}, \omega^{\prime}\right)\right.$ ) (see (27) for the definition of $\omega_{j}(\mu, w)$ ). It results, for all $l=1, \ldots, N_{n+1}$, in

$$
\begin{align*}
\left|\omega^{\prime} l-\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)\right| & \geq\left|\omega l-\tilde{\omega}_{j}(\mu, \omega)\right|-\left|\omega-\omega^{\prime}\right| l-\left|\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\omega}_{j}(\mu, \omega)\right| \\
& >\frac{2 \gamma}{l^{\tau}}-\frac{2 \nu_{0} \gamma^{4} l}{N_{n+1}^{3}}-\left|\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\omega}_{j}(\mu, \omega)\right| \\
& >\frac{3 \gamma}{2 l^{\tau}}-\left|\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\omega}_{j}(\mu, \omega)\right| \tag{54}
\end{align*}
$$

if $\nu_{0} \leq 1 / 4$. Now we estimate the last term

$$
\left|\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\omega}_{j}(\mu, \omega)\right|=\frac{\left|\lambda_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\lambda}_{j}(\mu, \omega)\right|}{\left|\tilde{\omega}_{j}(\mu, \omega)\right|+\left|\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)\right|} \leq \frac{\left|\lambda_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\lambda}_{j}(\mu, \omega)\right|}{\sqrt{\delta_{0}}}
$$

by (29), both for $j<j_{0}$ and for $j \geq j_{0}$. By the comparison principle (28)

$$
\delta_{0}^{-1 / 2}\left|\lambda_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{\lambda}_{j}(\mu, \omega)\right| \leq K\left|\mu-\mu^{\prime}\right|+K\left\|w_{n}\left(\mu^{\prime}, \omega^{\prime}\right)-\tilde{w}(\mu, \omega)\right\|_{\sigma_{0} / 2}
$$

By Lemma 10, $\left\|\partial_{\omega} w_{n}\right\|_{\sigma_{0} / 2},\left\|\partial_{\mu} w_{n}\right\|_{\sigma_{0} / 2} \leq K / \gamma^{2} \omega$ for some other $K$, and being $\omega, \omega^{\prime}>$ $\gamma$,

$$
K\left\|w_{n}\left(\mu^{\prime}, \omega^{\prime}\right)-w_{n}(\mu, \omega)\right\|_{\sigma_{0} / 2} \leq \frac{K^{\prime}}{\gamma^{3}} \frac{\nu_{0} \gamma^{4}}{N_{n+1}^{3}}<\frac{\gamma}{8 l^{\tau}} \quad \forall l=1, \ldots, N_{n+1}
$$

if $\nu_{0}$ is small enough $(1<\tau<2)$. On the other hand, since $(\mu, \omega) \in \tilde{A}_{n}$ we have $w_{n}(\mu, \omega)=\tilde{w}_{n}(\mu, \omega)($ Lemma 11) and, by (52),

$$
K\left\|w_{n}(\mu, \omega)-\tilde{w}(\mu, \omega)\right\|_{\sigma_{0} / 2} \leq \frac{K^{\prime} \mu}{\gamma \omega} \exp \left(-\chi^{n}\right)<\frac{\gamma}{8 l^{\tau}} \quad \forall l=1, \ldots, N_{n+1}
$$

for $\mu / \gamma^{2} \omega$ sufficiently small. By (54), collecting the previous estimates,

$$
\left|\omega^{\prime} l-\omega_{j}^{n}\left(\mu^{\prime}, \omega^{\prime}\right)\right|>\frac{\gamma}{l^{\tau}} \quad \forall l=1, \ldots, N_{n+1}
$$

and ( $\mu^{\prime}, \omega^{\prime}$ ) belongs to $A_{n+1}$.
4.3. Measure of the Cantor set $\boldsymbol{B}_{\gamma}$. In the following $R:=\left(\mu^{\prime}, \mu^{\prime \prime}\right) \times\left(\omega^{\prime}, \omega^{\prime \prime}\right)$ denotes a rectangle contained in the region $\left\{(\mu, \omega) \in\left[\mu_{1}, \mu_{2}\right] \times(2 \gamma,+\infty): \mu<\right.$ $\left.K_{6}^{\prime} \gamma^{5} \omega\right\}$. Furthermore we consider $\omega^{\prime \prime}-\omega^{\prime}$ as a fixed quantity ("of order 1 ").

LEMMA 13. There exist $K_{6}$ and $K_{6}^{\prime} \leq K_{5}^{\prime}$ such that, taking $C^{\prime} \leq K_{6}^{\prime}$ in the definition (15) of $B_{\gamma}$, for all $\mu \in\left(\mu_{1}, \mu_{2}\right)$ the section

$$
S_{\gamma}(\mu):=\left\{\omega:(\mu, \omega) \in B_{\gamma}\right\}
$$

satisfies the measure estimate

$$
\begin{equation*}
\left|S_{\gamma}(\mu) \cap\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right| \geq\left(1-K_{6} \gamma\right)\left(\omega^{\prime \prime}-\omega^{\prime}\right) \tag{55}
\end{equation*}
$$

As a consequence, for every $R:=\left(\mu^{\prime}, \mu^{\prime \prime}\right) \times\left(\omega^{\prime}, \omega^{\prime \prime}\right)$

$$
\begin{equation*}
\left|B_{\gamma} \cap R\right| \geq|R|\left(1-K_{6} \gamma\right) \tag{56}
\end{equation*}
$$

Proof. We consider the inequalities $\left|\omega l-\tilde{\omega}_{j}(\mu, \omega)\right|>2 \gamma / l^{\tau}$ in the definition of $B_{\gamma}$. The analogous inequalities for $\left|\omega l-\omega_{j}\right|$ and $|\omega l-j / c|$ are simpler because $j / c$ and $\omega_{j}$ do not depend on $(\mu, \omega)$.

The complementary set we have to estimate is

$$
\mathcal{C}:=\bigcup_{l, j \geq 1} \mathcal{R}_{l j}
$$

where $\mathcal{R}_{l j}:=\left\{\omega \in\left(\omega^{\prime}, \omega^{\prime \prime}\right):\left|l \omega-\tilde{\omega}_{j}(\mu, \omega)\right| \leq 2 \gamma / l^{\tau}\right\}$.

We claim that

$$
\begin{equation*}
\left|\partial_{\omega} \tilde{\omega}_{j}(\mu, \omega)\right| \leq \frac{K \mu}{\gamma^{5} \omega} . \tag{57}
\end{equation*}
$$

Indeed, by the same arguments as in the proof of Lemma 12 and the comparison principle (28), we have

$$
\left|\tilde{\omega}_{j}(\mu, \omega)-\tilde{\omega}_{j}\left(\mu, \omega^{\prime}\right)\right| \leq K\left\|\tilde{w}(\mu, \omega)-\tilde{w}\left(\mu, \omega^{\prime}\right)\right\|_{\sigma_{0} / 2} \leq \frac{K \mu}{\gamma^{5} \omega}\left|\omega-\omega^{\prime}\right|
$$

using (51). As a consequence of (57)

$$
\partial_{\omega}\left(l \omega-\tilde{\omega}_{j}(\mu, \omega)\right) \geq l-\frac{K \mu}{\gamma^{5} \omega} \geq \frac{l}{2} \quad \forall l \geq 1
$$

for $\mu / \gamma^{5} \omega$ small enough; we deduce $\left|\mathcal{R}_{l j}\right| \leq 4 \gamma / l^{\tau+1}$.
Furthermore the set $\mathcal{R}_{l j}$ is nonempty only if

$$
\omega^{\prime} l-\frac{2 \gamma}{l^{\tau}}<\tilde{\omega}_{j}(\mu, \omega)<\omega^{\prime \prime} l+\frac{2 \gamma}{l^{\tau}} .
$$

So, for every fixed $l$, the number of indices $j$ such that $\mathcal{R}_{l j} \neq \emptyset$ is

$$
\sharp\{j\} \leq \frac{1}{\delta}\left(l\left(\omega^{\prime \prime}-\omega^{\prime}\right)+\frac{4 \gamma}{l^{\tau}}\right)+1 \leq K l\left(\omega^{\prime \prime}-\omega^{\prime}\right),
$$

where

$$
\delta:=\inf \left\{\left|\tilde{\omega}_{j+1}(\mu, \omega)-\tilde{\omega}_{j}(\mu, \omega)\right|: j \geq 1,(\mu, \omega) \in B_{\gamma}\right\} .
$$

For $\|\tilde{w}\|_{\sigma_{0} / 2} \leq K^{\prime} \mu / \gamma \omega<R$ we have $\delta \geq \delta_{1}$, where

$$
\begin{equation*}
\delta_{1}:=\inf \left\{\left|\omega_{j+1}(\mu, w)-\omega_{j}(\mu, w)\right|: j \geq 1, \mu \in\left[\mu_{1}, \mu_{2}\right],\|w\|_{\sigma_{0} / 2} \leq R\right\}>0 \tag{58}
\end{equation*}
$$

as proved in the appendix.
In conclusion, the measure of the complementary set is

$$
|\mathcal{C}| \leq \sum_{l=1}^{+\infty} \frac{4 \gamma}{l^{\tau+1}} K l\left(\omega^{\prime \prime}-\omega^{\prime}\right) \leq K^{\prime}\left(\omega^{\prime \prime}-\omega^{\prime}\right) \gamma
$$

and (55) is proved. Integrating on ( $\mu^{\prime}, \mu^{\prime \prime}$ ) we obtain (56).
By Fubini's theorem also the section $S_{\gamma}(\omega)$ is large for $\omega$ in a large set.
Lemma 14. Let

$$
S_{\gamma}(\omega):=\left\{\mu:(\mu, \omega) \in B_{\gamma}\right\} .
$$

For every $R:=\left(\mu^{\prime}, \mu^{\prime \prime}\right) \times\left(\omega^{\prime}, \omega^{\prime \prime}\right), \gamma^{\prime} \in(0,1)$ we obtain

$$
\begin{equation*}
\left|\left\{\omega \in\left(\omega^{\prime}, \omega^{\prime \prime}\right): \frac{\left|S_{\gamma}(\omega) \cap\left(\mu^{\prime}, \mu^{\prime \prime}\right)\right|}{\mu^{\prime \prime}-\mu^{\prime}} \geq 1-\gamma^{\prime}\right\}\right| \geq\left(\omega^{\prime \prime}-\omega^{\prime}\right)\left(1-K_{6} \frac{\gamma}{\gamma^{\prime}}\right) . \tag{59}
\end{equation*}
$$

Proof. Consider

$$
\begin{aligned}
& \Omega^{+}:=\left\{\omega \in\left(\omega^{\prime}, \omega^{\prime \prime}\right):\left|S_{\gamma}(\omega) \cap\left(\mu^{\prime}, \mu^{\prime \prime}\right)\right| \geq\left(\mu^{\prime \prime}-\mu^{\prime}\right)\left(1-\gamma^{\prime}\right)\right\}, \\
& \Omega^{-}:=\left\{\omega \in\left(\omega^{\prime}, \omega^{\prime \prime}\right):\left|S_{\gamma}(\omega) \cap\left(\mu^{\prime}, \mu^{\prime \prime}\right)\right|<\left(\mu^{\prime \prime}-\mu^{\prime}\right)\left(1-\gamma^{\prime}\right)\right\} .
\end{aligned}
$$

Using Fubini's theorem

$$
\begin{align*}
\left|B_{\gamma} \cap R\right| & =\int_{\omega^{\prime}}^{\omega^{\prime \prime}}\left|S_{\gamma}(\omega) \cap\left(\mu^{\prime}, \mu^{\prime \prime}\right)\right| d \omega \\
& =\int_{\Omega^{+}}\left|S_{\gamma}(\omega) \cap\left(\mu^{\prime}, \mu^{\prime \prime}\right)\right| d \omega+\int_{\Omega^{-}}\left|S_{\gamma}(\omega) \cap\left(\mu^{\prime}, \mu^{\prime \prime}\right)\right| d \omega \\
& \leq\left(\mu^{\prime \prime}-\mu^{\prime}\right)\left|\Omega^{+}\right|+\left(\mu^{\prime \prime}-\mu^{\prime}\right)\left(1-\gamma^{\prime}\right)\left|\Omega^{-}\right| . \tag{60}
\end{align*}
$$

By (56), $\left|B_{\gamma} \cap R\right| \geq\left(\omega^{\prime \prime}-\omega^{\prime}\right)\left(\mu^{\prime \prime}-\mu^{\prime}\right)\left(1-K_{6} \gamma\right)$ and therefore, by (60),

$$
\begin{equation*}
\left(\omega^{\prime \prime}-\omega^{\prime}\right)\left(1-K_{6} \gamma\right) \leq\left|\Omega^{+}\right|+\left(1-\gamma^{\prime}\right)\left|\Omega^{-}\right|=\left(\omega^{\prime \prime}-\omega^{\prime}\right)-\gamma^{\prime}\left|\Omega^{-}\right| \tag{61}
\end{equation*}
$$

because $\left|\Omega^{+}\right|+\left|\Omega^{-}\right|=\omega^{\prime \prime}-\omega^{\prime}$. Then

$$
\left|\Omega^{-}\right| \leq\left(\omega^{\prime \prime}-\omega^{\prime}\right) K_{6} \frac{\gamma}{\gamma^{\prime}}
$$

and, by the first inequality in (61), $\left|\Omega^{+}\right| \geq\left(\omega^{\prime \prime}-\omega^{\prime}\right)\left(1-K_{6} \gamma / \gamma^{\prime}\right)$, which is (59).
Inequalities (55) and (59) imply the measure estimates (18)-(19).
The main conclusions of this section are summarized in the following theorem, which follows by Lemmas 11, 12, and 13.

THEOREM 3 (solution of the range equation). There exist $\tilde{w} \in C^{\infty}\left(A_{\gamma}, W \cap\right.$ $X_{\sigma_{0} / 2}$ ) satisfying (51) and the large (see (56)) Cantor set $B_{\gamma}$ defined in (15) such that, for every $(\mu, \omega) \in B_{\gamma}$, the function $\tilde{w}(\mu, \omega)$ solves the range equation (30).

## 5. Proof of Theorems 1 and 2.

Proof of Theorem 1. By Theorem 3 for all $(\mu, \omega) \in B_{\gamma}$ the function $\tilde{w}(\mu, \omega) \in$ $X_{\sigma_{0} / 2}$ solves the range equation (30). By Lemma 4, $v(\mu, \tilde{w}(\mu, \omega))$ solves the bifurcation equation in (8), and therefore

$$
\tilde{u}:=v(\mu, \tilde{w}(\mu, \omega))+\tilde{w}(\mu, \omega) \in X_{\sigma_{0} / 2}
$$

is a solution of (3). Estimates (14) follow by (51).
Since $\tilde{u}$ solves

$$
\begin{equation*}
-\left(p(x) \tilde{u}_{x}\right)_{x}=\mu f(x, t, \tilde{u})-\omega^{2} \rho(x) \tilde{u}_{t t} \tag{62}
\end{equation*}
$$

we deduce

$$
-\left(p(x) \tilde{u}_{x}(t, x)\right)_{x} \in H^{1}(0, \pi) \quad \forall t \in \mathbb{R}
$$

This implies, since $p(x) \in H^{3}(0, \pi)$, that

$$
\tilde{u}(t, x) \in H^{3}(0, \pi) \cap H_{0}^{1}(0, \pi) \subset C^{2}(0, \pi) \quad \forall t \in \mathbb{R}
$$

Proof of Theorem 2. For every fixed $t$, by the algebra property of $H^{m}$

$$
\|f(x, t, u(x, t))\|_{H^{m}} \leq \sum_{l, k}\left\|f_{l k}(x) u^{k}(x)\right\|_{H^{m}} \leq K \sum_{l, k}\left\|f_{l k}\right\|_{H^{m}}\left\|u^{k}\right\|_{H^{m}}
$$

for some $K>0$.

Using the Gagliardo-Nirenberg-type inequality

$$
\left\|u^{k}\right\|_{H^{m}} \leq\left(C_{m}\|u\|_{H^{1}}\right)^{k-1}\|u\|_{H^{m}}
$$

valid for every $u \in H_{0}^{1} \cap H^{m}$ (see, e.g., [26, 20]), we get

$$
\begin{equation*}
\|f(x, t, u(x, t))\|_{H^{m}} \leq K\|u\|_{H^{m}} \sum_{l, k}\left\|f_{l k}\right\|_{H^{m}}\left(C_{m}\|u\|_{H^{1}}\right)^{k-1} \tag{63}
\end{equation*}
$$

which is convergent for $\|u\|_{H^{1}}<r_{m} / C_{m}$ by (21).
The solution $\tilde{u}$ satisfies $(62)$ and $\tilde{u}(\cdot, t) \in H^{3}(0, \pi)$ for all $t$.
By assumption $\|\tilde{u}\|_{H^{1}}<r_{m} / C_{m}$. By induction, assume $\tilde{u}(\cdot, t) \in H^{k}$ for $k=$ $3, \ldots, m$. Hence $\tilde{u}_{t t}(\cdot, t) \in H^{k}$ and $\rho(x) \tilde{u}_{t t}(\cdot, t) \in H^{k}$ because $\rho \in H^{m}$. Furthermore, by (63), $f(x, t, \tilde{u}) \in H^{k}$. We deduce, by (62), that $p(x) \tilde{u}_{x} \in H^{k+1}$. Finally $\tilde{u} \in H^{k+2}$ because $p \in H^{m+1}$.

If $f_{0}(x, 0)=d_{u} f_{0}(x, 0)=0$, then, by Lemma 3, we can take $v(\mu, 0)=0$ for all $\mu$. Therefore, by (14),

$$
\|\tilde{u}(t, \cdot)\|_{H^{1}} \leq\|\tilde{u}\|_{\sigma_{0} / 2} \leq \frac{2 C \mu}{\gamma \omega} \quad \forall t
$$

and, for $\mu / \gamma \omega$ small enough, we deduce the regularity in (22).
6. Inversion of the linearized problem. Here we prove Lemma 7. Decomposing in Fourier series

$$
f^{\prime}(u)=\sum_{k \in \mathbb{Z}} a_{k}(x) e^{i k t}
$$

we write, for all $h=\sum_{1 \leq|l| \leq N_{n}} h_{l}(x) e^{i l t} \in W^{(n)}$,

$$
\begin{aligned}
-L_{\omega} h+\mu P_{n}\left[f^{\prime}(u) h\right]= & \sum_{1 \leq|l| \leq N_{n}}\left[\omega^{2} l^{2} \rho h_{l}+\partial_{x}\left(p \partial_{x} h_{l}\right)\right] e^{i l t} \\
& +\mu P_{n}\left[\left(\sum_{k \in \mathbb{Z}} a_{k} e^{i k t}\right)\left(\sum_{1 \leq|l| \leq N_{n}} h_{l} e^{i l t}\right)\right] \\
= & \sum_{1 \leq|l| \leq N_{n}}\left[\omega^{2} l^{2} \rho h_{l}+\partial_{x}\left(p \partial_{x} h_{l}\right)+\mu a_{0} h_{l}\right] e^{i l t} \\
& +\mu \sum_{|l|,|k+l| \in\left\{1, \ldots, N_{n}\right\}, k \neq 0} a_{k} h_{l} e^{i(k+l) t} .
\end{aligned}
$$

Hence $\mathcal{L}_{n}(w)$ defined in (32) can be decomposed as

$$
\begin{equation*}
\mathcal{L}_{n}(w) h=\rho\left(D h+M_{1} h+M_{2} h\right) \tag{64}
\end{equation*}
$$

where

$$
\begin{align*}
D h & :=\frac{1}{\rho} \sum_{|l|=1}^{N_{n}}\left[\omega^{2} l^{2} \rho h_{l}+\left(p h_{l}^{\prime}\right)^{\prime}+\mu a_{0} h_{l}\right] e^{i l t} \\
M_{1} h & :=\frac{\mu}{\rho} \sum_{|l|,|k| \in\left\{1, \ldots, N_{n}\right\}, l \neq k} a_{k-l} h_{l} e^{i k t}  \tag{65}\\
M_{2} h & :=\frac{\mu}{\rho} P_{n}\left[f^{\prime}(u) d_{w} v(\mu, w)[h]\right] .
\end{align*}
$$

Note that $D$ is a diagonal operator in time Fourier basis. To study the eigenvalues of $D$, we use Sturm-Liouville-type techniques.

Lemma 15 (Sturm-Liouville). The eigenvalues $\lambda_{j}(\mu, w)$ of the Sturm-Liouville problem (27) form a strictly increasing sequence which tends to $+\infty$. Every $\lambda_{j}(\mu, w)$ is simple and the following asymptotic formula holds:

$$
\begin{equation*}
\lambda_{j}(\mu, w)=\frac{j^{2}}{c^{2}}+b+M(\mu, w)+r_{j}(\mu, w), \quad\left|r_{j}(\mu, w)\right| \leq \frac{K}{j} \tag{66}
\end{equation*}
$$

for all $j \geq 1,(\mu, w) \in\left[\mu_{1}, \mu_{2}\right] \times B_{R}$, where

$$
\begin{aligned}
& c:=\frac{1}{\pi} \int_{0}^{\pi}\left(\frac{\rho}{p}\right)^{1 / 2} d x, \quad b:=\frac{1}{4 \pi c} \int_{0}^{\pi}\left[\frac{(\rho p)^{\prime}}{\rho \sqrt[4]{\rho p}}\right]^{\prime} \frac{1}{\sqrt[4]{\rho p}} d x \\
& M(\mu, w):=-\frac{\mu}{c \pi} \int_{0}^{\pi} \frac{\Pi_{V} f^{\prime}(v(\mu, w)+w)}{\sqrt{\rho p}} d x
\end{aligned}
$$

The eigenfunctions $\varphi_{j}(\mu, w)$ of (27) form an orthonormal basis of $L^{2}(0, \pi)$ with respect to the scalar product $(y, z)_{L_{\rho}^{2}}:=c^{-1} \int_{0}^{\pi} y z \rho d x$. For $K$ big enough

$$
(y, z)_{\mu, w}:=\frac{1}{c} \int_{0}^{\pi} p y^{\prime} z^{\prime}+\left[K \rho-\mu \Pi_{V} f^{\prime}(v(\mu, w)+w)\right] y z d x
$$

defines an equivalent scalar product on $H_{0}^{1}(0, \pi)$ and

$$
\begin{equation*}
K^{\prime}\|y\|_{H^{1}} \leq\|y\|_{\mu, w} \leq K^{\prime \prime}\|y\|_{H^{1}} \quad \forall y \in H_{0}^{1} \tag{67}
\end{equation*}
$$

$\varphi_{j}(\mu, w)$ is also an orthogonal basis of $H_{0}^{1}(0, \pi)$ with respect to the scalar product $(\cdot, \cdot)_{\mu, w}$ and, for $y=\sum_{j \geq 1} \hat{y}_{j} \varphi_{j}(\mu, w)$,

$$
\begin{equation*}
\|y\|_{L_{\rho}^{2}}^{2}=\sum_{j \geq 1} \hat{y}_{j}^{2}, \quad\|y\|_{\mu, w}^{2}=\sum_{j \geq 1} \hat{y}_{j}^{2}\left(\lambda_{j}(\mu, w)+K\right) \tag{68}
\end{equation*}
$$

Proof. For the proof of the lemma, see the appendix.
We develop

$$
D h=\sum_{1 \leq|l| \leq N_{n}} D_{l} h_{l} e^{i l t}
$$

where

$$
D_{l} z:=\frac{1}{\rho}\left[\omega^{2} l^{2} \rho z+\left(p z^{\prime}\right)^{\prime}+\mu a_{0} z\right] \quad \forall z \in H_{0}^{1}(0, \pi)
$$

and $a_{0}=\Pi_{V} f(v(\mu, w)+w)$.
By Lemma 15 each $D_{l}$ is diagonal with respect to the basis $\varphi_{j}(\mu, w)$ :

$$
z=\sum_{j=1}^{+\infty} \hat{z}_{j} \varphi_{j}(\mu, w) \in H_{0}^{1}(0, \pi) \Rightarrow D_{l} z=\sum_{j=1}^{+\infty}\left(\omega^{2} l^{2}-\lambda_{j}(\mu, w)\right) \hat{z}_{j} \varphi_{j}(\mu, w)
$$

Lemma 16. Suppose all the eigenvalues $\omega^{2} l^{2}-\lambda_{j}(\mu, w)$ are not zero. Then

$$
\left|D_{l}\right|^{-1 / 2} z:=\sum_{j=1}^{+\infty} \frac{\hat{z}_{j} \varphi_{j}(\mu, w)}{\sqrt{\left|\omega^{2} l^{2}-\lambda_{j}(\mu, w)\right|}}
$$

satisfies

$$
\begin{equation*}
\left\|\left|D_{l}\right|^{-1 / 2} z\right\|_{H^{1}} \leq \frac{K}{\sqrt{\alpha_{l}}}\|z\|_{H^{1}} \quad \forall z \in H_{0}^{1}(0, \pi) \tag{69}
\end{equation*}
$$

where $\alpha_{l}:=\min _{j \geq 1}\left|\omega^{2} l^{2}-\lambda_{j}(\mu, w)\right|>0$.
Proof. By (68) $\left\|\left|D_{l}\right|^{-1 / 2} z\right\|_{\mu, w}^{2} \leq\left(1 / \alpha_{l}\right)\|z\|_{\mu, w}^{2}$. Hence (69) follows by the equivalence of the norms (67).

Lemma 17 (inversion of $D$ ). Assume the nonresonance condition (34). Then $|D|^{-1 / 2}: W^{(n)} \rightarrow W^{(n)}$ defined by

$$
|D|^{-1 / 2} h:=\sum_{1 \leq|l| \leq N_{n}}\left|D_{l}\right|^{-1 / 2} h_{l} e^{i l t}
$$

satisfies

$$
\left\||D|^{-1 / 2} h\right\|_{\sigma, s} \leq \frac{K}{\sqrt{\gamma \omega}}\|h\|_{\sigma, s+\frac{\tau-1}{2}} \leq \frac{K N_{n}^{\frac{\tau-1}{2}}}{\sqrt{\gamma \omega}}\|h\|_{\sigma, s} \quad \forall h \in W^{(n)}
$$

Proof. By (69) and $\alpha_{-l}=\alpha_{l} \geq \gamma \omega /|l|^{\tau-1}$

$$
\begin{aligned}
\left\||D|^{-1 / 2} h\right\|_{\sigma, s}^{2} & =\sum_{1 \leq|l| \leq N_{n}}\left\|\left|D_{l}\right|^{-1 / 2} h_{l}\right\|_{H^{1}}^{2}\left(1+l^{2 s}\right) e^{2 \sigma|l|} \\
& \leq \sum_{1 \leq|l| \leq N_{n}} \frac{K^{2}|l|^{\tau-1}}{\gamma \omega}\left\|h_{l}\right\|_{H^{1}}^{2}\left(1+l^{2 s}\right) e^{2 \sigma|l|} \\
& \leq \frac{K^{\prime}}{\gamma \omega}\|h\|_{\sigma, s+\frac{\tau-1}{2}}^{2}
\end{aligned}
$$

because $|l|^{\tau-1}\left(1+l^{2 s}\right)<2\left(1+|l|^{2 s+\tau-1}\right)$ for all $|l| \geq 1$.
To prove the invertibility of $\mathcal{L}_{n}(w)$ we write (64) as

$$
\begin{equation*}
\mathcal{L}_{n}(w)=\rho|D|^{1 / 2}\left(U+T_{1}+T_{2}\right)|D|^{1 / 2} \tag{70}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
U:=|D|^{-1 / 2} D|D|^{-1 / 2}  \tag{71}\\
T_{i}:=|D|^{-1 / 2} M_{i}|D|^{-1 / 2}, \quad i=1,2
\end{array}\right.
$$

With respect to the basis $\varphi_{j}(\mu, w) e^{i l t}$ the operator $U$ is diagonal and its $(l, j)$ th eigenvalue is $\operatorname{sign}\left(\omega^{2} l^{2}-\lambda_{j}(\mu, w)\right) \in\{ \pm 1\}$, implying that the operator norm is

$$
\begin{equation*}
\|U\|_{\sigma}:=\sup _{\|h\|_{\sigma} \leq 1}\|U h\|_{\sigma}=1 \tag{72}
\end{equation*}
$$

The smallness of $T_{1}$ requires an analysis of the small divisors. Formula (66) implies, by Taylor expansion, the asymptotic dispersion relation

$$
\begin{equation*}
\left|\omega_{j}(\mu, w)-\frac{j}{c}\right| \leq \frac{K}{j} \tag{73}
\end{equation*}
$$

and there exists $K$ such that, for every $x \geq 0$,

$$
\begin{equation*}
\left|x^{2}-\lambda_{j^{*}}(\mu, w)\right|=\min _{j \geq 1}\left|x^{2}-\lambda_{j}(\mu, w)\right| \quad \Rightarrow \quad j^{*} \geq K x \tag{74}
\end{equation*}
$$

Lemma 18 (analysis of the small divisors). Assume the nonresonance conditions (33)-(34) and $\omega>\gamma$. Then for all $|k|,|l| \in\left\{1, \ldots, N_{n}\right\}, k \neq l$,

$$
\alpha_{l} \alpha_{k} \geq\left(\frac{K \gamma^{3} \omega}{|k-l|^{\frac{\tau(\tau-1)}{2-\tau}}}\right)^{2}
$$

where $\alpha_{l}:=\min _{j \geq 1}\left|\omega^{2} l^{2}-\lambda_{j}(\mu, w)\right|$.
Proof. Since $\alpha_{-l}=\alpha_{l}$ for all $l$, we can suppose $l, k \geq 1$.
We distinguish two cases, if $k, l$ are close to or far from each other. Let $\beta:=$ $(2-\tau) / \tau \in(0,1)$.

Case 1. Let $2|k-l|>(\max \{k, l\})^{\beta}$. By (34)

$$
\alpha_{k} \alpha_{l} \geq \frac{(\gamma \omega)^{2}}{(k l)^{\tau-1}} \geq \frac{(\gamma \omega)^{2}}{(\max \{k, l\})^{2(\tau-1)}} \geq \frac{C(\gamma \omega)^{2}}{|k-l|^{\frac{2(\tau-1)}{\beta}}}
$$

Case 2. Let $0<2|k-l| \leq(\max \{k, l\})^{\beta}$. In this case $2 k \geq l \geq k / 2$. Indeed, if $k>l$, then $2(k-l) \leq k^{\beta}$, so $2 l \geq 2 k-k^{\beta} \geq k$ because $\beta \in(0,1)$-analogously if $l>k$.

Let $i$, resp., $j$, be an integer which realizes the minimum $\alpha_{k}$, resp., $\alpha_{l}$, and write in short $\lambda_{j}(\mu):=\lambda_{j}(\mu, w), \omega_{j}(\mu):=\omega_{j}(\mu, w)$.

If both $\lambda_{i}(\mu), \lambda_{j}(\mu) \leq 0$, then $\alpha_{l} \geq \omega^{2} l^{2}, \alpha_{k} \geq \omega^{2} k^{2}, \alpha_{l} \alpha_{k} \geq \omega^{4}>\gamma^{2} \omega^{2}$.
If only $\lambda_{j}(\mu) \leq 0$, then $\alpha_{l} \alpha_{k} \geq \gamma \omega^{3} l^{2} / k^{\tau-1} \geq 2^{1-\tau} \gamma \omega^{3} \geq 2^{1-\tau} \gamma^{2} \omega^{2}$.
The really resonant cases happen if $\lambda_{i}(\mu), \lambda_{j}(\mu)>0$. Suppose, for example, that $\max \{k, l\}=k$. By (73), $\left|\omega_{j}(\mu)-(j / c)\right| \leq K / j$, and, by $(74), i \geq K \omega k, j \geq K \omega l$. Hence, using also (33),

$$
\begin{aligned}
\left|\left(\omega k-\omega_{i}(\mu)\right)-\left(\omega l-\omega_{j}(\mu)\right)\right| & =\left|\omega(k-l)-\left(\omega_{i}(\mu)-\omega_{j}(\mu)\right)\right| \\
& \geq\left|\omega(k-l)-\frac{i-j}{c}\right|-\frac{K}{\omega l}-\frac{K}{\omega k} \\
& \geq \frac{\gamma}{(k-l)^{\tau}}-\frac{3 K}{\omega k} \geq \frac{2^{\tau} \gamma}{k^{\beta \tau}}-\frac{3 K}{\omega k}
\end{aligned}
$$

because $2(k-l) \leq k^{\beta}, 2 l \geq k$. Since $\beta \tau<1$ and $k \leq 2 l$,

$$
\left|\left(\omega k-\omega_{i}(\mu)\right)-\left(\omega l-\omega_{j}(\mu)\right)\right| \geq \frac{1}{2}\left(\frac{\gamma}{k^{\beta \tau}}+\frac{\gamma}{l^{\beta \tau}}\right) \quad \forall k \geq\left(\frac{K}{\omega \gamma}\right)^{\frac{1}{1-\beta \tau}}=: k^{*}
$$

We reach the same conclusion if $\max \{k, l\}=l$. It follows that, for $\max \{k, l\} \geq k^{*}$, there holds $\left|\omega k-\omega_{i}(\mu)\right| \geq \gamma / 2 k^{\beta \tau}$ or $\left|\omega l-\omega_{j}(\mu)\right| \geq \gamma / 2 l^{\beta \tau}$. Suppose $\left|\omega k-\omega_{i}(\mu)\right| \geq$ $\gamma / 2 k^{\beta \tau}$. Then

$$
\alpha_{k}=\left|\omega^{2} k^{2}-\omega_{i}^{2}(\mu)\right| \geq\left|\omega k-\omega_{i}(\mu)\right| \omega k \geq \frac{\gamma \omega}{2} k^{1-\beta \tau}
$$

Since $l \leq 2 k$, for $\alpha_{l}$ we can use (34),

$$
\alpha_{k} \alpha_{l} \geq \frac{\gamma \omega k^{1-\beta \tau}}{2} \frac{\gamma \omega}{l^{\tau-1}} \geq \frac{\gamma^{2} \omega^{2}}{2^{\tau}} k^{2-\tau-\beta \tau}=\frac{\gamma^{2} \omega^{2}}{2^{\tau}}
$$

because $2-\tau-\beta \tau=0$.

On the other hand, if $\max \{k, l\}<k^{*}=(K / \omega \gamma)^{1 /(\tau-1)}$, we can use (34) for both $k, l$ :

$$
\alpha_{k} \alpha_{l} \geq \frac{(\gamma \omega)^{2}}{(k l)^{\tau-1}}>\frac{(\gamma \omega)^{2}}{\left(k^{*}\right)^{2(\tau-1)}}=(\gamma \omega)^{2}\left(\frac{\omega \gamma}{K}\right)^{\frac{1}{\tau-1} 2(\tau-1)}>\frac{\gamma^{6} \omega^{2}}{K^{2}}
$$

(using $\omega>\gamma$ ). Since $\gamma<1$, taking the minimum for all these cases concludes the proof.

Lemma 19 (estimate of $T_{1}$ ). Assume the nonresonance conditions (33)-(34), $\omega>\gamma$, and $\Pi_{W} f^{\prime}(u)=\sum_{l \neq 0} a_{l}(x) e^{i l t} \in X_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}$. There exists $K$ such that

$$
\left\|T_{1} h\right\|_{\sigma} \leq \frac{K \mu}{\gamma^{3} \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}\|h\|_{\sigma} \quad \forall h \in W^{(n)}
$$

Proof. For all $h \in W^{(n)}, T_{1} h=\sum_{1 \leq|k| \leq N_{n}}\left(T_{1} h\right)_{k} e^{i k t}$, where

$$
\begin{aligned}
\left(T_{1} h\right)_{k} & =\left|D_{k}\right|^{-1 / 2}\left(M_{1}|D|^{-1 / 2} h\right)_{k} \\
& =\left|D_{k}\right|^{-1 / 2}\left[\sum_{1 \leq|l| \leq N_{n}, l \neq k} \mu \frac{a_{k-l}}{\rho}\left|D_{l}\right|^{-1 / 2} h_{l}\right] .
\end{aligned}
$$

Setting $A_{m}:=\left\|a_{m} / \rho\right\|_{H^{1}}$, using (69) and Lemma 18, we obtain

$$
\begin{equation*}
\left\|\left(T_{1} h\right)_{k}\right\|_{H^{1}} \leq K \mu \sum_{1 \leq|l| \leq N_{n}, l \neq k} \frac{A_{k-l}}{\sqrt{\alpha_{k}} \sqrt{\alpha_{l}}}\left\|h_{l}\right\|_{H^{1}} \leq \frac{K \mu}{\gamma^{3} \omega} S_{k} \tag{75}
\end{equation*}
$$

where

$$
S_{k}:=\sum_{|l| \leq N_{n}, l \neq k} A_{k-l}|k-l|^{\frac{\tau(\tau-1)}{2-\tau}}\left\|h_{l}\right\|_{H^{1}}
$$

By (75) we get, defining $S(t):=\sum_{|k|=1}^{N_{n}} S_{k} e^{i k t}$,

$$
\begin{aligned}
\left\|T_{1} h\right\|_{\sigma}^{2} & =\sum_{|k|=1}^{N_{n}}\left\|\left(T_{1} h\right)_{k}\right\|_{H^{1}}^{2}\left(1+k^{2}\right) e^{2 \sigma|k|} \\
& \leq\left(\frac{K \mu}{\gamma^{3} \omega}\right)^{2} \sum_{|k|=1}^{N_{n}} S_{k}^{2}\left(1+k^{2}\right) e^{2 \sigma|k|}=\left(\frac{K \mu}{\gamma^{3} \omega}\right)^{2}\|S\|_{\sigma}^{2} .
\end{aligned}
$$

Since $S=P_{n}(\varphi \psi)$ with $\varphi(t):=\sum_{l \in \mathbb{Z}} A_{l}|l|^{\frac{\tau(\tau-1)}{2-\tau}} e^{i l t}$ and $\psi(t):=\sum_{|l|=1}^{N_{n}}\left\|h_{l}\right\|_{H^{1}} e^{i l t}$

$$
\left\|T_{1} h\right\|_{\sigma} \leq \frac{K \mu}{\gamma^{3} \omega}\|\varphi\|_{\sigma}\|\psi\|_{\sigma} \leq \frac{K \mu}{\gamma^{3} \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}\|h\|_{\sigma}
$$

because $\|\varphi\|_{\sigma} \leq 2\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}$ and $\|\psi\|_{\sigma}=\|h\|_{\sigma}$.
Lemma 20 (estimate of $T_{2}$ ). Suppose that $\Pi_{W} f^{\prime}(u) \in X_{\sigma, 1+\frac{\tau-1}{2}}$. Then

$$
\left\|T_{2} h\right\|_{\sigma} \leq \frac{K \mu}{\gamma \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau-1}{2}}\|h\|_{\sigma} \quad \forall h \in W^{(n)}
$$

for some $K$.

Proof. By the definitions (71) and (65) and by Lemma 17,

$$
\begin{aligned}
\left\|T_{2} h\right\|_{\sigma} & \leq \frac{K}{\sqrt{\gamma \omega}}\left\|M_{2}|D|^{-1 / 2} h\right\|_{\sigma, 1+\frac{\tau-1}{2}} \\
& \leq \frac{K^{\prime} \mu}{\sqrt{\gamma \omega}}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau-1}{2}}\left\|d_{w} v(\mu, w)\left[|D|^{-1 / 2} h\right]\right\|_{\sigma, 1+\frac{\tau-1}{2}} \\
& =\frac{K^{\prime} \mu}{\sqrt{\gamma \omega}}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau-1}{2}}\left\|d_{w} v(\mu, w)\left[|D|^{-1 / 2} h\right]\right\|_{H^{1}}
\end{aligned}
$$

because $d_{w} v(\mu, w)\left[|D|^{-1 / 2} h\right] \in V$. By Lemmas 4 and 17

$$
\left\|d_{w} v(\mu, w)\left[|D|^{-1 / 2} h\right]\right\|_{H^{1}} \leq K\left\||D|^{-1 / 2} h\right\|_{\sigma, 1-\frac{\tau-1}{2}} \leq \frac{K}{\sqrt{\gamma \omega}}\|h\|_{\sigma, 1}
$$

implying the thesis. $\quad \square$
Proof of Lemma 7. By (72), $\|U\|_{\sigma}=1$. If

$$
\begin{equation*}
\left\|T_{1}+T_{2}\right\|_{\sigma}<\frac{1}{2} \tag{76}
\end{equation*}
$$

then by Neumann series $U+T_{1}+T_{2}$ is invertible in $\left(W^{(n)},\| \|_{\sigma}\right)$ and

$$
\left\|\left(U+T_{1}+T_{2}\right)^{-1}\right\|_{\sigma}<2 .
$$

By Lemmas 19 and 20, condition (76) is verified if

$$
\begin{equation*}
\left\|T_{1}\right\|_{\sigma} \leq \frac{K \mu}{\gamma^{3} \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}<\frac{1}{4} \tag{77}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|T_{2}\right\|_{\sigma} \leq \frac{K \mu}{\gamma \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau-1}{2}} \leq \frac{K \mu}{\gamma^{3} \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}<\frac{1}{4} \tag{78}
\end{equation*}
$$

(we recall that $\gamma \in(0,1)$ and $(\tau-1) / 2<\tau(\tau-1) /(2-\tau)$ because $\tau>1)$. Both conditions (77) and (78) are satisfied if

$$
\frac{\mu}{\gamma^{3} \omega}\left\|\Pi_{W} f^{\prime}(u)\right\|_{\sigma, 1+\frac{\tau(\tau-1)}{2-\tau}}<\frac{1}{4 K}=: K_{1}^{\prime}
$$

which is condition (35). Hence, inverting (70)

$$
\mathcal{L}_{n}(w)^{-1} h=|D|^{-1 / 2}\left(U+T_{1}+T_{2}\right)^{-1}|D|^{-1 / 2}\left(\frac{h}{\rho}\right)
$$

which, using Lemma 17, yields (36).

## 7. Appendix.

Proof of Lemma 15. Let $a(x) \in L^{2}(0, \pi)$. Under the "Liouville change of variable"

$$
\begin{equation*}
x=\psi(\xi) \Leftrightarrow \xi=g(x), \quad g(x):=\frac{1}{c} \int_{0}^{x}\left(\frac{\rho(s)}{p(s)}\right)^{1 / 2} d s \tag{79}
\end{equation*}
$$

we have that $(\lambda, y(x))$ satisfies

$$
\left\{\begin{array}{l}
-\left(p(x) y^{\prime}(x)\right)^{\prime}+a(x) y(x)=\lambda \rho(x) y(x)  \tag{80}\\
y(0)=y(\pi)=0
\end{array}\right.
$$

iff $(\nu, z(\xi))$ satisfies

$$
\left\{\begin{array}{l}
-z^{\prime \prime}(\xi)+[q(\xi)+\alpha(\xi)] z(\xi)=\nu z(\xi)  \tag{81}\\
z(0)=z(\pi)=0
\end{array}\right.
$$

where

$$
\begin{aligned}
\nu=c^{2} \lambda, & r(x)=\sqrt[4]{p(x) \rho(x)}, \\
\alpha(\xi)=c^{2} \frac{a(\psi(\xi))}{\rho(\psi(\xi))}, & q(\xi)=c^{2} Q(\psi(\xi)),
\end{aligned} \quad Q=\frac{p}{\rho} \frac{r^{\prime \prime}}{r}+\frac{1}{2}\left(\frac{p}{\rho}\right)^{\prime} \frac{r^{\prime}}{r} .
$$

By [25, Theorem 4 in Chapter 2, p. 35], the eigenvalues of (81) form an increasing sequence $\nu_{j}$ satisfying the asymptotic expansion

$$
\nu_{j}=j^{2}+\frac{1}{\pi} \int_{0}^{\pi}(q+\alpha) d \xi-\frac{1}{\pi} \int_{0}^{\pi} \cos (2 j \xi)(q(\xi)+\alpha(\xi)) d \xi+r_{j}, \quad\left|r_{j}\right| \leq \frac{C}{j}
$$

where $C:=C\left(\|q+\alpha\|_{L^{2}}\right)$ is a positive constant. Moreover every $\nu_{j}$ is simple [25, Theorem 2, p. 30].

Since $p, \rho$ are positive and belong to $H^{3}$, if $a \in H^{1}$, then $q, \alpha \in H^{1}$. Integrating by parts, $\left|\int_{0}^{\pi} \cos (2 j \xi)(q+\alpha) d \xi\right| \leq\|q+\alpha\|_{H^{1}} / j$ and so

$$
\nu_{j}=j^{2}+\frac{1}{\pi} \int_{0}^{\pi}(q+\alpha) d \xi+r_{j}^{\prime}, \quad\left|r_{j}^{\prime}\right| \leq \frac{C^{\prime}}{j}
$$

for some $C^{\prime}:=C^{\prime}\left(\|q+\alpha\|_{H^{1}}\right)$. Dividing by $c^{2}$ and using the inverse Liouville change of variable, we obtain the formula for the eigenvalues $\lambda_{j}(a)$ of (80),

$$
\begin{equation*}
\lambda_{j}(a)=\frac{j^{2}}{c^{2}}+\frac{1}{\pi c} \int_{0}^{\pi} \frac{Q \sqrt{\rho}}{\sqrt{p}} d x+\frac{1}{\pi c} \int_{0}^{\pi} \frac{a}{\sqrt{\rho p}} d x+r_{j}(a), \quad\left|r_{j}(a)\right| \leq \frac{C}{j} \tag{82}
\end{equation*}
$$

for some $C\left(\rho, p,\|a\|_{H^{1}}\right)>0$. Formula (66) follows for $a(x)=-\mu \Pi_{V} f^{\prime}(v(\mu, w)+w)(x)$ and some algebra.

By [25, Theorem 7, p. 43], the eigenfunctions of (81) form an orthonormal basis for $L^{2}$. Applying the Liouville change of variable (79) in the integrals, the eigenfunctions $\varphi_{j}(a)$ of (80) form an orthonormal basis for $L^{2}$ with respect to the scalar product $(\cdot, \cdot)_{L_{\rho}^{2}}$.

Finally, since $\varphi_{j}:=\varphi_{j}(a)$ solves

$$
-\left(p \varphi_{j}^{\prime}\right)^{\prime}+(K \rho+a) \varphi_{j}=\left(\lambda_{j}(a)+K\right) \rho \varphi_{j}
$$

multiplying by $\varphi_{i}$ and integrating by parts gives

$$
\left(\varphi_{j}, \varphi_{i}\right)_{\mu, w}=\delta_{i, j}\left(\lambda_{j}(a)+K\right)
$$

and (68) follows (note that $\lambda_{j}(a)+K>0$ for all $j$ and for $K$ large enough).

Proof of Lemma 5. Let $a, b \in H^{1}(0, \pi)$ and consider $\alpha:=c^{2} a(\psi) / \rho(\psi), \beta:=$ $c^{2} b(\psi) / \rho(\psi)$ constructed as above via the Liouville change of variable (79). By [25, p. 34], for every $j$

$$
\begin{equation*}
\left|\lambda_{j}(a)-\lambda_{j}(b)\right|=\frac{1}{c^{2}}\left|\nu_{j}(\alpha)-\nu_{j}(\beta)\right| \leq \frac{1}{c^{2}}\|\alpha-\beta\|_{\infty} \leq K\|a-b\|_{H^{1}} \tag{83}
\end{equation*}
$$

and (28) follows by the mean value theorem because $\mu \Pi_{V} f(v(\mu, w)+w)$ has bounded derivatives on bounded sets.

Proof of (58). By the asymptotic formula (73)

$$
\min _{j \geq 1}\left|\omega_{j+1}(\mu, w)-\omega_{j}(\mu, w)\right| \geq \frac{1}{c}-\frac{2 K}{j}>\frac{1}{2 c}
$$

if $j>4 K c$, uniformly in $\mu \in\left[\mu_{1}, \mu_{2}\right], w \in B_{R}$. For $1 \leq j \leq 4 K c$ the minimum

$$
m_{j}:=\min _{(\mu, w) \in\left[\mu_{1}, \mu_{2}\right] \times B_{R}}\left|\omega_{j+1}(\mu, w)-\omega_{j}(\mu, w)\right|
$$

is attained because $a \mapsto \lambda_{j}(a)$ is a compact function on $H^{1}$ by the compact embedding $H^{1}(0, \pi) \hookrightarrow L^{\infty}(0, \pi)$ and by (83) (see also [25, Theorem 3, pp. 31 and 34$]$ ). Each $m_{j}>0$ because all the eigenvalues $\lambda_{j}$ are simple.
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#### Abstract

We study the existence of quasi-invariant manifolds in a neighborhood of a fixed point of the difference-algebraic equation $(\Delta \mathrm{AE}) F\left(z_{n}, z_{n+1}\right)=0$, where $F: \mathbb{R}^{2 m} \rightarrow \mathbb{R}^{m}$ is a smooth map satisfying $F(0,0)=0$. We demonstrate the existence of quasi-invariant manifolds on which one can define forward and backward orbits of the $\triangle \mathrm{AE}$ under mild assumptions on its linearization at the fixed point $z=0$. Indeed, by assuming this linearization to be a regular matrix pencil, one obtains a functional equation satisfied by invariant manifolds which can be solved using an extension of the contraction mapping to spaces that satisfy an interpolation property. If the $\triangle A E$ under study is permitted to depend smoothly on a parameter, we then obtain a Neimark-Sacker bifurcation theorem as a corollary that can be deduced from the existence of a normal form for nonlinear $\Delta \mathrm{AEs}$.
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1. Introduction. The purpose of this paper is to provide an analysis of the invariant manifolds and bifurcations found in a class of difference-algebraic equations ( $\Delta \mathrm{AEs}$ ) of the form

$$
\begin{equation*}
F\left(z_{n}, z_{n+1}\right)=0 \tag{1.1}
\end{equation*}
$$

the nomenclature and chosen acronym for (1.1) have been taken from [4, 22]. We assume that $F(=F(z, \bar{z})): \mathbb{R}^{2 m} \rightarrow \mathbb{R}^{m}$ is a smooth map satisfying $F(0,0)=0$ and say that (1.1) is singular because the partial derivative $d_{\bar{z}} F(0,0)$ is not an isomorphism from $\mathbb{R}^{m}$ to itself. The purpose of the first part of this paper is to provide conditions under which (1.1) has suitably defined invariant manifolds that contain the fixed point $z=0$, where the main difficulty to overcome in this analysis is the fact that forward orbits of (1.1) are not necessarily uniquely defined in a neighborhood of the fixed point.

The second part of the paper utilizes the existence of the aforementioned invariant manifolds to investigate the presence of bifurcations in $\Delta$ AEs in the sense that by extending $F$ to be a $C^{k}$-mapping of the form $F: \mathbb{R}^{2 m} \times \mathbb{R} \rightarrow \mathbb{R}^{2 m}$, where $k \geq 5$, we examine the structure of invariant sets in the family of $\Delta \mathrm{AEs}$

$$
\begin{equation*}
F\left(z_{n}, z_{n+1}, \mu\right)=0 \tag{1.2}
\end{equation*}
$$

Our rationale is taken from bifurcation theory for maps which leads to the following question. If $F(0,0, \mu)=0$ for all $\mu$ in some interval and the one-parameter family of matrix pencils

$$
\mathcal{P}(\mu):=(A(\mu), B(\mu)):=\left(d_{\bar{z}} F(0,0, \mu), d_{z} F(0,0, \mu)\right),
$$

[^21]where $F$ has $(z, \bar{z}, \mu)$ as its argument, is such that $\mathcal{P}\left(\mu_{0}\right)$ has a finite eigenvalue of unit modulus in the complex plane, does an invariant set of (1.2) bifurcate from the fixed point $z=0$ at $\mu=\mu_{0}$ ?

Due to the lack of forward uniqueness we modify what we mean by the term invariant, which we do by using the prefixed quasi-invariant, and say that a set $\mathcal{Q} \subset F^{-1}\{0\}$ is quasi-invariant for (1.1) if, for $(z, \bar{z}) \in \mathcal{Q}$, there is a subsequent iterate $(\bar{z}, \overline{\bar{z}}) \in \mathcal{Q}$ for some $\overline{\bar{z}} \in \mathbb{R}^{m}$.

The paper is organized in the following way: The remainder of section 1 briefly covers the linear prerequisites for (1.1). Section 2 then provides some motivating applications. Section 3 presents the basic definitions of how (1.1) defines a local dynamical system and gives the invariant manifold equation of fixed points of (1.1). Section 4 provides a reformulation of the invariant manifold equation from section 3 as a nonlinear fixed-point problem in suitable Banach spaces which then is shown to have a solution in section 4.3. Section 5 gives a normal form for (1.1) with and without the presence of a bifurcation parameter. This section concludes with theorems that can be deduced using these normal forms, giving bifurcation results for (1.1) when that parameter is included. Finally, section 6 finishes the paper with a series of examples.
1.1. The linear case: Kronecker normal form. As a precursor to the analysis of the nonlinear problem (1.1), consider the linear case

$$
\begin{equation*}
B z_{n}+A z_{n+1}=0 \tag{1.3}
\end{equation*}
$$

where $A, B: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ are linear maps and $A$ is singular. In order to discuss the behavior of (1.3) we first introduce a normal form for matrix pencils.

When $A$ is singular, the matrix pencil $(A, B)$ is said to be regular if there is an $\omega \in \mathbb{C}$ such that $\operatorname{det}(\omega A+B) \neq 0$. The following result is well known for regular matrix pencils (see [7, 3]): There are complementary subspaces $K_{1} \simeq \mathbb{R}^{p}, K_{2} \simeq \mathbb{R}^{q} \subset \mathbb{R}^{m}$ such that $p+q=m$ and nonsingular linear mappings $P, Q$ on $\mathbb{R}^{m}, L: K_{1} \rightarrow K_{1}$, and $N: K_{2} \rightarrow K_{2}$ such that

$$
P A Q=\left(\begin{array}{cc}
I_{p} & 0  \tag{1.4}\\
0 & N
\end{array}\right), \quad P B Q=\left(\begin{array}{cc}
L & 0 \\
0 & I_{q}
\end{array}\right)
$$

$I_{p}$ and $I_{q}$ are identities on $K_{1}$ and $K_{2}$, respectively. Moreover, there is a $\nu \geq 1$ such that $N^{\nu}=0$, and $\nu$ is said to be the Kronecker index of $(A, B)$.

The Kronecker normal form (KNF) in (1.4) can be used to rewrite (1.3) as a coupled system of difference equations

$$
\begin{equation*}
L u_{n}+u_{n+1}=0, \quad v_{n}+N v_{n+1}=0 \tag{1.5}
\end{equation*}
$$

which has the solution $u_{n}=(-L)^{n} u_{0}$ and $v_{n} \equiv 0$ for all $n$, and thus (1.3) has a quasi-invariant subspace that arises from the quasi-invariant space $\{(u, v): v=0\}$ associated with (1.5). It is the presence of the former that we shall exploit in the remainder of the paper to study nonlinear perturbations of (1.5) that arise from a consideration of problems of the form (1.1).
1.2. Notation. If we define the spectrum of a matrix pencil to be

$$
\sigma(A, B)=\{\lambda \in \mathbb{C}: \operatorname{det}(\lambda A+B)=0\}
$$

then $\sigma(A, B)=-\sigma(L)$ (note the minus sign), and $p$ as defined within the KNF above coincides with the number of finite eigenvalues of $(A, B)$, where eigenvalues are
counted according to their algebraic multiplicity. The matrix pencil $(A, B)$ is said to be hyperbolic if $\sigma(A, B)$ is nonempty and contains no elements of unit modulus; otherwise, it is said to be elliptic. We shall also write $\rho(A, B)=\sup \{|\lambda|: \lambda \in \sigma(A, B)\}$ and denote the spectral radius of any linear mapping $L$ by $\rho(L)$. Throughout we shall use \# to denote the cardinality of a set of eigenvalues, counted according to algebraic multiplicity.

We shall use $B L(X, Y)$ to denote the space of continuous linear maps from one normed linear space $X$ to another $Y$, even when $X$ and $Y$ are finite-dimensional. We shall use $B_{\epsilon}(x)$ for the open ball of radius $\epsilon$ about $x$, and $B_{\epsilon}(x ; X)$ will specify that this ball is contained in the space $X$. If $L \in B L(X, Y)$, we shall denote the usual operator norm by $\|L\|_{B L(X, Y)}$, which is given by $\sup \left\{\|L x\|_{Y}: x \in X,\|x\|_{X}=1\right\}$. If the context is clear, we shall simply write $\|L\|$, and $B L(X)$ is also used for $B L(X, X)$. Throughout, if $F: X \rightarrow Y$ is a nonlinear mapping, then $d F(x) \in B L(X, Y)$ shall denote the Fréchet derivative, and when acting on $h \in X$ it will be written with square brackets, as in $d F(x)[h]$. Similarly, $d^{2} F(x)[h, k]$ denotes the second derivative, and this is bilinear in $[h, k]$.

If $n$ is a positive integer, we shall use $\mathcal{O}_{n}(x)$ on occasion to denote any mapping, $H$, say, with the property that $\lim _{x \rightarrow 0}\|H(x)\| /\|x\|^{n}$ exists.
2. Motivation. There are several problems from control theory and numerical analysis that lead to discrete systems where the relationship between the current and future states of a system are not explicit; see $[12,10,6,14]$ for examples.
2.1. Discretized differential-algebraic equations. In [11] the authors apply a Runge-Kutta method to solve a differential-algebraic boundary-value problem arising from an optimal control problem, yielding a nonlinear difference-algebraic equation where the control plays the role of an implicit variable. For example, using a forwardEuler method to discretize the differential-algebraic equation (DAE)

$$
\dot{x}=f(x, y), 0=g(x, y) \quad((x(0), y(0)) \text { given })
$$

yields the $\Delta \mathrm{AE}$

$$
x_{n+1}=x_{n}+h f\left(x_{n}, y_{n}\right), 0=g\left(x_{n}, y_{n}\right) \quad\left(\left(x_{0}, y_{0}\right) \text { given }\right)
$$

where $h$ is a small parameter. A singularity in this context occurs when the partial derivative $d_{y} g(x, y)$ is singular on some subset of $g^{-1}\{0\}$.

Over the past decade a great deal of attention has been devoted to singular DAEs

$$
\begin{equation*}
F(z, \dot{z})=0 \tag{2.1}
\end{equation*}
$$

where $d_{\dot{z}} F(z, \dot{z})$ changes rank on some set, and our study of (1.1) can be viewed as an extension of the work undertaken on (2.1) to the discrete-time case.

It is well known that (2.1) supports a range of singular and regular behavior, including impasse points and pseudoequilibria [16, 19, 17, 20]. However, not a great deal of the current literature is devoted to the study of bifurcations of DAEs nor to the unfolding of singularities in DAEs, such as the image and kernel singularities defined in [23]. One reason for this is the difficulty of proving a suitable center manifold theorem that can cope with the kind of singularities peculiar to DAE. We do note, however, that a Hopf bifurcation theorem is presented in [9] for systems of the form $\dot{x}=f(x, \dot{x}, \alpha)$, where $\alpha$ is a bifurcation parameter, $x \in \mathbb{R}^{m}$, and $f$ is nonexpansive with respect to $\dot{x}$, a case that does include certain DAE singularities; a Hopf bifurcation
theorem for regular DAEs can be found in [15]. We also note that there are results in the DAE literature that yield the existence of an invariant manifold containing an equilibrium point; for regular DAEs see [18], and for singular DAEs see [24, 2].
2.2. Output-nulling control. Take a discrete dynamical system of the form

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}, u_{n}\right), y_{n}=g\left(x_{n}, u_{n}\right) \tag{2.2}
\end{equation*}
$$

where $\left(x_{n}\right)$ is a sequence of states, $\left(u_{n}\right)$ are controls, and $\left(y_{n}\right)$ is a sequence of outputs. One may ask whether there is an admissible control that nullifies or fixes the outputs: Given $\left(y_{n}\right)$, does there exist a sequence pair $\left(\left(x_{n}\right),\left(u_{n}\right)\right)$ satisfying (2.2)? The resulting equation is an infinite-dimensional system of equations that has a structure reminiscent of the semiexplicit, index-1 DAE (for terminology, see [3]).
2.3. Optimal control. The preprint [14] is relevant to the present work as it presents an invariant manifold result which leads to the existence of a control for the following variational problem with an infinite horizon:

$$
\min _{\left(u_{k}\right)}\left\{\sum_{k=0}^{\infty} \ell\left(x_{k}, u_{k}\right): x_{k+1}=f\left(x_{k}, u_{k}\right), x_{0} \in \mathbb{R}^{m}, u_{k} \in B_{\epsilon}\left(0 ; \mathbb{R}^{p}\right)\right\}
$$

such that $f(0,0)=0$ and $\ell(0,0)=0$. An optimal orbit satisfies the first-order optimality conditions given by the quasi-linear, implicit difference equation

$$
\begin{align*}
x_{k+1} & =f\left(x_{k}, u_{k}\right)  \tag{2.3}\\
\frac{\partial H}{\partial x}\left(x_{k}, u_{k}, \lambda_{k+1}\right) & =\lambda_{k}  \tag{2.4}\\
0 & =\frac{\partial H}{\partial u}\left(x_{k}, u_{k}, \lambda_{k+1}\right) \tag{2.5}
\end{align*}
$$

where $H$ is the Hamiltonian $H(x, u, \lambda)=\lambda^{T} f(x, u)+\ell(x, u)$. In [14] the author demonstrates the existence of a stable manifold associated with (2.3)-(2.5) which has a dimension that coincides with the number of eigenvalues of the linearization about its fixed point, and the existence of this stable manifold then provides the necessary optimal control. The obstacle treated in [14] is the existence of a zero closed-loop eigenvalue which is analogous to the type of singularity treated in this paper. One can see the resemblance of $(2.3)-(2.5)$ to (1.5) in that state variables $\left(x_{k}\right)$ propagate forwards in time in (2.3)-(2.5), whereas adjoint variables $\left(\lambda_{k}\right)$ propagate backwards, a property shared by (1.5).
3. A functional equation for quasi-invariant manifolds. Let us now define in what sense we expect (1.1) to induce a dynamical system. An element $z \in \mathbb{R}^{m}$ is said to be a fixed point of (1.1) if $F(z, z)=0$. If $z$ denotes the first argument of $F$ and $\bar{z}$ the second, as in $F(z, \bar{z})$, then we define the following conditions:
(A1) $z=0$ is a fixed point of $(1.1): F(0,0)=0$,
(A2) $\operatorname{det}\left(d_{\bar{z}} F(0,0)\right)=0$, and
(A3) there is a $\xi \in \mathbb{C}$ such that $\operatorname{det}\left(d_{z} F(0,0)+\xi d_{\bar{z}} F(0,0)\right) \neq 0$.
Throughout we make use of the matrix pencil $(A, B)$, where

$$
\begin{equation*}
A:=d_{\bar{z}} F(0,0) \quad \text { and } \quad B:=d_{z} F(0,0) \tag{3.1}
\end{equation*}
$$

and (A3) is the condition that $(A, B)$ is regular. We shall assume that $F \in C^{k}\left(\mathbb{R}^{2 m}\right.$, $\mathbb{R}^{m}$ ) for $k>3$ and seek local and global orbits of the $\Delta \mathrm{AE}$ (1.1) in the following sense.

Definition 1. A sequence $\left(z_{n}\right)_{j=0}^{J}$ is said to be a $J$-orbit of (1.1) for $J \in \mathbb{N}$ if

$$
F\left(z_{j}, z_{j+1}\right)=0 \quad \text { for } 0 \leq j \leq J-1 \text { and } 2 \leq J<\infty
$$

and a local orbit is a J-orbit for some $J \geq 2$. If there is a $z_{2} \in \mathbb{R}^{m}$ such that $\left(z_{0}, z_{1} ; z_{2}\right)$ is a local 2-orbit, then we say that the initial condition $\left(z_{0}, z_{1}\right)$ supports this orbit. A sequence $\left(z_{n}\right)_{j=0}^{\infty}$ is said to be a global orbit of (1.1) as it is a J-orbit for each $J \geq 2$.

Following the terminology used for DAEs, a pair $\left(z_{0}, z_{1}\right)$ such that $F\left(z_{0}, z_{1}\right)=0$ is said to be consistent, and if this pair supports some orbit, then it is said to be a consistent initial condition. We could also have analogously defined backward orbits for $J \leq-2$, but we omit this for brevity. Note that initial conditions lie in $\mathbb{R}^{2 m}$ and not $\mathbb{R}^{m}$, a property that is analogous to DAEs whereby initial positions and certain initial derivatives must be provided in order to obtain the existence of solutions.

We now give the definition which stipulates how we expect (1.1) to induce a dynamical system.

DEfinition 2. (1.1) induces a local dynamical system on a manifold $\mathcal{M} \subset$ $F^{-1}\{0\} \subset \mathbb{R}^{2 m}$ which contains the origin of $\mathbb{R}^{2 m}$ if there is a ball $\mathcal{M}_{r}:=\mathcal{M} \cap$ $B_{r}\left(0 ; \mathbb{R}^{2 m}\right)$ such that for each $(z, \bar{z}) \in \mathcal{M}_{r}$ there is a unique $(\bar{z}, \overline{\bar{z}}) \in \mathcal{M}$. If these conditions hold, $\mathcal{M}$ is said to be a solution manifold of (1.1).

This definition ensures that every point $(z, \bar{z}) \in \mathcal{M}_{r}$ supports the nontrivial 3orbit $(z, \bar{z} ; \overline{\bar{z}})$ and that the point $\overline{\bar{z}} \in \mathbb{R}^{m}$ is uniquely determined if we are to impose the requirement that $(\bar{z}, \overline{\bar{z}}) \in \mathcal{M}$.

Definition 3. $A$ set $\mathcal{Q} \subset F^{-1}\{0\} \subset \mathbb{R}^{2 m}$ is said to be quasi-invariant if, for each $(z, \bar{z}) \in \mathcal{Q}$, there exists $a \overline{\bar{z}} \in \mathbb{R}^{m}$ such that $(\bar{z}, \overline{\bar{z}}) \in \mathcal{Q}$.

As an aside, note that (1.1) induces a trivial dynamical system on the quasiinvariant set $\{(0,0)\}$ by virtue of (A1), even if assumption (A3) fails. Note also that a solution manifold $\mathcal{M}$ is not necessarily unique; it is the local orbit within $\mathcal{M}$ that must be uniquely determined. Indeed, there may well be many possible choices for $\overline{\bar{z}}$ in order to keep the orbit on $F^{-1}\{0\}$, many of which may not be elements of $\mathcal{M}$.
3.1. The functional equation. Our strategy for locating quasi-invariant manifolds of (1.1) is to study a functional equation obtained in an analogous manner to the center-manifold equation from the theory of invariant manifolds for maps. The solution of this equation then provides the manifold $\mathcal{M}$ needed to form a local dynamical system for (1.1). We shall show in Theorem 1 that one can find a linear space $K_{1} \subset \mathbb{R}^{2 m}$ with an associated locally defined, differentiable map $\varphi: K_{1} \rightarrow K_{1}$, a manifold $\mathcal{M} \subset F^{-1}\{0\}$, and a local diffeomorphism $\theta: K_{1} \rightarrow \mathcal{M}$ such that

$$
F(\theta(u))=0 \Longrightarrow F(\theta(\varphi(u)))=0
$$

As a result, we will be able to ensure that (1.1) induces a local dynamical system on $\mathcal{M}$ essentially by iterating the map $\varphi$. This simply means that if $(z, \bar{z})=\theta(u)$ is a consistent initial condition, then $(\bar{z}, \overline{\bar{z}})=\theta(\varphi(u))$ and $(\overline{\bar{z}}, \overline{\bar{z}})=\theta(\varphi(\varphi(u)))$ provide subsequent iterates of (1.1).

Returning to (1.1), let us change the form of the problem by setting $w_{n}=z_{n+1}$, so that along an orbit of (1.1) we have

$$
\begin{align*}
z_{n+1} & =w_{n}  \tag{3.2}\\
0 & =B z_{n}+A w_{n}+\Phi\left(w_{n}, z_{n}\right) \tag{3.3}
\end{align*}
$$

where $\Phi$ is the $C^{k}$ function which satisfies $\Phi(0,0)=0, d \Phi(0,0)=0$ and which is defined by

$$
F(z, w)-B z-A w:=\Phi(w, z)
$$

The problem of finding an initial condition which is consistent, $\left(z_{0}, w_{0}\right)$, say, is of an algebraic nature, whereas the problem of finding an orbit which is supported by this initial condition is a dynamic problem. This means that the problem of finding a manifold of orbits of a $\Delta \mathrm{AE}$ will lead not to an algebraic equation that one could tackle using an elementary version of the implicit function theorem but instead to a functional equation.

Let us now obtain this functional equation. By applying the condition that $(A, B)$ is a regular matrix pencil (condition (A3)), it follows that

$$
(\mathcal{A}, \mathcal{B}):=\left(\left(\begin{array}{cc}
I & 0  \tag{3.4}\\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & I \\
B & A
\end{array}\right)\right)
$$

is also a regular matrix pencil. If we define the vector $W_{n}=\left(z_{n}, w_{n}\right) \in \mathbb{R}^{2 m}$, using (3.2)-(3.3), (1.1) can be written in the semilinear form

$$
\mathcal{A} W_{n+1}=\mathcal{B} W_{n}+\Psi\left(W_{n}\right)
$$

where $\Psi$ is the $C^{k}$-mapping $\Psi(W):=(0, \Phi(W))$, so that $\Psi(0)=0$ and $d \Psi(0)=0$. There are mappings $P$ and $Q$ that put $(\mathcal{A}, \mathcal{B})$ in Kronecker normal form, and, by setting $W_{n}=Q X_{n}$, we may write (3.2)-(3.3) in the form

$$
\begin{equation*}
[P \mathcal{A} Q] X_{n+1}=[P \mathcal{B} Q] X_{n}+P \Psi\left(Q X_{n}\right) \tag{3.5}
\end{equation*}
$$

where the terms in square brackets are in normal form:

$$
\left[\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right] X_{n+1}=\left[\begin{array}{cc}
C & 0 \\
0 & I
\end{array}\right] X_{n}+P \Psi\left(Q X_{n}\right)
$$

Consequently, there are linear spaces $K_{1} \simeq R^{p}$ and $K_{2} \simeq \mathbb{R}^{q}$ such that $K_{1} \oplus K_{2} \simeq$ $\mathbb{R}^{2 m}$ and $X_{n}=\left(u_{n}, v_{n}\right) \in K_{1} \oplus K_{2}$, where $\left(u_{n}, v_{n}\right)$ satisfies the difference equation in normal form

$$
\left\{\begin{align*}
u_{n+1} & =C u_{n}+f\left(u_{n}, v_{n}\right)  \tag{NF}\\
N v_{n+1} & =v_{n}-g\left(u_{n}, v_{n}\right)
\end{align*}\right.
$$

We now ask that there is a manifold given by the graph of some function $h$ on which one can solve (NF) uniquely in a neighborhood of the fixed point $(u, v)=(0,0)$ in the sense that $v_{n}=h\left(u_{n}\right)$ holds along orbits. This imposes the two conditions

$$
u_{n+1}=C u_{n}+f\left(u_{n}, h\left(u_{n}\right)\right) \text { and } N h\left(u_{n+1}\right)=h\left(u_{n}\right)-g\left(u_{n}, h\left(u_{n}\right)\right)
$$

on $h$, and it follows that the local orbit $\left(u_{n}, v_{n}\right)$ of (NF) can be found if $h$ satisfies the functional equation

$$
\begin{equation*}
h(u)=N h(C u+f(u, h(u)))+g(u, h(u)), \quad h(0)=0, d h(0)=0 \tag{3.6}
\end{equation*}
$$

for all $u$ in some neighborhood of the origin in $\mathbb{R}^{p}$. The boundary conditions in (3.6) ask first that the fixed point $(u, v)=(0,0)$ of (NF) lies on the graph of $h$ and then that this graph is tangent to the quasi-invariant subspace obtained on setting $f=0$ and $g=0$ in (NF).

### 3.2. Further preliminaries.

3.2.1. Perturbation of eigenvalues. For completeness we have included the following two preliminary results regarding the spectra of one-parameter families of matrix pencils, which are mappings of the form

$$
\mathcal{P}:(-1,1) \rightarrow B L\left(\mathbb{R}^{m}\right) \times B L\left(\mathbb{R}^{m}\right) ; \mu \mapsto(A(\mu), B(\mu))
$$

If we define the family of analytic functions

$$
f_{\mu}(\omega)=\operatorname{det}(\omega A(\mu)+B(\mu))
$$

the multiplicity of an eigenvalue of a matrix pencil is then the multiplicity of the corresponding zero of $f_{\mu}(\cdot)$, which is at most $m$. The identity

$$
\begin{equation*}
\frac{d}{d \omega} f_{\mu}(\omega)=f_{\mu}(\omega) \operatorname{tr}\left[(\omega A(\mu)+B(\mu))^{-1} A(\mu)\right] \tag{3.7}
\end{equation*}
$$

whenever this inverse is defined, can be used to obtain the following two lemmas.
Lemma $1\left(C^{1}\right.$-dependence of eigenvalues). Suppose that $\mathcal{P}(\mu):=(A(\mu), B(\mu))$ is a $C^{1}$-parameterized family of real matrix pencils, with $\mu \in(-1,1)$, such that $\mathcal{P}(0)$ is a regular matrix pencil. An element $\lambda_{0} \in \sigma(\mathcal{P}(0))$ is said to be an algebraically simple eigenvalue of $\mathcal{P}(0)$ if

$$
\operatorname{ker}\left(\lambda_{0} A(0)+B(0)\right)=\left\langle x_{0}\right\rangle \quad \text { and } \quad x_{0} \notin \operatorname{ran}\left(\lambda_{0} A(0)+B(0)\right)
$$

If $\lambda_{0}$ is an algebraically simple eigenvalue of $\mathcal{P}(0)$, then there is a $C^{1}$-parameter family of algebraically simple eigenvalues $\lambda(\mu) \in \mathbb{C}$ of $\mathcal{P}(\mu)$ such that $\lambda(0)=\lambda_{0}$, with a corresponding $C^{1}$ family of unit eigenvectors $x(\mu)$, with $x(0)=x_{0}$.

Proof. This follows from the implicit function theorem applied to the system $F(\lambda, x, \mu)=(0,0)$, where $F(\lambda, x, \mu):=\left[(\lambda A(\mu)+B(\mu)) x,\|x\|_{2}^{2}-1\right]$.

Lemma $2\left(C^{0}\right.$-dependence of eigenvalues). Suppose that $\mathcal{P}(\mu):=(A(\mu), B(\mu))$ is a $C^{0}$-parameterized family of real matrix pencils, with $\mu \in(-1,1)$, such that $\mathcal{P}(0)$ is regular. If $\lambda_{0}$ is an eigenvalue of $\mathcal{P}(0)$ of algebraic multiplicity $l$, then it is isolated in the complex plane, and for each $\epsilon>0$ there is a $\delta>0$ such that if $|\mu|<\delta$, then $\mathcal{P}(\mu)$ has $l$ eigenvalues (counted according to algebraic multiplicity) in the disk $D\left(\lambda_{0}, \epsilon\right)$.

Proof. As $f_{0}(\cdot)$ does not vanish identically because $\mathcal{P}(0)$ is regular by assumption, neither can $f_{\mu}(\cdot)$ for sufficiently small $\mu$. The isolatedness of eigenvalues of $\mathcal{P}(\mu)$ is a consequence of the fact that analytic functions have isolated zeros. Now by using (3.7) we integrate around a closed circle in the complex plane with center $\omega=\lambda_{0}$ and radius $\epsilon$, from where

$$
\#\left\{\sigma(\mathcal{P}(\mu)) \cap D\left(\lambda_{0}, \epsilon\right)\right\}=\frac{1}{2 \pi i} \oint_{\partial D\left(\lambda_{0}, \epsilon\right)} \operatorname{tr}\left[(\omega A(\mu)+B(\mu))^{-1} A(\mu)\right] d \omega
$$

where $D\left(\lambda_{0}, \epsilon\right)$ is an open disk of radius $\epsilon$ about $\lambda_{0}$ in the complex plane. This quantity is integer-valued and depends continuously on $\mu$, and the result now follows.
3.2.2. Notation. From this point we shall identify the linear space $K_{1}$ from the KNF with $\mathbb{R}^{p}$ and $K_{2}$ with $\mathbb{R}^{q}$; now let $|\cdot|_{p}$ and $|\cdot|_{q}$ denote norms on $\mathbb{R}^{p}$ and $\mathbb{R}^{q}$, and let $\Omega_{\delta}=\left\{u \in \mathbb{R}^{p}:|u|_{p}<\delta\right\}$. We also assume that the unit sphere $\partial \Omega_{1}$ is a $C^{\infty}$ manifold.

Let $C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ be the Banach space of continuous maps on $\bar{\Omega}_{\delta}$ with norm $\|h\|_{C^{0}}=$ $\sup _{u \in \bar{\Omega}_{\delta}}|h(u)|_{q}$. Similarly, let $C^{j}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ be the space of all $j$-times continuously differentiable functions on $\bar{\Omega}_{\delta}$ with norm $\|h\|_{C^{j}}=\max _{0 \leq i \leq j} \sup _{u \in \bar{\Omega}_{\delta}}\left\|d^{i} h(u)\right\|_{C^{0}}$, where $d^{i}$ denotes the $i$ th (Fréchet) derivative, so that $d^{j} h(u)$ is a $j$-linear form which we denote $\left[k_{1}, \ldots, k_{j}\right] \rightarrow d^{j} h(u)\left[k_{1}, \ldots, k_{j}\right]$. Consequently, we have the norm of a higher derivative given by the formula

$$
\begin{equation*}
\left\|d^{j} h\right\|_{C^{0}}=\sup _{u \in \bar{\Omega}_{\delta}\left|k_{i}\right|_{p} \leq 1} \sup _{1}\left|d^{j} h(u)\left[k_{1}, \ldots, k_{j}\right]\right|_{q} . \tag{3.8}
\end{equation*}
$$

If $M$ is any multilinear form on a linear space $Z$ and $z \in Z$, then $M[z]^{(k)}$ is shorthand for $M[z, z, \ldots, z]$.

From the smoothness of the unit sphere $\partial \Omega_{1}$, it follows that the embedding of $C^{j+1}\left(\bar{\Omega}_{\delta}\right)$ into $C^{j}\left(\bar{\Omega}_{\delta}\right)$ is compact, so that if $\left(h_{n}\right) \subset C^{j+1}\left(\bar{\Omega}_{\delta}\right)$ is bounded in the norm of the latter space, there is a subsequence $\left(h_{n_{k}}\right)$ which converges in $C^{j}\left(\bar{\Omega}_{\delta}\right)$ to some element of $C^{j}\left(\bar{\Omega}_{\delta}\right)$. We shall also make limited use of the Hölder spaces, which we denote by $C^{j+\alpha}\left(\bar{\Omega}_{\delta}\right)$ whenever $j$ is an integer and $0<\alpha<1$, recalling the compact embedding $C^{j+\alpha}\left(\bar{\Omega}_{\delta}\right) \subset C^{j+\beta}\left(\bar{\Omega}_{\delta}\right)$ if $\alpha>\beta$.

It can be somewhat notationally cumbersome to include all of the references to the underlying spaces in all of the norms that we use, so we shall limit their use and expect that the precise meaning can be taken from context.
4. Solving the fixed-point problem (3.6). It is not (NF) that we shall seek to solve directly, but we make the substitution

$$
u=\epsilon \tilde{u}, v=\epsilon \tilde{v}
$$

in (NF) to give (after removal of the tildes for clarity)
$(\mathrm{NF})_{\epsilon}$

$$
\left\{\begin{aligned}
u_{n+1} & =C u_{n}+\epsilon^{-1} f\left(\epsilon u_{n}, \epsilon v_{n}\right), \\
N v_{n+1} & =v_{n}-\epsilon^{-1} g\left(\epsilon u_{n}, \epsilon v_{n}\right) .
\end{aligned}\right.
$$

As the functions $f$ and $g$ are higher than linear order at the origin, (NF) $)_{\epsilon}$ is in fact smooth with respect to variations in $\epsilon$.

Let us define the one-parameter family of $C^{k}$ functions $\mathrm{f}_{\epsilon}$ and $\mathrm{g}_{\epsilon}$ (with $C^{k-1}$ dependence on $\epsilon$ ) by

$$
\mathrm{f}_{\epsilon}(u, v)=\epsilon^{-1} f(\epsilon u, \epsilon v) \text { and } \mathrm{g}_{\epsilon}(u, v)=\epsilon^{-1} g(\epsilon u, \epsilon v),
$$

respectively. For $j \in \mathbb{N}$ we also have

$$
\begin{equation*}
d^{j} \mathrm{f}_{\epsilon}(u, v)=\epsilon^{j-1} d^{j} f(\epsilon u, \epsilon v) \text { and } d^{j} \mathbf{g}_{\epsilon}(u, v)=\epsilon^{j-1} d^{j} g(\epsilon u, \epsilon v) \tag{4.1}
\end{equation*}
$$

whenever these derivatives are defined.
Now seek an invariant manifold $\mathcal{M}$ of $(\mathrm{NF})_{\epsilon}$ given by a graph on which

$$
v_{n}=h\left(u_{n}\right),
$$

and then $\mathcal{M}$ can be realized as such a graph if there is a solution of the nonlinear functional equation

$$
\left\{\begin{array}{l}
h(u)=N h\left(C u+\mathrm{f}_{\epsilon}(u, h(u))\right)+\mathrm{g}_{\epsilon}(u, h(u))  \tag{4.2}\\
h(0)=0, d h(0)=0
\end{array}\right.
$$

4.1. Preliminary estimates. The following are simple but essential estimates on the derivatives of $f$ and $g$. By the mean-value inequality and the fact that the mapping $(u, v) \mapsto(f(u, v), g(u, v))$ and its derivative vanish at $(u, v)=(0,0)$, there exists an $\ell(=\ell(\delta, r))>0$ such that

$$
\begin{equation*}
|f(u, v)|_{p} \leq \ell\|(u, v)\|^{2}, \quad|g(u, v)|_{q} \leq \ell\|(u, v)\|^{2} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|d f(u, v)\| \leq \ell\|(u, v)\|, \quad\|d g(u, v)\| \leq \ell\|(u, v)\| \tag{4.4}
\end{equation*}
$$

whenever $|u|_{p} \leq \delta,|v|_{q} \leq r$, where here and throughout we use the norm

$$
\|(u, v)\|=\max \left(|u|_{p},|v|_{q}\right) \quad\left(\forall(u, v) \in \mathbb{R}^{p} \times \mathbb{R}^{q}\right)
$$

Here $\|d f(u, v)\|$ and $\|d g(u, v)\|$ both refer to induced operator norms, treating $d f(u$, $v$ ) and $d g(u, v)$ as linear mappings. By using the mean-value inequality we obtain

$$
\left\|d^{2} g(u, v)-d^{2} g(0,0)\right\| \leq \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d^{3} g(u, v)\right\|\|(u, v)\|
$$

and the triangle inequality gives

$$
\left\|d^{2} g(u, v)\right\| \leq\left\|d^{2} g(0,0)\right\|+\bar{\ell}\|(u, v)\| \quad\left(|u|_{p} \leq \delta,|v|_{q} \leq r\right)
$$

where $\bar{\ell}(=\bar{\ell}(\delta, r))=\sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d^{3} g(u, v)\right\|$, whence

$$
\begin{equation*}
\left\|d^{2} \mathrm{~g}_{\epsilon}(u, v)\right\| \leq \epsilon\left(\left\|d^{2} g(0,0)\right\|+\epsilon \bar{\ell}\|(u, v)\|\right) \quad\left(|u|_{p} \leq \delta,|v|_{q} \leq r\right) \tag{4.5}
\end{equation*}
$$

An analogous inequality holds for $f$ and $\mathrm{f}_{\epsilon}$ :

$$
\begin{equation*}
\left\|d^{2} \mathrm{f}_{\epsilon}(u, v)\right\| \leq \epsilon\left(\left\|d^{2} f(0,0)\right\|+\epsilon \bar{\ell}\|(u, v)\|\right) \quad\left(|u|_{p} \leq \delta,|v|_{q} \leq r\right) \tag{4.6}
\end{equation*}
$$

It is the $O(\epsilon)$ size of these quantities that will be important later.
4.2. Introducing a cutoff function. It is not (4.2) that we shall seek to solve directly, but we must employ a cutoff function to rewrite (4.2) in a fixed-point form that is amenable to a Picard iteration. This is not the case at present because if we were to define a nonlinear operator acting on $h$ by the right-hand side of (4.2), there is no reason for it or its iterates to be well-defined on a suitable function space.

For any $\delta>0$, there is a cutoff function $\psi \in C^{\infty}\left(\mathbb{R}^{p}\right)$ such that

$$
\psi(u)=\left\{\begin{array}{lll}
u & \text { if } & |u|_{p} \leq \delta / 2 \\
0 & \text { if } & |u|_{p} \geq 3 \delta / 2
\end{array}\right.
$$

and such that $|\psi(u)|_{p} \leq \delta$. By using this cutoff we define a Nemitskii operator $\pi$ as follows:

$$
\begin{equation*}
\pi(h)(u)=\psi\left(C u+\mathrm{f}_{\epsilon}(u, h(u))\right) \quad\left(\forall u \in \bar{\Omega}_{\delta}, h: \bar{\Omega}_{\delta} \subset \mathbb{R}^{p} \rightarrow \mathbb{R}^{q}\right) \tag{4.7}
\end{equation*}
$$

so that

$$
\pi: C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right) \rightarrow C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{p}\right)
$$

and the inequality $|\pi(h)(u)|_{p} \leq \delta$ holds pointwise. Moreover, by the $C^{k}$-regularity of $f$, it follows that $\pi$ is itself a $C^{k}$-mapping for each $\epsilon>0$ fixed, with Fréchet derivative

$$
\begin{equation*}
d \pi(h)[k](\cdot)=d \psi\left(C \cdot+\mathrm{f}_{\epsilon}(\cdot, h)\right)\left[d_{v} \mathrm{f}_{\epsilon}(\cdot, h)[k]\right] \quad\left(\forall h, k \in C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)\right) \tag{4.8}
\end{equation*}
$$

Also note the following estimate, which will be important later.
Lemma 3. Suppose that $h \in C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ satisfies $\|h\|_{C^{0}} \leq r$, then

$$
\begin{equation*}
\|d \pi(h)\|_{B L\left(C^{0}\right)} \leq \epsilon \cdot\|\psi\|_{C^{1}} \ell \max (\delta, r) \tag{4.9}
\end{equation*}
$$

and there are constants $\kappa_{1}, \kappa_{2}>0$, depending on $\ell, \delta$, and $r$, but not on $\epsilon$, such that

$$
\begin{equation*}
\left\|d^{2} \pi(h)\right\|_{B L\left(C^{0}\right) \times B L\left(C^{0}\right)} \leq \epsilon\|\psi\|_{C^{2}}\left(\kappa_{1}(\ell, \delta, r)+\epsilon \kappa_{2}(\ell, \delta, r)\right) \tag{4.10}
\end{equation*}
$$

Proof. By using (4.8) we obtain

$$
\begin{aligned}
\sup _{k \in C^{0},\|k\|_{C^{0}}=1}\|d \pi(h)[k]\|_{C^{0}} & =\sup _{k \in C^{0},\|k\|_{C^{0}}=1}\left\|d \psi\left(C \cdot+\mathrm{f}_{\epsilon}(\cdot, h)\right)\left[d_{v} \mathrm{f}_{\epsilon}(\cdot, h)[k]\right]\right\|_{C^{0}} \\
& \leq\|\psi\|_{C^{1}} \cdot \sup _{k \in C^{0},\|k\|_{C^{0}}=1}\left\|d_{v} \mathrm{f}_{\epsilon}(\cdot, h)[k]\right\|_{C^{0}} \\
& \leq\|\psi\|_{C^{1}} \cdot \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d_{v} \mathrm{f}_{\epsilon}(u, v)\right\| \\
& \leq\|\psi\|_{C^{1}} \cdot \ell \cdot \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\|(\epsilon u, \epsilon v)\|(\text { by }(4.1) \text { and }(4.3)),
\end{aligned}
$$

and the first part follows. The second part follows from

$$
d^{2} \pi(h)\left[k_{1}, k_{2}\right]=d^{2} \psi\left(C \cdot+\mathrm{f}_{\epsilon}(\cdot, h)\right)\left[d_{v} \mathrm{f}_{\epsilon}\left[k_{1}\right], d_{v} \mathrm{f}_{\epsilon}\left[k_{2}\right]\right]+d \psi\left[d_{v v}^{2} \mathrm{f}_{\epsilon}(\cdot, h)\left[k_{1}, k_{2}\right]\right]
$$

so that, for $i=1,2$,

$$
\begin{aligned}
& \sup _{k_{i} \in C^{0},\left\|k_{i}\right\|_{C^{0}}=1}\left\|d^{2} \pi(h)\left[k_{1}, k_{2}\right]\right\|_{C^{0}} \leq \sup _{u \in \mathbb{R}^{p}}\|d \psi(u)\| \cdot\left\|d_{v v}^{2} \mathrm{f}_{\epsilon}(\cdot, h)\right\| \\
& \quad+\sup _{u \in \mathbb{R}^{p}}\left\|d^{2} \psi(u)\right\| \cdot\left\|d_{v} \mathrm{f}_{\epsilon}(\cdot, h)\right\|^{2} \\
& \leq\|\psi\|_{C^{2}}\left(\sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d_{v v}^{2} \mathrm{f}_{\epsilon}(u, v)\right\|+\sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d_{v} \mathrm{f}_{\epsilon}(u, v)\right\|^{2}\right) \\
& \leq\|\psi\|_{C^{2}}\left(\epsilon\left\|d^{2} f(0,0)\right\|+\epsilon^{2} \bar{\ell} \max (\delta, r)+\sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d_{v} f(\epsilon u, \epsilon v)\right\|^{2}\right) \quad(\text { by }(4.5)) \\
& \leq\|\psi\|_{C^{2}}\left(\epsilon\left\|d^{2} f(0,0)\right\|+\epsilon^{2} \bar{\ell} \max (\delta, r)+\sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\|(\epsilon u, \epsilon v)\|^{2} \ell^{2}\right) \quad(\text { by }(4.3))
\end{aligned}
$$

and the result follows directly from here.
In order to solve (4.2), we now tackle the following nonlinear fixed-point problem:

$$
\begin{equation*}
h=N h(\pi(h))+\mathrm{G}_{\epsilon}(h), \tag{4.11}
\end{equation*}
$$

where $\mathrm{G}_{\epsilon}: C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right) \rightarrow C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ is the Nemitskii operator

$$
\mathrm{G}_{\epsilon}(h)(u):=\mathrm{g}_{\epsilon}(u, h(u))
$$

Notice that the cutoff $\psi$ has been used in (4.11), but, because $\psi$ coincides with the identity on some balls around the origin, solutions of (4.11) will satisfy (4.2) on this ball.

This construction ensures that $h(\pi(h)) \in C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ whenever $h \in C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$, and we may, as a result, define the operator

$$
T: C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right) \rightarrow C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right) ; \quad h \mapsto h(\pi(h))
$$

noting that the operators $T: C^{1}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right) \rightarrow C^{1}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ and $T: C^{2}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right) \rightarrow$ $C^{2}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ are also well-defined as the restrictions of $T$ to various subspaces of $C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ as $f$ and $g$ are $C^{3}$ functions.

However, it is not (4.11) that we shall solve, but we exploit the nilpotency of $N$ to bring the functional part of (4.2) and (4.11), that is, $N h(\pi(h))$, into a higherorder contribution to the problem. However, because $g(u, v)$ is a second-, or possibly higher-order function, the operator $G_{\epsilon}$ contains no linear terms, and this will help us to obtain a contractive sequence by iterating $T$.

By way of example, let us suppose that $N \neq 0$ but $N^{2}=0$. If there exists a solution of $h=N h(\pi(h))+\mathrm{G}_{\epsilon}(h)$, there results $N h=N \mathrm{G}_{\epsilon}(h)$, and therefore $N h(\pi(h))=N \mathrm{G}_{\epsilon}(h(\pi(h)))$. In this case we find that $h$ must satisfy

$$
\begin{equation*}
h=N \mathrm{G}_{\epsilon}(h(\pi(h)))+\mathrm{G}_{\epsilon}(h), \tag{4.12}
\end{equation*}
$$

and one observes that the functional part of the equation (that is, $h(\pi(h))$ ) now sits inside a higher-order term (and not a linear one as in (4.11)). Conversely, if $h$ satisfies (4.12), then $N h=N \mathrm{G}_{\epsilon}(h)$, so that $N \mathrm{G}_{\epsilon}(h(\pi(h)))=N h(\pi(h))$ because $N^{2}=0$, and $h=N h(\pi(h))+\mathrm{G}_{\epsilon}(h)$ follows.

When the nilpotency index of the map $N$ is arbitrary we extend this idea in the following lemma, where here and in the remainder we shall write

$$
\mathcal{G}_{\epsilon}(h)=\sum_{j=0}^{\nu-1} N^{j} \mathrm{G}_{\epsilon}\left(T^{j}(h)\right),
$$

and

$$
T^{j+1}=T\left(T^{j}\right), \quad \text { where } \quad T^{0}=I
$$

and the latter denotes the identity on $C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$.
Lemma 4. Suppose that $N^{\nu}=0$ but $N^{\nu-1} \neq 0$; then $h$ is a solution of (4.11) if it is a solution of the fixed-point problem

$$
\begin{equation*}
h=\mathcal{G}_{\epsilon}(h) \tag{4.13}
\end{equation*}
$$

Proof. Let us suppose that $h$ is a solution of (4.13); then

$$
N h=N \mathcal{G}_{\epsilon}(h)=N\left[\sum_{j=0}^{\nu-1} N^{j} \mathrm{G}_{\epsilon}\left(T^{j}(h)\right)\right]=\sum_{j=0}^{\nu-1} N^{j+1} \mathrm{G}_{\epsilon}\left(T^{j}(h)\right)
$$

and so, because $N^{\nu}=0$, we obtain

$$
\begin{aligned}
N h(\pi(h)) & =\sum_{j=0}^{\nu-1} N^{j+1} \mathrm{G}_{\epsilon}\left(T^{j}(h(\pi(h)))\right) \\
& =\sum_{j=0}^{\nu-1} N^{j+1} \mathrm{G}_{\epsilon}\left(T^{j+1}(h)\right)=\sum_{j=1}^{\nu-1} N^{j} \mathrm{G}_{\epsilon}\left(T^{j}(h)\right)=\mathcal{G}_{\epsilon}(h)-\mathrm{G}_{\epsilon}(h)=h-\mathrm{G}_{\epsilon}(h)
\end{aligned}
$$

which therefore provides a solution of (4.11) as required.
4.3. The main result. Our strategy for solving (4.13), and hence (4.2), is to show that $\mathcal{G}_{\epsilon}$ satisfies a refined Banach contraction theorem of the type given in [26, p. 286]. The idea that we employ several times is encapsulated in the following idea. Consider Banach spaces $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ such that $x_{0} \in Y$ and $Y \subset X$, and moreover $\mathcal{T}$ is a mapping satisfying $\mathcal{T}: Y \rightarrow Y$ and $\mathcal{T}: X \rightarrow X$. Now, if there is an $r>0$ and a $\kappa \in[0,1)$ such that

1. $\mathcal{T}: \bar{B}_{r}\left(x_{0} ; X\right) \rightarrow \bar{B}_{r}\left(x_{0} ; X\right)$,
2. $\left\|\mathcal{T}(y)-\mathcal{T}\left(y^{\prime}\right)\right\|_{X} \leq \kappa\left\|y-y^{\prime}\right\|_{X}$ for all $y, y^{\prime} \in Y \cap \bar{B}_{r}\left(x_{0} ; X\right)$, then $\mathcal{T}$ has a fixed point $y^{*} \in \bar{B}_{r}\left(x_{0} ; X\right)$. In addition, if
3. $\mathcal{T}: \bar{B}_{\rho}\left(x_{0} ; Y\right) \rightarrow \bar{B}_{\rho}\left(x_{0} ; Y\right)$ and
4. there is an interpolating Banach space $Z$ such that $Y \subset Z$ with compact embedding and $Z \subset X$ with continuous embedding, then $y^{*} \in Z$.

The point here is that we cannot ensure that $y^{*} \in Y$, although one still obtains a fixed point in some space from the standard iteration scheme. By using this idea one can prove an existence and regularity result for (4.2), where we have in mind $x_{0}=0, \mathcal{T}=\mathcal{G}_{\epsilon}, Y=C^{k+1}, Z=C^{k+\alpha}$, and $X=C^{k}$, where $\alpha \in(0,1)$. We begin by providing the details to cover the cases $k=0$ and $k=1$.

The following theorem is the main result of this paper from which the invariant manifold and bifurcation theorems are deduced.

THEOREM 1. Let $\alpha \in[0,1)$. There exists an $\epsilon_{0}>0$ such that, for each $\epsilon \in\left(0, \epsilon_{0}\right)$, (4.13) has a solution $h \in C^{1+\alpha}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$; moreover $h(0)=0$ and $d h(0)=0$.

Proof. Let $X_{r}$ be the $C^{0}$-closed ball of radius $r$ about zero in $C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ and $Y_{r}$ the $C^{1}$-closed ball of radius $r$ about zero in $C^{1}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$. Let $h_{0} \in Y_{r}$, and define a sequence

$$
h_{n+1}:=\mathcal{G}_{\epsilon}\left(h_{n}\right)
$$

We shall show that we can choose $\epsilon$ such that $\left(h_{n}\right)$ is well-defined, contractive, and hence Cauchy in $X_{r}$, and it therefore converges. Throughout the remainder of the proof we shall use the positive constant

$$
n_{*}:=\sum_{j=0}^{\nu-1}\|N\|_{B L\left(\mathbb{R}^{q}\right)}^{j}
$$

We now give a proof of Theorem 1 in four short steps, each placing a stronger restriction on $\epsilon$ relative to the fixed choice of $\delta$ and $r$ to ensure that $\mathcal{G}_{\epsilon}$ contracts when acting on $C^{1}$ functions, measured in the $C^{0}$ norm.

Step 1. If $\epsilon<r\left(\ell n_{*} \max (\delta, r)^{2}\right)^{-1}=: \epsilon_{1}$, then $\mathcal{G}_{\epsilon}: X_{r} \rightarrow X_{r}$.
Proof. Suppose that $h \in X_{r}$, and then $T(h)=h(\pi(h))$ is continuous as $h$ is. Moreover if $\|h\|_{C^{0}} \leq r$, then $\|T(h)\|_{C^{0}}=\|h(\pi(h))\|_{C^{0}} \leq r$; similarly $\left\|T^{j}(h)\right\|_{C^{0}} \leq r$ for all $0 \leq j \leq \nu-1$. By definition,

$$
\begin{aligned}
\left\|\mathcal{G}_{\epsilon}(h)\right\|_{C^{0}} & \leq \sum_{j=0}^{\nu-1}\|N\|^{j}\left\|\mathrm{G}_{\epsilon}\left(T^{j}(h)\right)\right\|_{C^{0}} \leq \sum_{j=0}^{\nu-1}\|N\|^{j} \sup _{\|\bar{h}\|_{C^{0}} \leq r}\left\|\mathrm{G}_{\epsilon}(\bar{h})\right\|_{C^{0}} \\
& \leq n_{*} \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left|\mathrm{~g}_{\epsilon}(u, v)\right|_{q}=n_{*} \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r} \epsilon^{-1}|g(\epsilon u, \epsilon v)|_{q}
\end{aligned}
$$

From (4.3) it follows that

$$
\left\|\mathcal{G}_{\epsilon}(h)\right\|_{C^{0}} \leq \epsilon \ell n_{*} \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\|(u, v)\|^{2}=\epsilon \ell n_{*} \max (\delta, r)^{2} .
$$

By assumption, $\epsilon \ell n_{*} \max (\delta, r)^{2}<r$, and Step 1 is complete.

Step 2. If $\epsilon<\min \left\{\epsilon_{1},\left[r \ell \max (\delta, r)\|\psi\|_{C^{1}}\right]^{-1}, r\left[n_{*}(1+r) \ell \max (\delta, r)\right]^{-1}\right\}=: \epsilon_{2}$, then $\mathcal{G}_{\epsilon}: Y_{r} \rightarrow Y_{r}$.

Proof. Suppose that $h \in Y_{r}$ so that $h \in X_{r}$, then $T^{j}(h)$ is differentiable on $\bar{\Omega}_{\delta}$ as $h$ is; moreover throughout the remainder of the proof of Step 2 we shall write $H:=\mathcal{G}_{\epsilon}(h)$ for brevity. It then follows that

$$
\begin{equation*}
d H(u)=\sum_{j=0}^{\nu-1} N^{j}\left[d_{u} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)+d_{v} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\left[d_{u}\left(T^{j}(h)\right)(u)\right]\right], \tag{4.14}
\end{equation*}
$$

and we now need to estimate $\|d H(u)\|_{C^{0}}$. By using the fact that $\|h\|_{C^{0}} \leq r$, since $T: X_{r} \rightarrow X_{r}$ from Step 1, we obtain $\left|T^{j}(h)(u)\right|_{q}=|h(\pi(h(\ldots)) \ldots)|_{q} \leq r$, and therefore

$$
\begin{aligned}
& \sup _{|u|_{p} \leq \delta}\|d H(u)\|_{B L\left(\mathbb{R}^{p}, \mathbb{R}^{q}\right)} \leq \sum_{j=0}^{\nu-1}\|N\|^{j}\left(\left\|d_{u} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|\right. \\
& \\
& \left.\quad+\left\|d_{v} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|\left\|d_{u}\left(T^{j}(h)\right)(u)\right\|\right) \\
& \leq n_{*} \sup _{0 \leq j \leq \nu-1}\left(\left\|d_{u} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|+\left\|d_{v} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|\left\|d_{u}\left(T^{j}(h)\right)(u)\right\|\right) \\
& \leq n_{*} \sup _{\substack{0 \leq j \leq \nu-1 \\
|u|_{p} \leq \delta,|v|_{q} \leq r}}\left(\left\|d_{u} \mathrm{~g}_{\epsilon}(u, v)\right\|+\left\|d_{v} \mathrm{~g}_{\epsilon}(u, v)\right\|\left\|d_{u}\left(T^{j}(h)\right)(u)\right\|\right) \\
& \leq \epsilon n_{*} \ell \max (r, \delta)\left(1+\sup _{0 \leq j \leq \nu-1,|u|_{p} \leq \delta}\left\|d_{u}\left(T^{j}(h)\right)(u)\right\|\right) .
\end{aligned}
$$

Now we estimate the final bracketed term in the latter expression. The linear mapping obtained from differentiating $T^{j}(h)(u)$ with respect to $u$ is

$$
d_{u}\left(T^{j}(h)\right)(u)=d_{u}(h(\pi(h(\ldots \pi(h) \ldots)))),
$$

which can be written as the recurrence

$$
\begin{equation*}
d_{u}\left(T^{j}(h)\right)(u)=d h\left(\pi\left(T^{j-1}(h)\right)(u)\right) d \pi\left(T^{j-1}(h)(u)\right) \cdot d_{u}\left(T^{j-1}(h)(u)\right), \tag{4.15}
\end{equation*}
$$

where, by definition, $d_{u}\left(T^{0}(h)\right)(u)=d_{u}(h)(u)=d h(u)$. By taking $C^{0}$ norms and setting

$$
\xi_{j}:=\left\|d_{u}\left(T^{j}(h)\right)(u)\right\|_{B L\left(\mathbb{R}^{p}, \mathbb{R}^{q}\right)},
$$

we obtain the relation

$$
\xi_{j} \leq\|d h\|_{C^{0}} \sup _{\|\bar{h}\|_{C^{0}} \leq r}\|d \pi(\bar{h})\|_{B L\left(C^{0}\right)} \cdot \xi_{j-1},
$$

where $\xi_{0}=\|d h\|_{C^{0}} \leq\|h\|_{C^{1}} \leq r$. From (4.9) of Lemma 3, we find that

$$
\xi_{j} \leq \epsilon \ell r \max (\delta, r)\|\psi\|_{C^{1}} \cdot \xi_{j-1} \leq\left(\epsilon \ell r \max (\delta, r)\|\psi\|_{C^{1}}\right)^{j} \xi_{0} \leq r
$$

because $\epsilon \ell r \max (\delta, r)\|\psi\|_{C^{1}}<1$ by assumption. As a result, the inequality

$$
\begin{aligned}
\sup _{|u|_{p} \leq \delta}\|d H(u)\|_{B L\left(\mathbb{R}^{p}, \mathbb{R}^{q}\right)} & \leq \epsilon n_{*} \ell \max (r, \delta)\left(1+\sup _{0 \leq j \leq \nu-1} \xi_{j}\right) \\
& \leq \epsilon n_{*} \ell \max (r, \delta)(1+r) \leq r
\end{aligned}
$$

also now follows from the assumption of the claim, and we have proven that $h \in Y_{r}$, as required.

Step 3. If $\epsilon<\epsilon_{2}$ and we define the $O(\epsilon)$ quantity $\kappa(\epsilon)$ by

$$
\kappa(\epsilon):=\epsilon \cdot \ell \max (\delta, r) \sum_{i=0}^{\nu-1}\left(r \epsilon \cdot\|\psi\|_{C^{1}} \ell \max (\delta, r)\right)^{i}
$$

then $\left\|h_{n+1}-h_{n}\right\|_{C^{0}} \leq \kappa(\epsilon)\left\|h_{n}-h_{n-1}\right\|_{C^{0}}$. As a result, $\left(h_{n}\right)$ is Cauchy in $X_{r}$ if $\epsilon$ is further restricted so that $\kappa(\epsilon)<1$, and so $\left(h_{n}\right)$ converges in $X_{r}$.

Proof. For brevity, let us write $h$ in place of $h_{n+1}$ and $k$ for $h_{n}$ after setting $h_{0}=0 \in Y_{r}$ and $h_{n+1}=\mathcal{G}_{\epsilon}\left(h_{n}\right)$. Now

$$
\begin{aligned}
\left\|\mathcal{G}_{\epsilon}(h)-\mathcal{G}_{\epsilon}(k)\right\|_{C^{0}} & \leq \sum_{j=0}^{\nu-1}\|N\|^{j}\left\|\mathrm{G}_{\epsilon}\left(T^{j}(h)\right)-\mathrm{G}_{\epsilon}\left(T^{j}(k)\right)\right\|_{C^{0}} \\
& \leq n_{*} \sup _{0 \leq j \leq \nu-1}\left\|\mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)-\mathrm{g}_{\epsilon}\left(u, T^{j}(k)(u)\right)\right\|_{C^{0}}
\end{aligned}
$$

The mean-value inequality yields

$$
\begin{align*}
\mid g_{\epsilon}\left(u, T^{j}(h)(u)\right) & -\left.g_{\epsilon}\left(u, T^{j}(k)(u)\right)\right|_{q} \\
& \leq \sup _{z \in\left[T^{j}(h)(u), T^{j}(k)(u)\right]}\left\|d_{v} \mathrm{~g}_{\epsilon}(u, z)\right\|\left\|T^{j}(h)-T^{j}(k)\right\|_{C^{0}} \\
& \leq \sup _{|u|_{p} \leq \delta,|v|_{q} \leq r}\left\|d_{v} \mathrm{~g}_{\epsilon}(u, v)\right\|\left\|T^{j}(h)-T^{j}(k)\right\|_{C^{0}} \quad \text { (using Step 1) } \\
& \leq \epsilon \ell \max (r, \delta) \cdot\left\|T^{j}(h)-T^{j}(k)\right\|_{C^{0}} \quad \text { (by (4.3)), } \tag{4.16}
\end{align*}
$$

where, for any $z_{1}, z_{2} \in \mathbb{R}^{p}$, the generalized interval from $z_{1}$ to $z_{2}$ is given by

$$
\left[z_{1}, z_{2}\right]:=\left\{\lambda z_{1}+(1-\lambda) z_{2}: 0 \leq \lambda \leq 1\right\} .
$$

So let us define $\chi_{j}:=\left\|T^{j}(h)-T^{j}(k)\right\|_{C^{0}}$, and we estimate $\chi_{j}$ as follows:

$$
\begin{aligned}
&\left|T^{j}(h)(u)-T^{j}(k)(u)\right|_{q}=\left|h\left(\pi\left(T^{j-1}(h)\right)\right)-k\left(\pi\left(T^{j-1}(k)\right)\right)\right|_{q} \\
& \leq\left|h\left(\pi\left(T^{j-1}(h)\right)\right)-k\left(\pi\left(T^{j-1}(h)\right)\right)\right|_{q} \\
& \quad+\left|k\left(\pi\left(T^{j-1}(h)\right)\right)-k\left(\pi\left(T^{j-1}(k)\right)\right)\right|_{q} \\
& \Longrightarrow \quad \chi_{j} \leq\|h-k\|_{C^{0}}+\left\|k\left(\pi\left(T^{j-1}(h)\right)\right)-k\left(\pi\left(T^{j-1}(k)\right)\right)\right\|_{C^{0}} .
\end{aligned}
$$

However, from Step 2 we have $\|k\|_{C^{1}} \leq r$, and therefore

$$
\left|k(u)-k\left(u^{\prime}\right)\right|_{q} \leq r\left|u-u^{\prime}\right|_{p} \quad \forall u, u^{\prime} \in \bar{\Omega}_{\delta}
$$

Using the fact that $\pi$ is a Fréchet differentiable mapping on $C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ with norm bounded according to (4.9), an application of the mean-value inequality gives

$$
\chi_{j} \leq\|h-k\|_{C^{0}}+r \sup _{\|\bar{h}\|_{C^{1}} \leq r}\|d \pi(\bar{h})\|_{B L\left(C^{0}\right)} \cdot \chi_{j-1}
$$

so that $\chi_{j} \leq\|h-k\|_{C^{0}}+\epsilon \cdot r\|\psi\|_{C^{1}} \ell \max (\delta, r) \chi_{j-1}$, where $\chi_{0}=\|h-k\|_{C^{0}}$. The discrete Gronwall inequality now gives

$$
\chi_{j} \leq\|h-k\|_{C^{0}} \sum_{i=0}^{\nu-1}\left(r \epsilon\|\psi\|_{C^{1}} \ell \max (\delta, r)\right)^{i}
$$

and with (4.16) we have the desired inequality

$$
\left\|\mathcal{G}_{\epsilon}(h)-\mathcal{G}_{\epsilon}(k)\right\|_{C^{0}} \leq \kappa(\epsilon) \cdot\|h-k\|_{C^{0}} .
$$

The standard contraction argument now shows that $\left(h_{n}\right) \subset Y_{r}$ is Cauchy in $X_{r}$ as claimed, and there therefore exists an $h \in X_{r}$ such that $h_{n} \xrightarrow{C^{0}} h$ as $n \rightarrow \infty$.

Since $\left(h_{n}\right) \subset Y_{r}$, it follows that there is a subsequence $\left(n_{j}\right)$ such that $h_{n_{j}} \xrightarrow{C^{\alpha}} \bar{h}$ as $j \rightarrow \infty$ for some $\bar{h} \in X_{r} \cap C^{\alpha}\left(\bar{\Omega}_{\delta}\right)$, and we deduce that $\bar{h}=h \in C^{\alpha}\left(\bar{\Omega}_{\delta}\right)$. By restricting $\epsilon$ further we can actually ensure that $h$ is differentiable, as follows.

Step 4. There is an $\epsilon_{3}>0$ such that $h \in C^{1+\alpha}\left(\bar{\Omega}_{\delta}\right)$ whenever $\epsilon<\min \left(\epsilon_{2}, \epsilon_{3}\right)$ and $\kappa(\epsilon)<1$.

Proof. Let $h \in C^{2}\left(\bar{\Omega}_{\delta}\right)$ satisfy $\|h\|_{C^{2}} \leq r$, and recall that $H:=\mathcal{G}_{\epsilon}(h)$. From (4.14) we obtain

$$
\begin{aligned}
d^{2} H(u)= & \sum_{j=0}^{\nu-1} N^{j}\left\{d_{u u}^{2} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)+2 d_{u v}^{2} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\left[I, d_{u}\left(T^{j}(h)(u)\right)\right]\right. \\
& +d_{v v}^{2} \mathbf{g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\left[d_{u}\left(T^{j}(h)(u)\right), d_{u}\left(T^{j}(h)(u)\right)\right] \\
& \left.+d_{v} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\left[d_{u u}^{2}\left(T^{j}(h)(u)\right)\right]\right\}
\end{aligned}
$$

In seeking a bound on $\|H\|_{C^{2}}$, we now examine the term $d_{u u}^{2}\left(T^{j}(h)(u)\right)$ more closely as bounds on the remaining elements of $d^{2} H$ can be obtained from Steps 1 and 2. By applying the chain rule (4.15) we obtain the recurrence

$$
\begin{aligned}
d_{u u}^{2}\left(T^{j}(h)(u)\right)= & d_{u}\left\{d h\left(\pi\left(T^{j-1}(h)\right)(u)\right) d \pi\left(T^{j-1}(h)(u)\right) \cdot d_{u}\left(T^{j-1}(h)(u)\right)\right\} \\
= & d^{2} h\left(\pi\left(T^{j-1}(h)\right)(u)\right)\left[d \pi\left(T^{j-1}(h)(u)\right) \cdot d_{u}\left(T^{j-1}(h)(u)\right)\right]^{(2)} \\
& +d h\left(\pi\left(T^{j-1}(h)\right)(u)\right)\left[d^{2} \pi\left(T^{j-1}(h)(u)\right)\left[d_{u}\left(T^{j-1}(h)(u)\right)\right]^{(2)}\right] \\
& +d h\left(\pi\left(T^{j-1}(h)\right)(u)\right)\left[d \pi\left(T^{j-1}(h)(u)\right)\left[d_{u u}^{2}\left(T^{j-1}(h)(u)\right)\right]\right]
\end{aligned}
$$

and taking norms gives

$$
\begin{aligned}
&\left\|d_{u u}^{2}\left(T^{j}(h)(u)\right)\right\|_{C^{0}} \leq\left\|d^{2} h\right\|_{C^{0}}\|d \pi(h)\|^{2}\left\|d_{u}\left(T^{j}(h)(u)\right)\right\|_{C^{0}} \\
&+\|d h\|_{C^{0}}\left\|d^{2} \pi(h)\right\|\left\|d_{u}\left(T^{j}(h)(u)\right)\right\|_{C^{0}}^{2} \\
&+\|d h\|_{C^{0}}\|d \pi(h)\|\left\|d_{u u}^{2}\left(T^{j}(h)(u)\right)\right\|_{C^{0}} .
\end{aligned}
$$

If we write

$$
\eta_{j}:=\left\|d_{u u}^{2}\left(T^{j}(h)(u)\right)\right\|_{C^{0}}
$$

and use the fact that $\xi_{j}=\left\|d_{u}\left(T^{j}(h)\right)(u)\right\|_{B L\left(\mathbb{R}^{p}, \mathbb{R}^{q}\right)} \leq r$ for all $0 \leq j \leq \nu-1$, which was established in Step 2, we obtain the difference inequality

$$
\eta_{j} \leq r^{3}\|d \pi(h)\|_{C^{0}}^{2}+r^{2}\left\|d^{2} \pi(h)\right\|_{C^{0}}+r\|d \pi\|_{C^{0}} \cdot \eta_{j-1}
$$

such that $\eta_{0} \leq r$ by definition. There results, for $j \geq 1$,

$$
\eta_{j} \leq\left(r\|d \pi(h)\|_{C^{0}}\right)^{j} \eta_{0}+\left(r^{3}\|d \pi(h)\|_{C^{0}}^{2}+r^{2}\left\|d^{2} \pi(h)\right\|_{C^{0}}\right) \sum_{i=0}^{j-1}\left(r\|d \pi(h)\|_{C^{0}}\right)^{i}
$$

and the bounds (4.9) and (4.10) show that $\eta:=\max _{0 \leq j \leq \nu-1} \eta_{j}$ has an $O(1)$ dependence on $\epsilon$ in the sense that there is an $M>0$ such that $\eta \leq M$ whenever $0 \leq \epsilon \leq 1$. (In fact, one can choose $M$ to be less than $r$ if $\epsilon$ is sufficiently small.)

We now obtain

$$
\begin{aligned}
&\left\|d^{2} H\right\|_{C^{0}} \leq n_{*} \sup _{0 \leq j \leq \nu-1}\left\{\left\|d_{u u}^{2} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|_{C^{0}}+2 \xi_{j}\left\|d_{u v}^{2} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|_{C^{0}}\right. \\
&\left.+\xi_{j}^{2}\left\|d_{v v}^{2} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|_{C^{0}}+\eta_{j}\left\|d_{v} \mathrm{~g}_{\epsilon}\left(u, T^{j}(h)(u)\right)\right\|_{C^{0}}\right\} \\
& \leq n_{*} \sup _{\|\bar{h}\|_{C 0} \leq r, 0 \leq j \leq \nu-1}\left\{\left\|d_{u u}^{2} \mathrm{~g}_{\epsilon}(u, \bar{h})\right\|_{C^{0}}+2 r\left\|d_{u v}^{2} \mathrm{~g}_{\epsilon}(u, \bar{h})\right\|_{C^{0}}\right. \\
&\left.+r^{2}\left\|d_{v v}^{2} \mathrm{~g}_{\epsilon}(u, \bar{h})\right\|_{C^{0}}+\eta\left\|d_{v} \mathrm{~g}_{\epsilon}(u, \bar{h})\right\|_{C^{0}}\right\},
\end{aligned}
$$

where $\eta$ has been used to bound the last term in (4.17). By using (4.5) to estimate the second derivative terms we find that

$$
\begin{align*}
&\left\|d^{2} H\right\|_{C^{0}} \leq \epsilon \cdot n_{*} \sup _{0 \leq j \leq \nu-1}\left\{\left\|d^{2} g(0,0)\right\|+\bar{\ell} \max (r, \delta)\right. \\
& \quad+2 r\left(\left\|d^{2} g(0,0)\right\|+\epsilon r \bar{\ell} \max (r, \delta)\right) \\
&\left.\quad+r^{2}\left(\left\|d^{2} g(0,0)\right\|+\epsilon \bar{\ell} \max (r, \delta)\right)+\eta \ell \max (r, \delta)\right\} . \tag{4.18}
\end{align*}
$$

It is immediate from (4.18) and Steps 1 and 2 that a suitably small choice of $\epsilon$ ensures that $\|H\|_{C^{2}} \leq r$ whenever $\|h\|_{C^{2}} \leq r$. As a result, if we impose the following restriction on the initial guess for a fixed point of $\mathcal{G}_{\epsilon}$ :

$$
h_{0} \in Z_{r}:=\left\{h \in C^{2}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right):\|h\|_{C^{2}} \leq r\right\},
$$

then the $C^{0}$-convergent sequence from Step 3 also satisfies $\left(h_{n}\right) \subset Z_{r}$. This means that a $C^{1+\alpha}$-convergent subsequence can now be extracted from $\left(h_{n}\right)$, so that the convergence of $h_{n}$ to $h$ actually occurs in $C^{1+\alpha}$ and $h$ therefore lies in this smoother space.

We have shown that there is a differentiable solution of (4.2) on a sufficiently small ball around the origin, but there remains to prove the last part of Theorem 1 regarding the behavior of $h$ at the origin. So let $h$ be a $C^{1}$ solution of (4.2) on some ball $\bar{\Omega}_{\delta}$, and put $\zeta=h(0)$. It follows that $\zeta$ is a solution of the algebraic equation

$$
\begin{equation*}
-\zeta+N h\left(\mathrm{f}_{\epsilon}(0, \zeta)\right)+\mathrm{g}_{\epsilon}(0, \zeta)=0, \tag{4.19}
\end{equation*}
$$

and (4.19) has solution $\zeta=0$. As the linearization of the left-hand side of (4.19) at $\zeta=0$ is a multiple of the identity, the inverse function theorem ensures that $\zeta=0$ is the only solution of (4.19) in some neighborhood of zero, and this ensures that $h(0)=0$. Since any solution of (4.13) provides one of (4.2), we can differentiate (4.2) with respect to $u$ and set $u=0$; this gives

$$
d h(0)=N d h(0)[C],
$$

but then we can continue in an inductive manner to deduce that

$$
N d h(0)[C]=N^{2} d h(0)\left[C^{2}\right]=\cdots=N^{\nu} d h(0)\left[C^{\nu}\right]=0,
$$

as $N$ is nilpotent. We find that $d h(0)=0$, and this concludes the proof of Theorem 1.

The question of maximal regularity of a solution of (4.2), or equivalently (4.13), is not addressed, although the method of proof used in Theorem 1 can be continued by restricting $\epsilon$ further as required to show that $\mathcal{G}_{\epsilon}$ maps the ball of radius $r$ in $C^{j}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{p}\right)$
into itself. This ensures that the sequence $\left(h_{n}\right)$ constructed in the proof of Theorem 1 converges to $h$ in as strong a $C^{j}$ norm as we like, provided that $f$ and $g$ are sufficiently smooth. We cannot, however, be sure that the resulting solution $h$ lies in $C^{\infty}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{p}\right)$ because the interval in which $\epsilon$ must reside so as to obtain a $C^{j}$ fixed point of $\mathcal{G}_{\epsilon}$ could shrink indefinitely as $j$ grows.

Theorem 1 does not ensure the existence of a continuous fixed point of (4.2) which is not $C^{\alpha}$ for some $0<\alpha<1$. If we take a continuous initial guess for a solution, $h_{0} \in C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$, say, then, although there is a sequence of continuous functions defined by $h_{n+1}=\mathcal{G}_{\epsilon}\left(h_{n}\right)$, there is no reason to suspect that the sequence of iterates $\left(h_{n}\right)$ will satisfy the property of being a $C^{0}$-contractive sequence. On the other hand, a suitably small $C^{1}$ initial guess will lead to $C^{\alpha}$ convergence of the resulting iterates for any $\alpha \in[0,1)$.
4.4. Stability implies uniqueness. There are some simple cases where uniqueness and smoothness can be easily established. The most obvious is where $N=0$, and then Theorem 1 can be proven using the elementary implicit function theorem. Another occurs when the matrix denoted $C$ that arises from the Kronecker normal form of $(\mathcal{A}, \mathcal{B})$ in (3.5) satisfies $\|C\|<1$ in the norm induced by $|\cdot|_{p}$. In this case the cutoff function $\psi$ used above is not needed in order to obtain a well-defined operator $\pi$. If we define the Nemitskii operator

$$
\pi(h)(u)=C u+\mathrm{f}_{\epsilon}(u, h(u)),
$$

and $h \in C^{0}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ satisfies $\|h\|_{C^{0}} \leq r$, then $\left|C u+\mathrm{f}_{\epsilon}(u, h(u))\right|_{p} \leq\|C\||u|_{p}+$ $\left|\mathrm{f}_{\epsilon}(u, h(u))\right|_{p} \leq\|C\| \delta+\epsilon \cdot \ell \max (\delta, r)^{2}$. In order for $h(\pi(h))$ to be well-defined, we now need only to choose $\epsilon$ such that $\|C\| \delta+\epsilon \cdot \ell \max (\delta, r)^{2} \leq \delta$, which can be done. The proof of Theorem 1 then goes through with this minor modification, and the resulting fixed point of $\mathcal{G}_{\epsilon}$ is unique in the space of continuously differentiable functions.
4.5. Polynomial approximation. Let us remove the dependence of (4.2) on $\epsilon$ for clarity and return to the fixed-point problem (3.6) directly, which we recall defines a nonlinear operator $G$ via

$$
\begin{array}{r}
h(u)=N h(C u+f(u, h(u)))+g(u, h(u))=:(G h)(u), \\
\text { where } h(0)=0, d h(0)=0 . \tag{4.20}
\end{array}
$$

Proposition 1. Suppose that $h \in C^{k}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ is a solution of (4.20), and suppose that $\bar{h} \in C^{k}\left(\bar{\Omega}_{\delta}, \mathbb{R}^{q}\right)$ satisfies

$$
\bar{h}(u)-G(\bar{h})(u)=e(u), \quad \bar{h}(0)=0,
$$

where $e$ is a given $C^{k}$ function that satisfies $e(0)=0, d e(0)=0, \ldots, d^{k} e(0)=0$. Then

$$
|h(u)-\bar{h}(u)|_{q}=o\left(|u|_{p}^{k}\right) \text { as } u \rightarrow 0
$$

Proof. If we define the function $\Delta:=h-\bar{h}$, then we have to prove that

$$
\Delta(0)=0, d \Delta(0)=0, \ldots, d^{k} \Delta(0)=0
$$

and the result then follows from the basic properties of the derivative. Clearly $\Delta(0)=$ 0 , and differentiating (4.20) with respect to $u$ gives

$$
\begin{aligned}
d h(u)=N d h(C u+f(u, h(u)))[C & \left.+d_{u} f(u, h(u))+d_{v} f(u, h(u))[d h(u)]\right] \\
& +d_{u} g(u, h(u))+d_{v} g(u, h(u))[d h(u)]
\end{aligned}
$$

and similarly,

$$
\begin{array}{r}
d \bar{h}(u)=N d \bar{h}(C u+f(u, \bar{h}(u)))\left[C+d_{u} f(u, \bar{h}(u))+d_{v} f(u, \bar{h}(u))[d \bar{h}(u)]\right] \\
+d_{u} g(u, \bar{h}(u))+d_{v} g(u, \bar{h}(u))[d \bar{h}(u)]+d e(u) .
\end{array}
$$

As a result, because $h(0)=\bar{h}(0)=0$, we find that

$$
d \Delta(0)=N d \Delta(0)[C]+d e(0)=N d \Delta(0)[C]
$$

by the assumption that $d e(0)=0$, so that

$$
d \Delta(0)=N d \Delta(0)[C]=N^{2} d \Delta(0)\left[C^{2}\right]=\cdots=N^{\nu} d \Delta(0)\left[C^{\nu}\right]=0
$$

Continuing in a similar vein, we obtain

$$
\begin{aligned}
d^{2} h(u)= & N d^{2} h(C u+f(u, h(u)))\left[C+d_{u} f(u, h(u))\right. \\
& \left.+d_{v} f(u, h(u))[d h(u)]\right]^{(2)}+d_{u u}^{2} g(u, h(u))+2 d_{u v}^{2} g(u, h(u))[I, d h(u)] \\
& +d_{v v}^{2} g(u, h(u))[d h(u), d h(u)]+d_{v} g(u, h(u))\left[d^{2} h(u)\right]
\end{aligned}
$$

with a similar expression for $d^{2} \bar{h}(u)$, with the additional presence of the term $d^{2} e(u)$. We find that

$$
\begin{equation*}
d^{2} h(0)=N d^{2} h(0)[C, C]+d_{u u}^{2} g(0,0), \tag{4.21}
\end{equation*}
$$

and, because $d^{2} e(0)=0,(4.21)$ also holds with $h(0)$ replaced by $\bar{h}(0)$. We deduce that the bilinear form $d^{2} \Delta(0)$ satisfies

$$
d^{2} \Delta(0)[X, Y]=N d^{2} \Delta(0)[C X, C Y] \quad\left(\forall X, Y \in \mathbb{R}^{p}\right)
$$

so that

$$
d^{2} \Delta(0)[X, Y]=N^{\nu} d^{2} \Delta(0)\left[C^{\nu} X, C^{\nu} Y\right]=0 \quad\left(\forall X, Y \in \mathbb{R}^{p}\right)
$$

We omit the details, but by continuing inductively and assuming $d^{j} e(0)=0$, one obtains the result that the $j$-linear form $d^{j} \Delta(0)$ satisfies

$$
d^{j} \Delta(0)\left[X_{1}, X_{2}, \ldots, X_{j}\right]=N d^{j} \Delta(0)\left[C X_{1}, C X_{2}, \ldots, C X_{j}\right]
$$

for all $X_{1}, \ldots, X_{j} \in \mathbb{R}^{p}$. The nilpotency of $N$ now ensures that the latter quantity is zero.

A simple corollary to Proposition 1 is that if (4.20) has two infinitely differentiable solutions $h$ and $\bar{h}$ defined on some neighborhood of zero, then they agree beyond all orders at zero:

$$
\lim _{u \rightarrow 0} \frac{|h(u)-\bar{h}(u)|_{q}}{|u|_{p}^{k}}=0 \quad(\forall k \geq 1)
$$

## 5. Applications.

5.1. Nonlinear normal form. The first application of Theorem 1 is the following result, which says that (1.1) induces a local dynamical system on a manifold in the sense of Definition 2. Recall the definition of the matrix pencil $(A, B)$ via

$$
(A, B):=\left(d_{\bar{z}} F(0,0), d_{z} F(0,0)\right)
$$

where $F$ has $(z, \bar{z})$ as its argument, and note that the following matrix pencil defined on $\mathbb{R}^{2 m}$ :

$$
(\mathcal{A}, \mathcal{B}):=\left(\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & I \\
B & A
\end{array}\right)\right)
$$

satisfies $\sigma(\mathcal{A}, \mathcal{B})=-\sigma(A, B)$.
Theorem 2 (nonlinear Kronecker normal form). Let $\alpha \in[0,1$ ), and suppose that (A1)-(A3) hold; then there is a linear space $K_{1}$ and a $C^{1+\alpha}$-manifold $\mathcal{M}$ modeled on $K_{1}$ such that $\operatorname{dim}\left(K_{1}\right)=\# \sigma(A, B)$ and

1. for all $(z, w) \in \mathcal{M}$ there results $F(z, w)=0$,
2. there is an $r^{\prime}$ such that for each $(z, w) \in \mathcal{M}$, with $\|(z, w)\|<r^{\prime}$, there is a unique $(\bar{z}, \bar{w}) \in \mathcal{M}$ such that $w=\bar{z}$, and
3. there is a $C^{1+\alpha}$-diffeomorphism $\theta: K_{1} \rightarrow \mathcal{M}$ such that if $(z, w)=\theta(u)$ for some $u \in K_{1}$, then $(\bar{z}, \bar{w})=\theta(\varphi(u))$, where

$$
\varphi(u)=C u+p(u)
$$

for some linear map $C: K_{1} \rightarrow K_{1}$ that satisfies $\sigma(C)=\sigma(A, B)$. Moreover, $p: B_{\delta}\left(0 ; K_{1}\right) \rightarrow K_{1}$ satisfies $p(0)=0$ and $d_{u} p(0)=0$.
Proof. From Theorem 1, first identify the linear space $K_{1}$ from the KNF of $(\mathcal{A}, \mathcal{B})$ with $\mathbb{R}^{p}$ and $K_{2}$ with $\mathbb{R}^{q}$. Now define the $C^{1+\alpha}$-graph

$$
\hat{\mathcal{M}}:=\left\{(u, h(u)) \in \mathbb{R}^{p} \oplus \mathbb{R}^{q}: u \in \Omega_{\delta}\right\}
$$

and let the $r$-neighborhood of zero in $\hat{\mathcal{M}}$ be $\hat{\mathcal{M}}_{r}:=\left\{(u, h(u)) \in \mathbb{R}^{p} \oplus \mathbb{R}^{q}:|u|_{p}<r\right\}$ whenever $r<\delta$.

As a consequence of Theorem 1 , there is an $r>0$ such that for each $(u, v)=$ $(u, h(u)) \in \hat{\mathcal{M}}_{r}$ we can find a pair $(\bar{u}, \bar{v})$ given by $(\bar{u}, h(\bar{u})) \in \hat{\mathcal{M}}$ such that (NF) is satisfied:

$$
\bar{u}=C u+f(u, v), \quad N \bar{v}=v-g(u, v),
$$

where $C$ is obtained from the $\operatorname{KNF}$ of $(\mathcal{A}, \mathcal{B})$ so that $\sigma(C)=-\sigma(\mathcal{A}, \mathcal{B})=\sigma(A, B)$.
Let $\varphi(u):=C u+f(u, h(u))$, and for each $u \in \mathbb{R}^{p}$ of sufficiently small norm set

$$
\theta(u):=Q(u, h(u)) \quad \text { and } \quad \mathcal{M} \equiv Q(\hat{\mathcal{M}}), \quad \mathcal{M}_{r} \equiv Q\left(\hat{\mathcal{M}}_{r}\right)
$$

where the linear map $Q$ is taken from the $\operatorname{KNF}$ of $(\mathcal{A}, \mathcal{B})$ from the discussion that immediately follows (3.4). The map $\theta$ then provides a local diffeomorphism between $\Omega_{\delta}$ and $\mathcal{M}$; moreover both

$$
F(\theta(u))=0 \quad \text { and } \quad F(\theta(\varphi(u)))=0
$$

follow by the construction of $h$. The following diagram illustrates how a map is induced on $\mathcal{M}$ in this way:

where $\theta^{-1}(Q(u, h(u)))=u$, and this concludes the proof.
The following immediate corollaries of Theorem 1 provide some information regarding the stable and unstable behavior of orbits in a neighborhood of a fixed point of (1.1).

Corollary 1. Suppose that $F$ satisfies (A1)-(A3) and $(A, B)$ is a regular matrix pencil with $\rho(A, B)<1$; then there is a $C^{1+\alpha}$-solution manifold $\mathcal{M}$ of (1.1) containing 0 such that each $(z, \bar{z}) \in \mathcal{M}$ supports a global orbit $\left(z_{n}\right)_{n=0}^{\infty}$ with $\left(z_{n}, z_{n+1}\right) \in \mathcal{M}, z_{0}=$ $z, z_{1}=\bar{z}$, and $\lim _{n \rightarrow \infty} z_{n}=0$.

Proof. The orbit is constructed by iterating the map $\varphi(u)=C u+p(u)$ given in part 3 of Theorem 2: Because $\rho(A, B)<1$ we have $\rho(C)<1$ so that $\varphi$ is a contraction near the origin in some norm, and the result follows.

The following are the natural definitions of stable and unstable sets associated with fixed points of (1.1); note that they are subsets of $\mathbb{R}^{2 m}$ and not $\mathbb{R}^{m}$.

Definition 4. The set

$$
W_{\operatorname{loc}}^{s}(0):=\left\{(z, \bar{z}) \in \mathbb{R}^{2 m}: \exists \text { global orbit }\left(z_{n}\right)_{n=0}^{\infty}, z_{0}=z, z_{1}=\bar{z}, \lim _{n \rightarrow \infty} z_{n}=0\right\}
$$

is the local stable set associated with the zero fixed point of (1.1), and

$$
W_{\mathrm{loc}}^{u}(0):=\left\{(z, \bar{z}) \in \mathbb{R}^{2 m}: \exists \text { global orbit }\left(z_{n}\right)_{n=0}^{-\infty}, z_{-1}=z, z_{0}=\bar{z}, \lim _{n \rightarrow-\infty} z_{n}=0\right\}
$$

is the local unstable set.
In case $\sigma(A, B)$ contains elements outside the unit disk, one can apply the stable manifold theorem for maps to $\varphi$ in Theorem 2 to give the following result.

Corollary 2. Suppose that (A1)-(A3) are satisfied and ( $A, B$ ) possesses $n_{s}$ eigenvalues in the open unit disk; then (1.1) possesses a subset of the local stable set which is a differentiable manifold of dimension $n_{s}$.

There is an analogous corollary to show that the unstable set is nonempty and contains a manifold of dimension $n_{u}$, where $n_{u}$ is the number of elements of $\sigma(A, B)$ lying outside the closed unit disk. This result is obtained by applying Corollary 2 to (1.1) but with time running backwards.

Corollary 3. Suppose that (A1)-(A3) are satisfied and $(B, A)$ possesses $n_{u}$ eigenvalues in the open unit disk; then (1.1) possesses a subset of the local unstable set which is a differentiable manifold of dimension $n_{u}$.

Proof. Let us rewrite (1.1) in the form

$$
\begin{equation*}
F\left(z_{n-1}, z_{n}\right)=0 \tag{5.1}
\end{equation*}
$$

to emphasize the fact that we are seeking an orbit that propagates backwards in time, with $\left(z_{-1}, z_{0}\right)$ given. The linearization of (5.1) is of the form

$$
B z_{n-1}+A z_{n}
$$

and if $\operatorname{det} B \neq 0$, then we may locally solve (5.1) for $z_{n-1}=f\left(z_{n}\right)$, and then one can apply the stable manifold theorem for maps to this.

On the other hand if $\operatorname{det} B=0$, then conditions (A1)-(A3), appropriately modified by exchanging the roles of $z$ and $\bar{z}$ because time is flowing backwards, still apply to (5.1) because $(B, A)$ is a regular matrix pencil due to the fact that $(A, B)$ is regular. The result then follows from Corollary 2.

As $A$ is a singular mapping it follows that the finite spectrum of $(B, A)$ satisfies

$$
\sigma(B, A)=(\sigma(A, B) \backslash\{0\})^{-1} \cup\{0\}
$$

whether or not $B$ is singular, and hence $\sigma(B, A)$ contains zero so that $n_{u} \geq 1$. An unstable manifold therefore always exists for (1.1) under conditions (A1)-(A3).
5.2. Bifurcation theorems. We now consider a $C^{k}$-mapping $F: \mathbb{R}^{2 m} \times \mathbb{R} \rightarrow$ $\mathbb{R}^{2 m}$, where $k \geq 5$, and examine the family of difference equations

$$
\begin{equation*}
F\left(z_{n}, z_{n+1}, \mu\right)=0 \tag{5.2}
\end{equation*}
$$

Define the one-parameter family of matrix pencils

$$
\mathcal{P}(\mu):=(A(\mu), B(\mu)):=\left(d_{\bar{z}} F(0,0, \mu), d_{z} F(0,0, \mu)\right),
$$

where $F$ has $(z, \bar{z}, \mu)$ as its argument.
ThEOREM 3 (parameterized nonlinear KNF). Suppose that $(0,0)$ is a fixed point of (5.2) for all $\mu \in \mathbb{R}$ and that $\mathcal{P}(0)$ is a regular matrix pencil. Then there is a linear space $K_{1}$ and a $C^{1+\alpha}$-parameter family of $C^{1+\alpha}$-manifolds $\mathcal{M}_{\mu}$ modeled on $K_{1}$ such that $\operatorname{dim}\left(K_{1}\right)=\# \sigma(\mathcal{P}(0))$ and

1. for all $(z, w) \in \mathcal{M}_{\mu}$ there results $F(z, w, \mu)=0$,
2. there is an $r^{\prime}$ (independent of $\mu$ ) such that for each $(z, w) \in \mathcal{M}_{\mu}$, with $\|(z, w)\|<r^{\prime}$, there is a unique $(\bar{z}, \bar{w}) \in \mathcal{M}_{\mu}$ such that $w=\bar{z}$, and
3. there is a $C^{1+\alpha}$-parameter family of $C^{1+\alpha}$-diffeomorphisms $\theta_{\mu}: K_{1} \rightarrow \mathcal{M}_{\mu}$ such that if $(z, w)=\theta_{\mu}(u)$ for some $u \in K_{1}$, then $(\bar{z}, \bar{w})=\theta_{\mu}(\varphi(u, \mu))$, where

$$
\varphi(u, \mu)=C(\mu) u+p(u, \mu)
$$

Moreover, $C(\cdot)$ is a $C^{1+\alpha}$-parameter family of maps in $B L\left(K_{1}\right)$ and, for some $\delta>0, p: B_{\delta}\left(0 ; K_{1}\right) \times B_{\delta}(0 ; \mathbb{R}) \rightarrow K_{1}$ satisfies

$$
p(0, \mu) \equiv 0, d_{u} p(0, \mu) \equiv 0
$$

4. If $\lambda:[-\delta, \delta] \rightarrow \mathbb{C}$ is a continuous (and so bounded) curve, then $\lambda(\mu) \in$ $\sigma(\mathcal{P}(\mu))$ for all $\mu \in[-\delta, \delta]$ if and only if $\lambda(\mu) \in \sigma(C(\mu))$ for all $\mu \in[-\delta, \delta]$.
Proof. Consider the suspended difference equation

$$
\left\{\begin{align*}
\mu_{n+1} & =\mu_{n}  \tag{S}\\
z_{n+1} & =w_{n} \\
0 & =F\left(z_{n}, w_{n}, \mu_{n}\right)
\end{align*}\right.
$$

Let us write

$$
F(z, w, \mu)=A(\mu) w+B(\mu) z+\mathcal{F}(z, w, \mu)
$$

where $F(0,0, \mu)=0, d_{z} F(0,0, \mu)=B(\mu)$, and $d_{w} F(0,0, \mu)=A(\mu)$, and then consider the following matrix pencil on $\mathbb{R}^{2 m}$ :

$$
(\mathcal{A}, \mathcal{B}(\mu)):=\left(\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & I \\
B(\mu) & A(\mu)
\end{array}\right)\right)
$$

This satisfies $\sigma(\mathcal{A}, \mathcal{B}(\mu))=-\sigma(\mathcal{P}(\mu))$ and is a regular matrix pencil when $\mu=0$, and we can exploit this fact using the resulting Kronecker normal form to put (S) into a normal form. If we set $\mathbf{z}=(z, w)$, then we may write (S) as

$$
\begin{aligned}
\bar{\mu} & =\mu \\
\mathcal{A} \overline{\mathbf{z}} & =\mathcal{B}(\mu) \mathbf{z}+\mathcal{F}(\mathbf{z}, \mu)
\end{aligned}
$$

where an overbar is used to denote a forward iterate. Now there is a matrix pair $(P, Q)$ such that $P \mathcal{A} Q=\left(\begin{array}{cc}I_{K_{1}} & 0 \\ 0 & N\end{array}\right)$ and $P \mathcal{B}(0) Q=\left(\begin{array}{cc}C & 0 \\ 0 & I_{K_{2}}\end{array}\right)$, where $Q: \mathbb{R}^{2 m} \rightarrow$ $K_{1} \oplus K_{2}=\mathbb{R}^{p+q}$ and $N$ is nilpotent. With $(u, v):=\mathbf{w}=Q \mathbf{z} \in K_{1} \oplus K_{2}$, we obtain

$$
\begin{align*}
\bar{\mu} & =\mu  \tag{5.3}\\
\bar{u} & =\alpha(\mu) u+\beta(\mu) v+\mathcal{G}_{1}(u, v, \mu),  \tag{5.4}\\
N \bar{v} & =\gamma(\mu) u+\delta(\mu) v+\mathcal{G}_{2}(u, v, \mu), \tag{5.5}
\end{align*}
$$

where

$$
\alpha: K_{1} \rightarrow K_{1}, \quad \beta: K_{2} \rightarrow K_{1}, \quad \gamma: K_{1} \rightarrow K_{2}, \quad \text { and } \delta: K_{2} \rightarrow K_{2}
$$

are differentiable linear maps in $\mu$, and

$$
\alpha(0)=C, \quad \beta(0)=0, \quad \gamma(0)=0, \quad \text { and } \quad \delta(0)=I_{K_{2}}
$$

where $C \in B L\left(K_{1}\right)$ is provided by the KNF of $\mathcal{P}(0)$ and $\sigma(C)=-\sigma(\mathcal{A}, \mathcal{B}(0))=$ $\sigma(\mathcal{P}(0))$. Moreover, $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ represent $\mathcal{O}_{2}(u, v)$-functions parameterized by $\mu$.

Seeking an invariant manifold on which $v=h(u, \mu)$, we put (5.3)-(5.5) into the form

$$
\begin{align*}
\bar{\mu} & =\mu  \tag{5.6}\\
\bar{u} & =C u+\mathcal{O}_{2}(u, v, \mu),  \tag{5.7}\\
N \bar{v} & =v+\mathcal{O}_{2}(u, v, \mu), \tag{5.8}
\end{align*}
$$

where $\mathcal{O}_{2}(u, v, \mu)$ denotes a function of $(u, v, \mu)$ which vanishes to second or higher order at the origin. From Theorem 1 we obtain a local invariant manifold of (5.6)(5.7) on which $v=h(u, \mu)$. Moreover $h(0,0)=0, d h(0,0)=0$, and we may assume that $h$ is $C^{1}$.

It follows that $h(u, \mu)$ satisfies the functional equation

$$
N h\left(\alpha u+\beta h(u, \mu)+\mathcal{G}_{1}(u, h(u, \mu), \mu)\right)=\gamma(\mu) u+\delta h(u, \mu)+\mathcal{G}_{2}(u, h(u, \mu), \mu)
$$

and if we set $x=h(0, \mu)$, then $x$ satisfies the equation

$$
N h\left(\beta x+\mathcal{G}_{1}(0, x, \mu), \mu\right)=\delta(\mu) x+\mathcal{G}_{2}(0, x, \mu)
$$

The latter is an algebraic equation for $x$ which we denote $a(x, \mu)=0$; moreover $a(0, \mu)=0$ holds for all $\mu$ near 0 , whence $h(0, \mu) \equiv 0$. In addition, a short calculation shows that

$$
d_{x} a(0, \mu)=\delta(\mu)-N d_{u} h(0, \mu)[\beta(\mu)]
$$

which is an identity mapping when $\mu=0$. The implicit function theorem now ensures that $x=0$ is the only solution of $a(x, \mu)=0$ for all $\mu$ near 0 .

The functional equation satisfied by $d_{u} h(u, \mu)$ is then

$$
\begin{aligned}
& -N d_{u} h\left(\alpha u+\beta h+\mathcal{G}_{1}(u, h, \mu)\right)\left[\alpha+\beta d_{u} h+d_{u} \mathcal{G}_{1}+d_{v} \mathcal{G}_{1} \cdot d_{u} h\right] \\
& +\gamma+\delta d_{u} h+d_{u} \mathcal{G}_{2}+d_{v} \mathcal{G}_{2} \cdot d_{u} h=0,
\end{aligned}
$$

where various arguments have been omitted for brevity. If we write $\tau$ for the linear $\operatorname{map} d_{u} h(0, \mu)$, then

$$
\gamma(\mu)+\delta(\mu) \tau=N \tau \cdot[\alpha(\mu)+\beta(\mu) \tau]
$$

This is a Riccati equation for $\tau$ that can be solved near $\mu=0$ for $\tau$ as a function of $\mu$ using the implicit function theorem and the properties of $\alpha, \beta, \gamma$, and $\delta$. The result that $\tau(0)=0$ then follows because $N$ is nilpotent and $\tau(0)=N \tau(0)[C]$.

We are now in a position to define the one-parameter family of matrices, denoted by $C(\mu)$ in the statement of the theorem, namely,

$$
C(\mu):=\alpha(\mu)+\beta(\mu) \tau(\mu),
$$

so that $C(0)=C$. If $C(\mu)$ has an eigenvalue $\lambda$, say, then

$$
(\alpha+\beta \tau) w=\lambda w \Longrightarrow \gamma+\delta \tau=N \tau \cdot[\lambda w]
$$

whence

$$
\left[\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right]\left[\begin{array}{c}
w \\
\tau w
\end{array}\right]=\lambda\left[\begin{array}{c}
w \\
N \cdot \tau w
\end{array}\right]
$$

and therefore

$$
-\lambda \in \sigma\left(\left[\begin{array}{ll}
I & 0 \\
0 & N
\end{array}\right],\left[\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right]\right)=\sigma(\mathcal{A}, \mathcal{B}(\mu))=-\sigma(\mathcal{P}(\mu))
$$

We have deduced that

$$
\sigma(\alpha(\mu)+\beta(\mu) \tau(\mu)) \subseteq \sigma(\mathcal{P}(\mu))
$$

but the left-hand side of this inclusion has $\operatorname{dim}\left(K_{1}\right)$ elements counted according to algebraic multiplicity, whereas the right-hand side may have more unless, that is, $\mu=0$, in which case the inclusion is replaced by an equality because $\sigma(\alpha(0))=$ $\sigma(C)=\sigma(\mathcal{P}(0))$.

As a result, if $\lambda(\mu) \in C([-\delta, \delta], \mathbb{C})$ is a continuous path of eigenvalues of $\mathcal{P}(\mu)$, then by virtue of the fact that $\lambda(0) \in \sigma\left(\alpha(\mu)+\left.\beta(\mu) \tau(\mu)\right|_{\mu=0}\right)$, it follows by the continuous dependence of eigenvalues on $\mu$ and by counting their location in the complex plane that $\lambda(\mu) \in \sigma\left(\alpha(\mu)+\left.\beta(\mu) \tau(\mu)\right|_{\mu \neq 0}\right)$.

Conclusion 4 of Theorem 3 is not equivalent to saying that a locus of eigenvalues of $\mathcal{P}(\mu)$ is necessarily a locus of eigenvalues of $C(\mu)$. This is because $\mathcal{P}(\mu)$ may have other eigenvalues for small $\mu$ which become unbounded as $\mu$ tends to zero, and such curves cannot correspond to eigenvalues of $C(\mu)$. This happens, for instance, in the singularity-induced bifurcation theorem from [1] because an eigenvalue has a pole with respect to the bifurcation parameter.
5.2.1. Existence of bifurcations for (1.1). One can easily prove a perioddoubling bifurcation theorem for (1.1) without having recourse to the nonlinear normal form given in Theorem 2, but we now include this result for completeness.

THEOREM 4. Suppose that (5.2) satisfies the following hypotheses:

1. $1 \notin \sigma(\mathcal{P}(0))$ and $F(0,0, \mu) \equiv 0$,
2. $\operatorname{ker}(-A(0)+B(0))=\langle k\rangle$, so that $-1 \in \sigma(\mathcal{P}(0))$, and
3. $B^{\prime}(0) k \notin \operatorname{im}(-\mathrm{A}(0)+\mathrm{B}(0))$.

Then $\mu=0$ is a period-doubling bifurcation point for (5.2) from the trivial solution $z=0$.

Proof. Consider the algebraic equation $G(z, w, \mu)=0$, where $G: \mathbb{R}^{2 m+1} \rightarrow \mathbb{R}^{2 m}$ is given by

$$
G(z, w, \mu):=\left[\begin{array}{l}
F(z, w, \mu) \\
F(w, z, \mu)
\end{array}\right]
$$

and moreover $G$ has the trivial solution branch. Also define $\bar{G}(z, \mu):=F(z, z, \mu)$, so that

$$
d_{(z, w)} G(0,0, \mu)=\left[\begin{array}{cc}
A(\mu) & B(\mu) \\
B(\mu) & A(\mu)
\end{array}\right]
$$

and $d_{z} \bar{G}(0, \mu)=A(\mu)+B(\mu)$. By assumption, $A(0)+B(0)$ is invertible, and therefore $d_{z} \bar{G}(0, \mu)$ is an invertible map for small $|\mu|$, so that if $G(z, w, \mu)=0$ near $\mu=0$, then $z \neq w$ unless $z=w=0$. The theorem now follows from the simple eigenvalue bifurcation theorem applied to $G$ at $\mu=0$, noting that the kernel of $d_{(z, w)} G(0,0,0)$ is $(k,-k)^{T}$.

One can of course formulate a similarly straightforward fold bifurcation for (1.1) in an entirely analogous fashion. However, the following theorem relies on Theorem 3 in a nontrivial way.

Theorem 5 (Neimark-Sacker bifurcation). Suppose that (5.2) has the fixed point $z=0$ for all $\mu \in \mathbb{R}$ and that $\lambda(\mu) \in \sigma(\mathcal{P}(\mu))$ is a curve which satisfies the following:

1. $\mathcal{P}(0)$ is a regular matrix pencil;
2. $|\lambda(0)|=1$, and $\lambda(0)$ is an algebraically simply eigenvalue of $\mathcal{P}(0)$;
3. $\lambda(0)^{n} \neq 1$ for $n \in\{1,2,3,4\}$;
4. $\frac{d}{d \mu}|\lambda(\mu)|_{\mu=0} \neq 0$.

Then modulo a further nonresonance condition ${ }^{1}$ there is a half-interval $J \subset \mathbb{R}$ containing 0 in its closure such that (5.2) possesses a quasi-invariant circle $\Gamma_{\mu} \subset \mathbb{R}^{2 m}$ for all $\mu \in J$. Moreover, if $\operatorname{diam}\left(\Gamma_{\mu}\right)=\sup \left\{\|z-w\|: z, w \in \Gamma_{\mu}\right\}$, then $\lim _{\mu \rightarrow 0}$ $\operatorname{diam}\left(\Gamma_{\mu}\right)=0$.

Proof. Theorem 5 follows immediately from the Neimark-Sacker bifurcation for maps applied to $\varphi(u, \mu)$ from Theorem 3 (part 3).
6. Examples. Example 1 (output-nulling control problem). The results in this paper give sufficient conditions for a positive answer to the following question:
(Q) Given $f(=f(x, u)): \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{n}, g(=g(x)): \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that $f(0,0)=$ $0, g(0)=0$, does there exist a sequence of states $\left(x_{n}\right)$ given by the iterates of $f$ and controls $\left(u_{n}\right)$ such that $g\left(x_{n}\right) \equiv 0$ and $x_{n} \rightarrow 0$ as $n \rightarrow \infty$ ?
Thus, we seek a global orbit of the $\Delta \mathrm{AE}$

$$
x_{n+1}=f\left(x_{n}, u_{n}\right), g\left(x_{n}\right)=0
$$

[^22]A necessary condition for the existence of such a solution can be obtained by substituting the dynamic part of the problem into the constraint, to give the hidden constraint

$$
g\left(f\left(x_{n}, u_{n}\right)\right)=0 \quad(\forall n \geq 1)
$$

Hence, provided the function $g(f(x, u))$ has an invertible partial $u$-derivative at $(x, u)=(0,0)$, by the stable manifold theorem the response to $(\mathbf{Q})$ is affirmative if the spectrum of the $x$-derivative of $f(x, U(x))$, also evaluated at $(x, u)=(0,0)$, contains an element of the open unit disk. Here $U(x)$ denotes the solution of the equation $g(f(x, U))=0$ given locally by the implicit function theorem. Note for a moment that if the stated $u$-derivative $d g(0) d_{u} f(0,0)$ is invertible, it follows that the matrix pencil

$$
(A, B):=\left.\left(\left(\begin{array}{cc}
I_{x} & 0 \\
0 & 0
\end{array}\right), \quad\left(\begin{array}{cc}
d_{x} f & d_{u} f \\
d g & 0
\end{array}\right)\right)\right|_{(x, u)=(0,0)}
$$

is regular, and thus (A1)-(A3) hold for this problem.
However, by using Theorem 1 one can dispense with the condition that $d g(0) d_{u} f(0$, $0)$ is invertible. In fact, let us assume that $K:=\operatorname{ker}\left(d g(0) d_{u} f(0,0)\right) \neq\{0\}$. In this case, the matrix $\lambda A+B$ is invertible if $-\lambda \notin \sigma\left(d_{x} f(0,0)\right)$ and $d g\left(\lambda I_{x}+d_{x} f\right)^{-1} d_{u} f$ is also invertible at $(x, u)=(0,0)$. However, for $\lambda$ large we have

$$
\begin{aligned}
\lambda^{2} d g\left(\lambda I_{x}+d_{x} f\right)^{-1} d_{u} f & =\lambda d g\left(I_{x}+\lambda^{-1} d_{x} f\right)^{-1} d_{u} f \\
& =\lambda d g\left(I_{x}-\lambda^{-1} d_{x} f+O\left(\lambda^{-2}\right)\right) d_{u} f \\
& =\lambda d g \cdot d_{u} f-d g \cdot d_{x} f \cdot d_{u} f+O\left(\lambda^{-1}\right)
\end{aligned}
$$

evaluating all of the stated derivatives at $(x, u)=(0,0)$. As a result, if the weaker condition holds that the pencil $\left(d g \cdot d_{u} f, d g \cdot d_{x} f \cdot d_{u} f\right)$ is regular, then $(A, B)$ is regular and (A1)-(A3) still apply. The response to (Q) is again affirmative if $\sigma(A, B)$ contains at least one member of the open unit disk.

In fact one can show that output-nulling control problems are well-posed in sequence spaces as follows. First consider the linear problem

$$
\begin{equation*}
A z_{n+1}+B z_{n}=\Gamma_{n} \tag{6.1}
\end{equation*}
$$

where $n \in \mathbb{N}$ and $\left(\Gamma_{n}\right)$ is a given sequence in

$$
\ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{m}\right)=\left\{\left(z_{n}\right)_{n \in \mathbb{N}}: z_{n} \in \mathbb{R}^{m}, \sup _{n \in \mathbb{N}}\left\|z_{n}\right\|_{\mathbb{R}^{m}}<\infty\right\}
$$

but $\operatorname{det} A=0$. If $(A, B)$ is a regular matrix pencil with index $\nu$, the KNF allows us to write (6.1) in the form

$$
\begin{align*}
u_{n+1} & =C u_{n}+\alpha_{n}  \tag{6.2}\\
N v_{n+1} & =v_{n}+\beta_{n} \tag{6.3}
\end{align*}
$$

where $\left(u_{n}, v_{n}\right) \in \mathbb{R}^{p+q}$. In order to solve (6.1), let us consider the linear operator $I-N \sigma$ on a space of sequences $\ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{q}\right)$. We take linear maps $T \in B L\left(\mathbb{R}^{q}\right)$ to act pointwise on $\ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{q}\right)$, so

$$
T\left(w_{n}\right)_{n \in \mathbb{N}}=\left(T w_{n}\right)_{n \in \mathbb{N}} \quad\left(\forall\left(w_{n}\right)_{n \in \mathbb{N}} \in \ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{q}\right)\right)
$$

and we define $\sigma$ the forward-shift map by

$$
\sigma\left(w_{n}\right)_{n \in \mathbb{N}}=\left(w_{n+1}\right)_{n \in \mathbb{N}} \quad\left(\forall\left(w_{n}\right)_{n \in \mathbb{N}} \in \ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{q}\right)\right)
$$

Any such $T$ will commute with $\sigma$, and one can see by a direct multiplication that

$$
(I-N \sigma) \sum_{i=0}^{\nu-1} N^{i} \sigma^{i}=I
$$

where $I$ denotes the identity on $\ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{q}\right)$.
One can solve (6.2) in a suitably weighted sequence space if no restrictions are to be placed on the spectrum of $(A, B)$. Equation (6.3) can also be solved:

$$
\mathbf{v}=-(I-N \sigma)^{-1} \beta=-\sum_{i=0}^{\nu-1} N^{i} \sigma^{i} \beta
$$

where $\mathbf{v}=\left(v_{i}\right)_{i \in \mathbb{N}}$ and $\beta=\left(\beta_{i}\right)_{i \in \mathbb{N}}$, whence

$$
v_{n}=-\sum_{i=0}^{\nu-1} N^{i} \beta_{n+i}
$$

So from a temporal point of view the current values of the state depend on future values of the input, but (6.1) is still well-posed in a sequence space as $\mathbf{v}$ depends continuously on $\beta$.

This means that a second- or higher-order nonlinear perturbation of (6.1),

$$
\begin{equation*}
A z_{n+1}+B z_{n}+\mathcal{F}\left(z_{n}\right)=\Gamma_{n} \tag{6.4}
\end{equation*}
$$

say, where $\mathcal{F}(0)=0, d \mathcal{F}(0)=0$, can be written as an infinite-dimensional problem

$$
\begin{equation*}
(A \sigma+B) \mathbf{z}+\mathcal{F}(\mathbf{z})=\mathbf{\Gamma} \tag{6.5}
\end{equation*}
$$

in $\ell_{\mathbb{N}}^{\infty}\left(\mathbb{R}^{m}\right)$, and one can apply the inverse function theorem to solve locally for smallnorm solutions of the form $\mathbf{z}=\mathbf{z}(\boldsymbol{\Gamma})$, where $\mathbf{z}(\mathbf{0})=\mathbf{0}$.

This solution can be found via the Picard iteration $\mathbf{z}(\boldsymbol{\Gamma})=\lim _{n \rightarrow \infty} \mathbf{y}^{(n)}$, where $\mathbf{y}^{(0)}=\mathbf{0}$ and

$$
\mathbf{y}^{(n+1)}=-(A \sigma+B)^{-1}\left[\mathcal{F}\left(\mathbf{y}^{(n)}\right)-\boldsymbol{\Gamma}\right]
$$

As a result, writing the solution sequence $\mathbf{z}(\boldsymbol{\Gamma})$ as $\left(z_{n}(\boldsymbol{\Gamma})\right)_{n \in \mathbb{N}}$, it is clear that the nonlinear perturbation will have the effect of making each $z_{n}$ depend on infinitely many elements of the sequence $\boldsymbol{\Gamma}$, unless $\nu$ happens to equal 1 .

This effect has been observed before in the literature in the context of delay DAEs [5, 13], where it is noted in the former reference that linear systems of delay DAEs can act like advanced systems when their index is two or higher. The problem (6.5) is displaying exactly this behavior.

Example 2. This example serves to illustrate how we can use Theorem 1 to deduce qualitative similarities between a DAE and its discrete counterpart. Take the DAE

$$
\begin{align*}
\dot{x} & =f(x, y)  \tag{6.6}\\
g(x, y) & =0 \tag{6.7}
\end{align*}
$$

subject to $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{m}$ with an equilibrium at the origin, so that $f(0,0)=$ $0, g(0,0)=0$. Let us impose a singularity of the form

$$
\begin{equation*}
\operatorname{ker}\left(d_{y} g(0,0)\right)=\langle k\rangle \quad \text { such that } d_{y} f(0,0) d_{x} g(0,0) k \notin \operatorname{im}\left(d_{y} g(0,0)\right) \tag{6.8}
\end{equation*}
$$

and the equilibrium solution is isolated:

$$
\operatorname{det}\left(\begin{array}{cc}
d_{x} f(0,0) & d_{y} f(0,0) \\
d_{x} g(0,0) & d_{y} g(0,0)
\end{array}\right) \neq 0
$$

From [2] it is known that (6.6)-(6.7) has an invariant manifold $W$ of dimension $n-1$ that contains the origin and intersects the singularity in an $n-2$-dimensional manifold of pseudoequilibria.

Now consider the forward-Euler method in state-space form [8, p. 375] applied to (6.6)-(6.7), resulting in the difference equation

$$
\begin{align*}
x_{i+1}-x_{i} & =h f\left(x_{i}, y_{i}\right)  \tag{6.9}\\
g\left(x_{i+1}, y_{i+1}\right) & =0 \tag{6.10}
\end{align*}
$$

Using Theorem 1, in order to to show that (6.9)-(6.10) possesses a quasi-invariant manifold of solutions $W_{h}$ that contains the origin and has dimension $n-1$, we need only show that (A1)-(A3) hold, which entails showing that the derivative at the origin of (6.9)-(6.10) is a regular matrix pencil. Hence we seek a $\xi \in \mathbb{C}$ such that

$$
\left.\operatorname{det}\left(\xi\left[\begin{array}{cc}
I & 0 \\
d_{x} g & d_{y} g
\end{array}\right]+\left[\begin{array}{cc}
I+h d_{x} f & h d_{y} f \\
0 & 0
\end{array}\right]\right)\right|_{(x, y)=(0,0)} \neq 0
$$

However, the conditions in (6.8) ensure the existence of such a $\xi$ for any fixed $h \neq 0$, and the existence of $W_{h}$ follows. The dimension of $W_{h}$ comes from counting the number of finite eigenvalues of the linearization of (6.9)-(6.10) which is given in [1] as $n-1$.

Example 3. Consider again (6.6)-(6.7) but now with a parameter $\alpha$

$$
\begin{equation*}
\dot{x}=f(x, y, \alpha), g(x, y, \alpha)=0 \tag{6.11}
\end{equation*}
$$

and suppose that $(x, y)=(0,0)$ is an equilibrium locus for all $\alpha \in \mathbb{R}$. Now suppose that the conditions for a Hopf bifurcation are formally satisfied by (6.11) at $\alpha=\alpha_{0}$ : $\omega(\alpha) \in \sigma(M,-L(\alpha))$ is a locus of algebraically simple eigenvalues, where

$$
M=\left[\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right], L(\alpha)=\left[\begin{array}{cc}
d_{x} f(0,0, \alpha) & d_{y} f(0,0, \alpha) \\
d_{x} g(0,0, \alpha) & d_{y} g(0,0, \alpha)
\end{array}\right]
$$

and $\omega\left(\alpha_{0}\right)=i \omega_{0}$ is an eigenvalue of $(M,-L(\alpha))$ such that $\left.\frac{d}{d \alpha} \Re(\omega(\alpha))\right|_{\alpha=\alpha_{0}}$ is nonzero. Also, no other eigenvalues of the regular matrix pencil $\left(M,-L\left(\alpha_{0}\right)\right)$ have a zero real part.
Then, modulo an open condition on the third-order derivatives of the smooth functions $f$ and $g$, we can show that the backward-Euler method

$$
\begin{align*}
x_{i+1}-x_{i} & =h f\left(x_{i+1}, y_{i+1}\right),  \tag{6.12}\\
-h \cdot g\left(x_{i+1}, y_{i+1}\right) & =0 \tag{6.13}
\end{align*}
$$

satisfies the conditions of the Neimark-Sacker bifurcation theorem for all sufficiently small $h>0$. Note that $(M-h L(\alpha),-M)$ is the linearization of (6.12)-(6.13) about the zero fixed point and is a regular matrix pencil for $h>0$ and $\alpha \approx \alpha_{0}$ such that

$$
(1-h \omega(\alpha))^{-1} \in \sigma(M-h L(\alpha),-M) \quad(\forall \alpha)
$$

In order to apply Theorem 5 to (6.12)-(6.13) we first note that the eigenvalue locus $(1-h \omega(\alpha))^{-1}$ has unit length if and only if $1-h \omega(\alpha)$ has unit length. If we define functions $R(\alpha)$ and $I(\alpha)$ by $\omega(\alpha)=R(\alpha)+i I(\alpha)$, then $|1-h \omega(\alpha)|=1$ if and only if $(1-h R(\alpha))^{2}+h^{2} I(\alpha)^{2}=1$, which holds when

$$
\begin{equation*}
h\left(-R(\alpha)+\frac{h}{2}\left(R(\alpha)^{2}+I(\alpha)^{2}\right)\right)=0 \tag{6.14}
\end{equation*}
$$

As a result, we define the function $b(\alpha, h):=-R(\alpha)+\frac{h}{2}\left(R(\alpha)^{2}+I(\alpha)^{2}\right)$ and note that $b(\alpha, h)=0$ for $h>0$ ensures that the linearization of (6.12)-(6.13) at $(0,0)$ has an eigenvalue of unit modulus. Now $b\left(\alpha_{0}, 0\right)=0$ and $\frac{\partial b}{\partial \alpha}\left(\alpha_{0}, 0\right)=-R^{\prime}\left(\alpha_{0}\right) \neq 0$ by assumption, and, as a result, one may solve $b(\alpha, h)=0$ locally using the implicit function theorem for $\alpha=\alpha(h)$ such that $\alpha(0)=\alpha_{0}$.

From this calculation one can show that the numerical scheme (6.12)-(6.13) has a quasi-invariant circle for $\alpha$ in some half-neighborhood of $\alpha(h)=\alpha_{0}+\frac{h \omega_{0}^{2}}{R^{\prime}(\alpha)}+O\left(h^{2}\right)$ provided $h>0$ is sufficiently small.

Note that no assumption is made regarding the invertibility of $d_{y} g(0,0,0)$. If this mapping were invertible in addition to the formal conditions given above for Hopf bifurcation, then the existence of a locus of periodic solutions of (6.11) could be deduced. However, without the invertibility of $d_{y} g(0,0,0)$, it is not known whether a Hopf bifurcation occurs in (6.11), but (6.12)-(6.13) has a locus of invariant circles nevertheless.
6.1. Concluding remark. The results in this paper can be used to show that second-order problems of the form

$$
\begin{equation*}
F\left(z_{n}, z_{n+1}, z_{n+2}\right)=0 \tag{6.15}
\end{equation*}
$$

have quasi-invariant manifolds provided that the appropriate matrix pencil is regular simply by rewriting (6.15) as a first-order problem. However, the methods of this paper do not easily extend to the study of invariant manifolds of the system that one would like to study if (1.1) had a period-2 orbit ( $z, w, z, w, \ldots$ ), namely, the system

$$
\begin{align*}
F\left(z_{n}, z_{n+1}\right) & =0  \tag{6.16}\\
F\left(z_{n+1}, z_{n+2}\right) & =0 \tag{6.17}
\end{align*}
$$

where $F(z, w)=0$ and $F(w, z)=0$, with $w \neq z$. Another approach is needed to answer the question of whether overdetermined systems of this type have any invariant manifolds associated with them.
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1. Introduction. In this paper, we study the two-dimensional (2D) viscous shallow water equations with a more general diffusion,

$$
\left\{\begin{array}{l}
h_{t}+\operatorname{div}(h u)=0,  \tag{1.1}\\
h\left(u_{t}+u \cdot \nabla u\right)-\nu \nabla \cdot(h D(u))-\nu \nabla(h \operatorname{div}(u))+h \nabla h=0, \\
u(0, \cdot)=u_{0}, h(0, \cdot)=h_{0},
\end{array}\right.
$$

where $h(t, x)$ is the height of fluid surface, $u(t, x)=\left(u_{1}(t, x), u_{2}(t, x)\right)$ is the horizontal velocity vector field, $D(u)=\frac{1}{2}\left(\nabla u+\nabla u^{t}\right)$ is the deformation tensor, and $\nu>0$ is the viscous coefficient.

Recently, the viscous shallow water equations have been widely studied by mathematicians; see the review paper [4]. Bui [5] proved the local existence and uniqueness of classical solutions to the Cauchy-Dirichlet problem for shallow water equations with initial data $h_{0}, u_{0}$ in Hölder spaces as well as $h_{0}$ bounded away from a vacuum. Kloeden [17] and Sundbye [20] independently proved global existence and uniqueness of classical solutions to the Cauchy-Dirichlet problem in Sobolev spaces. Later, Sundbye [21] also proved global existence and uniqueness of classical solutions to the Cauchy problem. However, for all of the above results (except those of [5]), the authors only consider the case when the initial data $h_{0}$ is a small perturbation of some positive constant $\bar{h}_{0}$ and $u_{0}$ is small in some sense. Very recently, Wang and Xu [23] proved the local well-posedness of the Cauchy problem in Sobolev spaces for the large data $u_{0}$ and $h_{0}$ closing to $\bar{h}_{0}$. More precisely, they obtained the following result.

THEOREM 1.1 (see [23]). Let $\bar{h}_{0}$ be a strictly positive constant and $s>2$. Assume that
(i) $\left(u_{0}, h_{0}-\bar{h}_{0}\right) \in H^{s}\left(\mathbb{R}^{2}\right) \otimes H^{s}\left(\mathbb{R}^{2}\right)$;
(ii) $\left\|h_{0}-\bar{h}_{0}\right\|_{H^{s}} \ll \bar{h}_{0}$.

[^23]Then there exist a positive time $T$ and a unique solution $(u, h)$ of (1.1) such that

$$
\begin{equation*}
u, h-\bar{h}_{0} \in L^{\infty}\left([0, T], H^{s}\right), \quad \nabla u \in L^{2}\left([0, T] ; H^{s}\right) \tag{1.2}
\end{equation*}
$$

Moreover, there exists a strictly positive constant c such that if

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{s}}+\left\|h_{0}-\bar{h}_{0}\right\|_{H^{s}} \leq c \tag{1.3}
\end{equation*}
$$

then we can choose $T=+\infty$.
One purpose of this paper is to study the well-posedness of (1.1) for the initial data with the minimal regularity. For the incompressible Navier-Stokes equations, such research has been initiated by Fujita and Kato [16]; see also [6, 7, 18] for other relevant results. They proved local well-posedness for the incompressible NavierStokes equations in the scaling invariant space. The scaling invariance means that if $(u, p)$ is a solution of the incompressible Navier-Stokes equations with initial data $u_{0}(x)$, then

$$
\begin{equation*}
u_{\lambda}(t, x) \triangleq \lambda u\left(\lambda^{2} t, \lambda x\right), \quad p_{\lambda}(t, x) \triangleq \lambda^{2} p\left(\lambda^{2} t, \lambda x\right) \tag{1.4}
\end{equation*}
$$

is also a solution of the incompressible Navier-Stokes equations with $u_{0, \lambda} \triangleq \lambda u_{0}(\lambda x)$. Obviously, $\dot{H}^{\frac{d}{2}-1}\left(\mathbb{R}^{d}\right)$ is a scaling invariant space under the scaling of (1.4), i.e.,

$$
\left\|u_{\lambda}\right\|_{\dot{H}^{\frac{d}{2}-1}}=\|u\|_{\dot{H}^{\frac{d}{2}-1}} .
$$

Equations (1.1) have no scaling invariance like the incompressible Navier-Stokes equations. However, due to the similarity of the structure between (1.1) and the incompressible Navier-Stokes equations, we still solve (1.1) for initial data whose regularity fits the scaling of (1.4). It should be pointed out that Danchin was the first to consider the same problem for the compressible Navier-Stokes equations, and some ideas of this paper are motivated by [11].

The second purpose of this paper is to prove the local well-posedness of (1.1) under the more natural assumption that the initial height is bounded away from zero. For the initial data with slightly higher regularity, this can be easily obtained by modifying the argument of Danchin [13]. However, for the initial data with low regularity, his method is not applicable anymore, since the proof of [13] relies on the fact that some profits can be gained from the inclusion map $B^{s} \hookrightarrow L^{\infty}$ in the case of $s>\frac{d}{2}$. For this reason, we have to introduce some kind of weighted Besov space $E_{T}^{s}$ (see section 3), which is crucial to eliminating the condition that the initial height $h_{0}$ is close to $\bar{h}_{0}$. One important observation is that the $E_{T}^{s}$ norm of the solution is small for small time $T$.

Before stating our main result, let us first introduce some notations and definitions. Choose a radial function $\varphi \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ such that

$$
\operatorname{supp} \varphi \subset\left\{\xi \in \mathbb{R}^{d} ; \frac{5}{6} \leq|\xi| \leq \frac{12}{5}\right\}, \quad \sum_{k \in \mathbb{Z}} \varphi\left(2^{-k} \xi\right)=1, \quad \xi \in \mathbb{R}^{d} \backslash\{0\}
$$

Here $\varphi_{k}(\xi)=\varphi\left(2^{-k} \xi\right), k \in \mathbb{Z}$.
Definition 1.1. Let $k \in \mathbb{Z}$. The Littlewood-Paley projection operators $\Delta_{k}$ and $S_{k}$ are defined as follows:

$$
\Delta_{k} f=\varphi\left(2^{-k} D\right) f, \quad S_{k} f=\sum_{j \leq k-1} \Delta_{j} f \quad \text { for } \quad f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)
$$

We denote the space $\mathcal{Z}^{\prime}\left(\mathbb{R}^{d}\right)$ by the dual space of $\mathcal{Z}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathcal{S}\left(\mathbb{R}^{d}\right) ; D^{\alpha} \hat{f}(0)=\right.$ $0 ; \forall \alpha \in \mathbb{N}^{d}$ multi-index $\}$; it also can be identified by the quotient space of $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) / \mathcal{P}$ with the polynomials space $\mathcal{P}$. The formal equality

$$
f=\sum_{k \in \mathbb{Z}} \Delta_{k} f
$$

holds true for $f \in \mathcal{Z}^{\prime}\left(\mathbb{R}^{d}\right)$ and is called the homogeneous Littlewood-Paley decomposition. It has nice properties of quasi-orthogonality: with our choice of $\varphi$,

$$
\begin{equation*}
\Delta_{j} \Delta_{k} f=0 \quad \text { if } \quad|j-k| \geq 2 \quad \text { and } \quad \Delta_{j}\left(S_{k-1} \Delta_{k} f\right)=0 \quad \text { if } \quad|j-k| \geq 4 \tag{1.5}
\end{equation*}
$$

Definition 1.2. Let $s \in \mathbb{R}, 1 \leq p, r \leq+\infty$. The homogeneous Besov space $\dot{B}_{p, r}^{s}$ is defined by

$$
\dot{B}_{p, r}^{s}=\left\{f \in \mathcal{Z}^{\prime}\left(\mathbb{R}^{d}\right):\|f\|_{\dot{B}_{p, r}^{s}}<+\infty\right\}
$$

where

$$
\|f\|_{\dot{B}_{p, r}^{s}}= \begin{cases}\left(\sum_{k \in \mathbb{Z}} 2^{k s r}\left\|\Delta_{k} f\right\|_{p}^{r}\right)^{\frac{1}{r}} & \text { for } \quad r<+\infty \\ \sup _{k \in \mathbb{Z}} 2^{k s}\left\|\Delta_{k} f\right\|_{p} \quad \text { for } & r=+\infty\end{cases}
$$

If $p=r=2, \dot{B}_{2,2}^{s}=\dot{H}^{s}$, and if $d=2$, we have $\dot{B}_{2,1}^{1} \hookrightarrow L^{\infty}$ and

$$
\|f\|_{\infty} \leq C\|f\|_{\dot{B}_{2,1}^{1}}
$$

We refer to $[8,22]$ for more details.
In addition to the general time-space space such as $L^{\rho}\left(0, T ; \dot{B}_{p, r}^{s}\right)$, we introduce a useful mixed time-space homogeneous Besov space $\widetilde{L}_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right)$, which was initiated in [10] and will be used in the proof of the uniqueness.

Definition 1.3. Let $s \in \mathbb{R}, 1 \leq p, r, \rho \leq+\infty, 0<T \leq+\infty$. The mixed time-space homogeneous Besov space $\widetilde{L_{T}^{r}}\left(\dot{B}_{p, q}^{s}\right)$ is defined by

$$
\widetilde{L}_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right)=\left\{f \in \mathcal{Z}^{\prime}\left(\mathbb{R}^{d+1}\right):\|f\|_{\widetilde{L}_{T}^{o}\left(\dot{B}_{p, r}^{s}\right)}<+\infty\right\}
$$

where

$$
\|f\|_{\tilde{L}_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right)}=\left\|2^{k s}\left(\int_{0}^{T}\left\|\Delta_{k} f(t)\right\|_{p}^{\rho} d t\right)^{\frac{1}{\rho}}\right\|_{\ell^{r}}
$$

Using the Minkowski inequality, it is easy to verify that

$$
L_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right) \subseteq \widetilde{L}_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right) \quad \text { if } \quad \rho \leq r \quad \text { and } \quad \widetilde{L}_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right) \subseteq L_{T}^{\rho}\left(\dot{B}_{p, r}^{s}\right) \quad \text { if } \quad \rho \geq r
$$

Next, we introduce a hybrid-index Besov space which plays an important role in the study of compressible fluids and was initiated in $[11,12]$.

Definition 1.4. Let $s, \sigma \in \mathbb{R}$, and set

$$
\|f\|_{\widetilde{B}_{2}^{s, \sigma}} \triangleq \sum_{k \leq 0} 2^{k s}\left\|\Delta_{k} f\right\|_{2}+\sum_{k>0} 2^{k \sigma}\left\|\Delta_{k} f\right\|_{2}
$$

Let $m=-\left[\frac{d}{2}+1-s\right]$; we define

$$
\begin{aligned}
& \widetilde{B}_{2}^{s, \sigma}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right):\|f\|_{\widetilde{B}_{2}^{s, \sigma}}<+\infty\right\} \quad \text { if } \quad m<0 \\
& \widetilde{B}_{2}^{s, \sigma}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) / \mathcal{P}_{m}:\|f\|_{\widetilde{B}_{2}^{s, \sigma}}<+\infty\right\} \quad \text { if } \quad m \geq 0
\end{aligned}
$$

where $\mathcal{P}_{m}$ denotes the set of polynomials of degree $\leq m$.
Throughout this paper, we will denote $\dot{B}_{2,1}^{s}$ by $B^{s}$ and $\widetilde{B}_{2}^{s, \sigma}$ by $\widetilde{B}^{s, \sigma}$. The following facts can be easily verified by using the definition of $\widetilde{B}^{s, \sigma}$ :
(i) $\widetilde{B}^{s, s}=\dot{B}_{2,1}^{s}$.
(ii) If $s \leq \sigma$, then $\widetilde{B}^{s, \sigma}=\dot{B}_{2,1}^{s} \cap \dot{B}_{2,1}^{\sigma}$. Otherwise, $\widetilde{B}^{s, \sigma}=\dot{B}_{2,1}^{s}+\dot{B}_{2,1}^{\sigma}$.

Now we state our main result as follows.
ThEOREM 1.2. Let $\bar{h}_{0}$ be a positive constant. Assume that
(i) $\left(u_{0}, h_{0}-\bar{h}_{0}\right) \in B^{0}\left(\mathbb{R}^{2}\right) \otimes \widetilde{B}^{0,1}\left(\mathbb{R}^{2}\right)$;
(ii) $h_{0} \geq \bar{h}_{0}$.

Then there exist a positive time $T$ and a unique solution $(u, h)$ of (1.1) such that

$$
\begin{gather*}
u \in C\left([0, T] ; B^{0}\right) \cap L^{1}\left(0, T ; B^{2}\right), \\
h-\bar{h}_{0} \in C\left([0, T] ; \widetilde{B}^{0,1}\right) \cap L^{1}\left(0, T ; \widetilde{B}^{2,1}\right), \quad h \geq \frac{1}{2} \bar{h}_{0} . \tag{1.6}
\end{gather*}
$$

Moreover, there exists a strictly positive constant c such that if

$$
\begin{equation*}
\left\|u_{0}\right\|_{B^{0}}+\left\|h_{0}-\bar{h}_{0}\right\|_{\widetilde{B}^{0,1}} \leq c \tag{1.7}
\end{equation*}
$$

then we can choose $T=+\infty$.
The structure of this paper is as follows. In section 2, we recall some useful multilinear estimates in the Besov spaces. In section 3, we prove the existence of the solution. In section 4, we prove the uniqueness of the solution. Finally, in the appendix, we prove some multilinear estimates in the weighted Besov spaces.

Throughout the paper, $C$ denotes various "harmless" large finite constants, and $c$ denotes various "harmless" small constants. We shall sometimes use $X \lesssim Y$ to denote the estimate $X \leq C Y$ for some constant $C$. We denote $\|\cdot\|_{p}$ by the $L^{p}$ norm of a function.
2. Multilinear estimates in the Besov spaces. Let us first recall Bony's paraproduct decomposition.

Definition 2.1. We shall use the following Bony paraproduct decomposition (see $[1,3])$ :

$$
\begin{equation*}
f g=T_{f} g+T_{g} f+R(f, g) \tag{2.1}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{f} g=\sum_{k \in \mathbb{Z}} S_{k-1} f \Delta_{k} g \quad \text { and } \quad R(f, g)=\sum_{k \in \mathbb{Z}\left|k^{\prime}-k\right| \leq 1} \sum_{k} f \Delta_{k^{\prime}} g \tag{2.2}
\end{equation*}
$$

Next, let us recall some useful lemmas and multilinear estimates in the Besov spaces.

Lemma 2.1 (Bernstein's inequality). Let $1 \leq p \leq q \leq+\infty$. Assume that $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$; then for any $\gamma \in \mathbb{Z}^{d}$, there exist constants $C_{1}, C_{2}$ independent of $f, j$
such that

$$
\begin{aligned}
& \operatorname{supp} \hat{f} \subseteq\left\{|\xi| \leq A_{0} 2^{j}\right\} \Rightarrow\left\|\partial^{\gamma} f\right\|_{q} \leq C_{1} 2^{j|\gamma|+j d\left(\frac{1}{p}-\frac{1}{q}\right)}\|f\|_{p} \\
& \operatorname{supp} \hat{f} \subseteq\left\{A_{1} 2^{j} \leq|\xi| \leq A_{2} 2^{j}\right\} \Rightarrow\|f\|_{p} \leq C_{2} 2^{-j|\gamma|} \sup _{|\beta|=|\gamma|}\left\|\partial^{\beta} f\right\|_{p}
\end{aligned}
$$

The proof can be found in [8].
Proposition 2.2. If $s>0, f, g \in B^{s} \cap L^{\infty}$, then $f g \in B^{s} \cap L^{\infty}$ and

$$
\begin{equation*}
\|f g\|_{B^{s}} \leq C\left(\|f\|_{\infty}\|g\|_{B^{s}}+\|g\|_{\infty}\|f\|_{B^{s}}\right) \tag{2.3}
\end{equation*}
$$

If $s_{1}, s_{2} \leq \frac{d}{2}$ such that $s_{1}+s_{2}>0, f \in B^{s_{1}}$, and $g \in B^{s_{2}}$, then $f g \in B^{s_{1}+s_{2}-\frac{d}{2}}$ and

$$
\begin{equation*}
\|f g\|_{B^{s_{1}+s_{2}-\frac{d}{2}}} \leq C\|f\|_{B^{s_{1}}}\|g\|_{B^{s_{2}}} \tag{2.4}
\end{equation*}
$$

If $|s|<\frac{d}{2}, 1 \leq r \leq+\infty, f \in \dot{B}_{2, r}^{s}$, and $g \in B^{\frac{d}{2}}$, then $f g \in \dot{B}_{2, r}^{s}$ and

$$
\begin{equation*}
\|f g\|_{\dot{B}_{2, r}^{s}} \leq C\|f\|_{\dot{B}_{2, r}^{s}}\|g\|_{B^{\frac{d}{2}}} \tag{2.5}
\end{equation*}
$$

If $s \in\left(-\frac{d}{2}, \frac{d}{2}\right], f \in B^{s}$, and $g \in \dot{B}_{2, \infty}^{-s}$, then $f g \in \dot{B}_{2, \infty}^{-\frac{d}{2}}$ and

$$
\begin{equation*}
\|f g\|_{\dot{B}_{2, \infty}^{-\frac{d}{2}}} \leq C\|f\|_{B^{s}}\|g\|_{\dot{B}_{2, \infty}^{-s}} \tag{2.6}
\end{equation*}
$$

If $1 \leq \rho_{1}, \rho_{2}, \rho \leq \infty, s \in\left(-\frac{d}{2}, \frac{d}{2}\right], f \in \widetilde{L}_{T}^{\rho_{1}}\left(B^{s}\right)$, and $g \in \widetilde{L}_{T}^{\rho_{2}}\left(\dot{B}_{2, \infty}^{-s}\right)$, then there holds

$$
\begin{equation*}
\|f g\|_{\tilde{L}_{T}^{\rho}\left(\dot{B}_{2, \infty}^{\left.-\frac{d}{2}\right)}\right.} \leq C\|f\|_{\tilde{L}_{T}^{\rho_{1}}\left(B^{s}\right)}\|g\|_{\widetilde{L}_{T}^{\rho_{2}}\left(\dot{B}_{2, \infty}^{-s}\right)} \tag{2.7}
\end{equation*}
$$

where $\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}=\frac{1}{\rho}$.
Proof. For the sake of simplicity, we present only the proof of (2.4); the others can be deduced in the same way (see also $[14,19]$ ). By Bony's paraproduct decomposition and the property of quasi-orthogonality (1.5), for fixed $j \in \mathbb{Z}$, we write

$$
\begin{aligned}
\Delta_{j}(f g)= & \sum_{|k-j| \leq 3} \Delta_{j}\left(S_{k-1} f \Delta_{k} g\right)+\sum_{|k-j| \leq 3} \Delta_{j}\left(S_{k-1} g \Delta_{k} f\right) \\
& +\sum_{k \geq j-2} \sum_{\left|k-k^{\prime}\right| \leq 1} \Delta_{j}\left(\Delta_{k} f \Delta_{k^{\prime}} g\right) \\
\triangleq & I+I I+I I I
\end{aligned}
$$

Thanks to the definition of Besov space $B^{s}$, we have

$$
\begin{align*}
\|f g\|_{B^{s_{1}+s_{2}-\frac{d}{2}}} & \leq\left(\sum_{j \in \mathbb{Z}} 2^{\left(s_{1}+s_{2}-\frac{d}{2}\right) j}\|I\|_{2}\right)+\cdots+\left(\sum_{j \in \mathbb{Z}} 2^{\left(s_{1}+s_{2}-\frac{d}{2}\right) j}\|I I I\|_{2}\right) \\
& \triangleq I^{\prime}+I I^{\prime}+I I I^{\prime} \tag{2.8}
\end{align*}
$$

It suffices to estimate the above three terms separately. Using Young's inequality and Lemma 2.1, we have

$$
\begin{aligned}
\left\|\Delta_{j}\left(S_{k-1} f \Delta_{k} g\right)\right\|_{2} & \lesssim\left\|S_{k-1} f\right\|_{\infty}\left\|\Delta_{k} g\right\|_{2} \lesssim \sum_{k^{\prime} \leq k-2}\left\|\Delta_{k^{\prime}} f\right\|_{\infty}\left\|\Delta_{k} g\right\|_{2} \\
& \lesssim \sum_{k^{\prime} \leq k-2} 2^{k^{\prime} s_{1}}\left\|\Delta_{k^{\prime}} f\right\|_{2} 2^{k^{\prime}\left(\frac{d}{2}-s_{1}\right)}\left\|\Delta_{k} g\right\|_{2} \\
& \lesssim\|f\|_{B^{s_{1}}}\left\|\Delta_{k} g\right\|_{2} 2^{k\left(\frac{d}{2}-s_{1}\right)}
\end{aligned}
$$

where we have used the fact $s_{1} \leq \frac{d}{2}$ in the last inequality. Hence, we get

$$
\begin{align*}
I^{\prime} & \lesssim\|f\|_{B^{s_{1}}} \sum_{j \in \mathbb{Z}} 2^{\left(s_{1}+s_{2}-\frac{d}{2}\right) j} \sum_{|k-j| \leq 3} 2^{k\left(\frac{d}{2}-s_{1}\right)}\left\|\Delta_{k} g\right\|_{2} \\
& \lesssim\|f\|_{B^{s_{1}}} \sum_{|\ell| \leq 3} 2^{-\left(s_{1}+s_{2}-\frac{d}{2}\right) \ell} \sum_{j \in \mathbb{Z}} 2^{s_{2}(j+\ell)}\left\|\Delta_{j+\ell} g\right\|_{2} \lesssim\|f\|_{B^{s_{1}}}\|g\|_{B^{s_{2}}} \tag{2.9}
\end{align*}
$$

Similarly, using the fact $s_{2} \leq \frac{d}{2}$, we can obtain

$$
\begin{equation*}
I I^{\prime} \lesssim\|f\|_{B^{s_{1}}}\|g\|_{B^{s_{2}}} \tag{2.10}
\end{equation*}
$$

Now we turn to estimate $I I I^{\prime}$. From Lemma 2.1 and the Hölder inequality, it follows that

$$
\left\|\Delta_{j}\left(\Delta_{k} f \Delta_{k^{\prime}} g\right)\right\|_{2} \lesssim 2^{j \frac{d}{2}}\left\|\Delta_{k} f \Delta_{k^{\prime}} g\right\|_{1} \lesssim 2^{j \frac{d}{2}}\left\|\Delta_{k} f\right\|_{2}\left\|\Delta_{k^{\prime}} g\right\|_{2}
$$

So, we get by the Minkowski inequality that for $s_{1}+s_{2}>0$

$$
\begin{align*}
I I I^{\prime} & \lesssim \sum_{j \in \mathbb{Z}} 2^{\left(s_{1}+s_{2}-\frac{d}{2}\right) j} 2^{j \frac{d}{2}}\left(\sum_{k \geq j-2} \sum_{\left|k-k^{\prime}\right| \leq 1}\left\|\Delta_{k} f\right\|_{2}\left\|\Delta_{k^{\prime}} g\right\|_{2}\right) \\
& \lesssim \sum_{\ell \geq-2} 2^{-\left(s_{1}+s_{2}\right) \ell} \sum_{j \in \mathbb{Z}} 2^{s_{1}(j+\ell)}\left\|\Delta_{j+\ell} f\right\|_{2}\|g\|_{B^{s_{2}}} \lesssim\|f\|_{B^{s_{1}}}\|g\|_{B^{s_{2}}} \tag{2.11}
\end{align*}
$$

Summing up (2.8)-(2.11), we get the desired inequality (2.4). $\quad$.
Proposition 2.3. (1) Let $s>0$. Assume that $F \in W_{\text {loc }}^{[s]+2, \infty}\left(\mathbb{R}^{d}\right)$ such that $F(0)=0$. Then there exists a constant $C(s, d, F)$ such that if $u \in B^{s} \cap L^{\infty}$, it holds that

$$
\begin{equation*}
\|F(u)\|_{B^{s}} \leq C\left(1+\|u\|_{\infty}\right)^{[s]+1}\|u\|_{B^{s}} \tag{2.12}
\end{equation*}
$$

and if $u \in \dot{B}_{2, \infty}^{s} \cap L^{\infty}$, it holds that

$$
\begin{equation*}
\|F(u)\|_{\dot{B}_{2, \infty}^{s}} \leq C\left(1+\|u\|_{\infty}\right)^{[s]+1}\|u\|_{\dot{B}_{2, \infty}^{s}} \tag{2.13}
\end{equation*}
$$

(2) Assume that $G \in W_{\text {loc }}^{\left[\frac{d}{2}\right]+3, \infty}\left(\mathbb{R}^{d}\right)$ such that $G^{\prime}(0)=0$. Then there exists a functions $C(s, d, G)$ such that if $-\frac{d}{2}<s \leq \frac{d}{2}, u, v \in B^{\frac{d}{2}} \cap L^{\infty}$ and $u-v \in B^{s}$, it holds that

$$
\begin{equation*}
\|G(u)-G(v)\|_{B^{s}} \leq C\left(\|u\|_{\infty},\|v\|_{\infty}\right)\left(\|u\|_{B^{\frac{d}{2}}}+\|v\|_{B^{\frac{d}{2}}}\right)\|u-v\|_{B^{s}} \tag{2.14}
\end{equation*}
$$

and if $|s|<\frac{d}{2}, u, v \in B^{\frac{d}{2}} \cap L^{\infty}$ and $u-v \in \dot{B}_{2, \infty}^{s}$, it holds that

$$
\begin{equation*}
\|G(u)-G(v)\|_{\dot{B}_{2, \infty}^{s}} \leq C\left(\|u\|_{\infty},\|v\|_{\infty}\right)\left(\|u\|_{B^{\frac{d}{2}}}+\|v\|_{B^{\frac{d}{2}}}\right)\|u-v\|_{\dot{B}_{z, \infty}^{s}} \tag{2.15}
\end{equation*}
$$

Proof. We can refer to $[2,19]$ for the proof of (1). For (2), we refer to [11, 15]. For example, we write

$$
G(u)-G(v)=(u-v) \int_{0}^{1} G^{\prime}(v+\tau(u-v)) d \tau
$$

Then it follows from (2.5) that for $|s|<\frac{d}{2}$

$$
\|G(u)-G(v)\|_{\dot{B}_{2, \infty}^{s}, \infty} \leq C\|u-v\|_{\dot{B}_{2, \infty}^{s}}\left\|G^{\prime}(v+\tau(u-v))\right\|_{B^{\frac{d}{2}}},
$$

which together with (2.12) implies (2.15).
Proposition 2.4. Let $A$ be a homogeneous smooth function of degree $m$. Assume that $-\frac{d}{2}<s_{1}, t_{1}, s_{2}, t_{2} \leq 1+\frac{d}{2}$. Then it holds that if $k \geq 1$,

$$
\begin{align*}
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla f), A(D) \Delta_{k} f\right)\right| \\
& \quad \lesssim \alpha_{k} 2^{-k\left(s_{2}-m\right)}\|v\|_{B^{\frac{d}{2}+1}}\|f\|_{\tilde{B}^{s_{1}, s_{2}}}\left\|A(D) \Delta_{k} f\right\|_{2} \tag{2.16}
\end{align*}
$$

if $k \leq 0$,

$$
\begin{align*}
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla f), A(D) \Delta_{k} f\right)\right| \\
& \quad \lesssim \alpha_{k} 2^{-k\left(s_{1}-m\right)}\|v\|_{B^{\frac{d}{2}+1}}\|f\|_{\tilde{B}^{s_{1}, s_{2}}}\left\|A(D) \Delta_{k} f\right\|_{2} ; \tag{2.17}
\end{align*}
$$

if $k \geq 1$,

$$
\begin{align*}
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla f), \Delta_{k} g\right)+\left(\Delta_{k}(v \cdot \nabla g), A(D) \Delta_{k} f\right)\right| \\
& \lesssim \alpha_{k}\|v\|_{B^{\frac{d}{2}+1}}\left(2^{-k t_{2}}\|g\|_{\tilde{B}^{t_{1}, t_{2}}}\left\|A(D) \Delta_{k} f\right\|_{2}+2^{-k\left(s_{2}-m\right)}\|f\|_{\tilde{B}^{s_{1}, s_{2}}}\left\|\Delta_{k} g\right\|_{2}\right) ; \tag{2.18}
\end{align*}
$$

and if $k \leq 0$,

$$
\begin{align*}
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla f), \Delta_{k} g\right)+\left(\Delta_{k}(v \cdot \nabla g), A(D) \Delta_{k} f\right)\right| \\
& \quad \lesssim \alpha_{k}\|v\|_{B^{\frac{d}{2}+1}}\left(2^{-k t_{1}}\|g\|_{\tilde{B}^{t_{1}, t_{2}}}\left\|A(D) \Delta_{k} f\right\|_{2}+2^{-k\left(s_{1}-m\right)}\|f\|_{\tilde{B}^{s_{1}, s_{2}}}\left\|\Delta_{k} g\right\|_{2}\right) \tag{2.19}
\end{align*}
$$

where $\sum_{k \in \mathbb{Z}} \alpha_{k} \leq 1$.
For the proof we refer to [12].
3. Existence. In this section, we prove the existence of the solution for the 2D viscous shallow water equations. Without loss of generality, we assume that $\bar{h}_{0}=1$ and $\nu=1$. Replacing $h$ by $h+1$ in (1.1), we rewrite (1.1) as

$$
\left\{\begin{array}{l}
h_{t}+\operatorname{div} u+\operatorname{div}(h u)=0,  \tag{3.1}\\
u_{t}-(\nabla \cdot D(u)+\nabla \operatorname{div} u)+u \cdot \nabla u-\frac{\nabla h}{1+h}(D(u)+\operatorname{div} u)+\nabla h=0, \\
u(0, \cdot)=u_{0}, \quad h(0, \cdot)=h_{0} .
\end{array}\right.
$$

3.1. The linearized system. In this subsection, we consider the linearized system of (3.1):

$$
\left\{\begin{array}{l}
h_{t}+v \cdot \nabla h+\operatorname{div} u=\mathcal{H}  \tag{3.2}\\
u_{t}-(\nabla \cdot D(u)+\nabla \operatorname{div} u)+v \cdot \nabla u+\nabla h=\mathcal{G} \\
u(0, \cdot)=u_{0}, \quad h(0, \cdot)=h_{0}
\end{array}\right.
$$

Let us first introduce some definitions. Set

$$
e_{k}^{r}(t) \triangleq\left(1-e^{-c r 2^{2 k}} t\right)^{\frac{1}{r}}, \quad \omega_{k}(t)=\sum_{\widetilde{k} \geq k} 2^{-(\widetilde{k}-k)}\left(e_{\widetilde{k}}^{1}(t)+e_{\widetilde{k}}^{2}(t)\right),
$$

where $c$ is a positive constant which will be determined later. We remark that

$$
\omega_{k}(t) \leq C \quad \text { for any } k \in \mathbb{Z}
$$

which will be constantly used in the following.
Definition 3.1. Let $s \in \mathbb{R}$ and $T>0$. The function space $E_{T}^{s}$ is defined by

$$
E_{T}^{s}=\left\{f \in \mathcal{Z}^{\prime}\left((0, T) \times \mathbb{R}^{d}\right):\|f\|_{E_{T}^{s}}<+\infty\right\}
$$

where

$$
\|f\|_{E_{T}^{s}} \triangleq \sum_{k \in Z} 2^{k s} \omega_{k}(T)\left\|\Delta_{k} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)}
$$

Definition 3.2. Let $s_{1}, s_{2} \in \mathbb{R}$ and $T>0$. The function space $\widetilde{E}_{T}^{s_{1}, s_{2}}$ is defined by

$$
\widetilde{E}_{T}^{s_{1}, s_{2}}=\left\{f \in \mathcal{Z}^{\prime}\left((0, T) \times \mathbb{R}^{d}\right):\|f\|_{\widetilde{E}_{T}^{s_{1}, s_{2}}}<+\infty\right\}
$$

where

$$
\|f\|_{\tilde{E}_{T}^{s_{1}, s_{2}}} \triangleq \sum_{k \leq 0} 2^{k s_{1}} \omega_{k}(T)\left\|\Delta_{k} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)}+\sum_{k \geq 1} 2^{k s_{2}} \omega_{k}(T)\left\|\Delta_{k} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)}
$$

Remark 3.1. If $s_{1} \leq s_{2}$, then $\widetilde{E}_{T}^{s_{1}, s_{2}}=E_{T}^{s_{1}} \cap E_{T}^{s_{2}}$. Otherwise, $\widetilde{E}_{T}^{s_{1}, s_{2}}=E_{T}^{s_{1}}+E_{T}^{s_{2}}$.
Let $(u, h)$ be a smooth solution of (3.2). We want to establish the following a priori estimates for $(h, u)$ :

$$
\begin{align*}
& \|u\|_{L_{T}^{1}\left(B^{2}\right)}+\|u\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{\tilde{E}_{T}^{0,1}} \\
& \quad \leq C \sum_{k \in \mathbb{Z}} \omega_{k}(T) E_{k}(0)+C \sum_{k \in \mathbb{Z}} \omega_{k}(T)\left\|\Delta_{k} \mathcal{G}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \quad+C \sum_{k \geq 1} \omega_{k}(T)\left\|\nabla \Delta_{k} \mathcal{H}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+C \sum_{k<1} \omega_{k}(T)\left\|\Delta_{k} \mathcal{H}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \quad+C\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+C\|h\|_{\widetilde{E}_{T}^{0,1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)} \tag{3.3}
\end{align*}
$$

and

$$
\begin{align*}
& \|u\|_{L_{T}^{\infty}\left(B^{0}\right)}+\|h\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+\|h\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \\
\leq & E_{0}+C\left(\|\mathcal{H}\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)}+\|\mathcal{G}\|_{L_{T}^{1}\left(B^{0}\right)}+\int_{0}^{T} V^{\prime}(t)\left(\|u(t)\|_{B^{0}}+\|h(t)\|_{\widetilde{B}^{0,1}}\right) d t\right) \tag{3.4}
\end{align*}
$$

where $V(t)=\left\|v\left(t^{\prime}\right)\right\|_{L_{t}^{1}\left(B^{2}\right)}$ and

$$
E_{0}=\sum_{k \in \mathbb{Z}} E_{k}(0), \quad E_{k}(t)= \begin{cases}E_{h k}(t), & k \geq 1 \\ E_{l k}(t), & k<1\end{cases}
$$

with

$$
\begin{aligned}
& E_{h k}^{2}(t)=\frac{1}{2}\left\|u_{k}(t)\right\|_{2}^{2}+\left\|\nabla h_{k}(t)\right\|_{2}^{2}+\left(u_{k}(t), \nabla h_{k}(t)\right) \\
& E_{l k}^{2}(t)=\frac{1}{2}\left\|u_{k}(t)\right\|_{2}^{2}+\frac{1}{2}\left\|h_{k}(t)\right\|_{2}^{2}+\frac{1}{8}\left(u_{k}(t), \nabla h_{k}(t)\right) .
\end{aligned}
$$

Let us begin with the proof of (3.3) and (3.4). Set

$$
u_{k}=\Delta_{k} u, \quad h_{k}=\Delta_{k} h, \quad \mathcal{H}^{k}=\Delta_{k} \mathcal{H}, \quad \mathcal{G}^{k}=\Delta_{k} \mathcal{G}
$$

Then we get by applying the operator $\Delta_{k}$ to (3.2) that

$$
\left\{\begin{array}{l}
\partial_{t} h_{k}+\Delta_{k}(v \cdot \nabla h)+\operatorname{div} u_{k}=\mathcal{H}_{k}  \tag{3.5}\\
\partial_{t} u_{k}-\left(\nabla \cdot D\left(u_{k}\right)+\nabla \operatorname{div} u_{k}\right)+\Delta_{k}(v \cdot \nabla u)+\nabla h_{k}=\mathcal{G}_{k} \\
u_{k}(0, \cdot)=\Delta_{k} u_{0}, \quad h_{k}(0, \cdot)=\Delta_{k} h_{0}
\end{array}\right.
$$

Multiplying the second equation of (3.5) by $u_{k}$, and integrating the resulting equation over $\mathbb{R}^{2}$, we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|u_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\nabla u_{k}\right\|_{2}^{2}+\frac{3}{2}\left\|\operatorname{div} u_{k}\right\|_{2}^{2}+\left(\nabla h_{k}, u_{k}\right)=\left(\mathcal{G}_{k}, u_{k}\right)-\left(\Delta_{k}(v \cdot \nabla u), u_{k}\right) \tag{3.6}
\end{equation*}
$$

In the following, we will deal with the high frequency and the low frequency of $h$ in a different manner.

High frequencies: $\boldsymbol{k} \geq \mathbf{1}$. First, applying $\nabla$ to the first equation of (3.5) and multiplying it by $\nabla h_{k}$, then integrating the resulting equation over $\mathbb{R}^{2}$, we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla h_{k}\right\|_{2}^{2}+\left(\nabla \operatorname{div} u_{k}, \nabla h_{k}\right)=\left(\nabla \mathcal{H}_{k}, \nabla h_{k}\right)-\left(\nabla \Delta_{k}(v \cdot \nabla h), \nabla h_{k}\right) \tag{3.7}
\end{equation*}
$$

Second, applying the operator $\nabla$ to the first equation of (3.5) and taking the $L^{2}$ product of the resulting equation with $u_{k}$, then taking the $L^{2}$ product of the second equation of (3.5) with $\nabla h_{k}$, we get by summing them up that

$$
\begin{align*}
& \frac{d}{d t}\left(u_{k}, \nabla h_{k}\right)-\left\|\operatorname{div} u_{k}\right\|_{2}^{2}-2\left(\nabla \operatorname{div} u_{k}, \nabla h_{k}\right)+\left\|\nabla h_{k}\right\|_{2}^{2} \\
& \quad=\left(\nabla \mathcal{H}_{k}, u_{k}\right)+\left(\mathcal{G}_{k}, \nabla h_{k}\right)-\left(\nabla \Delta_{k}(v \cdot \nabla h), u_{k}\right)-\left(\Delta_{k}(v \cdot \nabla u), \nabla h_{k}\right), \tag{3.8}
\end{align*}
$$

where we used the fact that

$$
\left(\nabla \cdot D\left(u_{k}\right)+\nabla \operatorname{div} u_{k}, \nabla h_{k}\right)=2\left(\nabla \operatorname{div} u_{k}, \nabla h_{k}\right)
$$

Then we get by summing up (3.6), (3.7) $\times 2$, and (3.8) that

$$
\begin{align*}
\frac{d}{d t} & {\left[\frac{1}{2}\left\|u_{k}\right\|_{2}^{2}+\left\|\nabla h_{k}\right\|_{2}^{2}+\left(u_{k}, \nabla h_{k}\right)\right] } \\
& +\left[\left\|\nabla h_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\nabla u_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\operatorname{div} u_{k}\right\|_{2}^{2}+\left(\nabla h_{k}, u_{k}\right)\right] \\
= & {\left[\left(\nabla \mathcal{H}_{k}, u_{k}\right)+2\left(\nabla \mathcal{H}_{k}, \nabla h_{k}\right)+\left(\mathcal{G}_{k}, u_{k}\right)+\left(\mathcal{G}_{k}, \nabla h_{k}\right)\right] } \\
& -\left(\Delta_{k}(v \cdot \nabla u), u_{k}\right)-2\left(\nabla \Delta_{k}(v \cdot \nabla h), \nabla h_{k}\right) \\
& -\left[\left(\nabla \Delta_{k}(v \cdot \nabla h), u_{k}\right)+\left(\Delta_{k}(v \cdot \nabla u), \nabla h_{k}\right)\right] \\
\triangleq & I+I I+I I I+I V . \tag{3.9}
\end{align*}
$$

$$
\left(u_{k}, \nabla h_{k}\right) \leq \frac{1}{3}\left\|u_{k}\right\|_{2}^{2}+\frac{3}{4}\left\|\nabla h_{k}\right\|_{2}^{2}
$$

hence, we get by the definition of $E_{h k}$ that

$$
\begin{equation*}
\frac{1}{6}\left(\left\|u_{k}\right\|_{2}^{2}+\left\|\nabla h_{k}\right\|_{2}^{2}\right) \leq E_{h k}^{2} \leq 2\left(\left\|u_{k}\right\|_{2}^{2}+\left\|\nabla h_{k}\right\|_{2}^{2}\right) \tag{3.10}
\end{equation*}
$$

Similarly, using the fact that $\frac{5}{6} 2^{k} \geq \frac{5}{3}$ and (3.10), we have

$$
\begin{equation*}
\left\|\nabla h_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\nabla u_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\operatorname{div} u_{k}\right\|_{2}^{2}+\left(\nabla h_{k}, u_{k}\right) \geq \frac{1}{8} E_{h k}^{2} \tag{3.11}
\end{equation*}
$$

By summing up (3.9)-(3.11), we obtain

$$
\begin{equation*}
\frac{d}{d t} E_{h k}^{2}+c E_{h k}^{2} \leq C|I+I I+I I I+I V| \tag{3.12}
\end{equation*}
$$

In order to obtain (3.3), we use Lemma 5.1 to deal with the right-hand terms of (3.12). First, we get by using the Cauchy-Schwarz inequality and (3.10) that

$$
\begin{equation*}
|I| \leq C\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}\right) E_{h k} \tag{3.13}
\end{equation*}
$$

From Lemma 5.1 and (3.10), it follows that

$$
\begin{equation*}
|I I+I I I+I V| \leq C\left(\left\|\mathcal{F}_{k}^{1}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right) E_{h k} \tag{3.14}
\end{equation*}
$$

By summing up (3.12), and (3.13)-(3.14), we obtain

$$
\begin{equation*}
\frac{d}{d t} E_{h k}+c E_{h k} \leq C\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right) \tag{3.15}
\end{equation*}
$$

which implies that

$$
\begin{align*}
\left\|E_{h k}(t)\right\|_{L_{T}^{\infty}} \leq & E_{h k}(0)+C\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right. \\
& \left.+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) . \tag{3.16}
\end{align*}
$$

Furthermore, by (5.4) and (5.5), it holds that

$$
\begin{aligned}
& \sum_{k \in \mathbb{Z}} \omega_{k}(T)\left(\left\|\mathcal{F}_{k}^{1}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
& \quad \leq C\left(\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{E_{T}^{1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}\right) .
\end{aligned}
$$

Multiplying $\omega_{k}(T)$ on both sides of (3.16), then summing up the resulting equation over $k \geq 1$, we obtain

$$
\begin{aligned}
\sum_{k \geq 1} \omega_{k}(T)\left\|E_{h k}(t)\right\|_{L_{T}^{\infty}} \leq & \sum_{k \geq 1} \omega_{k}(T) E_{h k}(0) \\
& +C \sum_{k \geq 1} \omega_{k}(T)\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
& +C\left(\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{E_{T}^{1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}\right) .
\end{aligned}
$$

Next, we use the decay effect of the parabolic operators to estimate $\|u\|_{L_{T}^{2}\left(B^{1}\right) \cap}$ $L_{T}^{1}\left(B^{2}\right)$. It follows from (3.6) and Lemma 5.1 that

$$
\frac{d}{d t}\left\|u_{k}\right\|_{2}+c 2^{2 k}\left\|u_{k}\right\|_{2} \leq C\left(\left\|\nabla h_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{L^{2}}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{L^{2}}\right)
$$

which implies that

$$
\left\|u_{k}\right\|_{2} \leq e^{-c t 2^{2 k}}\left\|u_{k}(0)\right\|_{2}+C e^{-c t 2^{2 k}} *_{t}\left(\left\|\nabla h_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right)
$$

where the $\operatorname{sign} *$ denotes the convolution of functions defined in $\mathbb{R}^{+} ;$more precisely,

$$
e^{-c t 2^{2 k}} *_{t} f \triangleq \int_{0}^{t} e^{-c(t-\tau) 2^{2 k}} f(\tau) d \tau
$$

Taking the $L^{r}$ norm for $r=1,2$ with respect to $t$, we get by using Young's inequality that

$$
\left\|u_{k}\right\|_{L_{T}^{r}\left(L^{2}\right)} \leq C 2^{-2 k / r} e_{k}^{r}(T)\left(\left\|u_{k}(0)\right\|_{2}+\left\|\nabla h_{k}\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\widetilde{\mathcal{F}}_{k}^{0}\right\|_{L_{T}^{1}\left(L^{2}\right)}\right)
$$

which together with (5.5) implies that

$$
\begin{align*}
& \sum_{k \geq 1}\left(2^{2 k}\left\|u_{k}\right\|_{L_{T}^{1}\left(L^{2}\right)}+2^{k}\left\|u_{k}\right\|_{L_{T}^{2}\left(L^{2}\right)}\right) \leq C \sum_{k \geq 1} \omega_{k}(T)\left\|u_{k}(0)\right\|_{2} \\
& \quad+C \sum_{k \geq 1} \omega_{k}(T)\left(\left\|\nabla h_{k}\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}\right\|_{L_{T}^{1}\left(L^{2}\right)}\right)+C\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)} \tag{3.18}
\end{align*}
$$

where we used the fact that

$$
e_{k}^{1}(T)+e_{k}^{2}(T) \leq \omega_{k}(T)
$$

On the other hand, it follows from (3.15) that

$$
\left\|E_{h k}\right\|_{2} \leq e^{-c t} E_{h k}(0)+C e^{-c t} *_{t}\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right)
$$

Taking the $L^{1}$ norm with respect to $t$, we get by using Young's inequality that

$$
\begin{align*}
\left\|E_{h k}\right\|_{L_{T}^{1}} \leq & C\left(1-e^{-c T}\right) E_{h k}(0)+C\left(1-e^{-c T}\right)\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right. \\
& \left.+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \tag{3.19}
\end{align*}
$$

Note that for $k \geq 1$

$$
1-e^{-c t} \leq 1-e^{-c t 2^{2 k}} \leq \omega_{k}(t)
$$

which together with (3.19) and Lemma 5.1 gives

$$
\begin{align*}
\sum_{k \geq 1}\left\|E_{h k}\right\|_{L_{T}^{1}} \leq & C \sum_{k \geq 1} \omega_{k}(T) E_{h k}(0)+C \sum_{k \geq 1} \omega_{k}(T)\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
& +C\left(\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{E_{T}^{1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}\right) \tag{3.20}
\end{align*}
$$

Plugging (3.20) into (3.18), we obtain

$$
\begin{align*}
& \sum_{k \geq 1}\left(2^{2 k}\left\|u_{k}\right\|_{L_{T}^{1}\left(L^{2}\right)}+2^{k}\left\|u_{k}\right\|_{L_{T}^{2}\left(L^{2}\right)}\right) \\
& \quad \leq C \sum_{k \geq 1} \omega_{k}(T) E_{h k}(0)+C \sum_{k \geq 1} \omega_{k}(T)\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
& \quad+C\left(\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{E_{T}^{1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}\right) . \tag{3.21}
\end{align*}
$$

On the other hand, in order to obtain (3.4), we use Proposition 2.4 to deal with the right-hand terms of (3.12). Applying (2.16) with $s_{1}=s_{2}=0$ to $I I$, (2.16) with $s_{1}=0, s_{2}=1$ to $I I I$, and (2.18) with $t_{1}=t_{2}=0, s_{1}=0, s_{2}=1$ to $I V$, we obtain

$$
\begin{equation*}
|I I+I I I+I V| \leq C E_{h k} \alpha_{k} V^{\prime}(t)\left(\|u\|_{B^{0}}+\|h\|_{\widetilde{B}^{0,1}}\right) \tag{3.22}
\end{equation*}
$$

with $\sum_{k \in \mathbb{Z}} \alpha_{k} \leq 1$ and $V(t)=\left\|v\left(t^{\prime}\right)\right\|_{L_{t}^{1}\left(B^{2}\right)}$. From (3.13) and (3.22), it follows that

$$
\frac{d}{d t} E_{h k}+c E_{h k} \leq C\left(\left\|\nabla \mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\alpha_{k} V^{\prime}(t)\left(\|u\|_{B^{0}}+\|h\|_{\widetilde{B}^{0,1}}\right)\right)
$$

from which a similar proof of (3.21) ensures that

$$
\begin{align*}
& \sum_{k \geq 1}\left(\left\|E_{h k}\right\|_{L_{T}^{1}}+\left\|E_{h k}\right\|_{L_{T}^{\infty}}\right) \leq C \sum_{k \geq 1} E_{h k}(0) \\
& \quad+C\left(\|\mathcal{H}\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)}+\|\mathcal{G}\|_{L_{T}^{1}\left(B^{0}\right)}+\int_{0}^{T} V^{\prime}(t)\left(\|u(t)\|_{B^{0}}+\|h(t)\|_{\widetilde{B}^{0,1}}\right) d t\right) \tag{3.23}
\end{align*}
$$

Low frequencies: $\boldsymbol{k}<\mathbf{1}$. Multiplying the first equation of (3.5) by $h_{k}$, we get by integrating the resulting equation over $\mathbb{R}^{2}$ that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|h_{k}\right\|_{2}^{2}+\left(\operatorname{div} u_{k}, h_{k}\right)=\left(\mathcal{H}_{k}, h_{k}\right)-\left(\Delta_{k}(v \cdot \nabla h), h_{k}\right) \tag{3.24}
\end{equation*}
$$

Summing up (3.6), (3.8) $\times \frac{1}{8}$, and (3.24), we obtain

$$
\begin{align*}
\frac{d}{d t} & {\left[\frac{1}{2}\left\|u_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|h_{k}\right\|_{2}^{2}+\frac{1}{8}\left(u_{k}, \nabla h_{k}\right)\right] } \\
& +\left[\frac{1}{8}\left\|\nabla h_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\nabla u_{k}\right\|_{2}^{2}+\frac{11}{8}\left\|\operatorname{div} u_{k}\right\|_{2}^{2}-\frac{1}{4}\left(\nabla \operatorname{div} u_{k}, \nabla h_{k}\right)\right] \\
= & {\left[\frac{1}{8}\left(\nabla \mathcal{H}_{k}, u_{k}\right)+\left(\mathcal{H}_{k}, h_{k}\right)+\left(\mathcal{G}_{k}, u_{k}\right)+\frac{1}{8}\left(\mathcal{G}_{k}, \nabla h_{k}\right)\right] } \\
& -\left(\Delta_{k}(v \cdot \nabla u), u_{k}\right)-\left(\Delta_{k}(v \cdot \nabla h), h_{k}\right) \\
& -\frac{1}{8}\left[\left(\nabla \Delta_{k}(v \cdot \nabla h), u_{k}\right)+\left(\Delta_{k}(v \cdot \nabla u), \nabla h_{k}\right)\right] \\
\triangleq & I+I I+I I I+I V \tag{3.25}
\end{align*}
$$

Note that $2^{k} \leq 1$. We get by the Cauchy-Schwarz inequality that

$$
\frac{1}{8}\left(u_{k}, \nabla h_{k}\right) \leq \frac{3}{10}\left\|u_{k}\right\|_{2}\left\|h_{k}\right\|_{2} \leq \frac{1}{4}\left\|u_{k}\right\|_{2}^{2}+\frac{1}{4}\left\|h_{k}\right\|_{2}^{2}
$$

hence, we get by the definition of $E_{l k}$ that

$$
\begin{equation*}
\frac{1}{4}\left(\left\|u_{k}\right\|_{2}^{2}+\left\|h_{k}\right\|_{2}^{2}\right) \leq E_{l k}^{2} \leq 2\left(\left\|u_{k}\right\|_{2}^{2}+\left\|h_{k}\right\|_{2}^{2}\right) \tag{3.26}
\end{equation*}
$$

Similarly, we can prove

$$
\frac{1}{4}\left(\nabla \operatorname{div} u_{k}, \nabla h_{k}\right) \leq \frac{3}{5}\left\|\operatorname{div} u_{k}\right\|_{2}\left\|\nabla h_{k}\right\|_{2} \leq \frac{9}{10}\left\|\nabla u_{k}\right\|_{2}^{2}+\frac{1}{10}\left\|\nabla h_{k}\right\|_{2}^{2}
$$

which together with (3.26) implies that

$$
\begin{align*}
& \frac{1}{8}\left\|\nabla h_{k}\right\|_{2}^{2}+\frac{1}{2}\left\|\nabla u_{k}\right\|_{2}^{2}+\frac{11}{8}\left\|\operatorname{div} u_{k}\right\|_{2}^{2}-\frac{1}{4}\left(\nabla \operatorname{div} u_{k}, \nabla h_{k}\right) \\
& \quad \geq \frac{1}{160} 2^{2 k}\left(\left\|u_{k}\right\|_{2}^{2}+\left\|h_{k}\right\|_{2}^{2}\right) \geq \frac{1}{320} 2^{2 k} E_{l k}^{2} \tag{3.27}
\end{align*}
$$

By summing up (3.25)-(3.27), we obtain

$$
\begin{equation*}
\frac{d}{d t} E_{l k}^{2}+c 2^{2 k} E_{l k}^{2} \leq C|I+I I+I I I+I V| \tag{3.28}
\end{equation*}
$$

In order to obtain (3.3), we use Lemma 5.1 to estimate the right-hand terms of (3.28). Using the fact that $2^{k} \leq 1$, we get by the Cauchy-Schwarz inequality and (3.26) that

$$
\begin{equation*}
|I| \leq C\left(\left\|\mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}\right) E_{l k} \tag{3.29}
\end{equation*}
$$

Using Lemma 5.1 and (3.26), we have

$$
\begin{equation*}
|I I+I I I+I V| \leq C\left(\left\|\mathcal{F}_{k}^{1}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{0}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right) E_{l k} \tag{3.30}
\end{equation*}
$$

By summing up (3.28)-(3.30), we obtain

$$
\frac{d}{d t} E_{l k}+c 2^{2 k} E_{l k} \leq C\left(\left\|\mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{0}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right)
$$

which implies that

$$
\begin{aligned}
E_{l k} \leq & e^{-c 2^{2 k} t} E_{l k}(0) \\
& +C e^{-c 2^{2 k} t} *_{t}\left(\left\|\mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{2}+\left\|\mathcal{F}_{k}^{0}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right)
\end{aligned}
$$

Taking the $L^{r}$ norm with respect to $t$, we get by using Young's inequality that

$$
\begin{aligned}
\left\|E_{l k}\right\|_{L_{T}^{r}} \leq & C 2^{-2 k / r} e_{k}^{r}(T)\left(E_{l k}(0)+\left\|\mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right. \\
& \left.+\left\|\mathcal{F}_{k}^{1}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{F}_{k}^{0}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right)
\end{aligned}
$$

from which, together with Lemma 5.1, it follows that

$$
\begin{align*}
& \sum_{k<1} \omega_{k}(T)\left\|E_{l k}\right\|_{L_{T}^{\infty}} \\
& \quad \leq \\
& \quad C \sum_{k<1} \omega_{k}(T) E_{l k}(0)+\sum_{k<1} \omega_{k}(T)\left(\left\|\mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
& \quad+C\left(\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{\widetilde{E}_{T}^{0,1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{k<1}\left(2^{2 k}\left\|E_{l k}\right\|_{L_{T}^{1}}+2^{k}\left\|E_{l k}\right\|_{L_{T}^{2}}\right) \\
& \quad \leq C \sum_{k<1} \omega_{k}(T) E_{l k}(0)+\sum_{k<1} \omega_{k}(T)\left(\left\|\mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
& \quad+C\left(\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{\tilde{E}_{T}^{0,1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}\right) . \tag{3.32}
\end{align*}
$$

On the other hand, in order to obtain (3.4), we use Proposition 2.4 to deal with the right-hand terms of (3.28). Applying (2.17) with $s_{1}=s_{2}=0$ to $I I$, (2.17) with $s_{1}=0, s_{2}=1$ to $I I I$, and (2.19) with $t_{1}=t_{2}=0, s_{1}=0, s_{2}=1$ to $I V$, we obtain

$$
\begin{equation*}
|I I+I I I+I V| \leq C E_{l k} \alpha_{k} V^{\prime}(t)\left(\|u\|_{B^{0}}+\|h\|_{\tilde{B}^{0,1}}\right) \tag{3.33}
\end{equation*}
$$

with $\sum_{k \in \mathbb{Z}} \alpha_{k} \leq 1$ and $V(t)=\left\|v\left(t^{\prime}\right)\right\|_{L_{t}^{1}\left(B^{2}\right)}$. From (3.32) and (3.36), it follows that

$$
\frac{d}{d t} E_{l k}+c 2^{2 k} E_{l k} \leq C\left(\left\|\mathcal{H}_{k}(t)\right\|_{2}+\left\|\mathcal{G}_{k}(t)\right\|_{2}+\alpha_{k} V^{\prime}(t)\left(\|u\|_{B^{0}}+\|h\|_{\widetilde{B}^{0,1}}\right)\right)
$$

which, together with a similar proof of (3.21), ensures that

$$
\begin{align*}
& \sum_{k<1}\left(2^{2 k}\left\|E_{l k}\right\|_{L_{T}^{1}}+\left\|E_{l k}\right\|_{L_{T}^{\infty}}\right) \leq \sum_{k<1} E_{h k}(0) \\
& 34) \quad+C\left(\|\mathcal{H}\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)}+\|\mathcal{G}\|_{L_{T}^{1}\left(B^{0}\right)}+\int_{0}^{T} V^{\prime}(t)\left(\|u(t)\|_{B^{0}}+\|h(t)\|_{\widetilde{B}^{0,1}}\right) d t\right) \tag{3.34}
\end{align*}
$$

The completion of the a priori estimates. First, adding up (3.17), (3.21), (3.31), and (3.32) yields that

$$
\begin{align*}
&\|u\|_{L_{T}^{1}\left(B^{2}\right)}+\|u\|_{L_{T}^{2}\left(B^{1}\right)}+\|h\|_{\widetilde{E}_{T}^{0,1}} \\
& \leq C \sum_{k \in \mathbb{Z}} \omega_{k}(T) E_{k}(0)+C \sum_{k \in \mathbb{Z}} \omega_{k}(T)\left\|\mathcal{G}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \quad+C \sum_{k \geq 1} \omega_{k}(T)\left\|\nabla \mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+C \sum_{k<1} \omega_{k}(T)\left\|\mathcal{H}_{k}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \quad+C\|u\|_{L_{T}^{2}\left(B^{1}\right)}\|v\|_{L_{T}^{2}\left(B^{1}\right)}+C\|h\|_{\tilde{E}_{T}^{0,1}}\|v\|_{L_{T}^{1}\left(B^{2}\right)}, \tag{3.35}
\end{align*}
$$

where we used the fact that

$$
\|h\|_{E_{T}^{1}} \leq C\|h\|_{\widetilde{E}_{T}^{0,1}}
$$

On the other hand, adding up (3.23) and (3.34) gives rise to

$$
\begin{align*}
& \|u\|_{L_{T}^{\infty}\left(B^{0}\right)}+\|h\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+\|h\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \\
& \quad \leq E_{0}+C\left(\|\mathcal{H}\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)}+\|\mathcal{G}\|_{L_{T}^{1}\left(B^{0}\right)}+\int_{0}^{T} V^{\prime}(t)\left(\|u\|_{B^{0}}+\|h\|_{\widetilde{B}^{0,1}}\right) d t\right), \tag{3.36}
\end{align*}
$$

which, together with the Gronwall inequality, implies that

$$
\begin{align*}
& \|u\|_{L_{T}^{\infty}\left(B^{0}\right)}+\|h\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+\|h\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \\
& \quad \leq C e^{C\|v\|_{L_{T}^{1}\left(B^{2}\right)}}\left(E_{0}+\|\mathcal{H}\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)}+\|\mathcal{G}\|_{L_{T}^{1}\left(B^{0}\right)}\right) . \tag{3.37}
\end{align*}
$$

Finally, let us remark that

$$
E_{0} \approx\left(\left\|h_{0}\right\|_{\widetilde{B}^{0,1}}+\left\|u_{0}\right\|_{B^{0}}\right)
$$

3.2. The uniform estimate of the approximate sequence of solutions. In this subsection, we will construct the approximate solutions of (3.1) and present the uniform estimate of the approximate solutions. Let us first define the approximate sequence $\left(h^{n}, u^{n}\right)_{n \in \mathbb{N}}$ of (3.1) by the following system:

$$
\left\{\begin{array}{l}
\partial_{t} h^{n+1}+u^{n} \cdot \nabla h^{n+1}+\operatorname{div} u^{n+1}=\mathcal{H}^{n}  \tag{3.38}\\
\partial_{t} u^{n+1}-\left(\nabla \cdot D\left(u^{n+1}\right)+\nabla \operatorname{div} u^{n+1}\right)+u^{n} \cdot \nabla u^{n+1}+\nabla h^{n+1}=\mathcal{G}^{n} \\
\left.\left(h^{n+1}, u^{n+1}\right)\right|_{t=0}=\sum_{|k| \leq n+N} \Delta_{k}\left(h_{0}, u_{0}\right)
\end{array}\right.
$$

where

$$
\mathcal{H}^{n} \triangleq-h^{n} \operatorname{div} u^{n}, \quad \mathcal{G}^{n} \triangleq \frac{\nabla h^{n}}{1+h^{n}} \widetilde{\nabla} u^{n}, \quad \text { with } \quad \widetilde{\nabla} u^{n}=D\left(u^{n}\right)+\operatorname{div} u^{n}
$$

and $N$ is a fixed large integer such that

$$
1+h^{n}(0) \geq \frac{3}{4} \quad \text { for } \quad n \geq 1
$$

Set $\left(h^{0}, u^{0}\right)=(0,0)$ and solve the linear system. We can define $\left(h^{n}, u^{n}\right)_{n \in \mathbb{N}_{0}}$ by the induction. Next, we are going to prove by the induction that there exist positive constants $\eta, K$, and $T$ such that the following bounds hold for all $n \in \mathbb{N}_{0}$ :

$$
\begin{align*}
& 1+h^{n} \geq \frac{1}{2}  \tag{3.39}\\
& \left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right) \cap L_{T}^{2}\left(B^{1}\right)}+\left\|h^{n}\right\|_{\widetilde{E}_{T}^{0,1}} \leq \eta  \tag{3.40}\\
& \left\|u^{n}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right) \cap L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \leq K E_{0} \tag{3.41}
\end{align*}
$$

Assume that (3.39)-(3.41) hold for $\left(h^{n}, u^{n}\right)$. We need to prove that (3.39)-(3.41) also hold for $\left(h^{n+1}, u^{n+1}\right)$. Applying the a priori estimates (3.35) and (3.37) to $\left(h^{n+1}, u^{n+1}\right)$, we obtain

$$
\begin{align*}
& \left\|u^{n+1}\right\|_{L_{T}^{1}\left(B^{2}\right)}+\left\|u^{n+1}\right\|_{L_{T}^{2}\left(B^{1}\right)}+\left\|h^{n+1}\right\|_{\widetilde{E}_{T}^{0,1}} \\
& \quad \leq C \mathcal{Q}_{0}(T)+C \sum_{k \in \mathbb{Z}} \omega_{k}(T)\left\|\mathcal{G}_{k}^{n}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+C \sum_{k \geq 1} \omega_{k}(T)\left\|\nabla \mathcal{H}_{k}^{n}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \quad+C \sum_{k<1} \omega_{k}(T)\left\|\mathcal{H}_{k}^{n}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+C\left\|u^{n+1}\right\|_{L_{T}^{2}\left(B^{1}\right)}\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)} \\
& \quad+C\left\|h^{n+1}\right\|_{\widetilde{E}_{T}^{0,1}}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \tag{3.42}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|u^{n+1}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}+\left\|h^{n+1}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+\left\|h^{n+1}\right\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \\
& \quad \leq C e^{C\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)}}\left(E_{0}+\left\|\mathcal{H}^{n}\right\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)}+\left\|\mathcal{G}^{n}\right\|_{L_{T}^{1}\left(B^{0}\right)}\right) \tag{3.43}
\end{align*}
$$

with

$$
\mathcal{Q}_{0}(T) \triangleq \sum_{k \in \mathbb{Z}} \omega_{k}(T) E_{k}(0)
$$

Thanks to (2.4), we have

$$
\left\|\mathcal{H}^{n}\right\|_{B^{0}} \leq C\left\|h^{n}\right\|_{B^{0}}\left\|u^{n}\right\|_{B^{2}} \quad \text { and } \quad\left\|\mathcal{H}^{n}\right\|_{B^{1}} \leq C\left\|h^{n}\right\|_{B^{1}}\left\|u^{n}\right\|_{B^{2}}
$$

which, together with the fact that $\widetilde{B}^{0,1}=B^{0} \cap B^{1}$, yields

$$
\begin{equation*}
\left\|\mathcal{H}^{n}\right\|_{L_{T}^{1}\left(\widetilde{B}^{0,1}\right)} \leq C\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \leq C K E_{0} \eta \tag{3.44}
\end{equation*}
$$

We rewrite $\mathcal{G}^{n}$ as

$$
\frac{\nabla h^{n}}{1+h^{n}} \widetilde{\nabla} u^{n}=\left(1+h^{n}\right) \nabla\left(\frac{h^{n}}{1+h^{n}}\right) \widetilde{\nabla} u^{n}
$$

Using (2.4) and (2.12), we get

$$
\begin{aligned}
\left\|\mathcal{G}^{n}\right\|_{L_{T}^{1}\left(B^{0}\right)} & \leq C\left\|\nabla\left(\frac{h^{n}}{1+h^{n}}\right)\right\|_{L_{T}^{\infty}\left(B^{0}\right)}\left\|\left(1+h^{n}\right) \widetilde{\nabla} u^{n}\right\|_{L_{T}^{1}\left(B^{1}\right)} \\
& \leq C\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{2}\left\|h^{n}\right\|_{L_{T}^{\infty}\left(B^{1}\right)}\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(B^{1}\right)}\right)\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \\
& \leq C\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}\right)^{3}\left\|h^{n}\right\|_{L_{T}^{\infty}\left(B^{1}\right)}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \\
& \leq C K E_{0}\left(1+K E_{0}\right)^{3} \eta .
\end{aligned}
$$

Plugging (3.44) and (3.45) into (3.43) yields

$$
\begin{align*}
& \left\|u^{n+1}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}+\left\|h^{n+1}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+\left\|h^{n+1}\right\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \\
\leq & C e^{C \eta}\left(E_{0}+K E_{0}\left(1+K E_{0}\right)^{3} \eta\right) . \tag{3.46}
\end{align*}
$$

We take $\eta>0$ small enough and $K=4 C$ such that

$$
\begin{equation*}
e^{C \eta} \leq 2, \quad K\left(1+K E_{0}\right)^{3} \eta \leq 1 \tag{1}
\end{equation*}
$$

from which, together with (3.46), it follows that

$$
\left\|u^{n+1}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}+\left\|h^{n+1}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+\left\|h^{n+1}\right\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \leq K E_{0}
$$

This proves (3.41) for $\left(u^{n+1}, h^{n+1}\right)$.
Next, we prove (3.40) for $\left(u^{n+1}, h^{n+1}\right)$. Applying Lemma 5.2 with $s_{1}=0$ and $s_{2}=1$, (2.4) with $s_{1}=s_{2}=1$, and Lemma 5.4 with $s=1$, we obtain

$$
\begin{align*}
\sum_{k \in \mathbb{Z}} \omega_{k}(T)\left\|\mathcal{G}_{k}^{n}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} & \leq C\left\|\nabla\left(\frac{h^{n}}{1+h^{n}}\right)\right\|_{E_{T}^{0}}\left\|\left(1+h^{n}\right) \widetilde{\nabla} u^{n}\right\|_{L_{T}^{1}\left(B^{1}\right)} \\
& \leq C\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{3}\left\|h^{n}\right\|_{E_{T}^{1}}\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(B^{1}\right)}\right)\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \\
& \leq C\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}\right)^{4}\left\|h^{n}\right\|_{\tilde{E}_{T}^{0,1}}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \\
& \leq C\left(1+K E_{0}\right)^{4} \eta^{2} . \tag{3.47}
\end{align*}
$$

On the other hand, we apply Lemma 5.2 with $s_{1}=0, s_{2}=1$ to get

$$
\begin{aligned}
& \sum_{k \geq 1} \omega_{k}(T)\left\|\nabla \mathcal{H}_{k}^{n}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\sum_{k<1} \omega_{k}(T)\left\|\mathcal{H}_{k}^{n}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \quad \leq C \sum_{k \in \mathbb{Z}} \omega_{k}(T)\left(\left\|\nabla h_{k}^{n}\right\|_{L_{T}^{\infty}\left(L^{2}\right)}+\left\|h_{k}^{n}\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\right)\left\|\operatorname{div} u^{n}\right\|_{L_{T}^{1}\left(B^{1}\right)} \\
& \quad+C \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{2 k}\left\|u_{k}^{n}\right\|_{L_{T}^{1}\left(L^{2}\right)}\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)} \\
& \quad \triangleq I+I I
\end{aligned}
$$

Obviously, we have

$$
\begin{equation*}
I \leq C\left\|h^{n}\right\|_{\tilde{E}_{T}^{0,1}}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)} \leq C \eta^{2} \tag{3.48}
\end{equation*}
$$

In order to estimate $I I$, we first fix $k_{0} \geq 1$ such that

$$
\begin{equation*}
\sum_{k \geq k_{0}}\left\|u_{k}(0)\right\|_{2} \leq \frac{\eta}{16 C K E_{0}} \tag{3.49}
\end{equation*}
$$

Then we write

$$
\begin{aligned}
I I & =C \sum_{k \geq k_{0}} \omega_{k}(T) 2^{2 k}\left\|u_{k}^{n}\right\|_{L_{T}^{1}\left(L^{2}\right)}\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}+C \sum_{k \leq k_{0}} \omega_{k}(T) 2^{2 k}\left\|u_{k}^{n}\right\|_{L_{T}^{1}\left(L^{2}\right)}\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0}, 1\right)} \\
& \triangleq I I_{1}+I I_{2} .
\end{aligned}
$$

Using (3.18), (3.47), and (3.49), we obtain

$$
\begin{aligned}
I I_{1} \leq & C K E_{0}\left[\sum_{k \geq k_{0}} \omega_{k}(T)\left\|u_{k}(0)\right\|_{2}+\sum_{k \geq k_{0}} \omega_{k}(T)\left(\left\|\nabla h_{k}^{n}\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}^{n-1}\right\|_{L_{T}^{1}\left(L^{2}\right)}\right)\right. \\
& \left.+\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}\left\|u^{n-1}\right\|_{L_{T}^{2}\left(B^{1}\right)}\right] \\
(3.50) \leq & C K E_{0}\left[\frac{\eta}{16 C K E_{0}}+\sum_{k \geq k_{0}} \omega_{k}(T)\left\|\nabla h_{k}^{n}\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left(1+K E_{0}\right)^{4} \eta^{2}\right] .
\end{aligned}
$$

On the other hand, thanks to (3.19) and Lemma 5.1, we have

$$
\begin{aligned}
\sum_{k \geq k_{0}} \omega_{k}(T)\left\|\nabla h_{k}^{n}\right\|_{L_{T}^{1}\left(L^{2}\right)} \leq & C\left(1-e^{-c T}\right) \sum_{k \geq k_{0}} \omega_{k}(T) E_{h k}(0) \\
+ & C\left(1-e^{-c T}\right) \sum_{k \geq k_{0}} \omega_{k}(T) \\
& \left(\left\|\nabla \mathcal{H}_{k}^{n-1}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{G}_{k}^{n-1}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \\
+ & C\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}\left\|u^{n-1}\right\|_{L_{T}^{2}\left(B^{1}\right)}+C\left\|h^{n}\right\|_{E_{T}^{1}}\left\|u^{n-1}\right\|_{L_{T}^{2}\left(B^{1}\right)} \\
\leq & C\left(1-e^{-c T}\right) E_{0}+C\left(1-e^{-c T}\right) K E_{0} \eta+C\left(1+K E_{0}\right)^{4} \eta^{2}
\end{aligned}
$$

where we used (3.44) and (3.47) in the second inequality. Plugging the above inequality into (3.50) yields

$$
\begin{equation*}
I I_{1} \leq C K E_{0}\left[\frac{\eta}{16 C K E_{0}}+\left(1-e^{-c T}\right)\left(E_{0}+K E_{0} \eta\right)+\left(1+K E_{0}\right)^{4} \eta^{2}\right] \tag{3.51}
\end{equation*}
$$

Note that for $k \leq k_{0}$, we can choose $T>0$ small enough such that

$$
\begin{equation*}
\omega_{k}(T) \leq \frac{1}{16 C K E_{0}} \tag{2}
\end{equation*}
$$

so we get

$$
\begin{equation*}
\left|I I_{2}\right| \leq \frac{\eta}{16} \tag{3.52}
\end{equation*}
$$

Plugging (3.47), (3.48), (3.51), and (3.52) into (3.42), we get

$$
\begin{aligned}
& \left\|u^{n+1}\right\|_{L_{T}^{1}\left(B^{2}\right)}+\left\|u^{n+1}\right\|_{L_{T}^{2}\left(B^{1}\right)}+\left\|h^{n+1}\right\|_{\widetilde{E}_{T}^{0,1}} \\
& \quad \leq \\
& \quad C \mathcal{Q}_{0}(T)+\frac{\eta}{8}+C\left(1+K E_{0}\right)^{5} \eta^{2}+C K E_{0}\left(1-e^{-c T}\right)\left(E_{0}+K E_{0} \eta\right) \\
& \quad+C \eta\left(\left\|u^{n+1}\right\|_{L_{T}^{2}\left(B^{1}\right)}+\left\|h^{n+1}\right\|_{\widetilde{E}_{T}^{0,1}}\right)
\end{aligned}
$$

Note that $\mathcal{Q}_{0}(0)=0$. We can take $T, \eta$ small enough such that

$$
\begin{align*}
& C \eta \leq \frac{1}{2}, \quad C \mathcal{Q}_{0}(T) \leq \frac{\eta}{8}, \quad C\left(1+K E_{0}\right)^{5} \eta<\frac{1}{8}, \quad \text { and } \\
& C K E_{0}\left(1-e^{-c T}\right)\left(E_{0}+K E_{0} \eta\right) \leq \frac{\eta}{8} \tag{3}
\end{align*}
$$

which, together with (3.53), gives

$$
\left\|u^{n+1}\right\|_{L_{T}^{1}\left(B^{2}\right)}+\left\|u^{n+1}\right\|_{L_{T}^{2}\left(B^{1}\right)}+\left\|h^{n+1}\right\|_{\widetilde{E}_{T}^{0,1}} \leq \eta
$$

Finally, let us prove (3.39) for $h^{n+1}$. We rewrite the first equation of (3.38) as

$$
\partial_{t}\left(1+h^{n+1}\right)+u^{n} \cdot \nabla\left(1+h^{n+1}\right)+\operatorname{div} u^{n+1}-\mathcal{H}^{n}=0 .
$$

Then $1+h^{n+1}$ can be represented as

$$
\begin{align*}
\left(1+h^{n+1}\right)(t, x)= & \left(1+h_{0}^{n+1}\right)\left(\left(\psi^{n}\right)_{t}^{-1}(x)\right)+\int_{0}^{t} \operatorname{div} u^{n+1}\left(\tau, \psi_{\tau}^{n}\left(\left(\psi^{n}\right)_{t}^{-1}(x)\right)\right) d \tau \\
& +\int_{0}^{t} \mathcal{H}^{n}\left(\tau, \psi_{\tau}^{n}\left(\left(\psi^{n}\right)_{t}^{-1}(x)\right)\right) d \tau \tag{3.54}
\end{align*}
$$

where the flow map $\psi_{t}^{n}$ is defined by

$$
\left\{\begin{array}{l}
\partial_{t} \psi_{t}^{n}(x)=u^{n}\left(t, \psi_{t}^{n}(x)\right), \\
\left.\psi_{t}^{n}\right|_{t=0}=x
\end{array}\right.
$$

Thanks to the inclusion map $B^{1} \hookrightarrow L^{\infty}$ and (2.4), we get

$$
\begin{aligned}
& \int_{0}^{t}\left\|\operatorname{div} u^{n+1}\left(\tau, \psi_{\tau}^{n}\left(\left(\psi^{n}\right)_{t}^{-1}(x)\right)\right)\right\|_{\infty} d \tau \leq\left\|u^{n+1}\right\|_{L_{t}^{1}\left(B^{2}\right)} \leq \eta \\
& \int_{0}^{t}\left\|\mathcal{H}^{n}\left(\tau, \psi_{\tau}\left(\psi_{t}^{-1}(x)\right)\right)\right\|_{\infty} d \tau \leq\left\|h^{n} \operatorname{div} u^{n}\right\|_{L_{t}^{1}\left(B^{1}\right)} \\
& \quad \leq C\left\|h^{n}\right\|_{L_{t}^{\infty}\left(\widetilde{B}^{0,1}\right)}\left\|u^{n}\right\|_{L_{t}^{1}\left(B^{2}\right)} \leq C K E_{0} \eta
\end{aligned}
$$

from which, together with (3.54), it follows that

$$
\begin{equation*}
1+h^{n+1} \geq \frac{3}{4}-\left(1+C K E_{0}\right) \eta \tag{3.55}
\end{equation*}
$$

We take $\eta$ small enough such that

$$
\begin{equation*}
\left(1+C K E_{0}\right) \eta \leq \frac{1}{4} \tag{4}
\end{equation*}
$$

which, together with (3.55), ensures that

$$
1+h^{n+1} \geq \frac{1}{2}
$$

So far, we have shown that $T, \eta$ can be chosen small enough such that the assumptions $\left(\Re_{1}\right)-\left(\Re_{4}\right)$ hold, under which the approximate solutions $\left(u^{n}, h^{n}\right)_{n \in \mathbb{N}_{0}}$ are uniformly bounded in

$$
\mathcal{E}_{T} \triangleq\left(L_{T}^{\infty}\left(B^{0}\right) \cap L_{T}^{1}\left(B^{2}\right)\right) \times\left(L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right) \cap L_{T}^{1}\left(\widetilde{B}^{2,1}\right)\right)
$$

It should be pointed out that if $\left\|u_{0}\right\|_{B^{0}}+\left\|h_{0}\right\|_{\widetilde{B}^{0,1}}$ is small enough, we can take $T=+\infty$ such that the assumptions $\left(\Re_{1}\right)-\left(\Re_{4}\right)$ hold.
3.3. The existence of the solution. Now let us turn to prove the existence of the solution, and the standard compact arguments will be used. We should point out that in order to obtain the convergence of the terms $u^{n} \cdot \nabla u^{n+1}$ and $u^{n} \cdot \nabla h^{n+1}$ in (3.38), we need to show that both $\left(u^{n}, h^{n}\right)$ and ( $u^{n+1}, h^{n+1}$ ) have the same limit. Indeed, following the argument in the proof of uniqueness (section 4), it can be proved that $\left(u^{n}, h^{n}\right)_{n}$ is a Cauchy sequence in some weak topology which particularly ensures the uniqueness of the limit for any subsequence of $\left(u^{n}, h^{n}\right)_{n}$. In section 3.2, we have showed that the approximate solutions $\left(h^{n}, u^{n}\right)_{n \in \mathbb{N}}$ satisfy (3.39)-(3.41), and without loss of generality, we can assume the following:

$$
\begin{gather*}
1+h^{n} \geq \frac{1}{2}  \tag{3.56}\\
\left\|u^{n}\right\|_{L_{T}^{\infty}\left(B^{0}\right) \cap L_{T}^{1}\left(B^{2}\right)}+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right) \cap L_{T}^{1}\left(\widetilde{B}^{2,1}\right)} \leq K E_{0} . \tag{3.57}
\end{gather*}
$$

Using the interpolation and the fact that $B^{0} \cap B^{1}=\widetilde{B}^{0,1}$, we have

$$
\begin{array}{ll}
\left\|h^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)} \lesssim\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}^{\frac{1}{2}}\left\|h^{n}\right\|_{L_{T}^{1}\left(\widetilde{B}^{2,1}\right)}^{\frac{1}{2}}, \quad\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)} \lesssim\left\|u^{n}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}^{\frac{1}{2}}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)}^{\frac{1}{2}}, \\
\left\|h^{n}\right\|_{L_{T}^{4}\left(B^{\frac{1}{2}}\right)} \lesssim\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)}^{\frac{1}{2}}\left\|h^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}^{\frac{1}{2}}, \quad\left\|u^{n}\right\|_{L_{T}^{4}\left(B^{\frac{3}{2}}\right)} \lesssim\left\|u^{n}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}^{\frac{1}{4}}\left\|u^{n}\right\|_{L_{T}^{1}\left(B^{2}\right)}^{\frac{3}{4}},
\end{array}
$$

from which, together with (3.57), it follows that

$$
\begin{equation*}
\left\|h^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}+\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}+\left\|h^{n}\right\|_{L_{T}^{4}\left(B^{\frac{1}{2}}\right)}+\left\|u^{n}\right\|_{L_{T}^{\frac{4}{3}}\left(B^{\frac{3}{2}}\right)} \lesssim K E_{0} \tag{3.58}
\end{equation*}
$$

Now, we show that $\left(h^{n}, u^{n}\right)$ is uniformly bounded in $C_{l o c}^{\frac{1}{2}}\left(B^{0}\right) \times C_{l o c}^{\frac{1}{4}}\left(B^{-\frac{1}{2}}\right)$. Using (2.4), (3.57), and (3.58), it is easy to verify that

$$
\begin{aligned}
& \left\|u^{n} \cdot \nabla h^{n+1}\right\|_{L_{T}^{2}\left(B^{0}\right)} \lesssim\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}\left\|h^{n+1}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)} \lesssim\left(K E_{0}\right)^{2}, \\
& \left\|h^{n} \operatorname{div} u^{n}\right\|_{L_{T}^{2}\left(B^{0}\right)} \lesssim\left\|u^{n}\right\|_{L_{T}^{2}\left(B^{1}\right)}\left\|h^{n}\right\|_{L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)} \lesssim\left(K E_{0}\right)^{2}
\end{aligned}
$$

from which, together with the first equation of (3.38), it follows that $\partial_{t} h^{n}$ is uniformly bounded in $L_{T}^{2}\left(B^{0}\right)$, which implies that $h^{n}$ is uniformly bounded in $C_{l o c}^{\frac{1}{2}}\left(B^{0}\right)$. On the other hand, thanks to (2.4), (3.58), and (2.12), we have

$$
\begin{aligned}
& \left\|u^{n} \cdot \nabla u^{n+1}\right\|_{L_{T}^{\frac{4}{3}}\left(B^{-\frac{1}{2}}\right)} \lesssim\left\|u^{n}\right\|_{L_{T}^{\infty}\left(B^{0}\right)}\left\|u^{n+1}\right\|_{L_{T}^{\frac{4}{3}}\left(B^{\frac{3}{2}}\right)} \lesssim\left(K E_{0}\right)^{2}, \\
& \left\|\frac{\nabla h^{n}}{1+h^{n}} \widetilde{\nabla} u^{n}\right\|_{L_{T}^{\frac{4}{3}}\left(B^{-\frac{1}{2}}\right)} \lesssim C\left(1+\left\|h^{n}\right\|_{L_{T}^{\infty}\left(B^{1}\right)}\right)^{3}\left\|u^{n}\right\|_{L_{T}^{\frac{4}{3}}\left(B^{\frac{3}{2}}\right)} \lesssim C\left(1+K E_{0}\right)^{3} K E_{0},
\end{aligned}
$$

from which, together with the second equation of (3.38), it follows that $\partial_{t} u^{n}$ is uniformly bounded in $L_{T}^{\frac{4}{3}}\left(B^{-\frac{1}{2}}\right)$, which implies that $u^{n}$ is uniformly bounded in $C_{l o c}^{\frac{1}{4}}\left(B^{-\frac{1}{2}}\right)$.

Next, we claim that the inclusions $B^{0} \cap B^{1} \hookrightarrow L^{2}$ and $B^{-\frac{1}{2}} \cap B^{0} \hookrightarrow \dot{H}^{-\frac{1}{2}}$ are locally compact. Indeed, these can be proved by noting that for $s^{\prime}<s, \dot{H}^{s^{\prime}} \cap \dot{H}^{s} \hookrightarrow \dot{H}^{s^{\prime}}$ is locally compact and for $s \in \mathbb{R}, B^{s} \hookrightarrow \dot{H}^{s}$. Then, by the Arzelà-Ascoli theorem and

Cantor's diagonal process, there exist a subsequence $\left(u^{n_{k}}, h^{n_{k}}\right)$ and a function $(u, h)$ such that

$$
\begin{equation*}
\left(u^{n_{k}}, h^{n_{k}}\right) \rightarrow(u, h) \quad \text { in } \quad C_{l o c}\left(\dot{H}_{l o c}^{-\frac{1}{2}}\right) \times C_{l o c}\left(L_{l o c}^{2}\right) \tag{3.59}
\end{equation*}
$$

as $n_{k} \rightarrow \infty$. On the other hand, $\left(u^{n_{k}}, h^{n_{k}}\right)$ is uniformly bounded in $\mathcal{E}_{T}$. Then there exists a subsequence (which is still denoted by $\left(u^{n_{k}}, h^{n_{k}}\right)$ ) such that

$$
\left(u^{n_{k}}, h^{n_{k}}\right) \rightharpoonup(u, h) \quad \text { in } \quad \mathcal{E}_{T},
$$

where "Ш" denotes weak* convergence.
Finally, let us prove that $(u, h)$ solves (1.1) in the sense of distribution. We need only prove that the nonlinear terms such as $u^{n} \cdot \nabla h^{n}, \frac{\nabla h^{n}}{1+h^{n}} \widetilde{\nabla} u^{n}$, etc., tend to the corresponding nonlinear terms in the sense of distribution. This can be done by using the uniform estimates of $\left(u^{n}, h^{n}\right),(u, h)$ in $\mathcal{E}_{T}$ and the convergence result (3.59). Here, we show only the case of the term $Y\left(h^{n}\right) \widetilde{\nabla} u^{n}$ (where $Y(z) \triangleq \nabla z /(1+z)$ ); the other terms can be treated in the same way. For any test function $\theta \in C_{0}^{\infty}\left(\left[0, T^{*}\right) \times \mathbb{R}^{2}\right)$, we write

$$
\begin{aligned}
&\langle Y\left.\left(h^{n}\right) \widetilde{\nabla} u^{n}-Y(h) \widetilde{\nabla} u, \theta\right\rangle \\
&=\left\langle\left(1+h^{n}\right) \nabla\left(\frac{h^{n}}{1+h^{n}}-\frac{h}{1+h}\right) \widetilde{\nabla} u^{n}, \theta\right\rangle \\
& \quad+\left\langle\left(h^{n}-h\right) \nabla\left(\frac{h}{1+h}\right) \widetilde{\nabla} u^{n}, \theta\right\rangle+\left\langle(1+h) \nabla\left(\frac{h}{1+h}\right) \widetilde{\nabla}\left(u^{n}-u\right), \theta\right\rangle \\
& \triangleq I_{1}+I_{2}+I_{3}
\end{aligned}
$$

Thanks to (2.4) and (3.56), we have

$$
\begin{aligned}
I_{1} & \leq\left\|\frac{\psi\left(h^{n}-h\right)}{\left(1+h^{n}\right)(1+h)}\right\|_{2}\left\|\nabla\left(\left(1+h^{n}\right) \widetilde{\nabla} u^{n} \theta\right)\right\|_{2} \lesssim\left\|\psi\left(h^{n}-h\right)\right\|_{2}\left\|\left(1+h^{n}\right) \widetilde{\nabla} u^{n}\right\|_{B^{1}} \\
& \lesssim\left\|\psi\left(h^{n}-h\right)\right\|_{2}\left(1+\left\|h^{n}\right\|_{\widetilde{B}^{0,1}}\right)\left\|u^{n}\right\|_{B^{2}}
\end{aligned}
$$

where $\psi \in C_{0}^{\infty}\left(\left[0, T^{*}\right) \times \mathbb{R}^{2}\right)$, and $\psi=1$ on $\operatorname{supp} \theta$. For $I_{2}$, we have

$$
\begin{aligned}
I_{2} & \leq\left\|\theta\left(h^{n}-h\right)\right\|_{2}\left\|\nabla\left(\frac{h}{1+h}\right) \widetilde{\nabla} u^{n}\right\|_{2} \lesssim\left\|\theta\left(h^{n}-h\right)\right\|_{2}\|\nabla h\|_{2}\left\|\nabla u^{n}\right\|_{L^{\infty}} \\
& \lesssim\left\|\theta\left(h^{n}-h\right)\right\|_{2}\|h\|_{\widetilde{B}^{0,1}}\left\|u^{n}\right\|_{B^{2}} .
\end{aligned}
$$

Using (3.56) and the interpolation, we get

$$
\begin{aligned}
I_{3} & \leq\left\|(1+h) \nabla\left(\frac{h}{1+h}\right)\right\|_{2}\left\|\widetilde{\nabla}\left(u^{n}-u\right) \theta\right\|_{2} \lesssim\left(1+\|h\|_{\infty}\right)\|\nabla h\|_{2}\left\|\left(u^{n}-u\right) \theta\right\|_{\dot{H}^{1}} \\
& \lesssim\left(1+\|h\|_{\widetilde{B}^{0,1}}\right)\|h\|_{B^{1}}\left\|u^{n}-u\right\|_{H^{2}}^{\frac{3}{5}}\left\|\left(u^{n}-u\right) \theta\right\|_{\dot{H}^{-\frac{1}{2}}}^{\frac{2}{5}} .
\end{aligned}
$$

Thus, by (3.59), we get as $n \rightarrow 0$

$$
\left\langle Y\left(h^{n}\right) \widetilde{\nabla} u^{n}-Y(h) \widetilde{\nabla} u, \theta\right\rangle \longrightarrow 0
$$

Following the argument in [11], we can also prove that $(u, h)$ is continuous in time with values in $B^{0} \times \widetilde{B}^{0,1}$.
4. Uniqueness. In this section, we will prove the uniqueness of the solution. First, let us recall some known results.

Lemma 4.1 (Osgood's lemma). Let $\rho$ be a measurable positive function and $\gamma$ a positive locally integrable function, each defined on the domain $\left[t_{0}, t_{1}\right]$. Let $\mu$ : $[0, \infty) \rightarrow[0, \infty)$ be a continuous nondecreasing function, with $\mu(0)=0$. Let $a \geq 0$, and assume that for all $t$ in $\left[t_{0}, t_{1}\right]$,

$$
\rho(t) \leq a+\int_{t_{0}}^{t} \gamma(\tau) \mu(\rho(\tau)) d \tau
$$

If $a>0$, then

$$
-\mathcal{M}(\rho(t))+\mathcal{M}(a) \leq \int_{t_{0}}^{t} \gamma(\tau) d \tau, \quad \text { where } \quad \mathcal{M}(x)=\int_{x}^{1} \frac{d \tau}{\mu(\tau)}
$$

If $a=0$ and $\mathcal{M}=\infty$, then $\rho \equiv 0$.
This lemma can be understood as a generalization of the classical Gronwall lemma and can be found in [8].

Proposition 4.2. Let $s \in\left(-\frac{d}{p}, 1+\frac{d}{p}\right)$ and $1 \leq p, r \leq+\infty$. Let $v$ be a vector field such that $\nabla v \in L_{T}^{1}\left(\dot{B}_{p, r}^{\frac{d}{p}} \cap L^{\infty}\right)$. Assume that $f_{0} \in \dot{B}_{p, r}^{s}, g \in L_{T}^{1}\left(\dot{B}_{p, r}^{s}\right)$ and $f \in L_{T}^{\infty}\left(\dot{B}_{p, r}^{s}\right) \cap C\left([0, T] ; \mathcal{S}^{\prime}\right)$ is the solution of

$$
\left\{\begin{array}{l}
\partial_{t} f+v \cdot \nabla f=g \\
f(0, x)=f_{0}
\end{array}\right.
$$

Then there exists a constant $C(s, p, d)$ such that for $t \in[0, T]$

$$
\begin{equation*}
\|f\|_{\tilde{L}_{t}^{\infty}\left(\dot{B}_{p, r}^{s}\right)} \leq C e^{C V(t)}\left(\left\|f_{0}\right\|_{\dot{B}_{p, r}^{s}}+\int_{0}^{t} e^{-C V(\tau)}\|g(\tau)\|_{\dot{B}_{p, r}^{s}} d \tau\right) \tag{4.1}
\end{equation*}
$$

where $V(t) \triangleq \int_{0}^{t}\|\nabla v(\tau)\|_{\dot{B}_{p, r}^{d} \cap L^{\infty}} d \tau$. If $r<+\infty$, then $f$ belongs to $C\left([0, T] ; \dot{B}_{p, r}^{s}\right)$.
The proof can be found in [15].
Proposition 4.3. Let $T>0, s \in \mathbb{R}$, and $1 \leq q, r \leq+\infty$. Assume that $u_{0} \in \dot{B}_{2, q}^{s}$, $g \in \widetilde{L}_{T}^{1}\left(\dot{B}_{2, q}^{s}\right)$, and $u$ is the solution of

$$
\left\{\begin{array}{l}
\partial_{t} u-\nu \widetilde{\Delta} u=g \\
u(0, x)=u_{0}
\end{array}\right.
$$

where $\widetilde{\Delta} u=\nabla \cdot D(u)+\nabla \operatorname{div} u$. Then there exists a constant $C(s, d, \nu)$ such that

$$
\begin{align*}
&(r \nu)^{\frac{1}{r}}\|u\|_{\widetilde{L}_{T}^{r}\left(\dot{B}_{2, q}^{s+\frac{2}{r}}\right)} \leq\left(\sum_{k \in \mathbb{Z}}\left(1-e^{-r \nu 2^{2 k} T}\right)^{\frac{q}{r}} 2^{q k s}\left\|\Delta_{k} u_{0}\right\|_{2}^{q}\right)^{\frac{1}{q}} \\
&+C\left(\sum_{k \in \mathbb{Z}}\left(1-e^{-r \nu 2^{2 k} T}\right)^{\frac{q}{r}} 2^{q k s}\left\|\Delta_{k} g\right\|_{L_{T}^{1}\left(L^{2}\right)}^{q}\right)^{\frac{1}{q}} \tag{4.2}
\end{align*}
$$

If $q<+\infty$, then $u$ belongs to $C\left([0, T] ; \dot{B}_{2, q}^{s}\right)$.
The proof is similar to the case when the diffusion term $\widetilde{\Delta} u$ is replaced by $\Delta u$. We refer the reader to [9] for details.

Now we introduce the logarithmic interpolation inequality (see [14]).
Proposition 4.4. For any $1 \leq p, \rho \leq+\infty, s \in \mathbb{R}$, and $0<\epsilon \leq 1$, we have

$$
\begin{equation*}
\|f\|_{\tilde{L}_{T}^{o}\left(\dot{B}_{p, 1}^{s}\right)} \leq C \frac{\|f\|_{\tilde{L}_{T}^{\rho}\left(\dot{B}_{p, \infty}^{s}\right)}}{\epsilon} \log \left(e+\frac{\|f\|_{\tilde{L}_{T}^{\rho}\left(\dot{B}_{p, \infty}^{s-\epsilon}\right)}+\|f\|_{\widetilde{L}_{T}^{\rho}\left(\dot{B}_{p, \infty}^{s+\epsilon}\right)}}{\left.\|f\|_{\widetilde{L}_{T}^{\rho}\left(\dot{B}_{p, \infty}^{s}\right)}\right) . . . ~}\right. \tag{4.3}
\end{equation*}
$$

Now, let us prove the uniqueness of the solution of (3.1). Let $\left(u_{1}, h_{1}\right),\left(u_{2}, h_{2}\right)$ $\in\left(L_{T}^{\infty}\left(B^{0}\right) \cap L_{T}^{1}\left(B^{2}\right)\right) \times L_{T}^{\infty}\left(\widetilde{B}^{0,1}\right)$ be two solutions of (3.1) with the same initial data. The difference $\vartheta \triangleq h_{2}-h_{1}, w \triangleq u_{2}-u_{1}$ satisfies the following system:

$$
\left\{\begin{align*}
& \partial_{t} \vartheta+u_{2} \cdot \nabla \vartheta=-\operatorname{div} w-w \nabla h_{1}-\vartheta \operatorname{div} u_{2}-h_{1} \operatorname{div} w  \tag{4.4}\\
& \partial_{t} w-\nu \widetilde{\Delta} w=-\nabla \vartheta-u_{2} \cdot \nabla w-w \cdot \nabla u_{1}+\nu\left(1+h_{1}\right) \nabla\left(\frac{h_{1}}{1+h_{1}}\right) \widetilde{\nabla} w \\
&+\nu\left(1+h_{1}\right) \nabla\left(\frac{h_{2}}{1+h_{2}}-\frac{h_{1}}{1+h_{1}}\right) \widetilde{\nabla} u_{2}+\nu \vartheta \nabla\left(\frac{h_{2}}{1+h_{2}}\right) \widetilde{\nabla} u_{2}, \\
& \vartheta(0, x)=0, \quad w(0, x)=0 .
\end{align*}\right.
$$

Without loss of generality, we assume that there holds for sufficiently small $T$

$$
\begin{align*}
& 1+h_{1} \geq \frac{1}{2}  \tag{4.5}\\
& \left\|h_{1}\right\|_{\tilde{E}_{T}^{0,1}} \leq \varepsilon \tag{4.6}
\end{align*}
$$

where $\varepsilon>0$ is small enough. Applying Proposition 4.2 to the first equation of (4.4) yields

$$
\begin{equation*}
\|\vartheta(t)\|_{\dot{B}_{2, \infty}^{0}} \lesssim \int_{0}^{t} e^{C\left(V_{2}(t)-V_{2}(\tau)\right)}\left\|w \cdot \nabla h_{1}+\vartheta \operatorname{div} u_{2}+h_{1} \operatorname{div} w+\operatorname{div} w\right\|_{\dot{B}_{2, \infty}^{0}} d \tau \tag{4.7}
\end{equation*}
$$

with $V_{2}(t) \triangleq \int_{0}^{t}\left\|\nabla u_{2}\right\|_{\dot{B}_{2, \infty}^{1} \cap L^{\infty}} d \tau$. It follows from (2.5) with $s=0$ that

$$
\begin{aligned}
\left\|w \cdot \nabla h_{1}\right\|_{\dot{B}_{2, \infty}^{0}} & \lesssim\left\|\nabla h_{1}\right\|_{\dot{B}_{2, \infty}^{0}}\|w\|_{B^{1}} \lesssim\|w\|_{B^{1}}\left\|h_{1}\right\|_{B^{1}} \\
\left\|\vartheta \operatorname{div} u_{2}\right\|_{\dot{B}_{2, \infty}^{0}} & \lesssim\|\vartheta\|_{\dot{B}_{2, \infty}^{0}}\left\|u_{2}\right\|_{B^{2}} \\
\left\|h_{1} \operatorname{div} w\right\|_{\dot{B}_{2, \infty}^{0}} & \lesssim\|\operatorname{div} w\|_{\dot{B}_{2, \infty}^{0}}\left\|h_{1}\right\|_{B^{1}} \lesssim\|w\|_{B^{1}}\left\|h_{1}\right\|_{B^{1}}
\end{aligned}
$$

where we have used $B^{1} \hookrightarrow \dot{B}_{2, \infty}^{1}$. Plugging the above estimates into (4.7), we get

$$
\begin{equation*}
\|\vartheta(t)\|_{\dot{B}_{2, \infty}^{0}} \lesssim \int_{0}^{t} e^{C\left(V_{2}(t)-V_{2}(\tau)\right)}\left[\|w\|_{B^{1}}\left(1+\left\|h_{1}\right\|_{B^{1}}\right)+\|\vartheta\|_{\dot{B}_{2, \infty}^{0}}\left\|u_{2}\right\|_{B^{2}}\right] d \tau \tag{4.8}
\end{equation*}
$$

Recalling that $u^{i} \in L_{T}^{1}\left(B^{2}\right)$, we can take a $T \in(0, \infty)$ small enough so that

$$
C\left\|u_{2}\right\|_{L_{T}^{1}\left(B^{2}\right)} \leq \frac{1}{4}
$$

which together with (4.8) implies that for $t \leq T$

$$
\begin{equation*}
\|\vartheta\|_{L_{t}^{\infty}\left(\dot{B}_{2, \infty}^{0}\right)} \lesssim\|w\|_{L_{t}^{1}\left(B^{1}\right)}\left(1+\left\|h_{1}\right\|_{L_{t}^{\infty}\left(B^{1}\right)}\right) \tag{4.9}
\end{equation*}
$$

Applying (4.3) to the term $\|w\|_{L_{t}^{1}\left(B^{1}\right)}$ yields

$$
\begin{equation*}
\|\vartheta\|_{L_{t}^{\infty}\left(\dot{B}_{2, \infty}^{0}\right)} \lesssim\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)} \log \left(e+\frac{\|w\|_{\tilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{0}\right)}+\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{2}\right)}}{\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)}}\right)\left(1+\left\|h_{1}\right\|_{L_{t}^{\infty}\left(B^{1}\right)}\right) \tag{4.10}
\end{equation*}
$$

Thanks to $B^{s} \hookrightarrow \dot{B}_{2, \infty}^{s}$ and $\widetilde{B}^{0,1} \hookrightarrow B^{1}$, we have

$$
\begin{equation*}
\|\vartheta\|_{L_{t}^{\infty}\left(\dot{B}_{2, \infty}^{0}\right)} \lesssim\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)} \log \left(e+\frac{W(t)}{\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)}}\right) \tag{4.11}
\end{equation*}
$$

with

$$
W(t) \triangleq \sum_{i=1}^{2}\left\|u^{i}\right\|_{\widetilde{L}_{t}^{1}\left(B^{0}\right)}+\left\|u^{i}\right\|_{\widetilde{L}_{t}^{1}\left(B^{2}\right)}
$$

and for finite $t, W(t)<+\infty$.
Next, we deal with the second equation of (4.4). We get by applying (2.7) with $s=1, s=0$, respectively, that

$$
\begin{align*}
\left\|u_{2} \cdot \nabla w\right\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right)} & \lesssim\left\|u_{2}\right\|_{L_{t}^{2}\left(B^{1}\right)}\|w\|_{\widetilde{L}_{t}^{2}\left(\dot{B}_{2, \infty}^{0}\right)}  \tag{4.12}\\
\left\|w \cdot \nabla u_{1}\right\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right)} & \lesssim\left\|u_{1}\right\|_{L_{t}^{2}\left(B^{1}\right)}\|w\|_{\tilde{L}_{t}^{2}\left(\dot{B}_{2, \infty}^{0}\right)} \tag{4.13}
\end{align*}
$$

We can deduce $h_{i} \in C\left(0, T ; \mathbb{R}^{2}\right)(i=1,2)$ from the fact $B^{1} \hookrightarrow C$. Moreover, due to (4.5), we can assume $h_{1}(t, x)+1 \geq \frac{1}{2}$ for all $t \leq T, x \in \mathbb{R}^{2}$. Since $h_{1}, h_{2}$ have the same initial data, from the continuity of $h_{2}$, there exists a $\widetilde{T} \leq T$ such that

$$
h_{2}(x, t)+1 \geq \frac{1}{4} \quad \text { for all } \quad t \in[0, \widetilde{T}], \quad x \in \mathbb{R}^{2}
$$

It follows from (2.6) with $s=1,(2.15)$, and $B^{1} \hookrightarrow \dot{B}_{2, \infty}^{1} \cap L^{\infty}$ that

$$
\begin{aligned}
\|(1+ & \left.h_{1}\right) \nabla\left(\frac{h_{2}}{1+h_{2}}-\frac{h_{1}}{1+h_{1}}\right) \widetilde{\nabla} u_{2} \|_{\dot{B}_{2, \infty}^{-1}} \\
& \lesssim\left\|\left(1+h_{1}\right) \nabla\left(\frac{h_{2}}{1+h_{2}}-\frac{h_{1}}{1+h_{1}}\right)\right\|_{\dot{B}_{2, \infty}^{-1}}\left\|\widetilde{\nabla} u_{2}\right\|_{B^{1}} \\
& \lesssim\left(1+\left\|h_{1}\right\|_{B^{1}}\right)\left\|\frac{h_{2}}{1+h_{2}}-\frac{h_{1}}{1+h_{1}}\right\|_{\dot{B}_{2, \infty}^{0}}\left\|u_{2}\right\|_{B^{2}} \\
& \lesssim\left(1+\left\|h_{1}\right\|_{B^{1}}\right)\left(\left\|h_{1}\right\|_{B^{1}}+\left\|h_{2}\right\|_{B^{1}}\right)\|\vartheta\|_{\dot{B}_{2, \infty}^{0}}\left\|u_{2}\right\|_{B^{2}}
\end{aligned}
$$

which, together with $L_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right) \subset \widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right)$, yields

$$
\begin{align*}
& \left\|\left(1+h_{1}\right) \nabla\left(\frac{h_{2}}{1+h_{2}}-\frac{h_{1}}{1+h_{1}}\right) \widetilde{\nabla} u_{2}\right\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right)} \\
& \quad \lesssim \int_{0}^{t}\left(1+\left\|h_{1}\right\|_{B^{1}}\right)\left(\left\|h_{1}\right\|_{B^{1}}+\left\|h_{2}\right\|_{B^{1}}\right)\|\vartheta\|_{\dot{B}_{2, \infty}^{0}}\left\|u_{2}\right\|_{B^{2}} d \tau \tag{4.14}
\end{align*}
$$

Thanks to (2.6), (2.12), and $L_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right) \subset \widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right)$, we get

$$
\begin{equation*}
\left\|\vartheta \nabla\left(\frac{h_{2}}{1+h_{2}}\right) \widetilde{\nabla} u_{2}\right\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{-1}\right)} \lesssim \int_{0}^{t}\|\vartheta\|_{\dot{B}_{2, \infty}^{0}}\left\|h_{2}\right\|_{B^{1}}\left\|u_{2}\right\|_{B^{2}} d \tau \tag{4.15}
\end{equation*}
$$

Thanks to Lemma 5.3 with $s_{1}=s_{2}=0$, Lemma 5.4 with $s=1$, and (2.5) with $s=0$, we have

$$
\begin{align*}
& \sup _{k \in \mathbb{Z}} \omega_{k}(t) 2^{-k}\left\|\Delta_{k}\left(\left(1+h_{1}\right) \nabla\left(\frac{h_{1}}{1+h_{1}}\right) \widetilde{\nabla} w\right)\right\|_{L_{t}^{1}\left(L^{2}\right)} \\
& \lesssim\left\|\nabla\left(\frac{h_{1}}{1+h_{1}}\right)\right\|_{E_{t}^{0}}\left\|\left(1+h_{1}\right) \widetilde{\nabla} w\right\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{0}\right)} \\
& \lesssim\left\|\frac{h_{1}}{1+h_{1}}\right\|_{E_{t}^{1}}\left(1+\left\|h_{1}\right\|_{L_{t}^{\infty}\left(B^{1}\right)}\right)\|\nabla w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{0}\right)} \\
& \lesssim\left\|h_{1}\right\|_{\widetilde{E}_{t}^{0,1}}\left(1+\left\|h_{1}\right\|_{L_{t}^{\infty}\left(\widetilde{B}^{0,1}\right)}\right)^{4}\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)} \tag{4.16}
\end{align*}
$$

In terms of Proposition $4.3,(4.12)-(4.16)$, and $\widetilde{B}^{0,1} \hookrightarrow B^{1}$, we finally obtain

$$
\begin{align*}
& \|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)}+\|w\|_{\widetilde{L}_{t}^{2}\left(\dot{B}_{2, \infty}^{0}\right)} \\
& \quad \lesssim\left\|u_{2}\right\|_{L_{t}^{2}\left(B^{1}\right)}\|w\|_{\widetilde{L}_{t}^{2}\left(\dot{B}_{2, \infty}^{0}\right)}+\left\|u_{1}\right\|_{L_{t}^{2}\left(B^{1}\right)}\|w\|_{\widetilde{L}_{t}^{2}\left(\dot{B}_{2, \infty}^{0}\right)} \\
& \quad+\left\|h_{1}\right\|_{\widetilde{E}_{t}^{0,1}}\left(1+\left\|h_{1}\right\|_{L_{t}^{\infty}\left(\widetilde{B}^{0,1}\right)}\right)^{4}\|w\|_{\widetilde{L}_{t}^{1}\left(B_{2, \infty}^{1}\right)} \\
& \quad+\int_{0}^{t}\left(1+\left\|h_{1}\right\|_{\widetilde{B}^{0,1}}\right)\left(1+\left\|h_{1}\right\|_{\widetilde{B}^{0,1}}+\left\|h_{2}\right\|_{\widetilde{B}^{0,1}}\right)\left(1+\left\|u_{2}\right\|_{B^{2}}\right)\|\vartheta\|_{\dot{B}_{2, \infty}^{0}} d \tau \tag{4.17}
\end{align*}
$$

Let us define

$$
Z(t) \triangleq\|w\|_{\widetilde{L}_{t}^{1}\left(\dot{B}_{2, \infty}^{1}\right)}+\|w\|_{\widetilde{L}_{t}^{2}\left(\dot{B}_{2, \infty}^{0}\right)}
$$

Due to (4.6), if $T$ is chosen small enough, then the first three terms on the right side of (4.17) can be absorbed by the left side $Z(t)$. Noting that $r \log \left(e+\frac{W(T)}{r}\right)$ is increasing, from (4.11) and (4.17), it follows that

$$
\begin{align*}
Z(t) & \lesssim \int_{0}^{t}\left(1+W^{\prime}(\tau)\right) Z(\tau) \log \left(e+\frac{W(\tau)}{Z(\tau)}\right) d \tau \\
& \lesssim \int_{0}^{t}\left(1+W^{\prime}(\tau)\right) Z(\tau) \log \left(e+\frac{W(T)}{Z(\tau)}\right) d \tau \tag{4.18}
\end{align*}
$$

It is easy to verify that

$$
1+W^{\prime}(\tau) \in L_{l o c}^{1}\left(\mathbb{R}^{+}\right) \quad \text { and } \quad \int_{0}^{1} \frac{d r}{r \log \left(e+\frac{W(T)}{r}\right)}=+\infty
$$

Hence by the Osgood lemma, we have $Z \equiv 0$ on $[0, \widetilde{T}]$, i.e., $w \equiv 0$; then from (4.9), $\vartheta=h_{2}-h_{1} \equiv 0$. Then a standard continuous argument gives the uniqueness.
5. Appendix. In this appendix, we prove some multilinear estimates in the weighted Besov space.

Lemma 5.1. Let $A$ be a homogeneous smooth function of degree m. Assume that $-\frac{d}{2}<\rho \leq \frac{d}{2}$. Then it holds that

$$
\begin{align*}
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla h), A(D) \Delta_{k} h\right)\right| \leq C\left\|\mathcal{F}_{k}^{m}(t)\right\|_{2}\left\|A(D) \Delta_{k} h\right\|_{2}  \tag{5.1}\\
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla u), A(D) \Delta_{k} u\right)\right| \leq C\left\|\widetilde{\mathcal{F}}_{k}^{m}(t)\right\|_{2}\left\|A(D) \Delta_{k} u\right\|_{2} \tag{5.2}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\left(A(D) \Delta_{k}(v \cdot \nabla h), \Delta_{k} u\right)+\left(\Delta_{k}(v \cdot \nabla u), A(D) \Delta_{k} h\right)\right| \\
& \quad \leq C\left(\left\|\mathcal{F}_{k}^{m}(t)\right\|_{2}+\left\|\widetilde{\mathcal{F}}_{k}^{0}(t)\right\|_{2}\right)\left(\left\|\Delta_{k} u\right\|_{2}+\left\|A(D) \Delta_{k} h\right\|_{2}\right) \tag{5.3}
\end{align*}
$$

where $\mathcal{F}_{k}^{m}(t)$ and $\widetilde{\mathcal{F}}_{k}^{m}(t)$ satisfy

$$
\begin{align*}
& \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k(\rho-m)}\left\|\mathcal{F}_{k}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \leq C\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)}  \tag{5.4}\\
& \sum_{k \in \mathbb{Z}} 2^{k(\rho-m)}\left\|\widetilde{\mathcal{F}}_{k}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \leq C\|u\|_{L_{T}^{2}\left(B^{\rho+1}\right)}\|v\|_{L_{T}^{2}\left(B^{\frac{d}{2}}\right)} \tag{5.5}
\end{align*}
$$

Proof. Let us first prove (5.1). Using Bony's paraproduct decomposition, we write

$$
\begin{equation*}
\left(A(D) \Delta_{k}(v \cdot \nabla h), A(D) \Delta_{k} h\right)=\left(A(D) \Delta_{k}\left(T_{\partial_{j} h}^{\prime} v^{j}\right), A(D) \Delta_{k} h\right)+J_{k} \tag{5.6}
\end{equation*}
$$

where

$$
\begin{aligned}
T_{f}^{\prime} g & =T_{f} g+R(f, g), \quad \text { and } \\
J_{k}= & \sum_{\left|k^{\prime}-k\right| \leq 3}\left(\left[A(D) \Delta_{k}, S_{k^{\prime}-1} v^{j}\right] \Delta_{k^{\prime}} \partial_{j} h, A(D) \Delta_{k} h\right) \\
& +\sum_{\left|k^{\prime}-k\right| \leq 3}\left(\left(S_{k^{\prime}-1}-S_{k-1}\right) v^{j} A(D) \Delta_{k} \Delta_{k^{\prime}} \partial_{j} h, A(D) \Delta_{k} h\right) \\
& +\left(S_{k-1} v^{j} A(D) \Delta_{k} \partial_{j} h, A(D) \Delta_{k} h\right)
\end{aligned}
$$

We get by integration by parts that

$$
\left(S_{k-1} v^{j} A(D) \Delta_{k} \partial_{j} h, A(D) \Delta_{k} h\right)=-\frac{1}{2}\left(S_{k-1} \operatorname{div} v A(D) \Delta_{k} h, A(D) \Delta_{k} h\right)
$$

Let us set

$$
\begin{aligned}
\mathcal{F}_{k, 0}^{m}(t) & =A(D) \Delta_{k}\left(T_{\partial_{j} h}^{\prime} v^{j}\right), \\
\mathcal{F}_{k, 1}^{m}(t) & =\sum_{\left|k^{\prime}-k\right| \leq 3}\left[A(D) \Delta_{k}, S_{k^{\prime}-1} v^{j}\right] \Delta_{k^{\prime}} \partial_{j} h, \\
\mathcal{F}_{k, 2}^{m}(t) & =\sum_{\left|k^{\prime}-k\right| \leq 3}\left(S_{k^{\prime}-1}-S_{k-1}\right) v^{j} A(D) \Delta_{k} \Delta_{k^{\prime}} \partial_{j} h, \\
\mathcal{F}_{k, 3}^{m}(t) & =-\frac{1}{2} S_{k-1} \operatorname{div} v A(D) \Delta_{k} h .
\end{aligned}
$$

By the Cauchy-Schwarz inequality, we get

$$
\left(A(D) \Delta_{k}(v \cdot \nabla h), A(D) \Delta_{k} h\right) \leq\left\|\mathcal{F}_{k}^{m}(t)\right\|_{2}\left\|A(D) \Delta_{k} h\right\|_{2}
$$

with $\mathcal{F}_{k}^{m}(t)=\sum_{i=0}^{3} \mathcal{F}_{k, i}^{m}(t)$. So, it remains to prove that $\mathcal{F}_{k}^{m}(t)$ satisfies (5.4). For the simplicity, we set

$$
\widetilde{\Delta}_{k}=\sum_{\left|k^{\prime}-k\right| \leq 1} \Delta_{k^{\prime}}, \quad \widetilde{\widetilde{\Delta}}_{k}=\sum_{\left|k^{\prime}-k\right| \leq 3} \Delta_{k^{\prime}}
$$

Thanks to the definition of $\mathcal{F}_{k, 0}^{m}(t)$ and Lemma 2.1, we have

$$
\begin{aligned}
\left\|\mathcal{F}_{k, 0}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \leq & \sum_{\left|k^{\prime}-k\right| \leq 3} 2^{k m}\left\|S_{k^{\prime}-1} \partial_{j} h\right\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\left\|\Delta_{k^{\prime}} v^{j}\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& +\sum_{k^{\prime} \geq k-2} 2^{\left(m+\frac{d}{2}\right) k}\left\|\Delta_{k}\left(\Delta_{k^{\prime}} \partial_{j} h \widetilde{\Delta}_{k^{\prime}} v^{j}\right)\right\|_{L_{T}^{1}\left(L^{1}\right)} \\
\triangleq & I+I I .
\end{aligned}
$$

Thanks to Lemma 2.1, we have

$$
\begin{aligned}
2^{k(\rho-m)} I & \lesssim 2^{k \rho} \sum_{k^{\prime} \leq k+1} 2^{k^{\prime}\left(1+\frac{d}{2}\right)}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\left\|\widetilde{\widetilde{\Delta}}_{k} v\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \lesssim \sum_{k^{\prime} \leq k+1} 2^{\left(k^{\prime}-k\right)\left(1+\frac{d}{2}-\rho\right)} 2^{k^{\prime} \rho}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} 2^{k\left(1+\frac{d}{2}\right)}\left\|\widetilde{\widetilde{\Delta}}_{k} v\right\|_{L_{T}^{1}\left(L^{2}\right)}
\end{aligned}
$$

from which, together with the definition of $\omega_{k}(T)$, it follows that

$$
\begin{align*}
& \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k(\rho-m)} I \\
& \lesssim \sum_{k^{\prime} \in \mathbb{Z}} 2^{k^{\prime} \rho}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{k \geq k^{\prime}-1} \omega_{k}(T) 2^{\left(k^{\prime}-k\right)\left(1+\frac{d}{2}-\rho\right)} 2^{k\left(1+\frac{d}{2}\right)}\left\|\widetilde{\widetilde{\Delta}}_{k} v\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \lesssim \sum_{k^{\prime} \in \mathbb{Z}} \omega_{k^{\prime}}(T) 2^{k^{\prime} \rho}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{k \geq k^{\prime}-1} 2^{\left(k^{\prime}-k\right)\left(\frac{d}{2}-\rho\right)} 2^{k\left(1+\frac{d}{2}\right)}\left\|\widetilde{\widetilde{\Delta}}_{k} v\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \lesssim\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)}, \tag{5.7}
\end{align*}
$$

where we used the assumption $\rho \leq \frac{d}{2}$ in the last inequality. Set $e_{k}(T)=e_{k}^{1}(T)+e_{k}^{2}(T)$. Using Lemma 2.1, we also have

$$
\begin{aligned}
& \omega_{k}(T) 2^{k(\rho-m)} I I \lesssim \omega_{k}(T) 2^{k\left(\rho+\frac{d}{2}\right)} \sum_{k^{\prime} \geq k-2} 2^{k^{\prime}}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\left\|\widetilde{\Delta}_{k^{\prime}} v\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \lesssim 2^{k\left(\rho+\frac{d}{2}\right)} \sum_{k^{\prime} \geq k-2} 2^{k^{\prime}}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\left\|\widetilde{\Delta}_{k^{\prime} v}\right\|_{L_{T}^{1}\left(L^{2}\right)} \sum_{k^{\prime} \geq \tilde{k} \geq k} 2^{-(\widetilde{k}-k)} e_{\widetilde{k}}(T) \\
&+2^{k\left(\rho+\frac{d}{2}\right)} \sum_{k^{\prime} \geq k-2} 2^{k^{\prime}}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\left\|\widetilde{\Delta}_{k^{\prime}} v\right\|_{L_{T}^{1}\left(L^{2}\right)} \\
& \sum_{\widetilde{k} \geq k, \widetilde{k} \geq k^{\prime}} 2^{-(\widetilde{k}-k)} e_{\widetilde{k}}(T) \\
& \triangleq I I_{1}+I I_{2} .
\end{aligned}
$$

Note that for $\widetilde{k} \leq k^{\prime}$

$$
e_{\widetilde{k}}(T) \leq e_{k^{\prime}}(T) \leq \omega_{k^{\prime}}(T)
$$

from which, together with $\rho>-\frac{d}{2}$, we deduce that

$$
\begin{align*}
\sum_{k \in Z} I I_{1} & \lesssim \sum_{k^{\prime} \in Z} \omega_{k^{\prime}}(T) 2^{k^{\prime} \rho}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} 2^{k^{\prime}\left(\frac{d}{2}+1\right)}\left\|\widetilde{\Delta}_{k^{\prime}} v\right\|_{L_{T}^{1}\left(L^{2}\right)} \sum_{k \leq k^{\prime}+2} 2^{\left(k-k^{\prime}\right)\left(\rho+\frac{d}{2}\right)} \\
& \lesssim\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)} \tag{5.8}
\end{align*}
$$

Similarly, we can obtain

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} I I_{2} & \lesssim \sum_{k^{\prime} \in \mathbb{Z}} 2^{k^{\prime} \rho}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{k \leq k^{\prime}+2} 2^{\left(k-k^{\prime}\right)\left(\frac{d}{2}+\rho\right)} \sum_{\tilde{k} \geq k^{\prime}} 2^{-(\tilde{k}-k)} e_{\widetilde{k}}(T)\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)} \\
& \lesssim \sum_{k^{\prime} \in \mathbb{Z}} \omega_{k^{\prime}}(T) 2^{k^{\prime} \rho}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{k \leq k^{\prime}+2} 2^{\left(k-k^{\prime}\right)\left(\frac{d}{2}+\rho+1\right)}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)} \\
& \lesssim\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)} .
\end{aligned}
$$

By summing up (5.7)-(5.9), we obtain

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k(\rho-m)}\left\|\mathcal{F}_{k, 0}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \lesssim\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)} \tag{5.10}
\end{equation*}
$$

Note that $A(D) \Delta_{k}=2^{k m} \widetilde{\varphi}\left(2^{-k} D\right)$ with $\widetilde{\varphi}(\xi)=A(\xi) \varphi(\xi)$. Setting $\tilde{\theta}=\mathcal{F}^{-1} \tilde{\varphi}$, we get by using Taylor's formula that

$$
\begin{aligned}
\mathcal{F}_{k, 1}^{m}(t)= & \sum_{\left|k^{\prime}-k\right| \leq 3} 2^{k(m-1)} \int_{\mathbb{R}^{d}} \int_{0}^{1} \tilde{\theta}(y) \\
& \left(y \cdot S_{k^{\prime}-1} \nabla v^{j}\left(x-2^{-k} \tau y\right)\right) \Delta_{k^{\prime}} \partial_{j} h\left(x-2^{-k} y\right) d \tau d y
\end{aligned}
$$

from which, together with Lemma 2.1, it follows that

$$
\begin{aligned}
\left\|\mathcal{F}_{k, 1}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} & \lesssim 2^{k(m-1)} \sum_{\left|k^{\prime}-k\right| \leq 3}\left\|S_{k^{\prime}-1} \nabla v^{j}\right\|_{L_{T}^{1}\left(L^{\infty}\right)}\left\|\Delta_{k^{\prime}} \partial_{j} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \\
& \lesssim 2^{k m} \sum_{\left|k^{\prime}-k\right| \leq 3}\left\|\Delta_{k^{\prime}} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)}
\end{aligned}
$$

thus, we get

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k(\rho-m)}\left\|\mathcal{F}_{k, 1}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)} \lesssim\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)} \tag{5.11}
\end{equation*}
$$

Thanks to the fact $\left|k^{\prime}-k\right| \leq 3$ and Lemma 2.1, we have

$$
\left\|\left(S_{k^{\prime}-1}-S_{k-1}\right) v^{j} A(D) \Delta_{k} \Delta_{k^{\prime}} \partial_{j} h\right\|_{L_{T}^{1}\left(L^{2}\right)} \lesssim 2^{k m}\left\|\Delta_{k} h\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)}
$$

from which it follows that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k(\rho-m)}\left(\left\|\mathcal{F}_{k, 2}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}+\left\|\mathcal{F}_{k, 3}^{m}(t)\right\|_{L_{T}^{1}\left(L^{2}\right)}\right) \lesssim\|h\|_{E_{T}^{\rho}}\|v\|_{L_{T}^{1}\left(B^{\frac{d}{2}+1}\right)}, \tag{5.12}
\end{equation*}
$$

which, together with (5.10) and (5.11), yields (5.4).
Using the decomposition (5.6), with $h$ instead of $u$, and Lemma 2.1, (5.2) can be easily proved. We omit the proof here. In order to prove (5.3), we use the decomposition

$$
\left(A(D) \Delta_{k}(v \cdot \nabla h), \Delta_{k} u\right)+\left(\Delta_{k}(v \cdot \nabla u), A(D) \Delta_{k} h\right)=I_{k}+J_{k},
$$

with

$$
\begin{aligned}
I_{k}= & \left(A(D) \Delta_{k}\left(T_{\partial_{j}}^{\prime} v^{j}\right), \Delta_{k} u\right)+\left(\Delta_{k}\left(T_{\partial_{j} u}^{\prime} u^{j}\right), A(D) \Delta_{k} h\right) \\
\triangleq & \left(\mathcal{F}_{k, 0}^{m}(t), \Delta_{k} u\right)+\left(\widetilde{\mathcal{F}}_{k, 0}^{0}(t), A(D) \Delta_{k} h\right), \\
J_{k}= & \sum_{\left|k^{\prime}-k\right| \leq 3}\left(\left[A(D) \Delta_{k}, S_{k^{\prime}-1} v^{j}\right] \Delta_{k^{\prime}} \partial_{j} h, \Delta_{k} u\right) \\
& +\left(\left(S_{k^{\prime}-1}-S_{k-1}\right) v^{j} A(D) \Delta_{k} \Delta_{k^{\prime}} \partial_{j} h, \Delta_{k} u\right) \\
& +\sum_{\left|k^{\prime}-k\right| \leq 3}\left(\left[\Delta_{k}, S_{k^{\prime}-1} v^{j}\right] \Delta_{k^{\prime}} \partial_{j} u, A(D) \Delta_{k} h\right) \\
& +\left(\left(S_{k^{\prime}-1}-S_{k-1}\right) v^{j} \Delta_{k} \Delta_{k^{\prime}} \partial_{j} u, A(D) \Delta_{k} h\right) \\
& -\left(S_{k-1} \operatorname{div} v A(D) \Delta_{k} h, \Delta_{k} u\right) \\
\triangleq & \left(\mathcal{F}_{k, 1}^{m}(t), \Delta_{k} u\right)+\left(\mathcal{F}_{k, 2}^{m}(t), \Delta_{k} u\right)+\left(\widetilde{\mathcal{F}}_{k, 1}^{0}(t), A(D) \Delta_{k} h\right) \\
& +\left(\widetilde{\mathcal{F}}_{k, 2}^{0}, A(D) \Delta_{k} h\right)+\left(\mathcal{F}_{k, 3}^{m}(t), \Delta_{k} u\right),
\end{aligned}
$$

from which, using a similar proof of (5.4), we obtain (5.3). This completes the proof of Lemma 5.1.

Lemma 5.2. Let $s_{1} \leq \frac{d}{2}-1, s_{2} \leq \frac{d}{2}$, and $s_{1}+s_{2}>0$. Then it holds that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k\left(s_{1}+s_{2}-\frac{d}{2}\right)}\left\|\Delta_{k}(f g)\right\|_{L_{T}^{1}\left(L^{2}\right)} \leq C \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k s_{1}}\left\|\Delta_{k} f\right\|_{L_{T}^{r_{1}\left(L^{2}\right)}}\|g\|_{L_{T}^{r_{2}\left(B^{s_{2}}\right)}}, \tag{5.13}
\end{equation*}
$$

where $1 \leq r_{1}, r_{2} \leq \infty$ and $\frac{1}{r_{1}}+\frac{1}{r_{2}}=1$.
Proof. Using Bony's paraproduct decomposition, we write

$$
\begin{aligned}
\Delta_{k}(f g)= & \sum_{\left|k^{\prime}-k\right| \leq 3} \Delta_{k}\left(S_{k^{\prime}-1} f \Delta_{k^{\prime}} g\right)+\sum_{\left|k^{\prime}-k\right| \leq 3} \Delta_{k}\left(S_{k^{\prime}-1} g \Delta_{k^{\prime}} f\right) \\
& +\sum_{k^{\prime} \geq k-2} \Delta_{k}\left(\Delta_{k^{\prime}} f \widetilde{\Delta}_{k^{\prime}} g\right) \triangleq I+I I+I I I .
\end{aligned}
$$

A similar proof of (5.7) ensures that for $s_{1} \leq \frac{d}{2}-1$

$$
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k\left(s_{1}+s_{2}-\frac{d}{2}\right)}\|I\|_{L_{T}^{1}\left(L^{2}\right)} \lesssim \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k s_{1}}\left\|\Delta_{k} f\right\|_{L_{T}^{r_{1}}\left(L^{2}\right)}\|g\|_{L_{T}^{r_{2}}\left(B^{s_{2}}\right)},
$$

while $I I$ can be directly deduced for $s_{2} \leq \frac{d}{2}$. On the other hand, a similar proof of (5.8) and (5.9) gives for $s_{1}+s_{2}>0$

$$
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k\left(s_{1}+s_{2}-\frac{d}{2}\right)}\|I I I\|_{L_{T}^{1}\left(L^{2}\right)} \lesssim \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k s_{1}}\left\|\Delta_{k} f\right\|_{L_{T}^{r_{1}}\left(L^{2}\right)}\|g\|_{L_{T}^{r_{2}}\left(B^{s_{2}}\right)}
$$

This completes the proof of Lemma 5.2.
Similarly, we can also prove the following lemma.
Lemma 5.3. Let $s_{1} \leq \frac{d}{2}-1, s_{2}<\frac{d}{2}$, and $s_{1}+s_{2} \geq 0$. Then it holds that

$$
\begin{equation*}
\sup _{k \in \mathbb{Z}} \omega_{k}(T) 2^{k\left(s_{1}+s_{2}-\frac{d}{2}\right)}\left\|\Delta_{k}(f g)\right\|_{L_{T}^{1}\left(L^{2}\right)} \leq C\|f\|_{E_{T}^{s_{1}}}\|g\|_{\tilde{L}_{T}^{1}\left(\dot{B}_{2, \infty}^{s_{2}}\right)} . \tag{5.14}
\end{equation*}
$$

Lemma 5.4. Let $s>0$. Assume that $F \in W_{\text {loc }}^{[s]+3, \infty}\left(\mathbb{R}^{d}\right)$ with $F(0)=0$. Then it holds that

$$
\begin{equation*}
\|F(f)\|_{E_{T}^{s}} \leq C\left(1+\|f\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{[s]+2}\|f\|_{E_{T}^{s}} . \tag{5.15}
\end{equation*}
$$

Proof. We decompose $F(f)$ as

$$
\begin{aligned}
F(f)=\sum_{k^{\prime} \in \mathbb{Z}} F\left(S_{k^{\prime}+1} f\right)-F\left(S_{k^{\prime}} f\right) & =\sum_{k^{\prime} \in \mathbb{Z}} \Delta_{k^{\prime}} f \int_{0}^{1} F^{\prime}\left(S_{k^{\prime}} f+\tau \Delta_{k^{\prime}} f\right) d \tau \\
& \triangleq \sum_{k^{\prime} \in \mathbb{Z}} \Delta_{k^{\prime}} f m_{k^{\prime}},
\end{aligned}
$$

where $m_{k^{\prime}}=\int_{0}^{1} F^{\prime}\left(S_{k^{\prime}} f+\tau \Delta_{k^{\prime}} f\right) d \tau$. Furthermore, we write

$$
\Delta_{k} F(f)=\sum_{k^{\prime}<k} \Delta_{k}\left(\Delta_{k^{\prime}} f m_{k^{\prime}}\right)+\sum_{k^{\prime} \geq k} \Delta_{k}\left(\Delta_{k^{\prime}} f m_{k^{\prime}}\right) \triangleq I+I I .
$$

By Lemma 2.1, we have

$$
\begin{align*}
\|I\|_{L_{\widetilde{T}}^{\infty}\left(L^{2}\right)} & \leq \sum_{k^{\prime}<k}\left\|\Delta_{k}\left(\Delta_{k^{\prime}} f m_{k^{\prime}}\right)\right\|_{L_{\widetilde{T}}^{\infty}\left(L^{2}\right)} \\
& \leq \sum_{k^{\prime}<k} 2^{-k|\alpha|} \sup _{|\gamma|=|\alpha|}\left\|D^{\gamma} \Delta_{k}\left(\Delta_{k^{\prime}} f m_{k^{\prime}}\right)\right\|_{L_{T}^{\infty}\left(L^{2}\right)}, \tag{5.16}
\end{align*}
$$

with $\alpha$ to be determined later. Note that for $|\gamma| \geq 0$, we have

$$
\left\|D^{\gamma} m_{k^{\prime}}\right\|_{\infty} \lesssim 2^{k^{\prime}|\gamma|}\left(1+\|f\|_{\infty}\right)^{|\gamma|}\left\|F^{\prime}\right\|_{W^{|\gamma|}, \infty},
$$

from which, together with (5.16), it follows that

$$
2^{k s}\|I\|_{L_{T}^{\infty}\left(L^{2}\right)} \lesssim 2^{k(s-|\alpha|)} \sum_{k^{\prime}<k} 2^{k^{\prime}|\alpha|}\left\|\Delta_{k^{\prime}} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\left(1+\|f\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{|\alpha|}\left\|F^{\prime}\right\|_{W^{|\alpha|} \mid, \infty} .
$$

Thus, if we take $|\alpha|=[s]+2$, we get

$$
\begin{align*}
& \sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k s}\|I\|_{L_{T}^{\infty}\left(L^{2}\right)} \\
& \quad \lesssim \sum_{k^{\prime} \in \mathbb{Z}} 2^{k^{\prime} s} \omega_{k^{\prime}}(T)\left\|\Delta_{k^{\prime}} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{k>k^{\prime}} 2^{\left(k-k^{\prime}\right)(s-|\alpha|+1)}\left(1+\|f\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{|\alpha|}\left\|F^{\prime}\right\|_{W^{|\alpha|} \mid, \infty} \\
& \quad(5.17)  \tag{5.17}\\
& \quad \lesssim\left(1+\|f\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{[s]+2}\left\|F^{\prime}\right\|_{W^{[s]+2, \infty}}\|f\|_{E_{T}^{s}} .
\end{align*}
$$

Next, let us turn to the proof of $I I$. We get by using Lemma 2.1 that

$$
\|I I\|_{L_{T}^{\infty}\left(L^{2}\right)} \lesssim \sum_{k^{\prime} \geq k}\left\|\Delta_{k^{\prime}} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)}
$$

Then we write

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k s}\|I I\|_{L_{T}^{\infty}\left(L^{2}\right)} \lesssim & \sum_{k \in \mathbb{Z}} 2^{k s} \sum_{k^{\prime} \geq k}\left\|\Delta_{k^{\prime}} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{k^{\prime} \geq \tilde{k} \geq k} 2^{-(\widetilde{k}-k)} e_{\widetilde{k}}(T) \\
& +\sum_{k \in \mathbb{Z}} 2^{k s} \sum_{k^{\prime} \geq k}\left\|\Delta_{k^{\prime}} f\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \sum_{\widetilde{k} \geq k^{\prime}, \widetilde{k} \geq k} 2^{-(\widetilde{k}-k)} e_{\widetilde{k}}(T),
\end{aligned}
$$

from which a similar proof of (5.8) and (5.9) ensures that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \omega_{k}(T) 2^{k s}\|I I\|_{L_{T}^{\infty}\left(L^{2}\right)} \lesssim\|f\|_{E_{T}^{s}} . \tag{5.18}
\end{equation*}
$$

By summing up (5.17) and (5.18), we deduce the inequality (5.15). This completes the proof of Lemma 5.4.
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#### Abstract

In this paper, we mainly study several problems on the weakly dissipative DegasperisProcesi equation. We first establish the local well-posedness of the equation, derive a precise blow-up scenario, and present two blow-up criteria for strong solutions to the equation. We then give the precise blow-up rate of blow-up solutions to the equation. We finally prove that the equation has global strong solutions and these global solutions decay to zero as time goes to infinity provided the potentials associated with their initial data are of one sign.
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1. Introduction. Recently, Degasperis and Procesi [20] studied the following family of third-order dispersive conservation laws:

$$
\begin{equation*}
u_{t}+c_{0} u_{x}+\gamma u_{x x x}-\alpha^{2} u_{t x x}=\left(c_{1} u^{2}+c_{2} u_{x}^{2}+c_{3} u u_{x x}\right)_{x} \tag{1.1}
\end{equation*}
$$

where $\alpha, c_{0}, c_{1}, c_{2}$, and $c_{3}$ are real constants. They found $[20]$ that there are only three equations that satisfy the asymptotic integrability condition within this family: the KdV equation, the Camassa-Holm equation, and the Degasperis-Procesi equation.

If $\alpha=c_{2}=c_{3}=0$, then (1.1) becomes the well-known KdV equation which describes the unidirectional propagation of waves at the free surface of shallow water under the influence of gravity. In this model $u(t, x)$ represents the wave's height above a flat bottom, $x$ is proportional to the distance in the direction of propagation, and $t$ is proportional to the elapsed time. The KdV equation is completely integrable, and its solitary waves are solitons [21, 39]. The Cauchy problem of the KdV equation has been the subject of a number of studies, and a satisfactory local or global (in time) existence theory is now in hand (for example, see [31, 43]). It is shown that the KdV equation is globally well-posed for $u_{0} \in L^{2}(\mathbb{R})$; cf. [43]. It is observed that the KdV equation does not accommodate wave breaking (by wave breaking we mean that the wave remains bounded, but its slope becomes unbounded in finite time [45]).

For $c_{1}=-\frac{3}{2} c_{3} / \alpha^{2}$ and $c_{2}=c_{3} / 2$, (1.1) becomes the Camassa-Holm equation, modeling the unidirectional propagation of shallow water waves over a flat bottom. Again $u(t, x)$ stands for the fluid velocity at time $t$ in the spatial $x$ direction, and $c_{0}$ is a nonnegative parameter related to the critical shallow water speed [3, 22, 30]. The Camassa-Holm equation is also a model for the propagation of axially symmetric waves in hyperelastic rods [15, 18]. It has a bi-Hamiltonian structure [33, 27] and is completely integrable [3, 8]. Its solitary waves are smooth if $c_{0}>0$ and peaked in the limiting case $c_{0}=0$; see [4]. The orbital stability of the peaked solitons is proved

[^24]in [16] and that of the smooth solitons in [17]. The explicit interaction of the peaked solitons is given in [1].

The Cauchy problem of the Camassa-Holm equation has been studied extensively. It has been shown that this equation is locally well-posed [9, 34, 42] for initial data $u_{0} \in H^{s}(\mathbb{R}), s>\frac{3}{2}$. More interestingly, it has global strong solutions [7, 9] and also finite time blow-up solutions [7, 9, 10, 13]. On the other hand, it has global weak solutions in $H^{1}(\mathbb{R})$ [2,11, 14, 47]. It is also known that if $u$ is the solution of the Camassa-Holm equation with the initial data $u_{0}$ in $H^{1}(\mathbb{R})$, then we have the following a priori estimate:

$$
\|u(t, \cdot)\|_{L^{\infty}(\mathbb{R})} \leq \sqrt{2}\|u(t, \cdot)\|_{H^{1}(\mathbb{R})} \leq \sqrt{2}\left\|u_{0}(\cdot)\right\|_{H^{1}(\mathbb{R})}
$$

for all $t>0$. The advantage of the Camassa-Holm equation in comparison with the KdV equation lies in the fact that the Camassa-Holm equation has peaked solitons and models wave breaking [4].

If $c_{1}=-2 c_{3} / \alpha^{2}$ and $c_{2}=c_{3}$ in (1.1), then after rescaling, shifting the dependent variable, and applying a Galilean boost [19], we find the Degasperis-Procesi equation of the form

$$
\begin{equation*}
u_{t}-u_{t x x}+4 u u_{x}=3 u_{x} u_{x x}+u u_{x x x}, \quad t>0, \quad x \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

The integrability of (1.2) was proved in [19] by constructing a Lax pair. It was also shown in [19] that (1.2) has a bi-Hamiltonian structure and admits exact peakon solutions which are analogous to the Camassa-Holm peakons.

The Degasperis-Procesi equation can be regarded as a model for the motion of shallow water waves, and its asymptotic accuracy is the same as for the CamassaHolm shallow water equation [23, 29]. An inverse scattering approach for computing $n$-peakon solutions to (1.2) was presented in [37]. The traveling wave solutions to (1.2) were investigated in [44, 32]. The multisoliton solutions to (1.2) and their peakon limits were studied in [38].

The Cauchy problem of the Degasperis-Procesi equation is locally well-posed [48] for initial data $u_{0} \in H^{s}(\mathbb{R})$ with $s>\frac{3}{2}$. Analogous to the Camassa-Holm equation, it not only has global strong solutions [35,51] but also blow-up solutions in finite time [35, 48]. Meanwhile, the Degasperis-Procesi equation also has global weak solutions with initial data $u_{0} \in H^{1}(\mathbb{R})$ (cf. [50,51]) and global entropy weak solutions in the class of $L^{1}(\mathbb{R}) \cap B V(\mathbb{R})$ and the class of $L^{2}(\mathbb{R}) \cap L^{4}(\mathbb{R})$; cf. [5].

Despite the similarities to the Camassa-Holm equation, we would like to point out that these two equations are truly different. One of the important features of the Degasperis-Procesi equation is that it not only has peakon solitons [19] and periodic peakons [49] but also shock peakons [6,36] and periodic shock waves [25]. On the other hand, the isospectral problem for the Degasperis-Procesi equation is the third-order equation in the Lax pair [19], while the isospectral problem for the Camassa-Holm equation is the second-order equation [3]. Another indication of the fact that there is no simple transformation of the Degasperis-Procesi equation into the Camassa-Holm equation is the entirely different form of conservation laws for these two equations [3, 19]. Furthermore, the Camassa-Holm equation is a reexpression of geodesic flow on the diffeomorphism group [12] or on the Bott-Virasoro group [40]. Up to now, no geometric derivation of the Degasperis-Procesi equation has been available.

Recently, several new global existence and blow-up results for strong solutions to the Degasperis-Procesi equation were presented in [35]. It is proved that the first blow-up must occur as wave breaking and shock waves possibly appear afterward [35].

Global weak solution and blow-up structure for this equation were investigated in [24]. Initial boundary value problems for the Degasperis-Procesi equation were also discussed in [26].

In general, it is quite difficult to avoid energy dissipation mechanisms in a real world. Ott and Sudan [41] ever investigated how the KdV equation was modified by the presence of dissipation and the effect of such dissipation on the solitary solution of the KdV equation. Ghidaglia [28] studied the long time behavior of solutions to the weakly dissipative KdV equation as a finite-dimensional dynamical system. Recently, Wu and Yin [46] discussed the blow-up, blow-up rate, and decay of the solution of the weakly dissipative periodic Camassa-Holm equation.

In this paper, we would like to consider the following dissipative DegasperisProcesi equation:

$$
u_{t}-u_{t x x}+4 u u_{x}+L(u)=3 u_{x} u_{x x}+u u_{x x x}, \quad t>0, \quad x \in \mathbb{R}
$$

where $L(u)$ is a dissipative term, and $L$ can be a differential operator or a quasidifferential operator according to different physical situations. We are interested in the effect of the weakly dissipative term on the Degasperis-Procesi equation. In particular, we study the following weakly dissipative Degasperis-Procesi equation:

$$
\left\{\begin{array}{l}
y_{t}+u y_{x}+3 u_{x} y+\lambda y=0, \quad t>0, \quad x \in \mathbb{R}  \tag{1.3}\\
y=u-u_{x x}, \quad t>0, \quad x \in \mathbb{R} \\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}
\end{array}\right.
$$

where $\lambda y=\lambda\left(1-\partial_{x}^{2}\right) u$ is the weakly dissipative term, and $\lambda>0$ is a constant.
We find that the behaviors of (1.3) are similar to the Degasperis-Procesi equation in a finite interval of time, such as the local well-posedness and the blow-up phenomena. But there are considerable differences between (1.3) and the DegasperisProcesi equation in their long time behaviors. Global solution of (1.3) decays to zero as time goes to infinity provided the potential $y_{0}=\left(1-\partial_{x}^{2}\right) u_{0}$ is of one sign. This long time behavior is an important feature that the Degasperis-Procesi equation does not possess. It is known that the Degasperis-Procesi equation has peaked traveling wave solutions [19]. Theorem 4.1 in what follows shows that any global solution decays in the $H^{1}$-norm. This means that there are no traveling wave solutions of (1.3). This is also another considerable difference between (1.3) and the Degasperis-Procesi equation (1.2) in their long time behaviors.

It is very interesting that (1.3) has the same blow-up rate as the DegasperisProcesi equation does when the blow-up occurs. This fact shows that the blow-up rate of the Degasperis-Procesi equation is not affected by the weakly dissipative term. But the occurrence of blow-up of (1.2) is affected by the dissipative parameter.

It should be noticed that the weakly dissipative term breaks the conservation laws of the following Degasperis-Procesi equation [19]:

$$
E_{1}(u)=\int_{\mathbb{R}} y d x, \quad E_{2}(u)=\int_{\mathbb{R}} y v d x, \quad E_{3}(u)=\int_{\mathbb{R}} u^{3} d x
$$

where $y=\left(1-\partial_{x}^{2}\right) u$ and $v=\left(4-\partial_{x}^{2}\right)^{-1} u$, which play an important role in the study of the Degasperis-Procesi equation $[5,24,25,35,48,49,50,51]$.

Notation. As above and henceforth, we denote by $*$ the convolution. We write $\hat{f}$ as the Fourier transform of $f$. We also use (, ) to represent the standard inner product in $L^{2}(\mathbb{R})$. For $1 \leq p \leq \infty$, the norm in the Lebesgue space $L^{p}$ will be written $\|\cdot\|_{L^{p}}$, while $\|\cdot\|_{r}, r \geq 0$, will stand for the norm in the classical Sobolev spaces $H^{r}(\mathbb{R})$.
2. Local well-posedness and blow-up. In this section, we establish the local well-posedness of (1.3), derive a precise blow-up scenario, and present two blow-up criteria for strong solutions to (1.3).

Note that if $p(x)=\frac{1}{2} e^{-|x|}, x \in \mathbb{R}$, then $\left(1-\partial_{x}^{2}\right)^{-1} f=p * f$ for all $f \in L^{2}(\mathbb{R})$ and $p * y=u$. Using this identity, we can rewrite (1.3) as follows:

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}+\partial_{x} p *\left(\frac{3}{2} u^{2}\right)+\lambda u=0, \quad t>0, \quad x \in \mathbb{R},  \tag{2.1}\\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R} .
\end{array}\right.
$$

Using Kato's semigroup approach along lines very similar to [48], one obtains the local well-posedness of (1.3) or (2.1).

THEOREM 2.1. Given $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$, there exist a maximal $T=T(\lambda$, $\left.\left\|u_{0}\right\|_{r}\right)>0$, and a unique solution $u$ to (1.3) (or (2.1)), such that

$$
u=u\left(\cdot, u_{0}\right) \in C\left([0, T) ; H^{r}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{r-1}(\mathbb{R})\right)
$$

and the solution depends continuously on the initial data; i.e., the mapping $u \rightarrow$ $u\left(\cdot, u_{0}\right): H^{r}(\mathbb{R}) \rightarrow C\left([0, T) ; H^{r}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{r-1}(\mathbb{R})\right)$ is continuous. Moreover, $T$ may be chosen independent of $r$ in the following sense. If

$$
u=u\left(\cdot, u_{0}\right) \in C\left([0, T) ; H^{r}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{r-1}(\mathbb{R})\right)
$$

to (1.3) (or (2.1)), and if $u_{0} \in H^{r^{\prime}}(\mathbb{R})$ for some $r^{\prime} \neq r, r^{\prime}>\frac{3}{2}$, then

$$
u \in C\left([0, T) ; H^{r^{\prime}}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{r^{\prime}-1}(\mathbb{R})\right)
$$

with the same $T$.
The following results are proved only with regard to $r=3$, since we can obtain the same conclusion for the general case $r>\frac{3}{2}$ by using Theorem 2.1 and a simple density argument.

We now present a precise blow-up scenario for strong solutions to (1.3).
Theorem 2.2. Given $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$, the solution of (1.3) (or (2.1)) blows up in a finite time $T>0$ if and only if

$$
\lim _{t \rightarrow T} \inf \left\{\inf _{x \in \mathbb{R}} u_{x}(t, x)\right\}=-\infty
$$

Proof. Let $T>0$ be the maximal time of existence of the solution $u$ to (1.3) (or (2.1)) with initial data $u_{0} \in H^{3}(\mathbb{R})$. By (1.3), we have

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbb{R}} y^{2} d x & =2 \int_{\mathbb{R}} y y_{t} d x  \tag{2.2}\\
& =-2 \int_{\mathbb{R}} u y y_{x} d x-6 \int_{\mathbb{R}} u_{x} y^{2} d x-2 \lambda \int_{\mathbb{R}} y^{2} d x \\
& =-5 \int_{\mathbb{R}} u_{x} y^{2} d x-2 \lambda \int_{\mathbb{R}} y^{2} d x
\end{align*}
$$

If $u_{0} \in H^{4}(\mathbb{R})$, then we can obtain by (1.3)
(2.3) $\frac{d}{d t} \int_{\mathbb{R}} y_{x}^{2} d x=2 \int_{\mathbb{R}} y_{x} y_{x t} d x$

$$
\begin{aligned}
& =-8 \int_{\mathbb{R}} u_{x} y_{x}^{2} d x-2 \int_{\mathbb{R}} u y_{x} y_{x x} d x-6 \int_{\mathbb{R}} u_{x x} y y_{x} d x-2 \lambda \int_{\mathbb{R}} y_{x}^{2} d x \\
& =-7 \int_{\mathbb{R}} u_{x} y_{x}^{2} d x+3 \int_{\mathbb{R}} u_{x} y^{2} d x-2 \lambda \int_{\mathbb{R}} y_{x}^{2} d x .
\end{aligned}
$$

As for $u_{0} \in H^{3}(\mathbb{R})$, we will show that (2.3) still holds. In fact, we can approximate $u_{0}$ in $H^{3}(\mathbb{R})$ by function $u_{0}^{n} \in H^{4}(\mathbb{R})$. Moreover, we write $u^{n}=u^{n}\left(\cdot, u_{0}^{n}\right)$ for the solution of (1.3) with initial data $u_{0}^{n}$.

By Theorem 2.1, we know that

$$
\begin{gathered}
u^{n} \in C\left(\left[0, T_{n}\right) ; H^{4}(\mathbb{R})\right) \cap C^{1}\left(\left[0, T_{n}\right) ; H^{3}(\mathbb{R})\right), \quad n \geq 1 \\
y^{n}=u^{n}-u_{x x}^{n} \in C\left(\left[0, T_{n}\right) ; H^{2}(\mathbb{R})\right) \cap C^{1}\left(\left[0, T_{n}\right) ; H^{1}(\mathbb{R})\right), \quad n \geq 1,
\end{gathered}
$$

$u^{n} \rightarrow u$ in $H^{3}(\mathbb{R})$, and $T_{n} \rightarrow T$ as $n \rightarrow \infty$.
Due to $u_{0}^{n} \in H^{4}(\mathbb{R})$, we have by (2.3)

$$
\frac{d}{d t} \int_{\mathbb{R}}\left(y_{x}^{n}\right)^{2} d x=-7 \int_{\mathbb{R}} u_{x}^{n}\left(y_{x}^{n}\right)^{2} d x+3 \int_{\mathbb{R}} u_{x}^{n}\left(y^{n}\right)^{2} d x-2 \lambda \int_{\mathbb{R}}\left(y_{x}^{n}\right)^{2} d x
$$

Since $u^{n} \rightarrow u$ in $H^{3}(\mathbb{R})$ as $n \rightarrow \infty$, it follows that $u_{x}^{n} \rightarrow u_{x}$ in $L^{\infty}(\mathbb{R})$ as $n \rightarrow \infty$. Also note that $y^{n} \rightarrow y$ in $H^{1}(\mathbb{R})$ and $y_{x}^{n} \rightarrow y_{x}$ in $L^{2}(\mathbb{R})$ as $n \rightarrow \infty$. Letting $n$ go to infinity in the above equation, we can easily deduce that (2.3) holds for $u_{0} \in H^{3}(\mathbb{R})$.

Adding (2.2) and (2.3), we get

$$
\begin{align*}
\frac{d}{d t}\left(\int_{\mathbb{R}} y^{2} d x+\int_{\mathbb{R}} y_{x}^{2} d x\right)= & -7 \int_{\mathbb{R}} u_{x} y_{x}^{2} d x-2 \int_{\mathbb{R}} u_{x} y^{2} d x \\
& -2 \lambda\left(\int_{\mathbb{R}} y^{2} d x+\int_{\mathbb{R}} y_{x}^{2} d x\right) \tag{2.4}
\end{align*}
$$

If $u_{x}$ is bounded from below on $[0, T)$, then there exists a positive constant $k$ such that $u_{x} \geq-k$ on $[0, T)$. Thus, we get by (2.4) and Gronwall's inequality

$$
\|y\|_{1}^{2} \leq \exp \{(7 k-2 \lambda) t\}\|y(0)\|_{1}^{2} .
$$

The above inequality implies that the $H^{3}$-norm of the solution $u$ of (1.3) does not blow up in finite time.

Next, we present two blow-up criteria for (1.3) guaranteeing the occurrence of this phenomenon. Let us first prove several useful lemmas.

Consider the following differential equation:

$$
\begin{cases}q_{t}=u(t, q), & t \in[0, T)  \tag{2.5}\\ q(0, x)=x, & x \in \mathbb{R}\end{cases}
$$

The system (2.5) is essential in deriving invariance properties for solutions of the Degasperis-Procesi equation [25, 35,51] and the Camassa-Holm equation [7, 9, 13]. It is thus natural to expect it would also be useful in the present context.

Applying classical results in the theory of ordinary differential equations, one can obtain the following two results on $q$ which are crucial in the proof of global existence and blow-up solutions.

Lemma 2.1 (see [51]). Let $u_{0} \in H^{r}(\mathbb{R}), r \geq 3$, and let $T>0$ be the maximal existence time of the corresponding solution $u$ to (1.3). Then (2.5) has a unique solution $q \in C^{1}([0, T) \times \mathbb{R}, \mathbb{R})$. Moreover, the map $q(t, \cdot)$ is an increasing diffeomorphism of $\mathbb{R}$ with

$$
q_{x}(t, x)=\exp \left(\int_{0}^{t} u_{x}(s, q(s, x)) d s\right)>0 \quad \forall(t, x) \in[0, T) \times \mathbb{R}
$$

Lemma 2.2. Let $u_{0} \in H^{r}(\mathbb{R}), r \geq 3$, and let $T>0$ be the maximal existence time of the corresponding solution $u$ to (1.3). Setting $y:=u-u_{x x}$, we have

$$
y(t, q(t, x)) q_{x}^{3}(t, x)=y_{0}(x) \exp \{-\lambda t\} \quad \forall(t, x) \in[0, T) \times \mathbb{R}
$$

Proof. Differentiation of the system (2.5) with respect to $x$ yields

$$
\left\{\begin{array}{l}
\frac{d}{d t} q_{x}=u_{x}(t, q) q_{x}, \quad t \in(0, T) \\
q_{x}(0, x)=1, \quad x \in \mathbb{R}
\end{array}\right.
$$

Let $g(t, x)=y(t, q(t, x)) q_{x}^{3}(t, x)$. By Lemma 2.1, we infer from (1.3) and (2.5) that

$$
\frac{d}{d t} g(t, x)=-\lambda g(t, x)
$$

Integrating the above relation with respect to $t<T$ on $[0, t]$ yields the desired result.

LEMMA 2.3. If $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$, then as long as the solution $u(t, x)$ given by Theorem 2.1 exists, we have

$$
\int_{\mathbb{R}} y(t, x) v(t, x) d x=\exp \{-2 \lambda t\} \int_{\mathbb{R}} y_{0}(x) v_{0}(x) d x
$$

where $y(t, x)=u(t, x)-u_{x x}(t, x)$ and $v(t, x)=\left(4-\partial_{x}^{2}\right)^{-1} u$. Moreover, we have

$$
\|u(t)\|_{L^{2}}^{2} \leq 4 \exp \{-2 \lambda t\}\left\|u_{0}\right\|_{L^{2}}^{2} .
$$

Proof. Let $T>0$ be the maximal time of existence of the solution $u$ to (1.3) (or (2.1)) with initial data $u_{0} \in H^{3}(\mathbb{R})$. By (1.3), we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} y v d x & =\frac{1}{2} \int_{\mathbb{R}} y_{t} v d x+\frac{1}{2} \int_{\mathbb{R}} y v_{t} d x=\int_{\mathbb{R}} y_{t} v d x \\
& =-\int_{\mathbb{R}} v y_{x} u d x-3 \int_{\mathbb{R}} v y u_{x} d x-\lambda \int_{\mathbb{R}} y v d x \\
& =-\int_{\mathbb{R}} v(y u)_{x} d x-2 \int_{\mathbb{R}} v y u_{x} d x-\lambda \int_{\mathbb{R}} y v d x .
\end{aligned}
$$

Using the relations $y=u-u_{x x}$ and $4 v-v_{x x}=u$, it yields

$$
\begin{aligned}
\int_{\mathbb{R}} v(y u)_{x} d x & =-\int_{\mathbb{R}} v_{x} y u d x=-\int_{\mathbb{R}} v_{x} u^{2} d x+\int_{\mathbb{R}} v_{x} u u_{x x} d x \\
& =-\int_{\mathbb{R}} v_{x} u^{2} d x-\int_{\mathbb{R}}\left(v_{x} u\right)_{x} u_{x} d x \\
& =-\int_{\mathbb{R}} v_{x} u^{2} d x-\int_{\mathbb{R}} v_{x x} u u_{x} d x-\int_{\mathbb{R}} v_{x} u_{x}^{2} d x \\
& =-\int_{\mathbb{R}} v_{x} u^{2} d x+\frac{1}{2} \int_{\mathbb{R}} v_{x x x} u^{2} d x-\int_{\mathbb{R}} v_{x} u_{x}^{2} d x \\
& =-\int_{\mathbb{R}} v_{x} u^{2} d x+\frac{1}{2} \int_{\mathbb{R}}\left(4 v_{x}-u_{x}\right) u^{2} d x-\int_{\mathbb{R}} v_{x} u_{x}^{2} d x \\
& =\int_{\mathbb{R}} v_{x} u^{2} d x-\int_{\mathbb{R}} v_{x} u_{x}^{2} d x .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
2 \int_{\mathbb{R}} v y u_{x} d x & =2 \int_{\mathbb{R}} v u u_{x} d x-2 \int_{\mathbb{R}} v u_{x x} u_{x} d x \\
& =-\int_{\mathbb{R}} v_{x} u^{2} d x+\int_{\mathbb{R}} v_{x} u_{x}^{2} d x
\end{aligned}
$$

Combining the above three relations, we deduce that

$$
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} y v d x=-\lambda \int_{\mathbb{R}} y v d x
$$

Consequently, this implies the first desired result. In view of the proved equality, it then follows that

$$
\begin{aligned}
\|u(t)\|_{L^{2}}^{2} & =\|\hat{u}(t)\|_{L^{2}}^{2} \leq 4 \int_{\mathbb{R}} \frac{1+\xi^{2}}{4+\xi^{2}}|\hat{u}(t, \xi)|^{2} d \xi \\
& =4(\hat{y}(t), \hat{v}(t))=4(y(t), v(t)) \\
& =4 \exp \{-2 \lambda t\}\left(y_{0}, v_{0}\right)=4 \exp \{-2 \lambda t\}\left(\hat{y}_{0}, \hat{v}_{0}\right) \\
& \leq 4 \exp \{-2 \lambda t\} \int_{\mathbb{R}} \frac{1+\xi^{2}}{4+\xi^{2}}\left|\hat{u}_{0}(\xi)\right|^{2} d \xi \\
& \leq 4 \exp \{-2 \lambda t\}\left\|\hat{u}_{0}\right\|_{L^{2}}^{2}=4 \exp \{-2 \lambda t\}\left\|u_{0}\right\|_{L^{2}}^{2}
\end{aligned}
$$

This completes the proof of the lemma.
Lemma 2.4. Assume $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$. Let $T$ be the maximal existence time of the solution $u$ to (1.3) guaranteed by Theorem 2.1. Then we have

$$
\|u(t)\|_{L^{\infty}} \leq \exp \{-\lambda t\}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right) \quad \forall t \in[0, T]
$$

Proof. Let $T>0$ be the maximal time of existence of the solution $u$ to (1.3) with the initial data $u_{0} \in H^{3}(\mathbb{R})$. By (2.5), we get

$$
\begin{aligned}
\frac{d u(t, q(t, x))}{d t} & =u_{t}(t, q(t, x))+u_{x}(t, q(t, x)) \frac{d q(t, x)}{d t} \\
& =\left(u_{t}+u u_{x}\right)(t, q(t, x))
\end{aligned}
$$

By (2.1), we have

$$
u_{t}+u u_{x}=-3 p *\left(u u_{x}\right)-\lambda u
$$

Note that

$$
\begin{aligned}
-3 p *\left(u u_{x}\right) & =-\frac{3}{2} \int_{-\infty}^{+\infty} e^{-|x-\eta|} u u_{\eta} d \eta \\
& =-\frac{3}{2} \int_{-\infty}^{x} e^{-x+\eta} u u_{\eta} d \eta-\frac{3}{2} \int_{x}^{+\infty} e^{x-\eta} u u_{\eta} d \eta \\
& =\frac{3}{4} \int_{-\infty}^{x} e^{-|x-\eta|} u^{2} d \eta-\frac{3}{4} \int_{x}^{+\infty} e^{-|x-\eta|} u^{2} d \eta
\end{aligned}
$$

It then follows that

$$
-\frac{3}{4} \int_{q(t, x)}^{+\infty} e^{-|q(t, x)-\eta|} u^{2} d \eta \leq \frac{d u(t, q(t, x))}{d t}+\lambda u(t, q(t, x)) \leq \frac{3}{4} \int_{-\infty}^{q(t, x)} e^{-|q(t, x)-\eta|} u^{2} d \eta
$$

It thus transpires that

$$
\left|\frac{d u(t, q(t, x))}{d t}+\lambda u(t, q(t, x))\right| \leq \frac{3}{4} \int_{-\infty}^{+\infty} e^{-|q(t, x)-\eta|} u^{2} d \eta \leq \frac{3}{4}\|u(t)\|_{L^{2}}^{2}
$$

In view of Lemma 2.3, we have

$$
\left|\frac{d u(t, q(t, x))}{d t}+\lambda u(t, q(t, x))\right| \leq 3 \exp \{-2 \lambda t\}\left\|u_{0}\right\|_{L^{2}}^{2}
$$

Integrating the above inequality with respect to $t<T$ on $[0, t]$ yields

$$
\left|\exp \{\lambda t\} u(t, q(t, x))-u_{0}(x)\right| \leq \frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}
$$

Thus,

$$
\begin{align*}
|u(t, q(t, x))| & \leq\|u(t, q(t, x))\|_{L^{\infty}} \\
& \leq \exp \{-\lambda t\}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right) \tag{2.6}
\end{align*}
$$

Using the Sobolev embedding to ensure the uniform boundedness of $u_{x}(s, \eta)$ for $(s, \eta) \in[0, t] \times \mathbb{R}$ with $t \in[0, T)$, in view of Lemma 2.1, we get for every $t \in[0, T)$ a constant $C(t)>0$ such that

$$
e^{-C(t)} \leq q_{x}(t, x) \leq e^{C(t)}, \quad x \in \mathbb{R}
$$

We deduce from the above equation that the function $q(t, \cdot)$ is strictly increasing on $\mathbb{R}$ with $\lim _{x \rightarrow \pm \infty} q(t, x)= \pm \infty$ as long as $t \in[0, T)$. Thus, by (2.6) we can obtain

$$
\|u(t, x)\|_{L^{\infty}}=\|u(t, q(t, x))\|_{L^{\infty}} \leq \exp \{-\lambda t\}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)
$$

This completes the proof of Lemma 2.4.
We are now in the position to present the first blow-up result.
Theorem 2.3. Let $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$, and assume that there exists $x_{0} \in \mathbb{R}$ such that

$$
u_{0}^{\prime}\left(x_{0}\right)<-\frac{1}{2} \lambda-\frac{1}{2} \sqrt{\lambda^{2}+6\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)^{2}}
$$

Then the corresponding solution of (1.3) blows up in finite time.
Proof. Let $T>0$ be the existence time of the solution $u(t, \cdot)$ of (1.3) (or (2.1)) with the initial data $u_{0} \in H^{3}(\mathbb{R})$. Differentiating (2.1) with respect to $x$, in view of $\partial_{x}^{2} p * f=p * f-f$, we get

$$
\begin{equation*}
u_{t x}=-u_{x}^{2}-u u_{x x}+\frac{3}{2} u^{2}-p *\left(\frac{3}{2} u^{2}\right)-\lambda u_{x} \tag{2.7}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\frac{d u_{x}(t, q(t, x))}{d t} & =u_{x t}(t, q(t, x))+u_{x x}(t, q(t, x)) \frac{d q(t, x)}{d t} \\
& =u_{t x}(t, q(t, x))+u(t, q(t, x)) u_{x x}(t, q(t, x))
\end{aligned}
$$

Thus, we have

$$
\begin{align*}
\frac{d u_{x}(t, q(t, x))}{d t}= & -u_{x}^{2}(t, q(t, x))+\frac{3}{2} u^{2}(t, q(t, x)) \\
& -p *\left(\frac{3}{2} u^{2}(t, q(t, x))-\lambda u_{x}(t, q(t, x))\right. \tag{2.8}
\end{align*}
$$

In view of $p *\left(\frac{3}{2} u^{2}\right)(t, q(t, x)) \geq 0$, we infer from (2.8) and Lemma 2.4 that

$$
\begin{aligned}
\frac{d u_{x}(t, q(t, x))}{d t} & \leq-u_{x}^{2}(t, q(t, x))-\lambda u_{x}(t, q(t, x))+\frac{3}{2} u^{2}(t, q(t, x)) \\
& \leq-u_{x}^{2}(t, q(t, x))-\lambda u_{x}(t, q(t, x))+\frac{3}{2}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)^{2}
\end{aligned}
$$

Set $m(t)=u_{x}\left(t, q\left(t, x_{0}\right)\right)$ and

$$
\alpha^{2}=\frac{3}{2}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)^{2}
$$

Then we obtain

$$
\begin{aligned}
\frac{d m(t)}{d t} & \leq-m^{2}(t)-\lambda m(t)+\alpha^{2} \\
& =-\frac{1}{4}\left(2 m(t)+\lambda-\sqrt{\lambda^{2}+4 \alpha^{2}}\right)\left(2 m(t)+\lambda+\sqrt{\lambda^{2}+4 \alpha^{2}}\right)
\end{aligned}
$$

From the hypothesis, we have $m(0)<-\frac{1}{2} \lambda-\frac{1}{2} \sqrt{\lambda^{2}+4 \alpha^{2}}$, and thus $\left.\frac{d m}{d t}\right|_{t=0}<0$. By continuity with respect to $t$ of $m(t)$, we have $\frac{d m}{d t}<0$ for all $t \in[0, T)$. Therefore, $m(t)<-\frac{1}{2} \lambda-\frac{1}{2} \sqrt{\lambda^{2}+4 \alpha^{2}}$ for all $t \in[0, T)$. Thus, we can solve the above inequality to obtain

$$
\frac{2 m(0)+\lambda+\sqrt{\lambda^{2}+4 \alpha^{2}}}{2 m(0)+\lambda-\sqrt{\lambda^{2}+4 \alpha^{2}}} \exp \left\{\sqrt{\lambda^{2}+4 \alpha^{2}} t\right\}-1 \leq \frac{2 \sqrt{\lambda^{2}+4 \alpha^{2}}}{2 m(t)+\lambda-\sqrt{\lambda^{2}+4 \alpha^{2}}} \leq 0
$$

Since

$$
0<\frac{2 m(0)+\lambda+\sqrt{\lambda^{2}+4 \alpha^{2}}}{2 m(0)+\lambda-\sqrt{\lambda^{2}+4 \alpha^{2}}}<1
$$

there exists $T$ satisfying

$$
T \leq \frac{1}{\sqrt{\lambda^{2}+4 \alpha^{2}}} \ln \left(\frac{2 m(0)+\lambda-\sqrt{\lambda^{2}+4 \alpha^{2}}}{2 m(0)+\lambda+\sqrt{\lambda^{2}+4 \alpha^{2}}}\right)
$$

such that $\lim _{t \uparrow T} m(t)=-\infty$. Hence, the above theorem is proved according to Theorem 2.2.

We give the second criterion that guarantees the blow-up of the solutions of (1.3).
THEOREM 2.4. Assume that $u_{0} \in H^{r}(\mathbb{R})\left(r>\frac{3}{2}\right)$ is odd, and $u_{0}^{\prime}(0)<-\lambda$. Then the corresponding solution of (1.3) blows up in finite time.

Proof. Let $T>0$ be the maximal time of existence of the solution $u$ to (1.3) (or (2.1)) with initial data $u_{0} \in H^{3}(\mathbb{R})$. As one can check, the function

$$
v(t, x):=-u(t,-x), \quad t \in[0, T), \quad x \in \mathbb{R}
$$

is also a solution of $(1.3)$ in $C\left([0, T) ; H^{3}(\mathbb{R}) \bigcap C^{1}\left([0, T) ; H^{2}(\mathbb{R})\right.\right.$ with initial data $u_{0}$. By uniqueness we conclude that $v \equiv u$, and therefore $u(t, \cdot)$ is odd for any $t \in[0, T)$. In particular, by continuity with respect to the spatial variable of $u$ and $u_{x x}$, we get

$$
u(t, 0)=u_{x x}(t, 0)=0, \quad t \in[0, T)
$$

Define $h(t):=u_{x}(t, 0)$ for $t \in[0, T)$. Note that $h \in C^{1}([0, T), \mathbb{R})$. From (2.7), we get

$$
\begin{aligned}
\frac{d h}{d t}(t) & =-h^{2}(t)-\lambda h(t)-p *\left(\frac{3}{2} u^{2}\right) \\
& \leq-(h(t)+\lambda) h(t), \quad t \in[0, T) .
\end{aligned}
$$

From the hypothesis, we have $h(0)<-\lambda$. Therefore, $h(t)<-\lambda$ for all $t \in[0, T)$. Solving the above inequality, we get

$$
1-\frac{h(0)}{h(0)+\lambda} \exp \{-\lambda t\} \leq \frac{\lambda}{h(t)+\lambda} \leq 0
$$

Since

$$
\frac{h(0)}{h(0)+\lambda}>1
$$

we conclude that there exists $T$ and

$$
T \leq \frac{1}{\lambda} \ln \frac{h(0)}{h(0)+\lambda}
$$

such that $\lim _{t \uparrow T} h(t)=-\infty$. We complete the proof of the theorem by Theorem 2.2.
3. Blow-up rate. In this section, we give more insight into the blow-up mechanism for the wave-breaking solutions to (1.3).

Lemma 3.1 (see [10]). Let $T>0$ and $v \in C^{1}\left([0, T) ; H^{2}(\mathbb{R})\right)$; then for every $t \in[0, T)$ there exists at least one point $\xi(t) \in \mathbb{R}$ with

$$
m(t):=\inf _{x \in \mathbb{R}} v_{x}(t, x)=v_{x}(t, \xi(t))
$$

The function $m(t)$ is a.e. differentiable on $(0, T)$ with

$$
\frac{d m}{d t}=v_{t x}(t, \xi(t)) \text { a.e. on }(0, T)
$$

ThEOREM 3.1. Let $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$, and let $T>0$ be the maximal existence time of the corresponding solution to (1.3). If $T$ is finite, we have

$$
\lim _{t \rightarrow T}(T-t) \inf _{x \in \mathbb{R}} u_{x}(t, x)=-1
$$

Proof. Let $T>0$ be the maximal time of existence of the solution $u$ to (1.3) (or (2.1)) with initial data $u_{0} \in H^{3}(\mathbb{R})$. We already know by Theorem 2.2 that

$$
\begin{equation*}
\lim _{t \rightarrow T} \inf \left\{\inf _{x \in \mathbb{R}} u_{x}(t, x)\right\}=-\infty \tag{3.1}
\end{equation*}
$$

We know that $u(x, t) \in C^{1}\left([0, T) ; H^{2}(\mathbb{R})\right)$ by Theorem 2.1 ; then we infer from Lemma 3.1 that, for every $t \in[0, T)$, there exists at least one point $\xi(t) \in \mathbb{R}$ with $u_{x}(t, \xi(t))=$ $\inf _{x \in \mathbb{R}} u_{x}(t, x)$. Let

$$
m(t)=u_{x}(t, \xi(t))=\inf _{x \in \mathbb{R}} u_{x}(t, x)
$$

then $u_{x x}(t, \xi(t))=0$ for all $t \in[0, T)$. From (2.7) we have

$$
\begin{equation*}
\frac{d m}{d t}+m^{2}(t)+\lambda m(t)=\frac{3}{2} u^{2}(t, \xi(t))-p *\left(\frac{3}{2} u^{2}(t, \xi(t))\right) \text { a.e. on }(0, T) \tag{3.2}
\end{equation*}
$$

By Lemmas 2.3-2.4, we have for $t \in[0, T)$ that

$$
\begin{aligned}
& \left|\frac{3}{2} u^{2}(t, \xi(t))-p *\left(\frac{3}{2} u^{2}(t, \xi(t))\right)\right| \\
\leq & \left|\frac{3}{2} u^{2}(t, \xi(t))\right|+\left|\frac{3}{4} \int_{\mathbb{R}} e^{-|\xi(t)-\eta|} u^{2}(t, \eta) d \eta\right| \\
\leq & \frac{3}{2}\|u\|_{L^{\infty}}^{2}+\frac{3}{4}\|u\|_{L^{2}}^{2} \\
\leq & \frac{3}{2}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)^{2}+3\left\|u_{0}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Set

$$
\beta=\frac{3}{2}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)^{2}+3\left\|u_{0}\right\|_{L^{2}}^{2} .
$$

We infer from (3.2) that

$$
\left|\frac{d m}{d t}+m^{2}(t)+\lambda m(t)\right| \leq \beta \text { a.e. on }(0, T) .
$$

Hence,

$$
\begin{equation*}
-\beta-\frac{1}{4} \lambda^{2} \leq \frac{d m}{d t}+\left(m(t)+\frac{1}{2} \lambda\right)^{2} \leq \beta+\frac{1}{4} \lambda^{2} \text { a.e. on }(0, T) \text {. } \tag{3.3}
\end{equation*}
$$

Let $\varepsilon \in(0,1)$. Since $\lim _{t \rightarrow T} \inf \left(m(t)+\frac{1}{2} \lambda\right)=-\infty\left(\right.$ by (3.1)), there is some $t_{0} \in(0, T)$ with $m\left(t_{0}\right)+\frac{1}{2} \lambda<0$ and

$$
\left(m\left(t_{0}\right)+\frac{1}{2} \lambda\right)^{2}>\frac{1}{\varepsilon}\left(\beta+\frac{1}{4} \lambda^{2}\right)
$$

We claim that

$$
\begin{equation*}
\left(m(t)+\frac{1}{2} \lambda\right)^{2}>\frac{1}{\varepsilon}\left(\beta+\frac{1}{4} \lambda^{2}\right), \quad t \in\left[t_{0}, T\right) \tag{3.4}
\end{equation*}
$$

In fact, since $m(t)$ is locally Lipschitz (it belongs to $W_{\text {loc }}^{1, \infty}(\mathbb{R})$ by Theorem 2.1), there is some $\delta>0$ such that

$$
\left(m(t)+\frac{1}{2} \lambda\right)^{2}>\frac{1}{\varepsilon}\left(\beta+\frac{1}{4} \lambda^{2}\right), \quad t \in\left(t_{0}, t_{0}+\delta\right)
$$

From (3.3), we have

$$
\frac{d m}{d t}<(\varepsilon-1)\left(m(t)+\frac{1}{2} \lambda\right)^{2}<0, \quad t \in\left(t_{0}, t_{0}+\delta\right) \text { a.e. on }(0, T) .
$$

Being locally Lipschitz, the function $m(t)$ is absolutely continuous. Therefore, by integrating the above relation on $\left[t_{0}, t_{0}+\delta\right]$, we obtain that $m\left(t_{0}+\delta\right) \leq m\left(t_{0}\right)$. Thus,

$$
m\left(t_{0}+\delta\right)+\frac{1}{2} \lambda \leq m\left(t_{0}\right)+\frac{1}{2} \lambda<0 .
$$

By the above inequality, we have

$$
\left(m\left(t_{0}+\delta\right)+\frac{1}{2} \lambda\right)^{2} \geq\left(m\left(t_{0}\right)+\frac{1}{2} \lambda\right)^{2}>\frac{1}{\varepsilon}\left(\beta+\frac{1}{4} \lambda^{2}\right) .
$$

The relation (3.4) is proved by a continuous extension.
A combination of (3.3) with (3.4) enables us to infer that

$$
\begin{equation*}
-1-\varepsilon<\frac{\frac{d m}{d t}}{\left(m(t)+\frac{1}{2} \lambda\right)^{2}}<-1+\varepsilon \text { a.e. on }\left(t_{0}, T\right) \text {. } \tag{3.5}
\end{equation*}
$$

For $t \in\left(t_{0}, T\right)$, integrating (3.5) on $(t, T)$, we obtain

$$
-1-\varepsilon<\frac{1}{\left(m(t)+\frac{1}{2} \lambda\right)(T-t)}<-1+\varepsilon, \quad t \in\left(t_{0}, T\right) .
$$

Letting $\varepsilon$ go to zero, we obtain

$$
\lim _{t \rightarrow T}\left[\left(m(t)+\frac{1}{2} \lambda\right)(T-t)\right]=-1
$$

that is,

$$
\lim _{t \rightarrow T}(T-t) m(t)=-1
$$

This completes the proof of the theorem.
Remark 3.1. Although the occurrence of blow-up of strong solutions to (1.3) is affected by the dissipative parameter (see Theorems $2.3-2.4$ ), Theorem 3.1 shows that the blow-up rate of strong solutions to the Degasperis-Procesi equation [24] is not affected by the weakly dissipative term.
4. Global solution and its decay. In this section we will show that there exist global strong solutions to (1.3) and these global solutions decay to zero as time goes to infinity provided the initial data $u_{0}$ satisfy certain sign conditions.

Theorem 4.1. Assume $u_{0} \in H^{r}(\mathbb{R}), r>\frac{3}{2}$. If $y_{0}=u_{0}-u_{0, x x}$ does not change sign on $\mathbb{R}$, then (1.3) (or (2.1)) has a global strong solution

$$
u=u\left(\cdot, u_{0}\right) \in C\left([0, \infty) ; H^{r}(\mathbb{R})\right) \cap C^{1}\left([0, \infty) ; H^{r-1}(\mathbb{R})\right)
$$

Moreover, the global solution decays to 0 in the $H^{1}$-norm and the $H^{3}$-norm as time goes to infinity.

Proof. Let $T>0$ be the maximal time of existence of the solution $u$ to (1.3) (or (2.1)) with initial data $u_{0} \in H^{3}(\mathbb{R})$. We first consider the case where $y_{0} \geq 0$ on $\mathbb{R}$. If $y_{0} \geq 0$, then Lemmas 2.1-2.2 ensure that $y \geq 0$ for all $t \in[0, T)$. Using $u=p * y$ and the positivity of $p$, we infer that $u(t, \cdot) \geq 0$ for all $t \geq 0$. Note that

$$
u(t, x)=\frac{e^{-x}}{2} \int_{-\infty}^{x} e^{\eta} y(t, \eta) d \eta+\frac{e^{x}}{2} \int_{x}^{\infty} e^{-\eta} y(t, \eta) d \eta
$$

and

$$
u_{x}(t, x)=-\frac{e^{-x}}{2} \int_{-\infty}^{x} e^{\eta} y(\eta) d \eta+\frac{e^{x}}{2} \int_{x}^{\infty} e^{-\eta} y(\eta) d \eta
$$

From the above two equations, we deduce that

$$
\begin{align*}
& u(t, x)+u_{x}(t, x)=e^{x} \int_{x}^{\infty} e^{-\eta} y(t, \eta) d \eta \\
& u(t, x)-u_{x}(t, x)=e^{-x} \int_{-\infty}^{x} e^{\eta} y(t, \eta) d \eta \tag{4.1}
\end{align*}
$$

By (4.1) and $y \geq 0$ for all $t \in[0, T)$, we obtain, for $t \in[0, T)$,

$$
\begin{equation*}
\left|u_{x}(t, x)\right| \leq u(t, x) \quad \forall(t, x) \in[0, T) \times \mathbb{R} \tag{4.2}
\end{equation*}
$$

By Lemma 2.4, we have

$$
\begin{align*}
\left|u_{x}(t, x)\right| & \leq u(t, x) \\
& \leq \exp \{-\lambda t\}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right) \quad \forall(t, x) \in[0, T) \times \mathbb{R} \tag{4.3}
\end{align*}
$$

The above inequality and Theorem 2.2 imply that $T=\infty$. This proves that the solution $u$ exists globally in time.

Multiplying (1.3) by $u$ and integrating by parts, in view of (4.2) and Lemmas $2.3-2.4$, we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left(u^{2}+u_{x}^{2}\right) d x+\lambda \int_{\mathbb{R}}\left(u^{2}+u_{x}^{2}\right) d x \\
= & -4 \int_{\mathbb{R}} u^{2} u_{x} d x+3 \int_{\mathbb{R}} u u_{x} u_{x x} d x+\int_{\mathbb{R}} u^{2} u_{x x x} d x \\
= & -\frac{1}{2} \int_{\mathbb{R}} u_{x}^{3} d x \leq \frac{1}{2} \int_{\mathbb{R}} u^{3} d x \leq \frac{1}{2}\|u\|_{L^{\infty}} \int_{\mathbb{R}} u^{2} d x \\
\leq & 2 \exp \{-3 \lambda t\}\left(\frac{3}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}+\left\|u_{0}\right\|_{L^{\infty}}\right)\left\|u_{0}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Integrating the above inequality with respect to $t$, we have

$$
\|u(t)\|_{1}^{2} \leq \exp \{-2 \lambda t\}\left(\frac{12}{\lambda^{2}}\left\|u_{0}\right\|_{L^{2}}^{4}+\frac{4}{\lambda}\left\|u_{0}\right\|_{L^{2}}^{2}\left\|u_{0}\right\|_{L^{\infty}}+\left\|u_{0}\right\|_{1}^{2}\right)
$$

This shows that the corresponding global solution with $y_{0} \geq 0$ decays to 0 in the $H^{1}$-norm.

By (4.3), we obtain that $-u_{x} \leq \frac{\lambda}{7}$ for sufficiently large $t$. This yields, in combination with (2.4) and Gronwall's inequality,

$$
\|y\|_{1}^{2} \leq e^{-\lambda t}\left\|y_{0}\right\|_{1}^{2}
$$

for large $t$. The above inequality implies that the corresponding global solution with $y_{0} \geq 0$ decays to 0 in the $H^{3}$-norm. This completes the proof of the theorem with the assumption $y_{0} \geq 0$ on $\mathbb{R}$. In the case when $y_{0}(x) \leq 0$ on $\mathbb{R}$, one can repeat the above proof to get the desired result.

Remark 4.1. Note that the global solution to the Degasperis-Procesi equation does not generally decay to zero as time goes to infinity [35]. Theorem 4.1 shows that there is a considerable difference between (1.3) and the Degasperis-Procesi equation in their long time behaviors. More precisely, the energy dissipation will affect the long time behavior of global solutions to the Degasperis-Procesi equation.

Remark 4.2. It is well known that the Degasperis-Procesi equation has peaked traveling wave solutions. Theorem 4.1 shows that global $H^{3}$-solutions with $y_{0}$ of one sign decay in the $H^{1}$-norm and the $H^{3}$-norm. Lemma 2.4 shows that any global solution decays in the $L^{\infty}$-norm. This means that there are no traveling wave solutions of the dissipative equation (1.3). This is also another considerable difference between (1.3) and the Degasperis-Procesi equation in their long time behaviors.
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#### Abstract

The volume-preserving fourth order surface diffusion flow has constant mean curvature hypersurfaces as stationary solutions. We show nonlinear stability of certain stationary curves in the plane which meet an exterior boundary with a prescribed contact angle. Methods include semigroup theory, energy arguments, geometric analysis, and variational calculus.
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1. Introduction. The surface diffusion flow

$$
\begin{equation*}
V=-\Delta_{S} \kappa \tag{1.1}
\end{equation*}
$$

is a geometrical evolution law which describes the surface dynamics for phase interfaces, when mass diffusion occurs only within the interface. Here $V$ is the normal velocity of the evolving surface, $\Delta_{S}$ is the surface Laplacian, and $\kappa$ is the mean curvature of the surface. The flow (1.1) was first proposed by Mullins [20] in works concerned with thermal grooving. A derivation of (1.1) within rational thermodynamics was given by Davi and Gurtin [7]. In [22], Cahn and Taylor showed that (1.1) is the $H^{-1}$-gradient flow of the area functional, and in [5], Cahn, Elliott, and NovickCohen used formal asymptotics to derive (1.1) as the sharp interface limit of the Cahn-Hilliard equation with degenerate mobility. Further, the motion given by (1.1) has the significant geometrical properties that for closed embedded hypersurfaces the enclosed volume is preserved and surface area decreases in time (see, e.g., [10, 12]). The evolution law (1.1) leads to a fourth order parabolic equation which is in contrast to the second order mean curvature flow $V=\kappa$. We remark that the mean curvature flow is also area decreasing but changes the enclosed volume.

In this paper we study the motion by surface diffusion for curves in cases where the interface intersects an external boundary. More precisely, we consider the following problem. Let $\Omega$ be an open bounded domain in $\mathbb{R}^{2}$. We look for evolving curves $\Gamma=\left\{\Gamma_{t}\right\}_{t \geq 0}$ lying in $\Omega$ with $\partial \Gamma \subset \partial \Omega$ and satisfying

$$
\begin{equation*}
V=-\kappa_{s s} \tag{1.2}
\end{equation*}
$$

for all points on $\Gamma_{t}$ with the boundary conditions

$$
\begin{cases}\Gamma_{t} \perp \partial \Omega & \left(90^{\circ}\right. \text {-angle condition) }  \tag{1.3}\\ \kappa_{s}=0 & \text { (no-flux condition) }\end{cases}
$$

[^25]at $\Gamma_{t} \cap \partial \Omega$, where a subscript $s$ denotes differentiation with respect to the arc-length parameter of the evolving curve $\Gamma_{t}$. The boundary conditions (1.3) are the natural boundary conditions when viewing the flow as the $H^{-1}$-gradient flow of the length functional. It is not difficult to show that under the surface diffusion flow (1.2) with the boundary conditions (1.3) the areas enclosed by $\Gamma_{t}$ and $\partial \Omega$ are preserved and the length of $\Gamma_{t}$ decreases in time. We also find that an arc of a circle or a line segment is stationary under (1.2) and (1.3). Our goal in this paper is to show a nonlinear stability result for stationary solutions to (1.2) and (1.3). A proof of such a result is difficult due to the area-preserving property and due to the fact that highly nonlinear boundary conditions appear. We remark that for nonlinear boundary conditions satisfactory stability results are not available within the context of semigroup theory. We also remark that it is not possible to use methods based on maximum or comparison principles which have been used for mean curvature flow; see $[8,9]$.

For closed curves evolving by surface diffusion, Elliott and Garcke [10] showed a global existence result in the case that the initial curve is close to a circle. In addition, they proved nonlinear stability of circles under surface diffusion. Escher, Mayer, and Simonett [12] generalized the result in [10] to the higher-dimensional case. For evolving curves which come into contact with the outer boundary, Garcke, Ito, and Kohsaka [13] studied the linearized stability of stationary curves for (1.2) and (1.3). They derived a linearized stability criterion by extending the work for mean curvature flow of $[8,9,15]$ to motion by surface diffusion. For three evolving curves with a triple junction in the case that the outer boundary $\partial \Omega$ is a rectangle [11, 16] or a triangle [17], global existence results when the initial curve is a small perturbation of a certain stationary curve have been shown. Also, nonlinear stability of this stationary curve can be shown.

Since the proof of nonlinear stability will depend heavily on the linear stability criterion derived in [13], we will now state it in detail. Let $\Gamma^{*}$ be a stationary curve parameterized by $X^{*}$ such that

$$
\Gamma^{*}=\left\{X^{*}(\sigma) \mid \sigma \in\left[l_{-}, l_{+}\right]\right\}
$$

where $\sigma$ is the arc-length parameter along $\Gamma^{*}$ and $X^{*}\left(l_{ \pm}\right) \in \partial \Omega$. Further, we denote by $\kappa^{*}$ the curvature of $\Gamma^{*}$ and by $h_{ \pm}^{*}$ the curvature of $\partial \Omega$ at $X^{*}\left(l_{ \pm}\right)$, where we assume the sign convention that $h_{ \pm}^{*}$ is negative if $\Omega$ is convex. Then the linearized stability criterion requires that

$$
\begin{equation*}
I^{*}[w, w]=\int_{l_{-}}^{l_{+}}\left\{w_{\sigma}^{2}-\left(\kappa^{*}\right)^{2} w^{2}\right\} d \sigma+h_{+}^{*}\left(\left.w^{2}\right|_{\sigma=l_{+}}\right)+h_{-}^{*}\left(\left.w^{2}\right|_{\sigma=l_{-}}\right) \tag{1.4}
\end{equation*}
$$

is positive for all $w \in H^{1}\left(\Gamma^{*}\right)$ with mean value zero. In [13] this criterion was derived by studying the stability of the linearized problem. The same bilinear form also appears if one computes the second variation of the length functional taking boundary contacts into account; see, e.g., Vogel [23]. We refer the reader to section 7 of [13] for several examples in which the linearized stability criterion has been applied. In the papers $[2,3]$ numerical results on the stability of stationary solutions for surface diffusion are presented.

Our methods to obtain a nonlinear stability result are the following. First we introduce new curvilinear coordinates in order to derive an appropriate parameterization for which we can formulate (1.2) and (1.3) in a PDE setting. We then prove a local existence result, where the local existence time depends only on the $C^{2+\alpha}$-norm
$(0<\alpha<1)$ of the initial curve. This is very helpful for a global existence result because we need a priori estimates only up to two spatial derivatives. In fact, by applying an energy method as in $[6,10,16,17]$ to a resulting evolution equation for the curvature, we can derive an a priori estimate of the $L^{2}$-norm of $\kappa_{s}$, which implies the boundedness of the $C^{2+\alpha}$-norm $(0<\alpha<1 / 2)$ of the solution for $t>0$. In the derivation of this a priori estimate, the linearized stability criterion developed in [13] is used. In addition, we need to understand the set of stationary solutions. We can use a result by Vogel [23] which guarantees that linearly stable stationary solutions are strict local minimizers of the length functional under an area constraint. We also show that in the neighborhood of the linearly stable stationary solution other stationary solutions can be represented as a one parameter family, where the parameter is the enclosed area. This implies that the linearly stable stationary solution is isolated, a fact which will be important in order to study the long time behavior of solutions.

This paper proceeds as follows. In section 2, a parameterization established in [13] is employed for the geometric evolution equation (1.2) with boundary conditions (1.3). As a consequence, we obtain a nonlinear fourth order parabolic PDE with nonlinear boundary conditions. We show a local existence result for this nonlinear parabolic problem. For the reader's convenience we show an essential part of the proof of the local existence result in Appendix A. In section 3, an evolution equation for the curvature is derived together with some geometric identities. The evolution equation for the curvature allows it to apply an energy method as in $[6,10,16,17]$. In section 4 , we first derive a priori estimates for the length of $\Gamma_{t}$ and the $L^{2}$-norm of $\kappa_{s}$ when $\Gamma_{t}$ is close to a linearly stable stationary curve. These estimates imply the boundedness of the $C^{2+\alpha}$-norm $(0<\alpha<1 / 2)$ of the solution for $t>0$, so that the global existence result is proven when the initial curve is close to a linearly stable stationary curve. Finally, in section 5 , we show nonlinear stability of linearly stable stationary curves.
2. Local existence and uniqueness. In order to derive local existence and uniqueness for the geometric evolution equation (1.2) with the boundary conditions (1.3), we employ a parameterization which was established in [13]. We remark that our parameterization describes the curves close to a stationary curve by a modified distance function over a fixed interval and leads to a single PDE in contrast to parameterizations used, e.g., in Bronsard and Reitich [4] which involve vector-valued functions and lead to a system of PDEs. We also want to avoid arc-length parameterizations, as they lead to time-dependent parameter intervals, which is less convenient for semigroup theory. For the reader's convenience, we give a detailed derivation of our parameterization in the following.

Let $\Omega \subset \mathbb{R}^{2}$ be a domain such that

$$
\Omega=\left\{x \in \mathbb{R}^{2} \mid \psi(x)<0\right\}, \quad \partial \Omega=\left\{x \in \mathbb{R}^{2} \mid \psi(x)=0\right\}
$$

with a smooth function $\psi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ fulfilling $\nabla \psi(x) \neq 0$ for $x$ with $\psi(x)=0$.
Also, let $\Gamma^{*}$ be a stationary curve under the flow (1.2) and (1.3); i.e., $\Gamma^{*}$ has constant curvature $\kappa^{*}$. We now introduce an arc-length parameterization of $\Gamma^{*}$ in the form

$$
\Gamma^{*}=\left\{\Phi^{*}(\sigma) \mid \sigma \in\left[l_{-}, l_{+}\right]\right\}
$$

where $\Phi^{*}$ is a mapping from $\left[l_{-}, l_{+}\right]$to $\mathbb{R}^{2}$ and $l_{+}-l_{-}$is the total length of $\Gamma^{*}$. Note that we can extend $\Gamma^{*}$ naturally either to the full circle when $\Gamma^{*}$ is an arc of a circle
or to a straight line when $\Gamma^{*}$ is a line segment. We set

$$
\bar{l}:= \begin{cases}\pi /\left|\kappa^{*}\right| & \text { if } \quad \kappa^{*} \neq 0 \\ +\infty & \text { if } \quad \kappa^{*}=0\end{cases}
$$

i.e., $\bar{l}$ is the length of the extension of $\Gamma^{*}$ to a half circle if $\kappa_{*} \neq 0$. Without loss of generality, we can assume $\left[l_{-}, l_{+}\right] \subset(-\bar{l}, \bar{l})$. Define

$$
\left\{\begin{array}{l}
\xi_{+}(q):=\max \left\{\sigma \in(-\bar{l}, \bar{l}) \mid \Phi^{*}(\sigma)+q N^{*}(\sigma) \in \Omega\right\} \\
\xi_{-}(q):=\min \left\{\sigma \in(-\bar{l}, \bar{l}) \mid \Phi^{*}(\sigma)+q N^{*}(\sigma) \in \Omega\right\}
\end{array}\right.
$$

where $N^{*}(\sigma)$ is a unit normal vector of $\Gamma^{*}$ at $\sigma$ and is obtained by rotating the unit tangent vector $T^{*}(\sigma)$ of $\Gamma^{*}$ by $\pi / 2$. Above, $q$ is a parameter with $q \in(-\bar{d}, \bar{d})$ for a small and given $\bar{d}>0$. It holds that $\psi\left(\Phi^{*}\left(\xi_{ \pm}(q)\right)+q N^{*}\left(\xi_{ \pm}(q)\right)\right)=0$ and $\xi_{ \pm}(0)=l_{ \pm}$. Using the implicit function theorem, we see that $\xi_{+}(q)$ and $\xi_{-}(q)$ are smooth. Let

$$
\Psi(\sigma, q):=\Phi^{*}(\xi(\sigma, q))+q N^{*}(\xi(\sigma, q))
$$

with

$$
\xi(\sigma, q):=\xi_{-}(q)+\frac{\sigma-l_{-}}{l_{+}-l_{-}}\left(\xi_{+}(q)-\xi_{-}(q)\right)
$$

It is not difficult to check that $\xi\left(l_{ \pm}, q\right)=\xi_{ \pm}(q)$ and $\xi(\sigma, 0)=\sigma$.
In addition, one derives that $\Psi:\left(l_{-}, l_{+}\right) \times(-\bar{d}, \bar{d}) \rightarrow \Omega$ parameterizes the intersection $W$ of a tubular neighborhood around the extended $\Gamma^{*}$ with $\Omega$. We now consider functions $\rho:\left[l_{-}, l_{+}\right] \rightarrow(-\bar{d}, \bar{d})$ and obtain $\Psi(\sigma, \rho(\sigma)) \in W$ for $\sigma \in\left(l_{-}, l_{+}\right)$. Then we define $\Phi(\sigma):=\Psi(\sigma, \rho(\sigma))$ for $\sigma \in\left[l_{-}, l_{+}\right]$, which is a parameterization of a curve $\Gamma$. An evolving curve is now given by

$$
\begin{equation*}
\Gamma_{t}:=\left\{\Phi(\sigma, t) \mid \sigma \in\left[l_{-}, l_{+}\right]\right\} \tag{2.1}
\end{equation*}
$$

with $\Phi(\sigma, t):=\Psi(\sigma, \rho(\sigma, t))$ for a function $\rho=\rho(\sigma, t)$. We note that $|\rho(\sigma, t)|<\bar{d}$ guarantees that $\Phi(\sigma, t)=\Psi(\sigma, \rho(\sigma, t)) \in W$ for $\sigma \in\left(l_{-}, l_{+}\right)$and $t>0$. We remark that $\rho \equiv 0$ corresponds to the stationary curve $\Gamma^{*}$.

Let us now express (1.2) and (1.3) with the help of parameterizations which have the form (2.1). For the arc-length parameter $s$ of $\Gamma_{t}$, we have

$$
\begin{equation*}
\frac{d s}{d \sigma}=\left|\Phi_{\sigma}\right|=\sqrt{\left|\Psi_{\sigma}\right|^{2}+2\left(\Psi_{\sigma}, \Psi_{q}\right)_{\mathbb{R}^{2}} \rho_{\sigma}+\left|\Psi_{q}\right|^{2} \rho_{\sigma}^{2}}=: J(\rho) \tag{2.2}
\end{equation*}
$$

By $|\cdot|$ and $(\cdot, \cdot)_{\mathbb{R}^{2}}$ we denote the norm and the inner product in $\mathbb{R}^{2}$, respectively. Then we find

$$
T=\frac{1}{J(\rho)} \Phi_{\sigma}, \quad N=\frac{1}{J(\rho)} R \Phi_{\sigma}
$$

where $T$ and $N$ are the unit tangent and unit normal to $\Gamma_{t}$, respectively, and $R$ is the rotation by the angle $\pi / 2$. The normal velocity $V$ of $\Gamma_{t}$ is given by

$$
V=\left(\Phi_{t}, N\right)_{\mathbb{R}^{2}}=\frac{1}{J(\rho)}\left(\Phi_{t}, R \Phi_{\sigma}\right)_{\mathbb{R}^{2}}=\frac{1}{J(\rho)}\left(\Psi_{q}, R \Psi_{\sigma}\right)_{\mathbb{R}^{2}} \rho_{t}
$$

Further, the Laplace-Beltrami operator $\Delta(\rho)$ on $\Gamma_{t}$ is given via (2.2) as

$$
\begin{equation*}
\Delta(\rho)=\partial_{s}^{2}=\frac{1}{J(\rho)} \partial_{\sigma}\left(\frac{1}{J(\rho)} \partial_{\sigma}\right)=\frac{1}{(J(\rho))^{2}} \partial_{\sigma}^{2}+\frac{1}{J(\rho)}\left(\partial_{\sigma} \frac{1}{J(\rho)}\right) \partial_{\sigma} \tag{2.3}
\end{equation*}
$$

Then the curvature $\kappa$ of $\Gamma_{t}$ can be derived by using $\Delta(\rho)$ as

$$
\begin{align*}
\kappa(\rho)= & (\Delta(\rho) \Phi, N)_{\mathbb{R}^{2}}=\frac{1}{(J(\rho))^{3}}\left(\Phi_{\sigma \sigma}, R \Phi_{\sigma}\right)_{\mathbb{R}^{2}}  \tag{2.4}\\
= & \frac{1}{(J(\rho))^{3}}\left[\left(\Psi_{q}, R \Psi_{\sigma}\right)_{\mathbb{R}^{2}} \rho_{\sigma \sigma}+\left\{2\left(\Psi_{\sigma q}, R \Psi_{\sigma}\right)_{\mathbb{R}^{2}}+\left(\Psi_{\sigma \sigma}, R \Psi_{q}\right)_{\mathbb{R}^{2}}\right\} \rho_{\sigma}\right. \\
& +\left\{\left(\Psi_{q q}, R \Psi_{\sigma}\right)_{\mathbb{R}^{2}}+2\left(\Psi_{\sigma q}, R \Psi_{q}\right)_{\mathbb{R}^{2}}+\left(\Psi_{q q}, R \Psi_{q}\right)_{\mathbb{R}^{2}} \rho_{\sigma}\right\} \rho_{\sigma}^{2} \\
& \left.+\left(\Psi_{\sigma \sigma}, R \Psi_{\sigma}\right)_{\mathbb{R}^{2}}\right] .
\end{align*}
$$

Furthermore, we note that the Neumann boundary condition $\left(\Phi_{\sigma}, T_{\partial \Omega}\right)_{\mathbb{R}^{2}}=0$ on $\partial \Omega$ is equivalent to the condition $\left(R \Phi_{\sigma}, \nabla \psi(\Phi)\right)_{\mathbb{R}^{2}}=0$ on $\partial \Omega$. Then we compute that the parameterization of the Neumann boundary condition is

$$
\left(R \Psi_{\sigma}+R \Psi_{q} \rho_{\sigma}, \nabla \psi(\Psi)\right)_{\mathbb{R}^{2}}=0 \text { at } \sigma=l_{ \pm} .
$$

As a consequence, we conclude that the problem (1.2) and (1.3) is represented by

$$
\left\{\begin{array}{lll}
\rho_{t}=-L(\rho) \Delta(\rho) \kappa(\rho) & \text { for } & \sigma \in\left(l_{-}, l_{+}\right), t>0  \tag{2.5}\\
\left(R \Psi_{\sigma}+R \Psi_{q} \rho_{\sigma}, \nabla \psi(\Psi)\right)_{\mathbb{R}^{2}}=0 & \text { at } \quad \sigma=l_{ \pm} \\
\partial_{\sigma} \kappa(\rho)=0 & \text { at } \quad \sigma=l_{ \pm}
\end{array}\right.
$$

Here $L(\rho):=J(\rho) /\left(\Psi_{q}, R \Psi_{\sigma}\right)_{\mathbb{R}^{2}} ; \Delta(\rho)$ and $\kappa(\rho)$ are given by (2.3) and (2.4), respectively.

Let $\mathcal{I}=\left[l_{-}, l_{+}\right]$and $\mathcal{Q}_{t_{0}, t_{1}}=\mathcal{I} \times\left(t_{0}, t_{1}\right]$ for $0 \leq t_{0}<t_{1}<\infty$. For $0<\alpha<1$, we define the function space

$$
\mathcal{Y}\left(\overline{\mathcal{Q}_{t_{0}, t_{1}}}\right)=\left\{\rho \in C^{2+\alpha, 0}\left(\overline{\mathcal{Q}_{t_{0}, t_{1}}}\right) \cap C^{4+\alpha, 1}\left(\mathcal{Q}_{t_{0}, t_{1}}\right) \mid\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{t_{0}, t_{1}}}\right)}<\infty\right\}
$$

with the norm

$$
\begin{aligned}
\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0}, t_{1}}\right)}= & \sup _{t_{0} \leq t \leq t_{1}}\|\rho(\cdot, t)\|_{C^{2+\alpha}(\mathcal{I})}+\sup _{t_{0}<t \leq t_{1}}\left(t-t_{0}\right)^{1 / 2}\left\|\partial_{\sigma}^{4} \rho(\cdot, t)\right\|_{C^{\alpha}(\mathcal{I})} \\
& +\sup _{t_{0}<t \leq t_{1}}\left(t-t_{0}\right)^{1 / 2}\left\|\rho_{t}(\cdot, t)\right\|_{C^{\alpha}(\mathcal{I})}
\end{aligned}
$$

where $\overline{\mathcal{Q}_{t_{0}, t_{1}}}$ is the closure of $\mathcal{Q}_{t_{0}, t_{1}}$.
Now we are ready to state a local existence theorem.
THEOREM 2.1 (local existence). Let $\alpha \in(0,1)$ and let us assume that $\rho_{0} \in$ $C^{2+\alpha}(\mathcal{I})$ with $\left\|\rho_{0}\right\|_{C^{0}(\mathcal{I})}<\bar{d}$ fulfills

$$
\left(R \Psi_{\sigma}+R \Psi_{q} \rho_{\sigma}, \nabla \psi(\Psi)\right)_{\mathbb{R}^{2}}=0 \text { at } \sigma=l_{ \pm}
$$

Then there exists a $T_{0}=T_{0}\left(1 /\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}\right)>0$ such that the problem (2.5) with $\rho(\cdot, 0)=\rho_{0}$ has a unique solution in $\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T_{0}}}\right)$.

This theorem is proved by applying similar arguments as in [16]. Since we have to take care of the boundary conditions in a different way, we will sketch the proof in Appendix A.

Remark 2.2. Applying the local existence results used in [4] directly, we obtain solutions for $C^{4+\alpha}$-initial curves. But this makes it difficult to derive a global existence result because we need a priori estimates for higher order derivatives. Thus our local existence result is an improvement of the one obtained in [4].

Remark 2.3. By using a bootstrapping argument as in [16, Theorem 3.6, Remark 3.7], it can be shown that the solution $\rho$ established in Theorem 2.1 is smooth for $t \in\left(0, T_{0}\right]$.
3. An evolution equation for curvature. In order to show nonlinear stability of solutions for which the linearized stability criterion of [13] is fulfilled, we apply an energy method similar to the one used in $[6,10,16,17]$. For this approach it is important to derive an evolution equation for the curvature. Such an equation will be useful for the derivation of a priori estimates with the help of the linearized stability criterion.

For the above-mentioned purpose, we employ a parameterization of the evolving curve $\Gamma_{t}$ by arc length contrary to the one stated in section 2 . Let $X$ be a smooth mapping so that $X(\cdot, t)$ is an arc-length parameterization of $\Gamma_{t}$, i.e.,

$$
\Gamma_{t}:=\left\{X(s, t) \mid s \in\left[r_{-}(t), r_{+}(t)\right]\right\}
$$

for any $t>0$, where $r_{+}$and $r_{-}$are smooth in $t$. In particular, $X\left(r_{ \pm}(t), t\right) \in \partial \Omega$ and $r_{+}(t)-r_{-}(t)=L\left[\Gamma_{t}\right]$, where $L\left[\Gamma_{t}\right]$ denotes the total length of $\Gamma_{t}$. Let $N(=N(s, t))$ be the unit normal vector of $\Gamma_{t}$, which is represented as

$$
N(s, t)=\binom{\cos \theta(s, t)}{\sin \theta(s, t)}
$$

Also, let $T(=T(s, t))$ and $\kappa(=\kappa(s, t))$ be the unit tangent vector of $\Gamma_{t}$ and the curvature of $\Gamma_{t}$, respectively. Note that the unit tangent vector $T$ is obtained by rotating the unit normal vector $N$ by $-\pi / 2$. Then, using $\theta_{s}=\kappa$, we have

$$
\begin{cases}N_{s}=-\kappa T, & T_{s}=\kappa N  \tag{3.1}\\ N_{t}=-\theta_{t} T, & T_{t}=\theta_{t} N .\end{cases}
$$

In addition, set

$$
V:=\left(X_{t}, N\right)_{\mathbb{R}^{2}}, \quad v:=\left(X_{t}, T\right)_{\mathbb{R}^{2}}
$$

Note that $V$ and $v$ are the normal velocity and the tangent velocity of $X$, respectively. Then it follows that

$$
\begin{equation*}
X_{t}=V N+v T \tag{3.2}
\end{equation*}
$$

Differentiating (3.2) with respect to $s$ and using (3.1), we have

$$
\begin{aligned}
X_{t s} & =V_{s} N+V N_{s}+v_{s} T+v T_{s} \\
& =\left(V_{s}+\kappa v\right) N+\left(-\kappa V+v_{s}\right) T .
\end{aligned}
$$

This implies the following lemma.

Lemma 3.1. Let $X$ be a smooth arc-length parameterization as above. Then

$$
\theta_{t}=V_{s}+\kappa v, \quad v_{s}=\kappa V
$$

Proof. Since $X_{t s}=X_{s t}$ and $X_{s}=T$, it follows from (3.1) that

$$
\theta_{t} N=\left(V_{s}+\kappa v\right) N+\left(-\kappa V+v_{s}\right) T
$$

Thus we obtain the desired results.
By Lemma 3.1, we have the following formula for the time derivative of curvature.
Lemma 3.2. Let $X$ be a smooth arc-length parameterization as above. Then

$$
\kappa_{t}=V_{s s}+\kappa^{2} V+\kappa_{s} v
$$

Proof. By $\theta_{s}=\kappa$ and Lemma 3.1, we derive

$$
\kappa_{t}=\theta_{s t}=\theta_{t s}=\left(V_{s}+\kappa v\right)_{s}=V_{s s}+\kappa v_{s}+\kappa_{s} v=V_{s s}+\kappa^{2} V+\kappa_{s} v .
$$

This completes the proof. $\square$
By the assumption that $\Gamma_{t}$ touches $\partial \Omega$ with the angle $\pi / 2$, we have

$$
\psi\left(X\left(r_{ \pm}(t), t\right)\right)=0, \quad(\nabla \psi(X), N)_{\mathbb{R}^{2}}=0 \quad \text { at } s=r_{ \pm}(t)
$$

Then we derive the following lemma.
Lemma 3.3. Let $X$ be a smooth arc-length parameterization as above. Then

$$
v\left(r_{ \pm}(t), t\right)+r_{ \pm}^{\prime}(t)=0
$$

Proof. Differentiating $\psi\left(X\left(r_{ \pm}(t), t\right)\right)=0 \quad$ with respect to $t$ and using $(\nabla \psi(X), N)_{\mathbb{R}^{2}}=0$ at $s=r_{ \pm}(t)$, we have at $s=r_{ \pm}(t)$

$$
\begin{aligned}
0 & =\left(\nabla \psi(X), X_{s} r_{ \pm}^{\prime}+X_{t}\right)_{\mathbb{R}^{2}}=\left(\nabla \psi(X), X_{s} r_{ \pm}^{\prime}+V N+v T\right)_{\mathbb{R}^{2}} \\
& =\left(v+r_{ \pm}^{\prime}\right)(\nabla \psi(X), T)_{\mathbb{R}^{2}}= \pm\left(v+r_{ \pm}^{\prime}\right)|\nabla \psi(X)|
\end{aligned}
$$

The last identity is derived with the help of $T= \pm \nabla \psi(X) /|\nabla \psi(X)|$ at $s=r_{ \pm}(t)$. Since $|\nabla \psi(X)| \neq 0$, we obtain the desired result.

Now we can present an evolution equation for the curvature.
Proposition 3.4 (evolution equation for the curvature). Let evolving curves $\Gamma=\left\{\Gamma_{t}\right\}_{t \geq 0}$ be lying in $\Omega$ with $\partial \Gamma \subset \partial \Omega$. Then a smooth solution of

$$
\begin{equation*}
V=-\kappa_{s s} \quad \text { on } \quad \Gamma_{t} \tag{3.3}
\end{equation*}
$$

with the boundary conditions

$$
\left\{\begin{array}{lll}
\varangle\left(\Gamma_{t}, \partial \Omega\right)=\pi / 2 & \text { at } & \Gamma_{t} \cap \partial \Omega,  \tag{3.4}\\
\kappa_{s}=0 & \text { at } & \Gamma_{t} \cap \partial \Omega
\end{array}\right.
$$

fulfills for $t>0$

$$
\begin{equation*}
\kappa_{t}=-\kappa_{s s s s}-\kappa^{2} \kappa_{s s}+\kappa_{s} v \quad \text { on } \quad \Gamma_{t} \tag{3.5}
\end{equation*}
$$

and

$$
\left\{\begin{array}{lll}
\kappa_{s}=0 & \text { at } & \Gamma_{t} \cap \partial \Omega  \tag{3.6}\\
\left(\partial_{s} \pm h_{ \pm}\right) \kappa_{s s}=0 & \text { at } & \Gamma_{t} \cap \partial \Omega
\end{array}\right.
$$

Here $h_{ \pm}$is the curvature of $\partial \Omega$ at the points $X\left(r_{ \pm}(t), t\right) \in \Gamma_{t} \cap \partial \Omega$ with the sign convention that $h_{ \pm} \leq 0$ if $\Omega$ is convex.

Proof. We immediately obtain (3.5) from (3.3) and Lemma 3.2. Next we show (3.6). Differentiating $(\nabla \psi(X), N)_{\mathbb{R}^{2}}=0$ at $s=r_{ \pm}(t)$ with respect to $t$ and using (3.1), (3.2), Lemma 3.1, and Lemma 3.3, we have at $s=r_{ \pm}(t)$

$$
\begin{aligned}
0= & \left(\left[D^{2} \psi(X)\right]\left(X_{s} r_{ \pm}^{\prime}+X_{t}\right), N\right)_{\mathbb{R}^{2}}+\left(\nabla \psi(X), N_{s} r_{ \pm}^{\prime}+N_{t}\right)_{\mathbb{R}^{2}} \\
= & \left(v+r_{ \pm}^{\prime}\right)\left(\left[D^{2} \psi(X)\right] T, N\right)_{\mathbb{R}^{2}}+V\left(\left[D^{2} \psi(X)\right] N, N\right)_{\mathbb{R}^{2}} \\
& -\kappa r_{ \pm}^{\prime}(\nabla \psi(X), T)_{\mathbb{R}^{2}}-\theta_{t}(\nabla \psi(X), T)_{\mathbb{R}^{2}} \\
= & V\left(\left[D^{2} \psi(X)\right] T_{\partial \Omega}(X), T_{\partial \Omega}(X)\right)_{\mathbb{R}^{2}}-V_{s}(\nabla \psi(X), T)_{\mathbb{R}^{2}} \\
& -\kappa\left(v+r_{ \pm}^{\prime}\right)(\nabla \psi(X), T)_{\mathbb{R}^{2}} \\
= & V\left(\left[D^{2} \psi(X)\right] T_{\partial \Omega}(X), T_{\partial \Omega}(X)\right)_{\mathbb{R}^{2}} \mp V_{s}|\nabla \psi(X)|
\end{aligned}
$$

Here $D^{2} \psi$ is the Hessian matrix of $\psi$. Then we observe that

$$
\kappa_{\partial \Omega}(X)=-\frac{1}{|\nabla \psi(X)|}\left(\left[D^{2} \psi(X)\right] T_{\partial \Omega}(X), T_{\partial \Omega}(X)\right)_{\mathbb{R}^{2}}
$$

so that

$$
V_{s} \pm h_{ \pm} V=0 \quad \text { at } s=r_{ \pm}(t)
$$

where $h_{ \pm}$are given by $h_{ \pm}:=\kappa_{\partial \Omega}\left(X\left(r_{ \pm}(t), t\right)\right)$. This completes the proof.
4. A priori estimates and global existence. We now derive basic evolution formulas for length and $\int_{\Gamma_{t}} \kappa_{s}^{2} d s$.

Lemma 4.1. A smooth solution of (3.3)-(3.4) fulfills
(i) $\frac{d}{d t} L\left[\Gamma_{t}\right]=-\int_{\Gamma_{t}} \kappa_{s}^{2} d s$,
(ii) $\frac{d}{d t} \int_{\Gamma_{t}} \kappa_{s}^{2} d s=-2\left\{\int_{\Gamma_{t}} V_{s}^{2} d s-\int_{\Gamma_{t}} \kappa^{2} V^{2} d s+h_{+}\left(\left.V^{2}\right|_{s=r_{+}(t)}\right)\right.$

$$
\left.+h_{-}\left(\left.V^{2}\right|_{s=r_{-}(t)}\right)\right\}+\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa V d s
$$

where $h_{ \pm}$is evaluated at $X\left(r_{ \pm}(t), t\right)$.
Proof. Recalling $L\left[\Gamma_{t}\right]=r_{+}(t)-r_{-}(t)$ and using Lemmas 3.1 and 3.3, we have

$$
\begin{aligned}
\frac{d}{d t} L\left[\Gamma_{t}\right] & =r_{+}^{\prime}(t)-r_{-}^{\prime}(t)=-v\left(r_{+}(t), t\right)+v\left(r_{-}(t), t\right)=-\int_{\Gamma_{t}} v_{s} d s \\
& =-\int_{\Gamma_{t}} \kappa V d s=\int_{\Gamma_{t}} \kappa \kappa_{s s} d s=-\int_{\Gamma_{t}} \kappa_{s}^{2} d s
\end{aligned}
$$

The last term is derived using integration by parts and $\kappa_{s}=0$ at $\Gamma_{t} \cap \partial \Omega$.
In order to prove (ii), we compute

$$
\begin{equation*}
\int_{\Gamma_{t}} \kappa_{s}\left(\kappa_{t}\right)_{s} d s=\int_{\Gamma_{t}} \kappa_{s}\left(-\kappa_{s s s s}-\kappa^{2} \kappa_{s s}+\kappa_{s} v\right)_{s} d s \tag{4.1}
\end{equation*}
$$

Since $\kappa_{t s}=\kappa_{s t}$ and $\kappa_{s}=0$ at $\Gamma_{t} \cap \partial \Omega$, we have

$$
(\text { left-hand side of }(4.1))=\int_{\Gamma_{t}} \kappa_{s} \kappa_{s t} d s=\frac{1}{2} \int_{\Gamma_{t}}\left(\kappa_{s}^{2}\right)_{t} d s=\frac{1}{2} \frac{d}{d t} \int_{\Gamma_{t}} \kappa_{s}^{2} d s
$$

On the other hand, by means of integration by parts and using (3.6), we derive

$$
\begin{aligned}
(\text { right-hand side of }(4.1))= & -\int_{\Gamma_{t}} \kappa_{s s}\left(-\kappa_{s s s s}-\kappa^{2} \kappa_{s s}+\kappa_{s} v\right) d s \\
= & \int_{\Gamma_{t}} \kappa_{s s} \kappa_{s s s s} d s+\int_{\Gamma_{t}} \kappa^{2} \kappa_{s s}^{2} d s-\int_{\Gamma_{t}} \kappa_{s s} \kappa_{s} v d s \\
= & -h_{+}\left(\left.\kappa_{s s}^{2}\right|_{s=r_{+}(t)}\right)-h_{-}\left(\left.\kappa_{s s}^{2}\right|_{s=r_{-}(t)}\right)-\int_{\Gamma_{t}} \kappa_{s s s}^{2} d s \\
& +\int_{\Gamma_{t}} \kappa^{2} \kappa_{s s}^{2} d s+\frac{1}{2} \int_{\Gamma_{t}} \kappa_{s}^{2} v_{s} d s
\end{aligned}
$$

Thus it follows from $V=-\kappa_{s s}$ and $v_{s}=\kappa V$ that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{\Gamma_{t}} \kappa_{s}^{2} d s= & -\left\{\int_{\Gamma_{t}} V_{s}^{2} d s-\int_{\Gamma_{t}} \kappa^{2} V^{2} d s+h_{+}\left(\left.V^{2}\right|_{s=r_{+}(t)}\right)+h_{-}\left(\left.V^{2}\right|_{s=r_{-}(t)}\right)\right\} \\
& +\frac{1}{2} \int_{\Gamma_{t}} \kappa_{s}^{2} \kappa V d s
\end{aligned}
$$

This completes the proof. $\quad \square$
Let us define the bilinear form $I$ as

$$
\begin{equation*}
I[w, w]=\int_{r_{-}}^{r_{+}}\left(w_{s}^{2}-\kappa_{a v}^{2} w^{2}\right) d s+h_{+}\left(\left.w^{2}\right|_{s=r_{+}}\right)+h_{-}\left(\left.w^{2}\right|_{s=r_{-}}\right) \tag{4.2}
\end{equation*}
$$

for $w \in H^{1}\left(\Gamma_{t}\right)$ with

$$
\int_{r_{-}}^{r_{+}} w d s=0
$$

Here $s$ is the arc-length parameter along $\Gamma_{t}$, which belongs to the interval $\left[r_{-}, r_{+}\right]$ with $L\left[\Gamma_{t}\right]=r_{+}-r_{-} ; h_{ \pm}$is the curvature of $\partial \Omega$ at $\Gamma_{t} \cap \partial \Omega$; and $\kappa_{a v}$ is the averaged curvature of $\Gamma_{t}$ defined as

$$
\kappa_{a v}=\frac{1}{L\left[\Gamma_{t}\right]} \int_{r_{-}}^{r_{+}} \kappa d s
$$

Since $V=-\kappa_{s s}$ and $\kappa_{s}=0$ at $\Gamma_{t} \cap \partial \Omega$, it holds that

$$
\begin{equation*}
\int_{\Gamma_{t}} V d s=0 \tag{4.3}
\end{equation*}
$$

Then we can rewrite Lemma 4.1(ii) as

$$
\begin{equation*}
\frac{d}{d t} \int_{\Gamma_{t}} \kappa_{s}^{2} d s+2 I[V, V]=-2 \int_{\Gamma_{t}}\left(\kappa_{a v}^{2}-\kappa^{2}\right) V^{2} d s+\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa V d s \tag{4.4}
\end{equation*}
$$

Remark 4.2. Although the $90^{\circ}$-angle condition in (1.3) is the natural boundary condition when considering the gradient flow of the length functional, we can also consider the case where the prescribed angle is not $90^{\circ}$. In this case, the angle condition is represented as

$$
(\nabla \psi(X), N)_{\mathbb{R}^{2}}=|\nabla \psi(X)| \cos \Theta_{ \pm} \quad \text { at } s=r_{ \pm}(t)
$$

for $\Theta_{ \pm} \in(0, \pi)$. Then the identity in Lemma 3.3 is replaced by

$$
v+r_{ \pm}^{\prime}=\mp V \cot \Theta_{ \pm} \quad \text { at } s=r_{ \pm}(t)
$$

and the second boundary condition of (3.6) is replaced by

$$
\left\{\partial_{s}+\left( \pm h_{ \pm} \csc \Theta_{ \pm} \mp \kappa \cot \Theta_{ \pm}\right)\right\} \kappa_{s s}=0 \quad \text { at } s=r_{ \pm}(t)
$$

Further, setting

$$
\begin{aligned}
I_{\Theta}[w, w]= & \int_{r_{-}}^{r_{+}}\left(w_{s}^{2}-\kappa_{a v}^{2} w^{2}\right) d s+\left\{h_{+} \csc \Theta_{+}-\left(\left.\kappa\right|_{s=r_{+}}\right) \cot \Theta_{+}\right\}\left(\left.w^{2}\right|_{s=r_{+}}\right) \\
& +\left\{h_{-} \csc \Theta_{-}-\left(\left.\kappa\right|_{s=r_{-}}\right) \cot \Theta_{-}\right\}\left(\left.w^{2}\right|_{s=r_{-}}\right)
\end{aligned}
$$

instead of $I$ in (4.2), we have

$$
\frac{d}{d t} \int_{\Gamma_{t}} \kappa_{s}^{2} d s+2 I_{\Theta}[V, V]=-2 \int_{\Gamma_{t}}\left(\kappa_{a v}^{2}-\kappa^{2}\right) V^{2} d s+\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa V d s
$$

We remark that for the non- $90^{\circ}$-angle condition the stationary solutions with the property that $I_{\Theta}$ is positive are strict local minimizers of an energy also involving a wetting energy at the boundary if one takes an area constraint into account (see Vogel [23]). On the other hand,

$$
\frac{d}{d t} L\left[\Gamma_{t}\right]=-\int_{\Gamma_{t}} \kappa_{s}^{2} d s-\left(\left.V\right|_{s=r_{+}(t)}\right) \cot \Theta_{+}-\left(\left.V\right|_{s=r_{-}(t)}\right) \cot \Theta_{-}
$$

so that the monotonicity of $L\left[\Gamma_{t}\right]$ with respect to $t$ is no longer fulfilled.
The following lemmas will be crucial in order to derive an a priori estimate.
LEmma 4.3. A smooth solution of (3.3)-(3.4) fulfills
(i) $\left|\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa \kappa_{s s} d s\right| \leq \frac{1}{3} L\left[\Gamma_{t}\right]\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}\left\|\kappa_{s s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}$,
(ii) $\left\|\kappa-\kappa_{a v}\right\|_{C^{0}\left(\Gamma_{t}\right)} \leq L\left[\Gamma_{t}\right]^{1 / 2}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}$.

Proof. We first prove (i). Since $\kappa_{s}=0$ at $\Gamma_{t} \cap \partial \Omega$, we get

$$
\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa \kappa_{s s} d s=-\frac{1}{3} \int_{\Gamma_{t}} \kappa_{s}^{4} d s
$$

Then it follows that

$$
\begin{aligned}
\left|\int_{\Gamma_{t}} \kappa_{s}^{4} d s\right| & \leq\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}\left\|\kappa_{s}\right\|_{L^{\infty}\left(\Gamma_{t}\right)}^{2} \\
& \leq L\left[\Gamma_{t}\right]\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}\left\|\kappa_{s s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} .
\end{aligned}
$$

The last term is derived by using a Poincaré inequality since $\kappa_{s}=0$ at $\Gamma_{t} \cap \partial \Omega$.

Next we prove (ii). Since

$$
\int_{\Gamma_{t}}\left(\kappa-\kappa_{a v}\right) d s=0
$$

for each $t>0$, there is a $r_{0}\left(=r_{0}(t)\right) \in\left(r_{-}(t), r_{+}(t)\right)$ such that $\kappa\left(r_{0}, t\right)-\kappa_{a v}(t)=0$. This implies that

$$
\left|\kappa(s, \cdot)-\kappa_{a v}\right|=\left|\int_{r_{0}}^{s}\left(\kappa-\kappa_{a v}\right)_{s} d s\right|=\left|\int_{r_{0}}^{s} \kappa_{s} d s\right| \leq \int_{\Gamma_{t}}\left|\kappa_{s}\right| d s \leq L\left[\Gamma_{t}\right]^{1 / 2}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}
$$

Thus we have the desired result.
We remind the reader that for functions $w_{1}, w_{2}$ with mean values zero we can define the $H^{-1}$-inner product via

$$
\left(w_{1}, w_{2}\right)_{-1}=\int_{l_{-}}^{l_{+}} u_{1, \sigma} u_{2, \sigma} d \sigma
$$

where $u_{i}$ is the solution of $-u_{i, \sigma \sigma}=w_{i}$ in $\left(l_{-}, l_{+}\right)$and $u_{i, \sigma}=0$ at $\sigma=l_{ \pm}$. According to [13], the bilinear form $I^{*}$ as stated in the introduction (see (1.4)) is positive, provided that the maximal eigenvalue $\lambda$ for the linearized problem to (1.2) and (1.3) is negative. In [13] it was shown that $I^{*}[w, w] \geq(-\lambda)(w, w)_{-1}$ for all $w \in H^{1}\left(\Gamma^{*}\right)$ with mean value zero. We now want to derive a perturbation of this result. Let us denote $L=L[\Gamma]$ and $L^{*}=L\left[\Gamma^{*}\right]\left(=l_{+}-l_{-}\right)$. Then we have the following lemma, which implies a lower bound for $I$ when the parameters $\kappa_{a v}, h_{ \pm}$, and $L$ are close to $\kappa^{*}, h_{ \pm}^{*}$, and $L^{*}$, respectively.

Lemma 4.4. (i) Let $\lambda$ be the maximal eigenvalue of the linearized problem. For $\varepsilon>0$ there exists $\delta>0$ such that

$$
I[w, w]>(-\lambda-\varepsilon)(w, w)_{-1}
$$

for $w \in H^{1}(\Gamma)$ with mean value zero, provided that

$$
\left|\kappa_{a v}-\kappa^{*}\right|<\delta, \quad\left|h_{ \pm}-h_{ \pm}^{*}\right|<\delta, \quad\left|L-L^{*}\right|<\delta
$$

(ii) There exists $\mu>0$ such that

$$
\mu\left\|w_{s}\right\|_{L^{2}(\Gamma)}^{2} \leq I[w, w]+(w, w)_{-1}
$$

for $w \in H^{1}(\Gamma)$ with mean value zero.
Proof. The largest eigenvalue $\lambda$ corresponding to the bilinear form $I$ depends continuously on $L, \kappa_{a v}$, and $h_{ \pm}$. In the case that $L=L^{*}, \kappa_{a v}=\kappa^{*}$, and $h_{ \pm}=h_{ \pm}^{*}$ we obtain (i) with $\varepsilon=0$, and hence (i) follows from a straightforward perturbation argument; compare [13] for similar arguments. Arguing as in the proof of Lemma 5.3 in [13], we obtain (ii).

It is significant to obtain a positive lower bound of $L[\Gamma]$ in terms of $\rho$. The following lemma implies that $L^{*}$ is a local minimum of $L[\Gamma]$, provided that $I^{*}$ is positive.

LEMMA 4.5. Let $\Gamma^{*}$ be a stationary curve such that the bilinear form $I^{*}$ is positive and let $\rho \in C^{1}(\mathcal{I})$ be a function describing a curve $\Gamma$ close to $\Gamma^{*}$ as in section 2 . Assume that a curve $\Gamma$ encloses the same area as $\Gamma^{*}$. Then there exist constants $\bar{c}, \gamma^{*}>0$ such that

$$
L[\Gamma] \geq L^{*}+\bar{c}\|\rho\|_{H^{1}(\mathcal{I})}^{2}
$$

if $\|\rho\|_{C^{1}(\mathcal{I})}<\gamma^{*}$.

Proof. This follows as in the proof of Theorem 2.1 of Vogel [23] (see (2.14) and the inequality after (2.19) in [23]).

By virtue of Lemma 4.5, we have an a priori estimate of $L\left[\Gamma_{t}\right]$ and can derive useful estimates concerning $\kappa_{a v}$ and $h_{ \pm}$.

LEmmA 4.6. Let the assumptions of Lemma 4.5 hold for a stationary curve $\Gamma^{*}$ and all curves $\Gamma_{t}, t \in[0, T]$, described by $\rho(t) \in C^{1}(\mathcal{I})$ for the parameterization in section 2. Assume in particular that $\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma^{*}$ for $t \in[0, T]$, where $\gamma^{*}$ is as in Lemma 4.5. We then obtain the following:
(i) $L\left[\Gamma_{0}\right] \geq L\left[\Gamma_{t}\right] \geq L^{*}$ for all $t \in[0, T]$.
(ii) There exist $K_{1}, K_{2}>0$ such that for $t \in[0, T]$

$$
\left|\kappa_{a v}(t)-\kappa^{*}\right| \leq K_{1}\left|L\left[\Gamma_{t}\right]-L^{*}\right|, \quad\left|h_{ \pm}(t)-h_{ \pm}^{*}\right| \leq K_{2}\left|L\left[\Gamma_{t}\right]-L^{*}\right|
$$

Proof. (i) follows from Lemma 4.1(i) and Lemma 4.5. To prove (ii), we compute

$$
\kappa_{a v}=\frac{1}{L\left[\Gamma_{t}\right]} \int_{\Gamma_{t}} \kappa d s=\frac{1}{L\left[\Gamma_{t}\right]} \int_{\Gamma_{t}} \theta_{s} d s=\frac{1}{L\left[\Gamma_{t}\right]}\left(\theta_{+}-\theta_{-}\right) .
$$

A similar computation gives

$$
\kappa^{*}=\frac{1}{L^{*}}\left(\theta_{+}^{*}-\theta_{-}^{*}\right)
$$

Then we have

$$
\begin{aligned}
\left|\kappa_{a v}-\kappa^{*}\right| & =\left|\frac{1}{L\left[\Gamma_{t}\right]}\left(\theta_{+}-\theta_{-}\right)-\frac{1}{L^{*}}\left(\theta_{+}^{*}-\theta_{-}^{*}\right)\right| \\
& =\frac{1}{L\left[\Gamma_{t}\right] L^{*}}\left|L^{*}\left(\theta_{+}-\theta_{-}\right)-L\left[\Gamma_{t}\right]\left(\theta_{+}^{*}-\theta_{-}^{*}\right)\right| \\
& \leq\left(\frac{1}{L^{*}}\right)^{2}\left\{\left|L^{*}\left(\theta_{+}-\theta_{-}-\left(\theta_{+}^{*}-\theta_{-}^{*}\right)\right)\right|+\left|L^{*}-L\left[\Gamma_{t}\right]\right|\left|\theta_{+}^{*}-\theta_{-}^{*}\right|\right\}
\end{aligned}
$$

By means of the mean value theorem, the smoothness of $\partial \Omega$, and the $\pi / 2$ angle condition, we see that the quantity $\left|\theta_{+}-\theta_{+}^{*}\right|+\left|\theta_{-}^{*}-\theta_{-}\right|$is estimated by $\|\rho\|_{C^{0}(\mathcal{I})}$. Using Lemma 4.5 and an embedding result, we obtain the first inequality in (ii).

Recall that $\kappa_{\partial \Omega}(X)$ is represented by

$$
\kappa_{\partial \Omega}(X)=-\frac{1}{|\nabla \psi(X)|}\left(\left[D^{2} \psi(X)\right] T_{\partial \Omega}(X), T_{\partial \Omega}(X)\right)_{\mathbb{R}^{2}}
$$

Since this expression does not depend on derivatives of $\rho$, the mean value theorem implies that the quantity $\left|h_{ \pm}-h_{ \pm}^{*}\right|$ is estimated by $\|\rho\|_{C^{0}(\mathcal{I})}$. Using Lemma 4.5 and an embedding result, we derive the second inequality in (ii).

Using Lemma 4.4, we obtain the existence of constants $\delta^{*}>0$ and $\mu^{*}>0$ such that

$$
\begin{equation*}
I[w, w]>-\frac{\lambda}{2}(w, w)_{-1}+\mu^{*}\left\|w_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} \tag{4.5}
\end{equation*}
$$

for $w \in H^{1}\left(\Gamma_{t}\right)$ with mean value zero, provided that

$$
\begin{equation*}
\left|\kappa_{a v}(t)-\kappa^{*}\right|<\delta^{*}, \quad\left|h_{ \pm}(t)-h_{ \pm}^{*}\right|<\delta^{*}, \quad\left|L\left[\Gamma_{t}\right]-L^{*}\right|<\delta^{*} \tag{4.6}
\end{equation*}
$$

We are now in a position to derive a priori estimates for solutions of (2.5) if the solution is close to $\Gamma^{*}$.

Proposition 4.7. Let the assumptions of Lemma 4.5 hold for a stationary curve $\Gamma^{*}$ and a curve $\Gamma_{t}$ described by $\rho(t) \in C^{1}(\mathcal{I})$ for the parameterization in section 2 . Assume that for $t \in(0, T]$

$$
\begin{equation*}
\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma^{*} \quad \text { and } \quad\left|L\left[\Gamma_{t}\right]-L^{*}\right| \leq \frac{\delta^{*}}{1+K_{1}+K_{2}}\left(=: \delta_{1}^{*}\right) \text {, } \tag{4.7}
\end{equation*}
$$

where $\gamma^{*}$ is as in Lemma 4.5, $K_{1}$ and $K_{2}$ are as in Lemma 4.6, and $\delta^{*}$ is as in (4.6). Then there is a constant $\delta_{1}>0$ such that, if $\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1}$ for $t \in(0, T]$, it holds that

$$
\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+\mu^{*} \int_{t_{0}}^{t}\left\|V_{s}(\tau)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} d \tau \leq\left\|\kappa_{s}\left(t_{0}\right)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}
$$

for $t \in\left[t_{0}, T\right]$ with $t_{0}>0$, where $\mu^{*}$ is as in (4.5).
Proof. By (4.4), we have

$$
\begin{aligned}
& \frac{d}{d t}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+2 I[V, V] \\
& =-2 \int_{\Gamma_{t}}\left(\kappa_{a v}^{2}-\kappa^{2}\right) V^{2} d s+\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa V d s \\
& =2 \int_{\Gamma_{t}}\left(\kappa-\kappa_{a v}\right)^{2} V^{2} d s+4 \kappa_{a v} \int_{\Gamma_{t}}\left(\kappa-\kappa_{a v}\right) V^{2} d s+\int_{\Gamma_{t}} \kappa_{s}^{2} \kappa V d s .
\end{aligned}
$$

By virtue of (4.7) and Lemma 4.6(ii), we also see that $\kappa_{a v}(t), h_{ \pm}(t)$, and $L\left[\Gamma_{t}\right]$ satisfy (4.6). Then it follows from Lemma 4.3, Lemma 4.6(i), and (4.5) that there exist $C_{1}, C_{2}>0$ such that

$$
\begin{aligned}
& \frac{d}{d t}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+(-\lambda)(V, V)_{-1}+2 \mu^{*}\left\|V_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} \\
& \leq C_{1}\|V\|_{L^{2}\left(\Gamma_{t}\right)}^{2}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+C_{2}\left(\delta^{*}+\left|\kappa^{*}\right|\right)\|V\|_{L^{2}\left(\Gamma_{t}\right)}^{2}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)} .
\end{aligned}
$$

Since $\|V\|_{L^{\infty}\left(\Gamma_{t}\right)} \leq C\left\|V_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}$ by virtue of (4.3), we derive $\|V\|_{L^{2}\left(\Gamma_{t}\right)} \leq \widetilde{C}\left\|V_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}$. By means of this fact and $(-\lambda)(V, V)_{-1} \geq 0$, we are led to
(4.8) $\frac{d}{d t}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+\left\{2 \mu^{*}-\widetilde{C}_{1}\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}-\widetilde{C}_{2}\left(\delta^{*}+\left|\kappa^{*}\right|\right)\left\|\kappa_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}\right\}\left\|V_{s}\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} \leq 0$.

Then we choose $\delta_{1}$ such that

$$
0<\delta_{1}<\min \left\{\frac{\mu^{*}}{2 \widetilde{C}_{1}},\left(\frac{\mu^{*}}{2 \widetilde{C}_{2}\left(\delta^{*}+\left|\kappa^{*}\right|\right)}\right)^{2}\right\} .
$$

Assuming $\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1}$ for $t \in(0, T]$, it follows that

$$
\begin{equation*}
\frac{d}{d t}\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+\mu^{*}\left\|V_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} \leq 0 \tag{4.9}
\end{equation*}
$$

Integrating (4.9) with respect to $t$ in the interval $\left[t_{0}, t\right]$, we derive the desired result.

Now we arrive at the main result in this section.
THEOREM 4.8 (global existence). Let $\Gamma^{*}$ be a stationary curve such that the bilinear form $I^{*}$ is positive. Also, let $\rho_{0} \in C^{2+\alpha}(\mathcal{I})$ be a function describing a curve $\Gamma_{0}$, which is close to $\Gamma^{*}$ as in section 2 and satisfies $\Gamma_{0} \perp \partial \Omega$. Assume that a curve $\Gamma_{0}$ includes the same area as $\Gamma^{*}$. Then there exist constants $\gamma_{0}>0$ and $\delta_{0}>0$ such that if $\left\|\rho_{0}\right\|_{C^{1}(\mathcal{I})}<\gamma_{0}$ and $L\left[\Gamma_{0}\right]-L^{*}<\delta_{0}$, the problem (2.5) admits a unique global-in-time solution $\rho$ with

$$
\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma_{0} \quad \text { and } \quad L\left[\Gamma_{t}\right]-L^{*}<\delta_{0} \quad \text { for } \quad t \geq 0
$$

where $\Gamma_{t}$ is the curve parameterized by $\Psi(\sigma, \rho(\sigma, t))$ in section 2 .
Proof. Choose $\gamma_{0}$ and $\delta_{0}$ satisfying

$$
\begin{equation*}
0<\gamma_{0}<\frac{\gamma^{*}}{2}, \quad 0<\delta_{0}<\frac{\delta_{1}^{*}}{2} \tag{4.10}
\end{equation*}
$$

where $\gamma^{*}$ is as in Lemma 4.5 and $\delta_{1}^{*}$ is as in (4.7). Assume that the initial curve $\Gamma_{0}$ satisfies $\left\|\rho_{0}\right\|_{C^{1}(\mathcal{I})}<\gamma_{0}$ and $L\left[\Gamma_{0}\right]-L^{*}<\delta_{0}$. Then Lemma 4.5 and an embedding result imply that

$$
\begin{equation*}
\left\|\rho_{0}\right\|_{C^{0}(\mathcal{I})} \leq C\left(L\left[\Gamma_{0}\right]-L^{*}\right)<C \delta_{0} \tag{4.11}
\end{equation*}
$$

Further, Lemma 4.6(i) implies that for $t>0$

$$
\begin{equation*}
L\left[\Gamma_{t}\right]-L^{*} \leq L\left[\Gamma_{0}\right]-L^{*}<\delta_{0} \tag{4.12}
\end{equation*}
$$

We now prove that $\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1}$ for each time $t$ in the existence interval of the solution, where $\delta_{1}$ is as in Proposition 4.7. Let $0<\beta<\alpha<1 / 2$. By Theorem 2.1, we can construct a unique local-in-time solution for $\rho_{0} \in C^{2+\beta}(\mathcal{I})$ and obtain the estimate

$$
\begin{equation*}
\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T_{0}}}\right)} \leq K_{0} \tag{4.13}
\end{equation*}
$$

where $K_{0}$ is a constant, which depends on $\left\|\rho_{0}\right\|_{C^{2+\beta}(\mathcal{I})}$ increasingly, and $T_{0}$ is the local existence time, which depends on $1 /\left\|\rho_{0}\right\|_{C^{2+\beta}(\mathcal{I})}$ increasingly (for details, see Appendix B). According to the interpolation inequality for Hölder spaces and (4.11), we have

$$
\begin{equation*}
\left\|\rho_{0}\right\|_{C^{2+\beta}(\mathcal{I})} \leq C\left(\left\|\rho_{0}\right\|_{C^{0}(\mathcal{I})}\right)^{\frac{\alpha-\beta}{2+\alpha}}\left(\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}\right)^{\frac{2+\beta}{2+\alpha}} \leq \widetilde{C} \delta_{0}^{\frac{\alpha-\beta}{2+\alpha}} \tag{4.14}
\end{equation*}
$$

Set $t_{0}:=\delta_{0}^{\frac{\alpha-\beta}{2+\alpha}}>0$. Then it follows from (4.13), (4.14), and the definition of $\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T_{0}}}\right)$ that there exist $C>0$ and $\nu>0$ such that

$$
\left\|\kappa_{s}\left(t_{0}\right)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} \leq C \delta_{0}^{\nu}
$$

Since $\|\rho(t)\|_{C^{1}(\mathcal{I})}$ is continuous for $t \in\left[0, T_{0}\right]$, we see that $\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma^{*}$ for $t \in$ $[0, T]$ with a $T \in\left(0, T_{0}\right]$. Further, by (4.10) and (4.12), we have $L\left[\Gamma_{t}\right]-L^{*}<\delta_{1}^{*}$ for $t>0$. Choose $\delta_{0}$ such that $t_{0}<T$ and $C \delta_{0}^{\nu}<\delta_{1}$. Then, by applying a similar argument to [10, Proof of Theorem 6.1] together with Proposition 4.7, we obtain that $\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1}$ for $t \in\left[t_{0}, T\right]$.

Next we prove that $\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma_{0}$ for $t \in\left[t_{0}, T\right]$. By Lemma 4.5 and (4.12), it holds that for $t \in[0, T]$

$$
\begin{equation*}
\bar{c}\|\rho(t)\|_{H^{1}(\mathcal{I})} \leq L\left[\Gamma_{t}\right]-L^{*}<\delta_{0} . \tag{4.15}
\end{equation*}
$$

Then, by the embedding inequality and (4.15), we see that $\|\rho(t)\|_{C^{0}(\mathcal{I})} \leq C \delta_{0}$ for $t \in[0, T]$. On the other hand, it follows from Lemma 4.3(ii) and Lemma 4.6(ii) that there exists $C>0$ such that for $t \in\left[t_{0}, T\right]$

$$
\begin{equation*}
\|\kappa(t)\|_{C^{0}\left(\Gamma_{t}\right)} \leq\left\|\kappa(t)-\kappa_{a v}(t)\right\|_{C^{o}\left(\Gamma_{t}\right)}+\left|\kappa_{a v}(t)-\kappa^{*}\right|+\left|\kappa^{*}\right| \leq C\left(\delta_{1}+\delta_{0}\right)+\left|\kappa^{*}\right| . \tag{4.16}
\end{equation*}
$$

Thus, by virtue of (4.15), (4.16), and $\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1}$ for $t \in\left[t_{0}, T\right]$, we derive the boundedness of $\|\rho(t)\|_{H^{3}(\mathcal{I})}$ for $t \in\left[t_{0}, T\right]$, which implies the boundedness of $\|\rho(t)\|_{C^{2+\alpha}(\mathcal{I})}$ for $\alpha \in(0,1 / 2)$. Then, by the interpolation inequality for Hölder spaces, we have

$$
\|\rho(t)\|_{C^{1}(\mathcal{I})} \leq C\left(\|\rho(t)\|_{C^{0}(\mathcal{I})}\right)^{\frac{1+\alpha}{2+\alpha}}\left(\|\rho(t)\|_{C^{2+\alpha}(\mathcal{I})}\right)^{\frac{1}{2+\alpha}} \leq \widetilde{C} \delta_{0}^{\frac{1+\alpha}{2+\alpha}}
$$

for $t \in\left[t_{0}, T\right]$. Choosing $\delta_{0}$ such that $\widetilde{C} \delta_{0}^{\frac{1+\alpha}{2+\alpha}}<\gamma_{0}$, we obtain $\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma_{0}$ for $t \in\left[t_{0}, T\right]$.

Finally, let us derive the existence of a unique global-in-time solution. Repeating the above argument until the local existence time $T_{0}$, we see that $\Gamma_{t}$ satisfies

$$
\begin{equation*}
\|\rho(t)\|_{C^{1}(\mathcal{I})}<\gamma_{0}, \quad L\left[\Gamma_{t}\right]-L^{*}<\delta_{0}, \quad\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1} \tag{4.17}
\end{equation*}
$$

for $t \in\left[t_{0}, T_{0}\right]$. This implies that $\Gamma_{T_{0}}$ satisfies the same conditions as those fulfilled by $\Gamma_{0}$ and the boundedness of $\left\|\rho\left(T_{0}\right)\right\|_{C^{2+\alpha}(\mathcal{I})}$ for $\alpha \in(0,1 / 2)$ is guaranteed. Thus, due to Theorem 2.1, the solution of (2.5) can be extended over $t=T_{0}$ by a fixed amount of time. Further, by applying the same argument as we did in the first half of this proof, we have the estimates (4.17) for each time $t$ in the extended existence interval of the solution. This procedure can be iterated as many times as we want, so that a unique global-in-time solution of (2.5) with $\rho(\cdot, 0)=\rho_{0}$ can be obtained.
5. Stability of stationary curves. The following theorem shows nonlinear stability of the stationary curve $\Gamma^{*}$ when the bilinear form $I^{*}$ is positive.

Theorem 5.1 (nonlinear stability). Let the assumption of Theorem 4.8 hold. Then

$$
\|\rho(t)\|_{H^{3}(\mathcal{I})} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty .
$$

Proof. We apply a method similar to the one used in [10, Proof of Theorem 6.4]. By Lemma 4.1(i), we see that

$$
\int_{0}^{\infty}\left\|\kappa_{s}(\tau)\right\|_{L^{2}\left(\Gamma_{\tau}\right)}^{2} d \tau \leq L\left[\Gamma_{0}\right] .
$$

This implies that for any $\varepsilon \in\left(0, \delta_{1}\right)$ there exists a sufficiently large $t_{\varepsilon}>0$ such that

$$
\left\|\kappa_{s}\left(t_{\varepsilon}\right)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\varepsilon
$$

According to the proof of Theorem 4.8, it holds that $\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\delta_{1}$ as long as the solution exists. Thus, applying Proposition 4.7 for $t \in\left[t_{\varepsilon}, \infty\right)$, we have

$$
\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}+\mu^{*} \int_{t_{\varepsilon}}^{t}\left\|V_{s}(\tau)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} d \tau \leq\left\|\kappa_{s}\left(t_{\varepsilon}\right)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2}<\varepsilon .
$$

This means that

$$
\begin{equation*}
\left\|\kappa_{s}(t)\right\|_{L^{2}\left(\Gamma_{t}\right)}^{2} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty . \tag{5.1}
\end{equation*}
$$

By (5.1) and Lemma 4.3(ii), we also see that

$$
\begin{equation*}
\left\|\kappa(\cdot, t)-\kappa_{a v}(t)\right\|_{C^{0}\left(\Gamma_{t}\right)} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty . \tag{5.2}
\end{equation*}
$$

On the other hand, by virtue of Lemma 4.5 and Lemma 4.6(i), we obtain the boundedness of $\|\rho(t)\|_{H^{1}(\mathcal{I})}$. Using Lemma 4.6 and (5.2), we also have the boundedness of $\|\kappa(t)\|_{L^{2}\left(\Gamma_{t}\right)}$. Then the boundedness of $\|\rho(t)\|_{H^{1}(\mathcal{I})}$ and $\|\kappa(t)\|_{L^{2}\left(\Gamma_{t}\right)}$ imply the boundedness of $\|\rho(t)\|_{H^{2}(\mathcal{I})}$. Since it follows from the boundedness of $\|\rho(t)\|_{H^{2}(\mathcal{I})}$ and (5.1) that $\|\rho(t)\|_{H^{3}(\mathcal{I})}$ is bounded, there exists a sequence $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ and $\widetilde{\rho}$ such that

$$
\rho\left(t_{n}\right) \rightarrow \tilde{\rho} \quad \text { in } C^{2+\alpha}(\mathcal{I}) \text { as } n \rightarrow \infty .
$$

By virtue of (5.2), $\widetilde{\rho}$ satisfies $\widetilde{\kappa}-\widetilde{\kappa}_{a v}=0$. The solution of the problem

$$
\kappa=\kappa_{a v}, \quad \varangle(\Gamma, \partial \Omega)=\pi / 2, \quad \text { Area }[\Gamma]=\operatorname{Area}\left[\Gamma^{*}\right]
$$

is unique in the $C^{0}$-neighborhood of $\Gamma^{*}$ and given by $\rho \equiv 0$ (see Theorem 5.2). Since $\widetilde{\rho}$ is a solution of this problem, we obtain $\widetilde{\rho} \equiv 0$. In particular, we get

$$
L\left[\Gamma_{t_{n}}\right] \rightarrow L\left[\Gamma^{*}\right]=L^{*} \quad \text { as } \quad n \rightarrow \infty .
$$

We remark that $\Gamma_{t_{n}}$ and $\Gamma^{*}$ are the curves described by $\rho=\rho\left(t_{n}\right)$ and $\rho \equiv 0$ for the parameterization in section 2 , respectively. Then, by the fact that $L\left[\Gamma_{t}\right]$ decreases in time, we obtain that

$$
L\left[\Gamma_{t}\right] \rightarrow L^{*} \quad \text { as } \quad t \rightarrow \infty .
$$

Applying Lemma 4.5, we have

$$
\|\rho(t)\|_{H^{1}(\mathcal{I})}^{2} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Hence, using this fact together with both (5.1) and (5.2), we obtain the desired result.

It remains to prove the following result. We refer the reader to Grosse-Brauckmann [14] for a similar proof in the case of a different boundary condition.

Theorem 5.2. Let $\Gamma^{*}$ be a stationary curve such that the bilinear form $I^{*}$ is positive and let $\Gamma$ be a curve described by $\rho$ for the parameterization in section 2 . Then there exists a $C^{2}$-neighborhood of $\Gamma^{*}$ such that $\rho \equiv 0$ is the unique solution of the problem

$$
\begin{equation*}
\kappa=\kappa_{a v}, \quad \varangle(\Gamma, \partial \Omega)=\pi / 2, \quad \text { Area }[\Gamma]=\operatorname{Area}\left[\Gamma^{*}\right] . \tag{5.3}
\end{equation*}
$$

Proof. We use the following implicit function theorem (see Zeidler [24, Theorem 4.B]).

Suppose that the following hold:
(i) The mapping $F: U\left(x_{0}, y_{0}\right) \subset X \times Y \rightarrow Z$ is defined on an open neighborhood $U\left(x_{0}, y_{0}\right)$ of $\left(x_{0}, y_{0}\right)$, and $F\left(x_{0}, y_{0}\right)=0$, where $X, Y$, and $Z$ are Banach spaces over $\mathbb{R}$.
(ii) $F_{y}$ exists as the partial Fréchet derivative on $U\left(x_{0}, y_{0}\right)$ and

$$
F_{y}\left(x_{0}, y_{0}\right): Y \rightarrow Z
$$

## is bijective.

(iii) $F$ and $F_{y}$ are continuous at $\left(x_{0}, y_{0}\right)$.

Then the following holds true: There exist positive numbers $r_{0}$ and $r$ such that, for every $x \in X$ satisfying $\left\|x-x_{0}\right\|<r_{0}$, there is exactly one $y(x) \in Y$ for which $\left\|y(x)-y_{0}\right\| \leq r$ and $F(x, y(x))=0$.

We use this theorem for

$$
\begin{aligned}
X & :=\left\{\rho \in C^{2}(\mathcal{I}) \mid \rho=\text { const. }\right\} \\
Y & :=\left\{\rho \in C^{2}(\mathcal{I}) \mid \int_{l_{-}}^{l_{+}} \rho d \sigma=0\right\} \\
Z & :=\left\{\rho \in C^{0}(\mathcal{I}) \mid \int_{l_{-}}^{l_{+}} \rho d \sigma=0\right\} \times \mathbb{R}^{2}
\end{aligned}
$$

and

$$
F(m, u):=\left(\kappa-\kappa_{a v}, \quad \varangle\left(\partial \Omega, \Gamma_{t}\right)_{+}-\frac{\pi}{2}, \quad \varangle\left(\partial \Omega, \Gamma_{t}\right)_{-}-\frac{\pi}{2}\right),
$$

where $\kappa$ is computed for the curve that we get by taking $\rho=u+m$ in section 2 . The expression $\varangle\left(\partial \Omega, \Gamma_{t}\right)_{ \pm}$denotes the angles with the outer boundary at the two boundary points. The derivative $F_{u}(0,0)$ is (by a similar computation as in [13]) given by

$$
\begin{aligned}
& F_{u}(0,0)(v) \\
& =\left(\left(\partial_{\sigma}^{2}+\kappa^{2}\right) v-\frac{1}{l_{+}-l_{-}} \int_{l_{-}}^{l_{+}}\left(\partial_{\sigma}^{2}+\kappa^{2}\right) v d \sigma,\left(\partial_{\sigma}+h_{+}\right) v\left(l_{+}\right),\left(\partial_{\sigma}-h_{-}\right) v\left(l_{-}\right)\right) .
\end{aligned}
$$

The fact that $I^{*}$ is positive implies that $F_{u}(0,0)$ is invertible (using regularity theory for ODEs). Straightforward computations show that $F$ and $F_{u}$ are continuous at $(0,0)$.

Hence, for $m \in X$ small, we find exactly one $u(m)$ such that

$$
F(m, u(m))=0
$$

Let us define

$$
\rho_{m}=u(m)+m
$$

and let $\Gamma_{m}$ be a curve described by $\rho_{m}$ for the parameterization in section 2 . Then we have

$$
\begin{aligned}
\operatorname{Area}\left[\Gamma_{m}\right] & =\operatorname{Area}\left[\Gamma^{*}\right]+\int_{l_{-}}^{l_{+}}(u(m)+m) d \sigma+\mathcal{O}\left(\|u(m)+m\|_{C^{2}(\mathcal{I})}^{2}\right) \\
& =\operatorname{Area}\left[\Gamma^{*}\right]+\left(l_{+}-l_{-}\right) m+\mathcal{O}\left(\|u(m)+m\|_{C^{2}(\mathcal{I})}^{2}\right)
\end{aligned}
$$

This implies that for $m \neq 0$

$$
\begin{equation*}
\mid \text { Area }\left[\Gamma_{m}\right]-\operatorname{Area}\left[\Gamma^{*}\right] \mid \neq 0 \tag{5.4}
\end{equation*}
$$

if $\|(m, u(m))\|_{C^{2}(\mathcal{I})}$ is small enough. We now represent a solution $\rho$ of (5.3) with $\|\rho\|_{C^{2}(\mathcal{I})}$ small as $\rho=u+m$, where $u=\rho-\rho_{a v}$ and $m=\rho_{a v}$ with

$$
\rho_{a v}=\frac{1}{l_{+}-l_{-}} \int_{l_{-}}^{l_{+}} \rho d \sigma .
$$

Then we see that $F(m, u)=0$. Due to the area-preserving property and (5.4), we obtain $m=0$ and $u \equiv 0$, which implies that $\rho \equiv 0$. This proves the theorem.

Appendix A. Proof of Theorem 2.1. The problem (2.5) is an initial boundary value problem for a quasi-linear parabolic PDE which has the form

$$
\begin{cases}\rho_{t}=-\frac{1}{(J(\rho))^{4}} \partial_{\sigma}^{4} \rho+a\left(\rho, \partial_{\sigma} \rho, \partial_{\sigma}^{2} \rho\right) \partial_{\sigma}^{3} \rho+f\left(\rho, \partial_{\sigma} \rho, \partial_{\sigma}^{2} \rho\right) & \text { in } \mathcal{Q}_{0, T},  \tag{A.1}\\ b_{1}(\rho) \partial_{\sigma} \rho+g_{1}(\rho)=0 & \text { at } \sigma=l_{ \pm}, \\ b_{2}\left(\rho, \partial_{\sigma} \rho\right) \partial_{\sigma}^{3} \rho+g_{2}\left(\rho, \partial_{\sigma} \rho, \partial_{\sigma}^{2} \rho\right)=0 & \text { at } \sigma=l_{ \pm}, \\ \rho_{t=0}=\rho_{0} & \text { in } \mathcal{I},\end{cases}
$$

where $a, f, b_{i}$, and $g_{i}(i=1,2)$ are smooth functions with respect to $\rho, \partial_{\sigma} \rho$, and $\partial_{\sigma}^{2} \rho$; and $g_{i}(i=1,2)$ satisfy $\left\|g_{1}(t)\right\|_{C^{0}(\mathcal{I})}=\mathcal{O}\left(\|\rho(t)\|_{C^{0}(\mathcal{I})}\right)$ and $\left\|g_{2}(t)\right\|_{C^{0}(\mathcal{I})}=$ $\mathcal{O}\left(\|\rho(t)\|_{C^{2+\alpha}(\mathcal{I})}\right)$ when $\|\rho\|_{C^{2+\alpha}(\mathcal{I})} \rightarrow 0$. In order to prove Theorem 2.1, we apply a fixed point argument. Let

$$
\mathcal{D}:=\left\{\rho \in \mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right) \mid \rho(\cdot, 0)=\rho_{0},\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq K\right\}
$$

for positive constants $K$ and $T$, and define a mapping $\mathcal{P}$ as

$$
\mathcal{P}: \mathcal{D} \ni \bar{\rho} \mapsto \rho \in \mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right),
$$

where $\rho$ is the unique solution of the linearized problem

$$
\left\{\begin{array}{lll}
\rho_{t}=\mathcal{A} \rho+F(\sigma, t) & \text { for } & (\sigma, t) \in \mathcal{Q}_{0, T},  \tag{A.2}\\
\mathcal{B}_{1} \rho=G_{1}(\sigma, t) & \text { at } & \sigma=l_{ \pm}, t \in(0, T], \\
\mathcal{B}_{2} \rho=G_{2}(\sigma, t) & \text { at } & \sigma=l_{ \pm}, t \in(0, T], \\
\rho(\sigma, 0)=\rho_{0} & \text { for } & \sigma \in \mathcal{I} .
\end{array}\right.
$$

Here the linearized operators $\mathcal{A}, \mathcal{B}_{1}$, and $\mathcal{B}_{2}$ around the initial data $\rho_{0} \in C^{2+\alpha}(\mathcal{I})$ are given by

$$
\begin{aligned}
& \mathcal{A}=-\frac{1}{\left(J\left(\rho_{0}\right)\right)^{4}} \partial_{\sigma}^{4}+a\left(\rho_{0}, \partial_{\sigma} \rho_{0}, \partial_{\sigma}^{2} \rho_{0}\right) \partial_{\sigma}^{3}, \\
& \mathcal{B}_{1}=b_{1}\left(\rho_{0}\right) \partial_{\sigma}, \quad \mathcal{B}_{2}=b_{2}\left(\rho_{0}, \partial_{\sigma} \rho_{0}\right) \partial_{\sigma}^{3}
\end{aligned}
$$

and for given $\bar{\rho} \in \mathcal{D}$

$$
\begin{aligned}
F(\sigma, t)= & -\left\{\frac{1}{(J(\bar{\rho}))^{4}}-\frac{1}{\left(J\left(\rho_{0}\right)\right)^{4}}\right\} \partial_{\sigma}^{4} \bar{\rho} \\
& +\left\{a\left(\bar{\rho}, \partial_{\sigma} \bar{\rho}, \partial_{\sigma}^{2} \bar{\rho}\right)-a\left(\rho_{0}, \partial_{\sigma} \rho_{0}, \partial_{\sigma}^{2} \rho_{0}\right)\right\} \partial_{\sigma}^{3} \bar{\rho} \\
& +f\left(\bar{\rho}, \partial_{\sigma} \bar{\rho}, \partial_{\sigma}^{2} \bar{\rho}\right) \\
G_{1}(\sigma, t)= & -\left\{b_{1}(\bar{\rho})-b_{1}\left(\rho_{0}\right)\right\} \partial_{\sigma} \bar{\rho}-g_{1}(\bar{\rho}) \\
G_{2}(\sigma, t)= & -\left\{b_{2}\left(\bar{\rho}, \partial_{\sigma} \bar{\rho}\right)-b_{2}\left(\rho_{0}, \partial_{\sigma} \rho_{0}\right)\right\} \partial_{\sigma}^{3} \bar{\rho}-g_{2}\left(\bar{\rho}, \partial_{\sigma} \bar{\rho}, \partial_{\sigma}^{2} \bar{\rho}\right)
\end{aligned}
$$

The existence of a unique solution for the linearized problem (A.2) in $\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)$ is proved by applying the optimal regularity theory for analytic semigroups to the linearized problem (A.2) (see [18]). If the mapping $\mathcal{P}$ is a contraction on $\mathcal{D}$ for suitable constants $K$ and $T$ depending on $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}, \mathcal{P}$ has a unique fixed point in $\mathcal{D}$ which is a unique solution of the nonlinear problem (A.1). Thus we show that the mapping $\mathcal{P}$ is a contraction on $\mathcal{D}$. In order to prove this fact, the following lemma is crucial.

Lemma A.1. (i) Assume that $\bar{\rho} \in \mathcal{D}$ and that $\rho$ is a solution of the linearized problem (A.2). Then there exist positive constants $M_{0}$ and $N$ such that

$$
\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq M_{0}+N T^{\frac{\alpha}{4}}
$$

In particular, $M_{0}$ depends on $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}$ increasingly, and $N$ depends on $K$ increasingly.
(ii) Assume that $\bar{\rho}_{1}, \bar{\rho}_{2} \in \mathcal{D}$ and that $\rho_{1}, \rho_{2}$ are solutions of the linearized problem (A.2). Then there exists a positive constant $N$ such that

$$
\left\|\rho_{1}-\rho_{2}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq N T^{\frac{\alpha}{4}}\left\|\bar{\rho}_{1}-\bar{\rho}_{2}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)}
$$

In particular, $N$ depends on $K$ increasingly.
A method to prove this lemma is to use the optimal regularity theory of analytic semigroups as in [18]. We prove this lemma in the next section.

Lemma A. 1 implies that if we take

$$
K=2 M_{0}, \quad T_{0}=\min \left\{\left(\frac{K}{2 N}\right)^{4 / \alpha},\left(\frac{1}{2 N}\right)^{4 / \alpha}\right\}
$$

it follows that for $T \leq T_{0}$

$$
\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq K, \quad\left\|\rho_{1}-\rho_{2}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq \frac{1}{2}\left\|\bar{\rho}_{1}-\bar{\rho}_{2}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)}
$$

This means that $\mathcal{P}$ maps $\mathcal{D}$ into itself and is a contraction on $\mathcal{D}$ for $T \leq T_{0}$. Thus the proof of Theorem 2.1 is completed.

Appendix B. Proof of Lemma A.1. We prove only Lemma A.1(i). Applying a similar argument, we can also derive Lemma A.1(ii). It is convenient to introduce the following estimate without proof.

Lemma B. 1 (see [18, section 2]). For $k \in \mathbb{N}, \beta_{1}, \beta_{2} \in(0,1)$, and a sectorial operator $A$, there exists a constant $C=C\left(k, \beta_{1}, \beta_{2}, A\right)$ such that

$$
\begin{equation*}
\left\|t^{k-\beta_{1}+\beta_{2}} A^{k} e^{t A}\right\|_{L\left(D_{A}\left(\beta_{1}, \infty\right), D_{A}\left(\beta_{2}, \infty\right)\right)} \leq C \quad \text { for } 0<t \leq 1 \tag{B.1}
\end{equation*}
$$

The statement also holds for $k=0$, provided that $\beta_{1} \leq \beta_{2}$.

Define $X:=C(\mathcal{I})$ and

$$
D(A):=\left\{u \in C^{4}(\mathcal{I}) \mid \mathcal{B}_{1} u\left(l_{ \pm}\right)=\mathcal{B}_{2} u\left(l_{ \pm}\right)=0\right\}
$$

Then $A: X \supset D(A) \ni u \mapsto \mathcal{A} u \in X$ is the realization of $\mathcal{A}$ in $X$. It is known that $A$ is a sectorial operator in $X$ (see [21]).

Let $\rho$ be a unique solution of the linearized problem (A.2). In order to reduce the inhomogeneous problem to a homogeneous problem at the boundaries, we introduce an auxiliary function $\zeta$ defined as

$$
\begin{aligned}
\zeta(\sigma, t):= & \left\{\frac{\left(\sigma-l_{-}\right) G_{1}\left(l_{-}, t\right)}{\left.b_{1}\left(\rho_{0}\right)\right|_{\sigma=l_{-}}}+\frac{\left(\sigma-l_{-}\right)^{3} G_{2}\left(l_{-}, t\right)}{\left.3!b_{2}\left(\rho_{0}, \partial_{\sigma} \rho_{0}\right)\right|_{\sigma=l_{-}}}\right\} \eta(\sigma) \\
& +\left\{\frac{\left(\sigma-l_{+}\right) G_{1}\left(l_{+}, t\right)}{\left.b_{1}\left(\rho_{0}\right)\right|_{\sigma=l_{+}}}+\frac{\left(\sigma-l_{+}\right)^{3} G_{2}\left(l_{+}, t\right)}{\left.3!b_{2}\left(\rho_{0}, \partial_{\sigma} \rho_{0}\right)\right|_{\sigma=l_{+}}}\right\} \hat{\eta}(\sigma)
\end{aligned}
$$

where $\eta, \hat{\eta} \in C^{\infty}(\mathcal{I})$ are cut-off functions satisfying

$$
\left\{\begin{array}{lll}
\eta^{\prime}(\sigma)<0, & \hat{\eta}^{\prime}(\sigma)>0 & \text { for } \\
\eta(\sigma) \equiv 1, & \sigma \in\left(l_{-}+L^{*} / 4, l_{+}-L^{*} / 4\right) \\
\eta(\sigma) \equiv 0 & \text { for } & \sigma \in\left[l_{-}, l_{-}+L^{*} / 4\right] \\
\eta(\sigma, & \hat{\eta}(\sigma) \equiv 1 & \text { for } \\
\sigma \in\left[l_{+}-L^{*} / 4, l_{+}\right]
\end{array}\right.
$$

Then it follows that $\rho-\zeta$ fulfills homogeneous boundary conditions. Since $A$ is sectorial, we represent $\rho-\zeta$ with the help of a variant of the variation of constants formula and the analytic semigroup $e^{t A}$. By a simple computation, we obtain for $0 \leq t \leq T$

$$
\rho(\cdot, t)=\rho_{1}(\cdot, t)+\rho_{2}(\cdot, t)+\rho_{3}(\cdot, t),
$$

where

$$
\begin{aligned}
& \rho_{1}(\cdot, t)=e^{t A}\left\{\rho_{0}-\zeta(\cdot, 0)\right\} \\
& \rho_{2}(\cdot, t)=\int_{0}^{t} e^{(t-r) A}\{F(\cdot, r)+\mathcal{A} \zeta(\cdot, r)\} d r \\
& \rho_{3}(\cdot, t)=-A \int_{0}^{t} e^{(t-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, 0)\} d r+\zeta(\cdot, 0)
\end{aligned}
$$

Applying the theory of analytic semigroups as in [18], we have (see below)

$$
\left\{\begin{array}{l}
\left\|\rho_{1}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq C_{0}\left\|\rho_{0}-\zeta(\cdot, 0)\right\|_{D_{A}\left(\frac{2+\alpha}{4}, \infty\right)}  \tag{B.2}\\
\left\|\rho_{2}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq C_{0} \sup _{0<\delta<T} \delta^{\frac{1}{2}} \sup _{t \in[\delta, T]}\|F(\cdot, t)+\mathcal{A} \zeta(\cdot, t)\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \\
\left\|\rho_{3}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq C_{0}+C_{0, K} T^{\frac{1}{4}}
\end{array}\right.
$$

In particular, it is verified that a constant $C_{0}$ increases with $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}$ and that a constant $C_{0, K}$ increases with $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}$ and $K$. Once (B.2) is proven, it follows from characterization of interpolation spaces $D_{A}(\beta, \infty)$ (see, e.g., $[1,18,19]$ ) and
the definition of $F$ that

$$
\begin{aligned}
\|\rho\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq & \left\|\rho_{1}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)}+\left\|\rho_{2}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)}+\left\|\rho_{3}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \\
\leq & \widetilde{C}_{0}\left\|\rho_{0}-\zeta(\cdot, 0)\right\|_{C^{2+\alpha}(\mathcal{I})} \\
& +\widetilde{C}_{0} \sup _{0<\delta<T} \delta^{\frac{1}{2}} \sup _{t \in[\delta, T]}\|F(\cdot, t)+\mathcal{A} \zeta(\cdot, t)\|_{C^{\alpha}(\mathcal{I})} \\
& +\widetilde{C}_{0}+\widetilde{C}_{0, K} T^{\frac{1}{4}} \\
\leq & M_{0}+N_{0, K} T^{\frac{\alpha}{4}}+N_{0, K} T^{\frac{1}{4}}
\end{aligned}
$$

where $\widetilde{C}_{0}$ and $M_{0}$ depend on $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}$ increasingly, and $\widetilde{C}_{0, K}$ and $N_{0, K}$ depend on $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}$ and $K$ increasingly. This completes the proof of Lemma A.1(i). Thus we give the proof of (B.2) in detail.

First let us explain about the estimates for $\rho_{1}$ and $\rho_{2}$. Using (B.1) with $k=0$ and $\beta_{1}=\beta_{2}=(2+\alpha) / 4$ to $\rho_{1}$, and with $k=1, \beta_{1}=(2+\alpha) / 4$, and $\beta_{2}=\alpha / 4$ to $\partial \rho_{1} / \partial t=$ $A \rho_{1}$, we are led to the estimate of $\rho_{1}$ easily. Since $F+\mathcal{A} \zeta \in L^{\infty}\left((0, T] ; D_{A}\left(\frac{\alpha}{4}, \infty\right)\right)$, applying the same argument as $[18$, section 4.3 .2$]$ to $\rho_{2}$ in $[\varepsilon, T](\varepsilon \in(0, T))$, we have an estimate for $\rho_{2}$. Let us consider the estimate for $\rho_{3}$. Since $\zeta$ is less regular, we cannot derive the desired estimate for $\rho_{3}$ if we use only (B.1) to $\rho_{3}$ directly. Set

$$
\begin{equation*}
z(t)=\int_{0}^{t} e^{(t-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, 0)\} d r \tag{B.3}
\end{equation*}
$$

Then $z$ satisfies

$$
\begin{aligned}
& \rho_{3}(\cdot, t)=-A z(t)+\zeta(\cdot, 0)=-\frac{d}{d t} z(t)+\zeta(\cdot, t) \\
& \frac{d}{d t} \rho_{3}(\cdot, t)=-A \frac{d}{d t} z(t)=A\left\{\rho_{3}(\cdot, t)-\zeta(\cdot, t)\right\}
\end{aligned}
$$

This means that if we obtain the estimates for $d z / d t$, we have the desired estimates for $\rho_{3}$. In fact, the estimate for $\left\|\rho_{3}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)}$ is given by

$$
\begin{aligned}
\left\|\rho_{3}\right\|_{\mathcal{Y}\left(\overline{\mathcal{Q}_{0, T}}\right)} \leq & \|\zeta(\cdot, 0)\|_{C^{2+\alpha}\left(\overline{\mathcal{Q}_{0, T}}\right)}+\|\zeta(\cdot, t)-\zeta(\cdot, 0)\|_{C^{2+\alpha}\left(\overline{\mathcal{Q}_{0, T}}\right)} \\
& +\sum_{i=1}^{3} \sup _{0<t<T} t^{\frac{1}{2}}\|\mathcal{A} \zeta(\cdot, t)\|_{C^{\alpha}\left(\overline{\mathcal{Q}_{0, T}}\right)} \\
& +\widetilde{C}\left(\|\dot{z}(t)\|_{D_{A}\left(\frac{2+\alpha}{4}, \infty\right)}+\sup _{0<\delta<T} \delta^{\frac{1}{2}} \sup _{t \in[\delta, T]}\|A \dot{z}(t)\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)}\right) .
\end{aligned}
$$

Here and hereafter we use $\dot{z}$ instead of $d z / d t$ to simplify the notation. For the function $z$, we have the following estimates.

Lemma B.2. Let $z$ be a function represented by (B.3). Then there exists a constant $N$, which depends on $\left\|\rho_{0}\right\|_{C^{2+\alpha}(\mathcal{I})}, \alpha$, and $K$, such that

$$
\left\{\begin{array}{l}
\|\dot{z}(t)\|_{D_{A}\left(\frac{2+\alpha}{4}, \infty\right)} \leq N T^{\frac{1}{4}}  \tag{B.4}\\
\sup _{0<\delta<T} \delta^{\frac{1}{2}} \sup _{t \in[\delta, T]}\|A \dot{z}(t)\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \leq N T^{\frac{1}{4}}
\end{array}\right.
$$

Proof. The proof of the first estimate of (B.4) is similar to arguments in [16, Appendix]. We prove only the second estimate of (B.4). For $t \geq \varepsilon$ with $\varepsilon \in(0, T)$, we have

$$
\begin{aligned}
\dot{z}(t)= & e^{(t-\varepsilon / 2) A} \dot{z}(\varepsilon / 2)+\int_{\varepsilon / 2}^{t} A e^{(t-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, t)\} d r \\
& +e^{(t-\varepsilon / 2) A}\{\zeta(\cdot, t)-\zeta(\cdot, \varepsilon / 2)\} .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\|A \dot{z}(t)\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \leq & \left\|A e^{(t-\varepsilon / 2) A} \dot{z}(\varepsilon / 2)\right\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \\
& +\left\|\int_{\varepsilon / 2}^{t} A^{2} e^{(t-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, t)\} d r\right\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \\
& +\left\|A e^{(t-\varepsilon / 2) A}\{\zeta(\cdot, t)-\zeta(\cdot, \varepsilon / 2)\}\right\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \\
= & I_{1}(t)+I_{2}(t)+I_{3}(t)
\end{aligned}
$$

Let us first derive the estimate of $I_{1}(t)$. It follows that for $t \geq \varepsilon$

$$
\begin{equation*}
I_{1}(t) \leq C_{0}(t-\varepsilon / 2)^{-\frac{\alpha}{4}}\|A \dot{z}(\varepsilon / 2)\| \leq C_{0}(\varepsilon / 2)^{-\frac{\alpha}{4}}\|A \dot{z}(\varepsilon / 2)\| \tag{B.5}
\end{equation*}
$$

Thus it is necessary to obtain an estimate of $\|A \dot{z}(t)\|$. Since $\dot{z}(0)=0$, we see that

$$
\|A \dot{z}(t)\| \leq \int_{0}^{t}\left\|A^{2} e^{(t-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, t)\}\right\| d r+\left\|A e^{t A}\{\zeta(\cdot, t)-\zeta(\cdot, 0)\}\right\|
$$

We now recall the definition of $\zeta$. Then we have to estimate each term. We show the estimate only for the term including the function

$$
\hat{\zeta}(\sigma, t):=\left(\sigma-l_{-}\right)^{3} G_{2}\left(l_{-}, t\right) \eta(\sigma)
$$

The idea for the estimation of the other terms is similar. Set

$$
\begin{aligned}
J_{1}(t) & :=\int_{0}^{t}\left\|A^{2} e^{(t-r) A}\{\hat{\zeta}(\cdot, \sigma)-\hat{\zeta}(\cdot, t)\}\right\| d r \\
J_{2}(t) & :=\left\|A e^{t A}\{\hat{\zeta}(\cdot, t)-\hat{\zeta}(\cdot, 0)\}\right\|
\end{aligned}
$$

Let us derive the estimate of $J_{1}(t)$. For $t>r$ we have

$$
\begin{aligned}
& \left|G_{2}(\cdot, t)-G_{2}(\cdot, r)\right| \\
& \leq\left|b_{2}\left(\bar{\rho}(\cdot, t), \partial_{\sigma} \bar{\rho}(\cdot, t)\right)-b_{2}\left(\rho_{0}, \partial_{\sigma} \rho_{0}\right)\right|\left|\partial_{\sigma}^{3} \bar{\rho}(\cdot, t)-\partial_{\sigma}^{3} \bar{\rho}(\cdot, r)\right| \\
& \quad+\left|b_{2}\left(\bar{\rho}(\cdot, t), \partial_{\sigma} \bar{\rho}(\cdot, t)\right)-b_{2}\left(\bar{\rho}(\cdot, r), \partial_{\sigma} \bar{\rho}(\cdot, r)\right)\right|\left|\partial_{\sigma}^{3} \bar{\rho}(\cdot, r)\right| \\
& \quad+\left|g_{2}\left(\bar{\rho}(\cdot, t), \partial_{\sigma} \bar{\rho}(\cdot, t), \partial_{\sigma}^{2} \bar{\rho}(\cdot, t)\right)-g_{2}\left(\bar{\rho}(\cdot, r), \partial_{\sigma} \bar{\rho}(\cdot, r), \partial_{\sigma}^{2} \bar{\rho}(\cdot, r)\right)\right| \\
& \leq \\
& C_{K}\left\{t^{\frac{1+\alpha}{4}} \cdot r^{-\frac{1}{2}}(t-r)^{\frac{1+\alpha}{4}}+r^{-\frac{1}{2}}(t-r)^{\frac{3+\alpha}{4}} \cdot r^{-\frac{1}{4}}+r^{-\frac{1}{2}}(t-r)^{\frac{2+\alpha}{4}}\right\} .
\end{aligned}
$$

This fact and characterization of interpolation spaces $D_{A}(\beta, \infty)$ imply that

$$
\begin{aligned}
J_{1}(t) \leq & C_{0} \int_{0}^{t}(t-r)^{\frac{3}{4}-2}\left\|\left(\sigma-l_{-}\right)^{3} \eta\right\|_{D_{A}\left(\frac{3}{4}, \infty\right)}\left|G_{2}\left(l_{-}, t\right)-G_{2}\left(l_{-}, r\right)\right| d r \\
\leq & C_{0, K} \int_{0}^{t}(t-r)^{\frac{3}{4}-2}\left\{t^{\frac{1+\alpha}{4}} \cdot r^{-\frac{1}{2}}(t-r)^{\frac{1+\alpha}{4}}\right. \\
& \left.\quad+r^{-\frac{1}{2}}(t-r)^{\frac{3+\alpha}{4}} \cdot r^{-\frac{1}{4}}+r^{-\frac{1}{2}}(t-r)^{\frac{2+\alpha}{4}}\right\} d r \\
\leq & C_{0, K, \alpha}\left(t^{\frac{1+\alpha}{4}}+t^{\frac{1}{4}}+t^{\frac{1}{4}}\right) t^{\frac{\alpha}{4}-\frac{1}{2}} \\
\leq & \widetilde{C}_{0, K, \alpha}\left(t^{\frac{1+\alpha}{4}}+t^{\frac{1}{4}}\right) t^{\frac{\alpha}{4}-\frac{1}{2}}
\end{aligned}
$$

Applying the similar argument to $J_{2}(t)$, we are led to

$$
\begin{aligned}
J_{2}(t) & \leq C_{0} t^{\frac{3}{4}-1}\left\|\left(\sigma-l_{-}\right)^{3} \eta\right\|_{D_{A}\left(\frac{3}{4}, \infty\right)}\left|G_{2}\left(l_{-}, t\right)-G_{2}\left(l_{-}, 0\right)\right| \\
& \leq C_{0, K} t^{\frac{3}{4}-1}\left(t^{\frac{1+\alpha}{4}} \cdot K t^{-\frac{1}{4}}+t^{\frac{\alpha}{4}}\right) \\
& \leq \widetilde{C}_{0, K} t^{\frac{1}{4}} \cdot t^{\frac{\alpha}{4}-\frac{1}{2}}
\end{aligned}
$$

Since the estimates for the other terms are also obtained similarly, we have

$$
\|A \dot{z}(t)\| \leq C_{0, K, \alpha} T^{\frac{1}{4}} \cdot t^{\frac{\alpha}{4}-\frac{1}{2}}
$$

It follows from (B.5) that

$$
I_{1}(t) \leq C_{0, K, \alpha} T^{\frac{1}{4}} \cdot(\varepsilon / 2)^{-\frac{1}{2}}
$$

Let us derive the estimate for $I_{2}(t)$. Set

$$
w(t):=\int_{\varepsilon / 2}^{t} A^{2} e^{(t-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, t)\} d r
$$

In order to obtain the estimate of $\|w\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)}$, we recall the definition of $\|\cdot\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)}$. Since the estimate of $\|w\|$ is similar to that of $J_{1}(t)$, we consider only the estimate of the seminorm. According to the definition, we see that

$$
\begin{aligned}
{[w]_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} } & =\sup _{0<\tau<1}\left\|\tau^{1-\frac{\alpha}{4}} A e^{\tau A} w\right\| \\
& \leq \sup _{0<\tau<1} \tau^{1-\frac{\alpha}{4}} \int_{\varepsilon / 2}^{t}\left\|A^{3} e^{(t+\tau-r) A}\{\zeta(\cdot, r)-\zeta(\cdot, t)\}\right\| d r
\end{aligned}
$$

We show the estimate only for the term including $\hat{\zeta}(\sigma, t)$. In fact we obtain

$$
\begin{aligned}
& \tau^{1-\frac{\alpha}{4}} \int_{\varepsilon / 2}^{t}\left\|A^{3} e^{(t+\tau-r) A}\{\hat{\zeta}(\cdot, r)-\hat{\zeta}(\cdot, t)\}\right\| d r \\
& \leq C_{0} \tau^{1-\frac{\alpha}{4}} \int_{\varepsilon / 2}^{t}(t+\tau-r)^{\frac{3}{4}-3}\left\|\left(\sigma-l_{-}\right)^{3} \eta\right\|_{D_{A}\left(\frac{3}{4}, \infty\right)}\left|G_{2}\left(l_{-}, t\right)-G_{2}\left(l_{-}, r\right)\right| d r \\
& \leq C_{0, K} \tau^{1-\frac{\alpha}{4}} \int_{\varepsilon / 2}^{t}(t+\tau-r)^{\frac{3}{4}-3}\left\{t^{\frac{1+\alpha}{4}} \cdot(\varepsilon / 2)^{-\frac{1}{2}}(t-r)^{\frac{1+\alpha}{4}}\right. \\
& \left.\quad+(\varepsilon / 2)^{-\frac{1}{2}}(t-r)^{\frac{3+\alpha}{4}} \cdot r^{-\frac{1}{4}}+(\varepsilon / 2)^{-\frac{1}{2}}(t-r)^{\frac{2+\alpha}{4}}\right\} d r \\
& \leq C_{0, K} \tau^{1-\frac{\alpha}{4}} \int_{\varepsilon / 2}^{t}(t+\tau-r)^{\frac{\alpha}{4}-2} d r \cdot\left(t^{\frac{1+\alpha}{4}}+t^{\frac{1}{4}}\right) \cdot(\varepsilon / 2)^{-\frac{1}{2}} \\
& \quad+C_{0, K} \tau^{1-\frac{\alpha}{4}} \int_{\varepsilon / 2}^{t}(t+\tau-r)^{\frac{\alpha}{4}-2}(r-\varepsilon / 2)^{-\frac{1}{4}} d r \cdot(t-\varepsilon / 2)^{\frac{1}{2}} \cdot(\varepsilon / 2)^{-\frac{1}{2}} \\
& \leq
\end{aligned}
$$

As a consequence, we are led to

$$
I_{2}(t) \leq C_{0, K, \alpha} T^{\frac{1}{4}} \cdot(\varepsilon / 2)^{-\frac{1}{2}}
$$

The estimate of $I_{3}(t)$ is omitted, since we can readily obtain it by using (B.1) together with the estimate of $\left|G_{2}(\cdot, t)-G_{2}(\cdot, r)\right|$.

Consequently, we have

$$
\|A \dot{z}(t)\|_{D_{A}\left(\frac{\alpha}{4}, \infty\right)} \leq C_{0, K, \alpha} T^{\frac{1}{4}} \cdot \varepsilon^{-\frac{1}{2}} \quad \text { for } \quad \varepsilon \leq t \leq T
$$

This completes the proof of the second estimate of (B.4).
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#### Abstract

We consider the vorticity formulation of the two-dimensional viscous Camassa-Holm equations in the whole space. We establish global existence for solutions corresponding to initial data in $L^{1}$ and describe the large time behavior of solutions with sufficiently small and localized initial data. We calculate the rate at which such solutions approach an "unfiltered" Oseen vortex by computing the rate at which the solution of a scaled vorticity problem approaches the solution to a corresponding linearized equation.


Key words. Camassa-Holm, Navier-Stokes- $\alpha$, vorticity, decay

AMS subject classifications. 35Q35, 76B03
DOI. 10.1137/070684070

1. Introduction. The viscous Camassa-Holm equations (VCHE) are commonly written

$$
\begin{align*}
v_{t}+u \cdot \nabla v+v \cdot(\nabla u)^{T}+\nabla p & =\triangle v  \tag{1.1}\\
H_{\alpha}^{-1}(u)=u-\alpha^{2} \triangle u & =v \\
\nabla \cdot u & =0 \\
v(0) & =v_{0}
\end{align*}
$$

Here $H_{\alpha}$ is the Helmholtz operator with constant $\alpha$ defined by solving the PDE $u-\alpha^{2} \triangle u=v$. This will be referred to as the filter associated with the VCHE. For a derivation of these equations from variational principles see [11] or [15]; for a derivation based on modifying the Navier-Stokes system see [7]. The significance of these equations is in the combination of a close relation to the famous Navier-Stokes equations and easily computable bounds on solutions. In particular, in dimensions 2-4, the VCHE admit smooth global solutions which satisfy a modified Kelvin circulation theorem where circulation is conserved around "loops" moving with the filtered flow. The filter is responsible for the smoothing effect on solutions, and the nonlinear term $v \cdot(\nabla u)^{T}$ brings the solution into compliance with the Kelvin circulation theorem. These solutions are well suited for numerical and analytic calculations and retain many properties displayed by solutions of the Navier-Stokes equations. For proofs of global existence and uniqueness in dimensions $2-4$ see [2], [7], [8], [13], and [15]. Decay of energy and higher norms is considered in [2]. Numerical literature is outside the scope of this paper, and the reader is referred to [12] for a survey of the VCHE role in computational turbulence models and a more complete bibliography.

The relation between the VCHE and the Navier-Stokes equations is particularly visible in the vorticity form of the equations found by taking the curl $(\nabla \times v=\tilde{v})$ of

[^26](1.1). In two dimensions the vorticity form is
\[

$$
\begin{align*}
\tilde{v}_{t}+u \cdot \nabla \tilde{v} & =\triangle \tilde{v}  \tag{1.2}\\
B\left(H_{\alpha}(\tilde{v})\right) & =u \\
\tilde{v}(0) & =\tilde{v}_{0}
\end{align*}
$$
\]

In the above equation, $B$ represents convolution with the well-known Biot-Savart kernel which reconstructs the velocity from the vorticity; see (2.1). The aim of this paper is to further explore the relationship between solutions of the Navier-Stokes equation and the VCHE by describing the way a solution of (1.2) approaches the fixed point zero, i.e., computing the first and second order decay asymptotics for solutions with small initial data.

Similar study of the asymptotic behavior of the two-dimensional (2-D) vorticity equation for the Navier-Stokes equation can be found in [5], [9], and [10]. In [9] the asymptotics are calculated by applying invariant manifold techniques to the semiflow governing the vorticity problem. Their approach is to scale the vorticity problem into coordinates which are particularly well suited for studying the large time behavior of the Navier-Stokes equation and then apply the invariant manifold theorem in [6] to construct an invariant manifold in the phase space of the scaled problem and foliate the phase space locally, near the fixed point zero. The manifolds constructed give insight into the behavior of solutions near the fixed point, and, among other results, the authors calculate the asymptotics through the interaction and properties of these manifolds.

The close relation of the Navier-Stokes equations and the VCHE gives hope that a similar program may be carried out for the 2-D VCHE, especially when comparing the vorticity equations. In fact, such attempts are met with resistance from the filter in the VCHE. In a functional setting the filter eases problems by smoothing the solution, but in a dynamical setting such as this the filter adds complication to the problem. In particular, the filter does not scale well with the other parts of the equation, and the resulting nonlinear term has dependence on the scaled time variable not present in the case of the Navier-Stokes equations. This time dependence carries through into the semigroups generated by the scaled equation and complicates the invariant manifold construction. Specifically, the theorem in [6] cannot be applied. It is possible to add another equation to the system to express it in an autonomous form (does not depend explicitly on the scaled time variable), but the semigroup generated is still dependent on time and does not commute $(\Theta(s+t) \neq \Theta(s) \Theta(t))$. It is not immediately clear how to construct invariant manifolds with such a time dependence or even if such a structure exists.

The invariant manifold theorem in [6] is based on solving Lyapunov-Perron-type equations which are generated through recursive application of the semiflow. To work around the time dependence of this system we construct an infinite family of systems by stepping the original system forward in time a fixed length and work with the corresponding semigroups. These semigroups do not commute but can be composed to reconstruct the flow of the solution. Following in spirit [6] the semiflow generated by these systems is decomposed into a linear term, a nonlinear term for which we can find uniform Lipschitz bounds, and a forcing function which decays sufficiently fast. Applying this decomposition recursively we find a discrete Lyapunov-Perron-type system which is solvable in a rapidly decaying space. The existence of a solution to this discrete system implies decay properties of the difference system which in turn allow
us to compute the asymptotics we desire. Although the notion of invariant manifolds is lost we still retain enough structure to complete the asymptotic calculations. In essence we rework part of [6] with weaker hypotheses reflecting our situation. To calculate the decay of solutions we linearize the scaled VCHE around a fixed point sufficiently close to zero and determined by the initial data considered, subtract the linearized equation from the scaled one to get a system which measures distance from the linear solution, and apply the newly constructed decay theorem. This procedure, in theory, can be continued to arbitrary orders of asymptotics by considering sufficiently localized data. We consider only the cases where the governing ODEs are linear.

The work is based in large part on the work in [6] and [9]; this is reflected in the notation we use and the statements of many theorems. Following this introduction we introduce the majority of our notation and a few useful lemmas relating to the VCHE. Section 3 is dedicated to proving the existence and uniqueness of solutions to the vorticity problem in two dimensions. This section is somewhat based on the work in [1], where similar results were proved for the Navier-Stokes equations, but for us the work is simplified thanks to the smoothing properties of the filter in functional settings. In section 4 we introduce the scaled variables, prove bounds for solutions with these variables in weighted spaces, and discuss other properties of the scaled system. In this section we also discuss the linearized system and the action of the linear operator $\mathcal{L}$ (the scaled form of $\triangle$ ) on the weighted spaces. Section 5 contains the decay theorems based on the invariant manifold structure. Sections 6 and 7 hold the theorems and computations involving the first and second order asymptotic, respectively. The theorems in section 7 are very similar to section 6 , and many are stated with little or no proof when they have nearly identical analogues in section 6 . To end this introduction we state the main conclusions of this paper; proofs are contained in sections 3,6 , and 7 , respectively. The spaces $L^{2}(m)$ are weighted spaces; see (2.2) below.

Theorem 1.1. Given initial conditions $\tilde{v}_{0} \in L^{1}\left(\mathbb{R}^{2}\right)$, there exists a unique global solution $\tilde{v} \in L^{\infty}\left([0, \infty) ; L^{1}\left(\mathbb{R}^{2}\right)\right)$ to the PDE (1.2). This solution satisfies the decay bound

$$
|\tilde{v}(t)|_{q} \leq C t^{-\left(1-\frac{1}{q}\right)}|\tilde{v}(0)|_{1}
$$

Theorem 1.2. For any $\mu \in\left(0, \frac{1}{2}\right)$, there exists a $r_{0}>0$ so that for any initial data $\tilde{v}_{0} \in L^{2}(2)$ with $\left\|\tilde{v}_{0}\right\|_{2} \leq r_{0}$ the solution of (1.2) satisfies

$$
|\tilde{v}(\cdot, t)-a(\Omega(\cdot, t))|_{p} \leq C(1+t)^{-1-\mu+\frac{1}{p}}
$$

where $a=\int_{\mathbb{R}^{2}} \tilde{v}_{0} d x$ and

$$
\Omega(x, t)=\frac{1}{4 \pi(1+t)} e^{\frac{-|x|^{2}}{4(1+t)}}
$$

Theorem 1.3. For any $\mu \in\left(\frac{1}{2}, 1\right)$, there exists a $r_{0}>0$ so that for any initial data $\tilde{v}_{0} \in L^{2}(3)$ with $\left\|\tilde{v}_{0}\right\|_{3} \leq r_{0}$ the solution of (1.2) satisfies

$$
\left|\tilde{v}(\cdot, t)-a\left(\Omega(\cdot, t)-\sum_{i=1,2} b_{i}\left(\partial_{i} \Omega(x, t)\right)\right)\right|_{p} \leq C(1+t)^{-1-\mu+\frac{1}{p}}
$$

where $b_{i}=\int x_{i} \tilde{v}_{0} d x$ and $a, \Omega$ are as in the previous theorem.
2. Notation and preliminaries. Throughout this paper we use $\mathbb{N}$ to refer to the natural numbers including 0 . Standard Lebesgue spaces will be denoted $L^{p}\left(\mathbb{R}^{2}\right)$ or ( $L^{p}$ for short) with the norm $|\cdot|_{p}=\left(\int|\cdot|^{p} d x\right)^{1 / p}$. Other Banach spaces defined within will use the norm $\|\cdot\|_{X}$.

To denote the curl of a vector field we use the tilde. For example, the curl of a vector field $v$ is given by $\nabla \times v=\tilde{v}$. For a divergence-free vector field the curl can be undone through convolution with the well-known Biot-Savart kernel $x^{\perp} /\left(2 \pi|x|^{2}\right)$, $x^{\perp}=\left(-x_{2}, x_{1}\right)^{T}$. We denote this convolution as

$$
\begin{equation*}
B(\tilde{w})=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \frac{(x-y)^{\perp}}{|x-y|^{2}} \tilde{w}(y) d y \tag{2.1}
\end{equation*}
$$

so that $B(\tilde{v})=v$ for divergence-free vector fields.
We define $\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}$ and make frequent use of the weighted Hilbert spaces $L^{2}(m)$ defined by

$$
\begin{align*}
L^{2}(m) & =\left\{f \in L^{2}\left(\mathbb{R}^{2}\right) \mid\|f\|_{m}<\infty \text { and } \nabla \cdot f=0\right\}  \tag{2.2}\\
\|f\|_{m}^{2} & =\int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m}(\xi)|f(\xi)|^{2} d \xi
\end{align*}
$$

The remaining part of this section contains bounds that will be useful later in the paper. To begin we recall a lemma from [9] concerning the Biot-Savart operator $B$ defined by (2.1) and the curl of divergence-free vector fields.

Lemma 2.1. Let

$$
v=B(\tilde{v})=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \frac{(x-y)^{\perp}}{|x-y|^{2}} \tilde{v}(y) d y
$$

(i) If $1<p<2<q<\infty, \frac{1}{q}=\frac{1}{p}-\frac{1}{2}$, and $\tilde{v} \in L^{p}\left(\mathbb{R}^{2}\right)$, then there exists a $C>0$ such that $|v|_{q} \leq C|\tilde{v}|_{p}$.
(ii) If $1 \leq p<2<q \leq \infty, \frac{1}{2}=\frac{\alpha}{p}+\frac{(1-\alpha)}{q}$, where $\alpha \in(0,1)$, and $\tilde{v} \in L^{p} \cap L^{q}\left(\mathbb{R}^{2}\right)$, then there exists a $C>0$ such that $|v|_{\infty} \leq C|\tilde{v}|_{p}^{\alpha}|\tilde{v}|_{q}^{1-\alpha}$.
(iii) If $1<p<\infty$ and $\tilde{v} \in L^{p}\left(\mathbb{R}^{2}\right)$, then there exists a $C>0$ such that $|\nabla v|_{p} \leq$ $C|\tilde{v}|_{p}$

Proof. This is Lemma 2.1 in [9].
The following bounds for the heat kernel will also be useful in proving the existence of solutions in section 3 .

Lemma 2.2. Let $\Phi$ be the fundamental solution to the heat equation. Then

$$
\begin{gathered}
|\Phi(t)|_{p} \leq \frac{C(n, p)}{t^{\left(1-\frac{1}{p}\right) \frac{n}{2}}}, \\
|\nabla \Phi(t)|_{p} \leq \frac{C(n, p)}{t^{\frac{1}{2}+\left(1-\frac{1}{p}\right) \frac{n}{2}}} .
\end{gathered}
$$

Proof. By direct calculation

$$
|\Phi(t)|_{p}^{p}=\frac{1}{(4 \pi t)^{\frac{p n}{2}}} \int_{\mathbb{R}^{n}} e^{\frac{-p|x|^{2}}{4 t}} d x=\frac{1}{p^{\frac{n}{2}}(4 \pi t)^{\frac{(p-1) n}{2}}}
$$

This proves the first bound. For the second, start by differentiating the heat kernel and then take the $L^{p}$ norm

$$
|\nabla \Phi(t)|_{p}^{p} \leq \frac{C(n, p)}{t^{p\left(1+\frac{n}{2}\right)}} \int_{\mathbb{R}^{n}}|x|^{p} e^{\frac{-p|x|^{2}}{4 t}} d x .
$$

A change of variables and integration now proves the second bound.
We also recall some facts about the Helmholtz operator $H_{\alpha}$.
Lemma 2.3. Let $v \in L^{r}\left(\mathbb{R}^{n}\right), r \in[1, \infty)$. Then there exists a solution $u \in$ $W^{1, r}\left(\mathbb{R}^{n}\right)$ to the Helmholtz equation

$$
H_{\alpha}^{-1}(u)=u-\alpha^{2} \triangle u=v
$$

which satisfies the bounds

$$
\begin{aligned}
|u|_{p} & \leq|v|_{p} \text { for } p \in[1, \infty] \\
|u|_{p} & \leq \frac{C(n, p, r)}{\alpha^{1+\gamma}}|v|_{r} \text { for } \gamma=\frac{n}{2}\left(\frac{1}{r}-\frac{1}{p}\right)<1, \\
|\nabla u|_{p} & \leq \frac{C(n, p, r)}{\alpha^{\frac{3}{2}+\gamma}}|v|_{r} \text { for } \gamma=\frac{n}{2}\left(\frac{1}{r}-\frac{1}{p}\right)<\frac{1}{2} .
\end{aligned}
$$

Proof. This follows by standard elliptic theory.
The last lemma in this section concerns the inclusion $L^{2}(m) \hookrightarrow L^{1}$ and will be useful in proving many estimates later in this paper.

Lemma 2.4. If $f \in L^{2}(m)$ for some $m>1$, then $f \in L^{q}$ for $1 \leq q \leq 2$.
Proof. The bound $|f|_{2} \leq\|f\|_{m}$ is immediate from the definition of $L^{2}(m)$. Since $\langle\xi\rangle^{-m}$ is integrable in $\mathbb{R}^{2}$ if $m>1$ we have $|f|_{1} \leq C\|f\|_{m}$. Interpolation finishes the proof.
3. Vorticity problem for the VCHE. This section contains proofs for the existence and uniqueness of solutions to the vorticity form of the VCHE (1.2) with data in $\tilde{v} \in L^{1}\left(\mathbb{R}^{2}\right)$. Decay of these solutions is provided by the optimal smoothing results in [4].

Instead of working directly with (1.2) we prove existence and uniqueness for the mild form of the PDE by solving the integral equation

$$
\begin{equation*}
\tilde{v}(t)=e^{\triangle t} \tilde{v}_{0}-\int_{0}^{t} \nabla \Phi(t-s) *\left[B\left(H_{\alpha}(\tilde{v})\right) \otimes \tilde{v}\right](s) d s \tag{3.1}
\end{equation*}
$$

The corresponding result for the Navier-Stokes equation was proved in [1] using a fixed point argument in a subspace of $L^{1}$ and then extending the solution operator to $L^{1}$; see also [3] and [14]. This approach was necessary because it is difficult to write the Navier-Stokes equations such that a fixed point argument can be applied in $L^{1}$. In the case of the VCHE the filter provides enough leverage to apply a fixed point argument directly. We start by proving a bound on the bilinear term and then follow with the existence of a global solution.

Lemma 3.1. The bilinear form

$$
b(\tilde{v}, \tilde{w}): L^{\infty}\left([0, T], L^{1}\left(\mathbb{R}^{2}\right)\right) \times L^{\infty}\left([0, T], L^{1}\left(\mathbb{R}^{2}\right)\right) \rightarrow L^{\infty}\left([0, T], L^{1}\left(\mathbb{R}^{2}\right)\right)
$$

defined by

$$
b(\tilde{v}, \tilde{w})=\int_{0}^{t} \nabla \Phi(t-s) *\left[B\left(H_{\alpha}(\tilde{v})\right) \otimes \tilde{w}\right](s) d s
$$

satisfies the bound

$$
\sup _{t \in[0, T]}|b(\tilde{v}, \tilde{w})(t)|_{1} \leq C(T)\left(\sup _{t \in[0, T]}|\tilde{v}(t)|_{1}\right)\left(\sup _{t \in[0, T]}|\tilde{w}(t)|_{1}\right)
$$

where $C(T) \rightarrow 0$ as $T \rightarrow 0$.
Proof. First apply Young's inequality and then Hölder's inequality to the bilinear form

$$
|b(\tilde{v}, \tilde{w})(t)|_{1} \leq \int_{0}^{t}|\nabla \Phi(t-s)|_{1}\left|B\left(H_{\alpha}(\tilde{v})\right)(s)\right|_{\infty}|\tilde{w}(s)|_{1} d s
$$

Lemmas 2.1 and 2.3 give the bound $\left|B\left(H_{\alpha}(\tilde{v})\right)(s)\right|_{\infty} \leq C|\tilde{v}(s)|_{1}$, so

$$
|b(\tilde{v}, \tilde{w})(t)|_{1} \leq C \int_{0}^{t}|\nabla \Phi(t-s)|_{1} d s\left(\sup _{s \in[0, t]}|\tilde{v}(t)|_{1}\right)\left(\sup _{s \in[0, t]}|\tilde{w}(t)|_{1}\right)
$$

By Lemma 2.2, $|\nabla \Phi(t-s)|_{1} \leq C / \sqrt{t-s}$ and the right-hand side is integrable over finite intervals. Taking the supremum over $t \in[0, T]$ yields

$$
\sup _{t \in[0, T]}|b(\tilde{v}, \tilde{w})(t)|_{1} \leq C T^{\frac{1}{2}}\left(\sup _{t \in[0, T]}|\tilde{v}(t)|_{1}\right)\left(\sup _{t \in[0, T]}|\tilde{w}(t)|_{1}\right)
$$

This estimate concludes the proof.
Theorem 3.2. Given initial data $\tilde{v}_{0} \in L^{1}\left(\mathbb{R}^{2}\right)$ there exists a unique global solution $\tilde{v} \in L^{\infty}\left([0, \infty) ; L^{1}\left(\mathbb{R}^{2}\right)\right)$ to the integral equation (3.1). For any $p \in[1, \infty]$, this solution satisfies the decay bound

$$
\begin{equation*}
|\tilde{v}(t)|_{p} \leq C t^{-(1-1 / p)}|\tilde{v}(0)|_{1} \tag{3.2}
\end{equation*}
$$

Proof. Lemma 3.1 with a standard fixed point argument gives the existence of a mild solution in some possibly small time interval. The length of the time interval depends on the $L^{1}$ norm of the initial data. After applying the optimal smoothing results in [4] (see also [16]) the $L^{1}$ norm of the solution does not increase beyond the $L^{1}$ norm of the data which implies the existence of a global solution. Indeed, the vorticity equation for the VCHE is a viscously damped conservation law, so after applying Theorem 1 in [4] we establish (3.2). In particular, $|v(t)|_{1} \leq C|v(0)|_{1}$, which establishes global existence.

It remains to establish uniqueness. Let $\tilde{v}$ and $\tilde{w}$ be two solutions of (3.1) corresponding to the same initial data $\tilde{v}_{0} \in L^{1}\left(\mathbb{R}^{2}\right)$. After adding and subtracting cross terms we see that

$$
\begin{aligned}
(\tilde{v}-\tilde{w})(t)=- & \int_{0}^{t} \nabla \Phi(t-s) *[B(H(\tilde{v}, \alpha)) \otimes(\tilde{v}-\tilde{w})](s) d s \\
& +\int_{0}^{t} \nabla \Phi(t-s) *[B(H((\tilde{v}-\tilde{w}), \alpha)) \otimes \tilde{w}](s) d s
\end{aligned}
$$

Similar to the proof of Lemma 3.1, apply Lemmas 2.1 and 2.3 with Young's inequality:

$$
|\tilde{v}(t)-\tilde{w}(t)|_{1} \leq C \int_{0}^{t}|\nabla \Phi(t-s)|_{1}\left(|\tilde{v}(s)|_{1}+|\tilde{w}(s)|_{1}\right)|\tilde{v}(s)-\tilde{w}(s)|_{1} d s
$$

Apply (3.2) to obtain

$$
|\tilde{v}(t)-\tilde{w}(t)|_{1} \leq C\left|\tilde{v}_{0}\right|_{1} \int_{0}^{t}|\nabla \Phi(t-s)|_{1}|\tilde{v}(s)-\tilde{w}(s)|_{1} d s
$$

From here the Gronwall inequality with Lemma 2.2 is used to establish uniqueness and conclude the proof.

This establishes Theorem 1.1.
4. The scaled equations. In this section we introduce scaled variables and rewrite the vorticity equation for the VCHE in these variables, preparing it for use with the theorems in section 5 . An existence theorem for the scaled VCHE and related filter equations in the weighted spaces $L^{2}(m)$ is provided, and we discuss the action of the linear operator $\mathcal{L}$ (scaled Laplacian) on the weighted spaces $L^{2}(m)$.

The scaled variables are defined as

$$
\begin{aligned}
\xi & =\frac{x}{\sqrt{1+t}}, & \tau & =\ln (1+t), \\
v(x, t) & =\frac{1}{\sqrt{1+t}} w(\xi, \tau), & u(x, t) & =\frac{1}{\sqrt{1+t}} \omega(\xi, \tau), \\
\tilde{v}(x, t) & =\frac{1}{1+t} \tilde{w}(\xi, \tau), & \tilde{u}(x, t) & =\frac{1}{1+t} \tilde{\omega}(\xi, \tau)
\end{aligned}
$$

It has been shown in [5], [9], and [10] that these variables are very useful when studying the large time behavior of the Navier-Stokes equation in vorticity form. Under these variables the vorticity form of the VCHE (1.2) becomes

$$
\begin{array}{rlr}
\tilde{w}_{\tau} & =\mathcal{L} \tilde{w}-\omega \cdot \nabla_{\xi} \tilde{w}, & \tilde{w}(0)=\tilde{w}_{0} \\
\omega & =B\left(\mathcal{H}_{\alpha, \tau}(\tilde{w})\right) & \tag{4.2}
\end{array}
$$

where $B$ is again convolution with the Biot-Savart kernel as in (2.1), $\mathcal{L}$ is the linear operator $\mathcal{L}=\triangle_{\xi}+\frac{1}{2} \xi \cdot \nabla_{\xi}+I$, and $\mathcal{H}_{\alpha, \tau}$ is the operator defined by solving the scaled Helmholtz equation $\tilde{\omega}-\alpha^{2} e^{-\tau} \triangle_{\xi} \tilde{\omega}=\tilde{w}$.

The first goal of the section is to show how the filter $\mathcal{H}_{\alpha, \tau}$ acts on the weighted spaces $L^{2}(m)$; in particular we will show that the Helmholtz equation has a unique solution in these spaces.

Lemma 4.1. If $w \in L^{2}(m)$ and $\omega \in L^{2}(m)$ are related by the scaled Helmholtz equation $w=\omega-\alpha^{2} e^{-\tau} \triangle_{\xi} \omega$, then $\|\omega(\tau)\|_{m}^{2} \leq C\|w(\tau)\|_{m}^{2}$. In the case $4 m^{2} \alpha^{2}<1$, $C=1$; otherwise $C=2\left(1+2^{m-1}\left(4 m^{2} \alpha^{2}\right)^{m}\right)$. This lemma shows how the operator $\mathcal{H}_{\alpha, \tau}: L^{2}(m) \rightarrow L^{2}(m)$ is bounded.

Proof. The case of $m=0$ follows from the well-known linear elliptic theory; the bound is

$$
\|w\|_{0}^{2}=\|\omega\|_{0}^{2}+2 \alpha^{2} e^{-\tau}\|\nabla \omega\|_{0}^{2}+\alpha^{4} e^{-2 \tau}\|\triangle \omega\|_{0}^{2}
$$

For $m>0$ we proceed formally, noting that the following calculations can be applied to a dense set of smooth functions. First square the PDE and then multiply by $\langle\xi\rangle^{2 m}$; after integration we have

$$
\|w\|_{m}^{2}=\|\omega\|_{m}^{2}+\alpha^{4} e^{-2 \tau}\|\Delta \omega\|_{m}^{2}-2 \alpha^{2} e^{-\tau} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \omega \Delta \omega d \xi
$$

Using integration by parts

$$
\begin{gathered}
\int_{\mathbb{R}^{2}}\left(1+|\xi|^{2}\right)^{m} \omega \Delta \omega d \xi=2 m \int_{\mathbb{R}^{2}}\left(\langle\xi\rangle^{2 m-2}+(m-1)\langle\xi\rangle^{2 m-4}|\xi|^{2}\right) \omega^{2} d \xi \\
-\|\nabla \omega\|_{m}^{2}
\end{gathered}
$$

leaves

$$
\begin{aligned}
\|w\|_{m}^{2}=\|\omega\|_{m}^{2} & +\alpha^{4} e^{-2 \tau}\|\triangle \omega\|_{m}^{2}+2 \alpha^{2} e^{-\tau}\|\nabla \omega\|_{m}^{2} \\
& -4 m \alpha^{2} e^{-\tau}\|\omega\|_{m-1}^{2}-4 m(m-1) \alpha^{2} e^{-\tau}\||\xi| \omega\|_{m-2}^{2}
\end{aligned}
$$

The bound

$$
-e^{-\tau}\langle\xi\rangle^{2 m-4}\left(\langle\xi\rangle^{2}+(m-1)|\xi|^{2}\right) \geq-2 m\langle\xi\rangle^{2 m}
$$

shows that

$$
\|w\|_{m}^{2} \geq\left(1-4 m^{2} \alpha^{2}\right)\|\omega\|_{m}^{2}+\alpha^{4} e^{-2 \tau}\|\Delta \omega\|_{m}^{2}+2 \alpha^{2} e^{-\tau}\|\nabla \omega\|_{m}^{2}
$$

and proves the result if $4 m^{2} \alpha^{2}<1$.
If $4 m^{2} \alpha^{2} \geq 1$, set $\beta^{2}=8 m^{2} \alpha^{2}-1$ so that for $|\xi| \geq \beta$ we have $\langle\xi\rangle^{2 m} \geq$ $8 m^{2} \alpha^{2}\langle\xi\rangle^{2 m-2}$. If $B(\beta)$ is the ball with radius $\beta$,

$$
\begin{aligned}
&-4 m^{2} \alpha^{2} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m-2} \omega^{2} d \xi \geq-4 m^{2} \alpha^{2}\left(8 m^{2} \alpha^{2}\right)^{m-1} \int_{B(\beta)} \omega^{2} d \xi \\
&-\frac{1}{2} \int_{B^{C}(\beta)}\langle\xi\rangle^{2 m} \omega^{2} d \xi
\end{aligned}
$$

Applying the case $m=0$ and the bound $\|\tilde{w}\|_{2}^{2} \leq\|\tilde{w}\|_{m}^{2}$ allows

$$
-\int_{B(\beta)} \omega^{2} d \xi \geq-\int_{\mathbb{R}^{2}} \omega^{2} d \xi \geq-\int_{\mathbb{R}^{2}} w^{2} d \xi \geq-\|w\|_{m}^{2}
$$

Also,

$$
-\frac{1}{2} \int_{B^{C}(\beta)}\langle\xi\rangle^{2 m} \omega^{2} d \xi \geq-\frac{1}{2}\|\omega\|_{m}^{2}
$$

Considering all of this leaves, in the case $4 m^{2} \alpha^{2} \geq 1$,

$$
\begin{equation*}
C\|w\|_{m}^{2} \geq \frac{1}{2}\|\omega\|_{m}^{2}+\alpha^{4} e^{-2 \tau}\|\triangle \omega\|_{m}^{2}+2 \alpha^{2} e^{-\tau}\|\nabla \omega\|_{m}^{2} \tag{4.3}
\end{equation*}
$$

where $C=1+2^{m-1}\left(4 m^{2} \alpha^{2}\right)^{m}$.

The above proof is some indication that the filter is not well suited for the weighted spaces. There is still a smoothing effect, but as can be seen from (4.3) this effect decreases as $\tau$ becomes large.

ThEOREM 4.2. Given $w \in L^{2}(m)$, there exists a unique solution $\omega \in L^{2}(m)$ to the scaled Helmholtz equations $w=\omega-\alpha^{2} e^{-\tau} \triangle_{\xi} \omega$. This proves that the operator $\mathcal{H}_{\alpha, \tau}: L^{2}(m) \rightarrow L^{2}(m)$ is well defined.

Proof. The rough estimate $\langle\xi\rangle^{2 m}>1$ implies $L^{2}(m) \subset L^{2}(0)$, so if $w \in L^{2}(m)$, it is well known that there is a unique $\omega \in L^{2}(0)$ solving the equation. Lemma 4.1 shows that $\omega \in L^{2}(m)$.

We now turn our attention to the scaled VCHE. Using the strongly continuous semigroup $e^{\tau \mathcal{L}}$ generated by $\mathcal{L}$ in $L^{2}(m)$ (see the appendix of [9]) we write the mild form of the scaled vorticity problem:

$$
\begin{align*}
\tilde{w}(\tau) & =e^{\tau \mathcal{L}} \tilde{w}_{0}-\int_{0}^{\tau} e^{-\frac{1}{2}(\tau-s)} \nabla \cdot e^{(\tau-s) \mathcal{L}}(\omega(s) \tilde{w}(s)) d s  \tag{4.4}\\
\tilde{\omega} & =\mathcal{H}_{\alpha, \tau}(\tilde{w})
\end{align*}
$$

The following lemma, based on Lemma 3.1 in [9], provides an estimate on the bilinear form which will be used to prove the existence of a local solution to (4.4).

Lemma 4.3. Given $\tilde{w}_{1}, \tilde{w}_{2} \in C^{0}\left([0, T] ; L^{2}(m)\right)$, define

$$
R\left(\tilde{w}_{1}, \tilde{w}_{2}\right)(\tau)=\int_{0}^{\tau} e^{-\frac{1}{2}(\tau-s)} \nabla \cdot e^{(\tau-s) \mathcal{L}}\left(\omega_{1}(s) \tilde{w}_{2}(s)\right) d s
$$

where $\omega_{1}=w_{1}-\alpha^{2} e^{-\tau} \triangle w_{1}$ and $w_{1}$ is obtained from $\tilde{w}_{1}$ via the Biot-Savart law. Then $R \in C^{0}\left([0, T], L^{2}(m)\right)$, and there exists $C_{0}=C_{0}(m, T)>0$ such that

$$
\sup _{0 \leq \tau \leq T}\left\|R\left(\tilde{w}_{1}, \tilde{w}_{2}\right)(\tau)\right\|_{m} \leq C_{0}\left(\sup _{0 \leq \tau \leq T}\left\|\tilde{w}_{1}(\tau)\right\|_{m}\right)\left(\sup _{0 \leq \tau \leq T}\left\|\tilde{w}_{2}(\tau)\right\|_{m}\right)
$$

Moreover, the constant $C_{0}$ becomes arbitrarily small as $T$ tends to zero.
Proof. We rely on an estimate of the semigroup $e^{\tau \mathcal{L}}$ proved in the appendix of [9]; if $r \in\left(\frac{2}{m+1}, 2\right)$, then

$$
\left|\langle\xi\rangle^{m} \nabla \cdot e^{\tau \mathcal{L}} u\right|_{2} \leq \frac{C}{a(\tau)^{\left(\frac{1}{r}-\frac{1}{2}\right)+\frac{1}{2}}}\left|\langle\xi\rangle^{m} u\right|_{r},
$$

where $a(\tau)=1-e^{-\tau}$. This allows

$$
\left|\langle\xi\rangle^{m} R\left(\tilde{w}_{1}, \tilde{w}_{2}\right)(\tau)\right|_{2} \leq C \int_{0}^{\tau} \frac{1}{a(\tau-s)^{\frac{1}{r}}}\left|\langle\xi\rangle^{m} \omega_{1}(s) \tilde{w}_{2}(s)\right|_{r} d s
$$

Hölder's inequality, Lemma 2.1, and the inclusion $L^{2}(m) \hookrightarrow L^{r}\left(\mathbb{R}^{2}\right)$ provide the bound $\left|\langle\xi\rangle^{m} \omega_{1}(s) \tilde{w}_{2}(s)\right|_{r} \leq C\left\|\tilde{w}_{2}\right\|_{m}\left\|\tilde{\omega}_{1}\right\|_{m}$. Apply Lemma 4.1 and note that $a(\tau-s)^{-1 / r}$ is integrable from 0 to $\tau$ to finish the proof.

In addition to providing existence and uniqueness the following theorem shows how we can control the $L^{2}(m)$ norm of a solution to the integral equation (4.4) by controlling the $L^{2}(m)$ norm of the initial data. Our proof is modeled after the proof of Theorem 3.2 in [9].

Theorem 4.4. Given $\tilde{w}_{0} \in L^{2}(m)$ for some $m>1$, there exists a global solution $\tilde{w} \in C^{0}\left([0, \infty), L^{2}(m)\right)$ to the integral equation (4.4) with $\tilde{w}(0)=\tilde{w}_{0}$. Moreover, there exists a constant $C_{1}=C_{1}\left(\left\|\tilde{w}_{0}\right\|_{m}\right)$ such that

$$
\begin{equation*}
\|\tilde{w}(\tau)\|_{m} \leq C_{1} \tag{4.5}
\end{equation*}
$$

and $C_{1} \rightarrow 0$ as $\left\|\tilde{w}_{0}\right\|_{m} \rightarrow 0$.
Proof. The previous lemma and a fixed point argument give local in time existence of a unique solution. Moreover, there exists a $T>0$ such that

$$
\begin{equation*}
\sup _{0 \leq \tau \leq T}\|\tilde{w}(\tau)\|_{m} \leq 2\left\|\tilde{w}_{0}\right\|_{m} \tag{4.6}
\end{equation*}
$$

By scaling (3.2) and using the fact that $L^{2}(m) \hookrightarrow L^{1}$ for $m>1$ we see that this solution satisfies, for all $p \in[1, \infty]$,

$$
\begin{equation*}
|\tilde{w}(\tau)|_{p} \leq \frac{C_{p}\|\tilde{w}(0)\|_{m}}{a(\tau)^{1-\frac{1}{p}}} \tag{4.7}
\end{equation*}
$$

We will now establish (4.5), which will imply global in time existence. Multiplying (4.1) by $\langle\xi\rangle^{2 m} \tilde{w}$ and integrating we find that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d \tau} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi & =\int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} N L(\tilde{w}) d \xi \\
N L(\tilde{w}) & =\tilde{w} \triangle \tilde{w}+\frac{\tilde{w}}{2}(\xi \cdot \nabla) \tilde{w}+\tilde{w}^{2}-\tilde{w}(\omega \cdot \nabla) \tilde{w}
\end{aligned}
$$

Integration by parts and the bound $|\xi| \leq\langle\xi\rangle$ give the following estimates:

$$
\begin{gathered}
\int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w} \triangle \tilde{w} d \xi \leq-\int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \nabla \tilde{w}^{2} d \xi \\
+2 m^{2} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m-2} \tilde{w}^{2} d \xi \\
\frac{1}{2} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}(\xi \cdot \nabla \tilde{w})=-\frac{1}{2} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi \\
-\frac{1}{2} m \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m-2}|\xi|^{2} \tilde{w}^{2} d \xi \\
-\int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}(\omega \cdot \nabla) \tilde{w} d \xi=m \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m-2}(\xi \cdot \omega) \tilde{w}^{2} d \xi
\end{gathered}
$$

Furthermore, given $\epsilon>0$, there exists a $C_{\epsilon}>0$ such that

$$
\langle\xi\rangle^{2 m-2} \leq \epsilon\langle\xi\rangle^{2 m}+C_{\epsilon}
$$

and we can bound

$$
2 m^{2} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m-2} \tilde{w}^{2} d \xi \leq \epsilon \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi+C_{\epsilon} \int_{\mathbb{R}^{2}} \tilde{w}^{2} d \xi
$$

Similarly,

$$
m \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m-2}(\xi \cdot \omega) \tilde{w}^{2} d \xi \leq \epsilon \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi+C_{\epsilon}|\omega|_{\infty}^{2 m} \int_{\mathbb{R}^{2}} \tilde{w}^{2} d \xi
$$

Putting these bounds together yields

$$
\frac{1}{2} \frac{d}{d \tau} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi \leq-\left(\frac{1}{2}-2 \epsilon\right) \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi+C_{\epsilon}\left(1+|\omega|_{\infty}^{2 m}\right) \int_{\mathbb{R}^{2}} \tilde{w}^{2} d \xi
$$

Write $\delta=\frac{1}{2}-4 \epsilon$; then

$$
\frac{d}{d \tau}\left(e^{\delta \tau} \int_{\mathbb{R}^{2}}\langle\xi\rangle^{2 m} \tilde{w}^{2} d \xi\right) \leq C_{\epsilon} e^{\delta \tau}\left(1+|\omega|_{\infty}^{2 m}\right) \int_{\mathbb{R}^{2}} \tilde{w}^{2} d \xi
$$

This inequality implies (4.5), provided

$$
\begin{equation*}
\sup _{0 \leq \tau \leq \infty}\left(\left(1+|\omega|_{\infty}^{2 m}\right) \int_{\mathbb{R}^{2}} \tilde{w}^{2} d \xi\right) \leq C\left(\left\|\tilde{w}_{0}\right\|_{m}\right) \tag{4.8}
\end{equation*}
$$

where $C\left(\left\|\tilde{w}_{0}\right\|_{m}\right) \rightarrow 0$ as $\left\|\tilde{w}_{m}\right\|_{m} \rightarrow 0$. We now establish this estimate.
When $T$ is such that (4.6) holds, estimate (4.7) with $p=\infty$ and then $p=2$ implies (4.8) when the supremum is taken over $\tau \in[T, \infty)$. When $\tau \leq T$, Lemmas 2.1 and 2.3 provide the bound $|\omega(\tau)|_{\infty} \leq C(T)|\tilde{w}(\tau)|_{2}$; with (4.6) this implies $\left(1+|\omega(\tau)|_{\infty}\right) \leq$ $C(T)\left\|\tilde{w}_{0}\right\|_{m}$ for all $\tau \leq T$. In addition (4.6) implies $|\tilde{w}(\tau)|_{2} \leq C\left(\left\|\tilde{w}_{0}\right\|_{m}\right)$ when $\tau \leq T$. This concludes the proof.

We spend the remaining portion of this section recalling facts about the operator on the spaces $L^{2}(m)$ useful to our discussion. The operator $\mathcal{L}$ is studied closely in the appendix of [9], and the reader is referred there for proofs of the statements which are not immediate.

The spectrum of $\mathcal{L}$ in the space $L^{2}(m)$ is

$$
\sigma(\mathcal{L})=\left\{\lambda \in \mathbb{C} \left\lvert\, \operatorname{Re}(\lambda) \leq \frac{1-m}{2}\right.\right\} \cup\left\{\left.-\frac{k}{2} \right\rvert\, k \in \mathbb{N}\right\}
$$

The operator $\mathcal{L}$ generates a strongly continuous semigroup $e^{\tau \mathcal{L}}$ on the space $L^{2}(m)$. The spectrum of $\mathcal{L}$ acting on $L^{2}(m)$ has $m-1$ isolated eigenvalues $\lambda_{j}=\frac{-j}{2}$ for $0 \leq j \leq m-2$. This allows a spectral decomposition that we will use throughout the remaining parts.

DEFINITION 4.5. Let $X_{1}^{m} \subset L^{2}(m)$ be the finite subspace spanned by the eigenvectors associated with the eigenvalues $\lambda_{j}, 0 \leq j \leq m-2$, and $X_{2}^{m}=L^{2}(m)-X_{1}$. Define $P_{1}^{m}$ as the spectral projection onto $X_{1}^{m}$ and $P_{2}^{m}$ the projection onto $X_{2}^{m}$.

Note that $P_{1}^{m}$ and $P_{2}^{m}$ are guaranteed to exist because $X_{1}^{m}$ and $X_{2}^{m}$ are closed subspaces of the Hilbert space $L^{2}(m)$.

LEMMA 4.6. The projections $P_{1}^{m}$ and $P_{2}^{m}$ defined above satisfy the following bounds for $\tilde{w} \in L^{2}(m)$ :

$$
\begin{gathered}
\left\|\left(e^{\mathcal{L}} P_{1}^{m}\right)^{-j} w\right\|_{m} \leq C_{1} e^{\frac{j(m-2)}{2}}\|w\|_{m} \\
\left\|\left(H_{\alpha, \tau} e^{\mathcal{L}} P_{2}^{m}\right)^{j} w\right\|_{m} \leq C_{2} e^{\frac{-j(m-1)}{2}}\|w\|_{m}
\end{gathered}
$$

Proof. This follows from the definitions of the projections.

Of particular interest to us are the first two eigenvalues and the associated eigenvectors.

Definition 4.7. The first two eigenvalues of $\mathcal{L}$ acting on $L^{2}(m)$ are $\lambda_{0}=1$ and $\lambda_{1}=\frac{-1}{2}$. For the single eigenvector associated with $\lambda_{0}$ we write $G(\xi)=\frac{1}{4 \pi} e^{\frac{-|\xi|}{4}}$. For the two eigenvalues associated with $\lambda_{2}$ we write $F_{i}=\partial_{i} G(\xi)=-\frac{\xi}{2} G(\xi), i=1,2$.

The eigenvalue $G$ is the scaled "Oseen vortex" and plays an important role in studying the Navier-Stokes system in two dimensions. It is a stationary solution of the scaled PDE, a fact that is easily checked by finding the associated velocity field $\left(v^{G}\right)$ with the Biot-Savart kernel and computing $v^{G} \cdot \nabla G=0$. For reference,

$$
v^{G}(\xi)=\frac{1}{2 \pi} \frac{1-e^{\frac{-|\xi|^{2}}{4}}}{|\xi|^{2}}|\xi|^{-2}\binom{-\xi_{2}}{\xi_{1}}
$$

In the scaled VCHE a similar statement is true when we consider $G$ as the filtered and scaled vorticity; this suggests that in describing the behavior of solutions we will also need to consider the following "unfiltered" eigenvectors.

Definition 4.8.

$$
\begin{array}{r}
\Gamma(\xi, \tau)=G(\xi)-\alpha^{2} e^{-\tau} \triangle G(\xi), \\
\Lambda_{i}(\xi, \tau)=F_{i}(\xi)-\alpha^{2} e^{-\tau} \triangle F_{i}(\xi) .
\end{array}
$$

Through straightforward calculations one can check that

$$
v^{G} \cdot \nabla \Gamma=0, \quad \quad \partial_{\tau} \Gamma=\mathcal{L} \Gamma=\alpha^{2} e^{-\tau} \triangle \Gamma
$$

It is then clear that $\Gamma$ is a solution of the VCHE. This solution is stationary from the perspective of the filtered flow $\omega$ and plays a similar role as $G$ in the Navier-Stokes equations.

By linearizing the PDE (4.1) about the "fixed" point $a \Gamma(a \in \mathbb{R})$ we obtain

$$
\begin{array}{rlr}
\tilde{\psi}_{\tau} & =\mathcal{L} \tilde{\psi}-a \eta \cdot \nabla \Gamma-a v^{G} \cdot \nabla \tilde{\psi}, \quad \tilde{\psi}(0)=\tilde{\psi}_{0}  \tag{4.9}\\
\eta & =B\left(\mathcal{H}_{\alpha, \tau}(\tilde{\psi})\right) &
\end{array}
$$

This linear PDE has strong global solutions, a fact which can be established following the steps in Theorem 4.4; the proof will be omitted here. Note that $a \Gamma$ is a solution to (4.9).

Letting $v^{F_{i}}$ denote the velocity field associated with $F_{i}$, two other important relations are

$$
v^{F_{i}} \cdot \nabla \Gamma+v^{G} \cdot \nabla \Lambda_{i}=0, \quad \quad \partial_{t} \Lambda_{i}-\mathcal{L} \Lambda_{i}+\frac{1}{2} \Lambda_{i}=0
$$

The first is quickly checked by differentiating the relation $v^{G} \cdot \nabla \Gamma=0$, and the second can be checked directly. Together, these show that $a \Gamma+b_{1} e^{\frac{-\tau}{2}} \Lambda_{1}+b_{2} e^{\frac{-\tau}{2}} \Lambda_{2}$ is a solution to the linearized equation (4.9).

Subtracting (4.9) from (4.1) we find that

$$
\begin{align*}
&(\tilde{w}-\tilde{\psi})_{\tau}=\mathcal{L}(\tilde{w}-\tilde{\psi})-\omega \cdot \nabla(\tilde{w}-\tilde{\psi})  \tag{4.10}\\
& \quad\left(\omega-a v^{G}\right) \cdot \nabla \tilde{\psi}+a \eta \cdot \nabla \Gamma
\end{align*}
$$

This system will be studied in the final sections as the foundation for our asymptotic results.
5. Semigroup theorems. This section contains theorems on collections of semigroups which will be used in the following section to prove our decay results. These theorems are based on the Lyapunov-Perron approach of constructing invariant manifolds in [6] but uses relaxed hypotheses. In particular we allow for the treatment of semigroups which may be time dependent and therefore noncommutative. As our hypotheses are relaxed we are not able to fully construct invariant manifolds. This section instead culminates with a decay theorem.

Unless otherwise specified, in this section let $X$ denote a Hilbert space with norm $\|\cdot\|_{X}$ and $\left\{\Theta_{n}(f, \tau)\right\}$ a collection of semigroups which map $X$ into itself. That is, each $\Theta_{n}: X \times \mathbb{R}^{+} \rightarrow X$ is a semigroup. The idea we will keep in the back of our mind is a noncommutative semigroup $\Theta(\cdot, t)$, where $\Theta_{n}(\cdot, \tau)$ is the action of the semigroup when $t=n+\tau$. The semigroup $\Theta$ can then be reconstructed by composing the semigroups $\Theta_{n}$. Indeed, if $t=n+\tau$, then

$$
\Theta(f, t)=\Theta_{n}\left(\Theta_{n-1}\left(\cdots \Theta_{2}\left(\Theta_{1}(f, 1), 1\right), 1\right), \tau\right)
$$

Conversely we make a definition for a natural flow through the collection.
DEFINITION 5.1. If $\left\{\Theta_{n}(f, \tau)\right\}$ is a collection of semigroups which, for each $\tau \in$ $[0,1]$, map $X$ into itself, we call the function $\Theta: X \times \mathbb{R}^{+} \rightarrow X$ defined by

$$
\Theta(f, t)=\Theta_{n}\left(\Theta_{n-1}\left(\cdots \Theta_{2}\left(\Theta_{1}(f, 1), 1\right), 1\right), \tau\right)
$$

where $t=n+\tau$ and $\tau \in[0,1)$, the natural flow of the collection through $f$.
That $\Theta(f, t)$ is well defined for each $f$ follows from the well-defined properties of each $\Theta_{n}$.

Throughout this section we assume the following uniform conditions on the collection of semigroups; these conditions are relaxations of (H.1)-(H.4) in [6].
(H.1) Define $\operatorname{Lip}(\Theta(\cdot, t)):=\sup _{n} \operatorname{Lip}\left(\Theta_{n}(\cdot, t)\right)$. Each $\Theta_{n}(f, t)$ is continuous in $(f, t) \in X \times[0,1]$ and

$$
\sup _{0 \leq t \leq 1} \operatorname{Lip}(\Theta(\cdot, t))=D<\infty
$$

(H.2) Each $\Theta_{n}(f, 1)$ can be decomposed as $\Theta_{n}(\cdot, 1)=L+R_{n}+S_{n}$, where $L$ : $X \rightarrow X$ is a bounded linear operator, each $R_{n}: X \rightarrow X$ is a global Lipschitz map satisfying $R_{n}(0)=0$, and $S_{n} \in X$.
(H.3) There are subspaces $X_{i}, i=1,2$, of $X$ and continuous projections $P_{i}$, $i=1,2$, such that $P_{1}+P_{2}=I, X_{1} \oplus X_{2}=X . L$ leaves $X_{i}$ invariant and commutes with $P_{i}, i=1,2$. Denoting by $L_{i}: X_{i} \rightarrow X_{i}$ the restriction of $L$ on $X_{i}, L_{1}$ has bounded inverse and there exist constants $\alpha_{1}>\alpha_{2} \geq 0, C_{1}$, and $C_{2}$ such that

$$
\begin{aligned}
\left|L_{1}^{-k} P_{1}\right| & \leq C_{1} \alpha_{1}^{-k} \\
\left|L_{2}^{k} P_{1}\right| & \leq C_{1} \alpha_{1}^{k}
\end{aligned}
$$

We will also write $L_{i}$ for $L P_{i}$ when there is no confusion.
(H.4) Define $\operatorname{Lip}(R):=\sup _{n} \operatorname{Lip}\left(R_{n}\right)$. Let $\alpha_{1}$ and $\alpha_{2}$ be as in (H.3); there exists $\alpha_{1}>\gamma_{1}>\gamma_{2}>\alpha_{2}$ such that the $R_{n}$ satisfy

$$
\frac{C_{1}}{\alpha_{1}-\gamma}+\frac{C_{2}}{\gamma-\alpha_{2}}<\frac{1}{\operatorname{Lip}(R)}
$$

for all $\gamma \in\left(\gamma_{2}, \gamma_{1}\right)$.
(H.5) With $\alpha_{1}$ as in (H.3), $S_{n}$ satisfies

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left\|S_{n}\right\|_{X}<\ln \alpha_{1}
$$

Definition 5.2. We call a sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}} \subset X$ a discrete positive semiorbit of $\left\{\Theta_{n}\right\}$ through $f_{0}$ if it satisfies the relation $\tilde{f}_{n}=L f_{n-1}+R_{n-1}\left(f_{n-1}\right)+S_{n-1}$ for all $n \geq 1$.

For a given initial position $f_{0} \in X$ we find the discrete positive semiorbit $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ it generates using this definition recursively:

$$
\begin{equation*}
f_{n}=L^{n} f_{0}+\sum_{j=0}^{n-1} L^{n-j-1}\left(R_{j}\left(f_{j}\right)+S_{j}\right) \tag{5.1}
\end{equation*}
$$

We now prove a lemma based on Lemma 3.3 from [6] which will provide a link between the semiflows $\left\{\Theta_{n}\right\}$ and a discrete Lyapunov-Perron system.

Lemma 5.3. We assume conditions (H.1)-(H.5) are satisfied. Let $\left\{f_{n}\right\}_{n \in \mathbb{N}} \subset X$ satisfy

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left\|f_{n}\right\|_{X}<\ln \alpha_{1} \tag{5.2}
\end{equation*}
$$

Then the sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a positive semiorbit of $\left\{\Theta_{n}\right\}$ if and only if it satisfies, for all $n \in \mathbb{N}$,

$$
\begin{equation*}
f_{n}=L_{2}^{n} f_{0}-\sum_{n \leq j} L_{1}^{(n-j-1)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)+\sum_{0 \leq j<n} L_{2}^{(n-j-1)}\left(R_{j}\left(f_{j}\right)+S_{j}\right) \tag{5.3}
\end{equation*}
$$

Proof. Using the iterative relation (5.1) with the projection $P_{2}$ shows that

$$
P_{2} f_{n}=L_{2}^{n} f_{0}+\sum_{0 \leq j<n} L_{2}^{(n-j-1)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)
$$

Likewise, if $m>n$, we can write (5.1) in the form

$$
f_{m}=L^{n-m} f_{n}+\sum_{n \leq j<m} L_{1}^{(m-j-1)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)
$$

so that

$$
P_{1} f_{n}=L_{1}^{n-m} f_{m}-\sum_{n \leq j<m} L_{1}^{(n-j-1)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)
$$

We will show that the right-hand side of the above equation converges as $m \rightarrow \infty$; then it remains only to add these projections together to finish the proof. Condition (H.3) and the Lipschitz property of $R_{n}$ allow

$$
\left\|\sum_{n \leq j<m} L_{1}^{(n-j-1)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)\right\|_{X} \leq C_{1} \sum_{n \leq j<m} \alpha_{1}^{n-j-1}\left(\operatorname{Lip}(R)\left\|f_{j}\right\|_{X}+\left\|S_{j}\right\|_{X}\right)
$$

The bound (5.2) and assumption (H.5) give convergence of this sum as $m \rightarrow \infty$ as well as the following limit:

$$
\begin{aligned}
\limsup _{m \rightarrow \infty}\left\|L_{1}^{n-m} f_{m}\right\|_{X} & \leq C_{1} \alpha_{1}^{n} \limsup _{m \rightarrow \infty}\left(\alpha_{1}^{-m}\left\|f_{m}\right\|_{X}\right) \\
& =0 .
\end{aligned}
$$

The next step is to show that for any initial data $f_{0}$ there exists a unique solution to the system (5.3) in a weighted space where all elements satisfy (5.2); then through the previous lemma we can deduce that this solution is a discrete positive semiorbit. Systems such as (5.3) are called Lyapunov-Perron equations and used in the Lyapunov-Perron approach to invariant manifolds. The existence theorem we prove uses a fixed point argument and is similar to Theorem 2.1 in [6].

Definition 5.4. Fix $\gamma \in\left(\gamma_{2}, \gamma_{1}\right)$, where $\gamma_{1}$ and $\gamma_{2}$ are as in (H.4), and let $E_{n}^{\gamma}$ be the Banach space equal to $X$ as a vector space but equipped with the norm $\|\cdot\|_{E_{n}^{\mu}}=\gamma^{-n}\|\cdot\|_{X} \cdot E^{\gamma}$ is the sequence space $f=\left\{f_{n}\right\}_{n \in \mathbb{N}}, f_{n} \in E_{n}^{\gamma}$ equipped with the norm $\|f\|_{E^{\gamma}}=\sup _{n \in \mathbb{N}}\left\|f_{n}\right\|_{E_{n}^{\gamma}}$.

As $\gamma_{1}<\alpha_{1}$ by assumption this definition is compatible with (5.2).
THEOREM 5.5. We assume conditions (H.1)-(H.5) are satisfied. Pick $\gamma \in\left(\gamma_{2}, \gamma_{1}\right)$. Given initial data $x \in X_{2}$, there exists a unique solution $\left\{f_{n}\right\} \in E^{\mu}$ to (5.3).

Proof. Define $J: E^{\gamma} \rightarrow E^{\gamma}$ componentwise as

$$
J_{n}\left(\left\{f_{n}\right\}\right)=L_{2}^{n} x+\sum_{0 \leq j<n} L_{2}^{(n-1-j)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)-\sum_{n \leq j} L_{1}^{(n-1-j)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)
$$

To apply a fixed point theorem we need to check that $J$ is well defined and is a contraction map. In that direction we start with the bound

$$
\begin{aligned}
\left\|J_{n}\left(\left\{f_{n}\right\}\right)\right\|_{E_{n}^{\gamma} \leq\left\|L_{2}^{n} x\right\|_{E_{n}^{\gamma}}+}^{\sum_{0 \leq j<n}} \| & \left\|L_{2}^{(n-1-j)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)\right\|_{E_{n}^{\gamma}} \\
& -\sum_{n \leq j}\left\|L_{1}^{(n-1-j)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)\right\|_{E_{n}^{\gamma}}
\end{aligned}
$$

The first term on the right-hand side is bounded with the help of (H.3), the definition of the space $E_{n}^{\gamma}$, and the condition $\gamma>\alpha_{2}$ :

$$
\begin{aligned}
\left\|L_{2}^{n} x\right\|_{E_{n}^{\gamma}} & \leq C_{2} \alpha_{2}^{n} \gamma^{-n}\|x\|_{X} \\
& \leq C_{2}\|x\|_{X}
\end{aligned}
$$

Assumption (H.5) and $\gamma<\alpha_{1}$ imply $\left\{S_{n}\right\} \in E^{\gamma}$; then the second term is bounded using the same ideas but adding the uniform Lipschitz constant of $R_{j}$ :

$$
\begin{aligned}
\sum_{0 \leq j<n}\left\|L_{2}^{(n-1-j)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)\right\|_{E_{n}^{\gamma}} & \leq C_{2} \alpha_{2}^{-1} \sum_{0 \leq j<n}\left(\alpha_{2} / \gamma\right)^{n-j}\left\|\left(R_{j}\left(f_{j}\right)+S_{j}\right)\right\|_{E_{j}^{\gamma}} \\
& \leq \frac{C_{2}}{\gamma-\alpha_{2}}\left(\operatorname{Lip}(R)\left\|\left\{f_{n}\right\}\right\|_{E^{\gamma}}+\left\|\left\{S_{n}\right\}\right\|_{E^{\gamma}}\right)
\end{aligned}
$$

Similarly,

$$
\sum_{n \leq j}\left\|L_{1}^{(n-1-j)}\left(R_{j}\left(f_{j}\right)+S_{j}\right)\right\|_{E_{n}^{\gamma}} \leq \frac{C_{1}}{\alpha_{1}-\gamma}\left(\operatorname{Lip}(R)\left\|\left\{f_{n}\right\}\right\|_{E^{\gamma}}+\left\|\left\{S_{n}\right\}\right\|_{E^{\gamma}}\right)
$$

These bounds show that $\left\|J_{n}\left(\left\{f_{n}\right\}\right)\right\|_{E_{n}^{\gamma}}$ is bounded independent of $n$ and therefore $J$ maps $E^{\gamma}$ into itself. Given another sequence $g_{n} \in E^{\gamma}$, following nearly the same steps one finds the bound

$$
\left\|J_{n}\left(\left\{f_{n}\right\}\right)-J_{n}\left(\left\{g_{n}\right\}\right)\right\|_{E_{n}^{\gamma}} \leq\left(\frac{C_{1}}{\alpha_{1}-\gamma}+\frac{C_{2}}{\gamma-\alpha_{2}}\right) \operatorname{Lip}(R)\left\|\left\{f_{n}-g_{n}\right\}\right\|_{E^{\gamma}}
$$

Assumption (H.4) guarantees $J$ is a contraction map, and a standard fixed point argument finishes the theorem.

We would like to remark here that the system (5.3) does not "see" the component of the initial data in $X_{1}$ but instead picks out the correct component to form a solution which satisfies (5.2). Thus, by solving the system one creates a map $h: X_{2} \rightarrow X_{1}$ defined $h(x)=P_{1} f_{0}$ such that the natural flow through $x+h(x)$ decays rapidly. This map is important when constructing invariant manifolds and foliations through the Lyapunov-Perron approach (see, for example, [6]). This next corollary makes this remark precise.

Corollary 5.6. Let $\left\{\Theta_{n}\right\}$ be a collection of semigroups satisfying (H.1)-(H.5). For each $x \in X_{2}$ there exists $h(x) \in X_{1}$ such that the discrete positive orbit through $x+h(x)$ satisfies (5.2). This defines a map $h: X_{2} \rightarrow X_{1}$.

Proof. Define $h$ by using $x$ as initial conditions in the previous theorem to find a sequence $\left\{f_{n}\right\}$; then let $h(x)=P_{1} f_{0}$. As the solution is unique so $h$ is well defined, the remaining properties follow quickly from Lemma 5.3.

We are now in a position to prove the theorem, which is the goal of this section and will be the basis for decay estimates in the following sections.

THEOREM 5.7. Let $\left\{\Theta_{n}\right\}$ be a collection of semigroups satisfying (H.1)-(H.5) and $h$ as in the previous corollary. For each $\gamma \in\left(\gamma_{2}, \gamma_{1}\right)$ and initial condition $x \in X_{2}$ denote by $\Theta(x+h(x), t)$ the natural flow of $\left\{\Theta_{n}\right\}$ through $x+h(x)$. This satisfies

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{1}{t} \ln \|\Theta(x+h(x), t)\|_{X}<\gamma \tag{5.4}
\end{equation*}
$$

Proof. $\{\Theta(x+h(x), n)\}$ is a discrete positive orbit of $\left\{\Theta_{n}\right\}$ through $x+h(x)$. Using Theorem 5.5 and its corollary we obtain

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \|\Theta(x+h(x), n)\|_{X}<\gamma
$$

We now apply the Lipschitz property of the semiflows $\Theta_{n}$ given by (H.1). If $n \in \mathbb{N}$ and $0 \leq \sigma<1$ are such that $t=n+\sigma$,

$$
\begin{aligned}
\frac{1}{t} \ln \|\Theta(x+h(x), t)\|_{X} & \left.\leq \frac{1}{t} \right\rvert\, \ln \left(D\|\Theta(x+h(x), n)\|_{X}\right) \\
& \leq \frac{1}{n} \ln \|\Theta(x+h(x), n)\|_{X}+\frac{1}{t} \ln D
\end{aligned}
$$

Taking the limit superior first as $n \rightarrow \infty$ and then as $t \rightarrow \infty$ in the above expression finishes the proof.
6. First order asymptotic behavior. For the first order calculations we work in the space $L^{2}(2)$ where the operator $\mathcal{L}$ has a single isolated eigenvalue 0 and corresponding eigenvector $G$ (see Definition 4.7). This eigenvector spans the subspace $X_{1}$ as in Definition 4.5. The projection onto this subspace is defined as follows: let
$a=\int \tilde{w}_{0} d \xi$; then $P_{1}\left(\tilde{w}_{0}\right)=a G$. Before we proceed it is important to remark that $\int \tilde{w} d \xi$ is a conserved quantity under the flow of (4.9), so $P_{1}(\tilde{w}(\tau))=a G$. Indeed, since $\mathcal{L} \tilde{w}=\nabla \cdot\left(\nabla \tilde{w}+\frac{\xi}{2}\right)$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int \tilde{w} d \xi=\int \nabla \cdot\left(\nabla \tilde{w}+\frac{\xi}{2} \cdot \tilde{w}-\omega \tilde{w}\right) d \xi=0 \tag{6.1}
\end{equation*}
$$

Fix $\tilde{w}_{0}$ (we keep this fixed throughout the calculations) and consider the system (4.10) with initial data $\tilde{w}_{0}-a \Gamma(\cdot, 0)$, where $a=\int \tilde{w}_{0} d \xi$; later we will require $\left\|\tilde{w}_{0}\right\|_{m}$ to be sufficiently small. With these initial conditions $\tilde{\psi}=a \Gamma$ is a "stationary" solution of the linear system (4.9). Writing $\tilde{f}=\tilde{w}-a \Gamma, \phi=B \mathcal{H}_{\alpha, \tau}(\tilde{f})$, (4.10) becomes

$$
\begin{equation*}
\tilde{f}_{\tau}=\mathcal{L} \tilde{f}-\omega \cdot \nabla \tilde{f}-a \phi \cdot \nabla \Gamma \tag{6.2}
\end{equation*}
$$

The associated integral equation is

$$
\begin{equation*}
\tilde{f}=e^{\tau \mathcal{L}} P_{2}\left(\tilde{w}_{0}\right)-\int_{0}^{\tau} e^{\frac{-1}{2}(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}(\omega \tilde{f}+a \phi \Gamma)(\sigma) d \sigma \tag{6.3}
\end{equation*}
$$

Although it is not obvious at a quick glance, the above system changes with $\tau$. The dependence on $\tau$ is buried in the $\phi$ term (in the filter relation) and destroys the commutative property of the generated semiflow. Commutativity is a very useful property when dealing with semiflows, but we are able to proceed in a fashion consistent with the Lyapunov-Perron approach to constructing invariant manifolds using the results of section 5 . To make this work we need a collection of semiflows with uniform bounds which can be put together to reconstruct the original flow. The following system takes us in that direction, and we now change our focus to finding properties of $\tilde{f}_{n}$ which solve the following system, defined for all $n \in \mathbb{N}$ :

$$
\begin{align*}
& \text { 3) } \begin{aligned}
\tilde{f}_{n} & =e^{\tau \mathcal{L}} \tilde{f}_{n, 0}-\int_{0}^{\tau} e^{\frac{-1}{2}(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}\left(\omega(n+\sigma) \tilde{f}_{n}(\sigma)+a \phi_{m}(\sigma) \Gamma(n+\sigma)\right) d \sigma \\
\phi_{n}(\sigma) & =B \mathcal{H}_{\alpha, \sigma+n}\left(\tilde{f}_{n}\right)(\sigma)
\end{aligned} . \tag{6.4}
\end{align*}
$$

Note that this system has a global solution; existence can be proved analogously to Theorem 4.4. It should also be noted here that the above system, (6.2), (6.3), and therefore the flow $\Theta_{n}$ depend on $\tilde{w}_{0}$, which we consider fixed when we write down the system ( $a$ depends on $\tilde{w}_{0}$ ); this relation is suppressed in the notation. Most solutions of this equation will have no meaning, but by choosing $\tilde{f}_{0,0}=P_{2}\left(\tilde{w}_{0}\right)$ and then $\tilde{f}_{n, 0}=\tilde{f}_{n-1}(1)$ we are able to recover information about the semiflow corresponding to $\tilde{w}_{0}$.

DEFINITION 6.1. Throughout the remainder of this section let $\Theta_{n}\left(\tilde{f}_{n, 0}, \tau\right)$ denote the global solution to the system (6.4) with initial data $\tilde{f}_{n, 0}$.

The parameter $n$ allows us to keep track of our progress in time. For example, if $0 \leq \sigma<1$ is such that $\tau=n+\sigma$ and $\Theta\left(\tilde{f}_{0}, \tau\right)$ is the semiflow of (6.3), then

$$
\begin{equation*}
\Theta\left(\tilde{f}_{0}, \tau\right)=\Theta_{n}\left(\Theta_{n-1}\left(\Theta_{n-2}\left(\cdots \Theta_{0}\left(\tilde{f}_{0}, 1\right), 1\right), 1\right), \sigma\right) \tag{6.5}
\end{equation*}
$$

We will now prove uniform properties of these semiflows.
Lemma 6.2. The semiflows $\Theta_{n}\left(\tilde{f}_{0}, \tau\right), n \in \mathbb{N}$, are all $C^{1}$ in $L^{2}(2) \times \mathbb{R}^{+}$. There exist a constant $r_{0}>0$ (possibly small) and $D>0$ such that for all $\left\|\tilde{w}_{0}\right\|_{2}<r_{0}$ and $n \in \mathbb{N}$ the flow $\Theta_{n}$ satisfies the following Lipschitz property:

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sup _{0 \leq \tau<1} \operatorname{Lip}\left(\Theta_{n}(\cdot, \tau)\right)=D<\infty \tag{6.6}
\end{equation*}
$$

This bound holds as $r_{0} \rightarrow 0$.

Proof. Since the bound obtained in Lemma 4.1 is independent of $\tau$ we can prove this lemma for all $n \in \mathbb{N}$ at once. That the semiflow is $C^{1}$ is a classical result. Consider the semiflows $\tilde{f}(\tau)=\Theta_{n}\left(\tilde{f}_{0}, \tau\right)$ and $\tilde{g}(\tau)=\Theta_{n}\left(\tilde{g}_{0}, \tau\right)$ found from initial data $\tilde{f}_{0}$ and $\tilde{g}_{0}$, respectively, and the corresponding filtered flows $\phi$ and $\gamma$. Subtracting we have

$$
\left\|\Theta_{n}(\tilde{f}, \tau)-\Theta_{n}(\tilde{g}, \tau)\right\|_{2} \leq\left\|e^{\tau \mathcal{L}}\left(\tilde{f}_{0}-\tilde{g}_{0}\right)\right\|_{2}+I(\tau)+J(\tau)
$$

where

$$
\begin{aligned}
& I(\tau)=\left\|\int_{0}^{\tau} e^{-\frac{1}{2}(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}(\omega(n+\sigma)(\tilde{f}(\sigma)-\tilde{g}(\sigma))) d \sigma\right\|_{2} \\
& J(\tau)=\left\|\int_{0}^{\tau} e^{-\frac{1}{2}(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}((\phi(\sigma)-\gamma(s)) a \Gamma(n+\sigma)) d s\right\|_{2}
\end{aligned}
$$

Similar to the steps in Lemma 4.3 we obtain

$$
\begin{aligned}
I(\tau)+J(\tau) \leq C(\tau)( & \left.\sup _{0 \leq \sigma<\tau}\|\tilde{f}(\sigma)-\tilde{g}(\sigma)\|_{2}\right) \\
& \cdot\left(\sup _{0 \leq \sigma<\tau}\left(\|\tilde{w}(n+\sigma)\|_{m}+a\|\Gamma(n+\sigma)\|_{2}\right)\right)
\end{aligned}
$$

with $C(\tau)$ a continuous function and hence bounded on $\tau \in[0,1]$ by a constant $C$. The bound (4.5) combined with the definition of $a\left(a \leq\left\|\tilde{w}_{0}\right\|_{2}\right)$ allows us to pick $r_{0}>0$ small enough so that, for all $\sigma>0$,

$$
\|\tilde{w}(n+\sigma)\|_{2}+a\|\Gamma(n+\sigma)\|_{2}<\frac{1}{2 C}
$$

After taking the supremum over $\tau \in[0,1]$ we have

$$
\begin{aligned}
\sup _{0 \leq \tau<1}\left\|\Theta_{n}(\tilde{f}, \tau)-\Theta_{n}(\tilde{g}, \tau)\right\|_{2} & \leq \sup _{0 \leq \tau<1}\left\|e^{\tau \mathcal{L}}\left(\tilde{f}_{0}-\tilde{g}_{0}\right)\right\|_{2} \\
& \leq D\left\|\tilde{f}_{0}-\tilde{g}_{0}\right\|_{2}
\end{aligned}
$$

This is the bound (6.6). $\quad \square$
LEMmA 6.3. There exists a constant $r_{0}>0$ (possibly small) such that for all $\left\|\tilde{w}_{0}\right\|_{2}<r_{0}$ and $n \in \mathbb{N}$ the flow $\Theta_{n}$ can be decomposed as $\Theta_{n}\left(\tilde{f}_{0}, 1\right)=e^{\mathcal{L}} \tilde{f}_{0}+R_{n}\left(\tilde{f}_{0}\right)$, where $R_{n}(\cdot)$ is Lipschitz as a function from $L^{2}(2)$ to itself. The uniform Lipschitz constant $\operatorname{Lip}(R):=\sup _{n \in \mathbb{N}} \operatorname{Lip}\left(R_{n}(\cdot)\right)$ satisfies the following conditions:
(i) For any $\mu \in\left(0, \frac{1}{2}\right), r_{0}$ may be chosen so that, for all $i \in \mathbb{N}$,

$$
\begin{equation*}
\frac{C_{1}}{1-e^{-\mu}}+\frac{C_{2}}{e^{-\mu}-e^{-1 / 2}}<\frac{1}{\operatorname{Lip}(R)} \tag{6.7}
\end{equation*}
$$

(ii) This bound holds as $r_{0} \rightarrow 0$.

Proof. As in the previous proof, consider the semiflows $\tilde{f}(\tau)=\Theta_{n}\left(\tilde{f}_{0}, \tau\right)$ and $\tilde{g}(\tau)=\Theta_{n}\left(\tilde{g}_{0}, \tau\right)$. Define

$$
\begin{aligned}
R_{n}\left(\tilde{f}_{0}\right) & =\Theta_{n}\left(\tilde{f}_{0}, 1\right)-e^{\mathcal{L}} \tilde{f}_{0} \\
& =-\int_{0}^{1} e^{-1 / 2(1-\sigma)} \nabla \cdot e^{(1-\sigma) \mathcal{L}}(\omega(n+\sigma) \tilde{f}(\sigma)+a \phi(\sigma) \Gamma(n+\sigma)) d \sigma
\end{aligned}
$$

As in Lemmas 4.3 or 6.2, after adding and subtracting cross terms,

$$
\begin{aligned}
&\left\|R_{n}\left(\tilde{f}_{0}\right)-R_{n}\left(\tilde{g}_{0}\right)\right\|_{2} \leq C\left(\sup _{0 \leq \sigma<\tau}\|\tilde{f}(\sigma)-\tilde{g}(\sigma)\|_{2}\right) \\
& \cdot\left(\sup _{0 \leq \sigma<\tau}\left(\|\tilde{w}(n+\sigma)\|_{2}+a\|\Gamma(n+\sigma)\|_{2}\right)\right)
\end{aligned}
$$

Appealing to (6.6),

$$
\begin{aligned}
&\left\|R_{n}\left(\tilde{f}_{0}\right)-R_{n}\left(\tilde{g}_{0}\right)\right\|_{2} \leq C D\left(\sup _{0 \leq \sigma<\tau}\left\|\tilde{f}_{0}-\tilde{g}_{0}\right\|_{2}\right) \\
& \cdot\left(\sup _{0 \leq \sigma<\tau}\left(\|\tilde{w}(n+\sigma)\|_{2}+a\|\Gamma(n+\sigma)\|_{m}\right)\right)
\end{aligned}
$$

This shows that

$$
\operatorname{Lip}\left(R_{i}(\cdot)\right) \leq C D\left(\sup _{0 \leq \sigma<\infty}\left(\|\tilde{w}(\sigma)\|_{2}+a\|\Gamma(\sigma)\|_{2}\right)\right)
$$

and, with the help of (4.5), satisfies the Lipschitz condition. The bound (6.7) is established by taking $r_{0}$ sufficiently small.

For the remainder of this section we assume that $r_{0}$ is small enough so the conclusions of Lemma 6.2 and 6.3 hold.

Theorem 6.4. Pick $\mu \in\left(0, \frac{1}{2}\right)$ and choose $r_{0}>0$ to satisfy the conclusions of Lemmas 6.2 and 6.3. Let $P_{i}^{2}$ and $X_{i}^{2}, i=1,2$, be as in Definition 4.5. Given $\tilde{w}_{0}$ such that $\left\|\tilde{w}_{0}\right\|_{2} \leq r_{0}$ and initial data $\tilde{f}_{0} \in X_{2}$, there exists a unique global solution $\Theta\left(\tilde{f}_{0}, \tau\right) \in C^{0}\left([0, \infty), L^{2}(2)\right)$ of (6.3). This solution satisfies $P_{1} \Theta\left(\tilde{f}_{0}, \tau\right)=0$ and

$$
\begin{equation*}
\limsup _{\tau \rightarrow \infty} \frac{1}{t} \ln \left\|\Theta\left(\tilde{f}_{0}, \tau\right)\right\|_{2}<-\mu \tag{6.8}
\end{equation*}
$$

Proof. The existence of a unique global solution can be argued as in Theorem 4.4; again let $\Theta_{n}\left(\tilde{f}_{n, 0}, \tau\right)$ denote the global solution with initial data $\tilde{f}_{n, 0}$. We now check the assumptions for Theorem 5.7. Lemma 6.2 shows that the collection $\left\{\Theta_{n}\right\}$ satisfies assumption (H.1) from section 6. Assumption (H.3) is satisfied by Lemma 4.6. As the left-hand side of (6.7) is continuous and the inequality is strict we can find a small neighborhood of $\mu$, say $\left(\gamma_{2}, \gamma_{1}\right) \subset\left(0, \frac{1}{2}\right)$, such that the inequality is satisfied for all numbers in this neighborhood. Taking $\alpha_{1}=\frac{1}{2}$ and $\alpha_{2}=0$ and applying Lemma 6.3 shows that the collection $\left\{\Theta_{n}\right\}$ satisfies assumptions (H.2), (H.4), and (H.5) with $S_{n}=0$.

Applying Theorem 5.7 gives the existence of an element $h\left(\tilde{f}_{0}\right) \in X_{1}$ such that

$$
\limsup _{n \rightarrow \infty} \frac{1}{\tau} \ln \|\Theta(y, \tau)\|_{2}<-\mu
$$

where $y=\tilde{f}_{0}+h\left(\tilde{f}_{0}\right)$ and $\Theta$ is constructed as in (6.5); in other words it is the solution of (6.3). To finish the proof we need only argue that $h\left(\tilde{f}_{0}\right)=0$, which can be inferred from the "conservation of mass" property of (6.2) and the decay implied by the above inequality. Indeed, using (6.2) we see that $\int \tilde{f} d \xi$ is a conserved property:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int \tilde{f} d \xi=\int \nabla \cdot(\nabla \tilde{f}+\xi \tilde{f}-\omega \tilde{f}-a \phi \Gamma) d \xi=0 \tag{6.9}
\end{equation*}
$$

The orthogonal relation $X_{1}^{2} \perp X_{2}^{2}$ allows (again writing $y=\tilde{f}_{0}+h\left(\tilde{f}_{0}\right)$ )

$$
\left\|P_{1}^{2} \Theta(y, \tau)\right\|_{2} \leq\|\Theta(y, \tau)\|_{2}
$$

and, as $\left\|P_{1} \Theta(y, \tau)\right\|_{2}$, is constant for all $\tau>0$; (6.9) implies that $P_{1} \Theta(y, \tau)=$ $h\left(\tilde{f}_{0}\right)=0$.

We now prove the theorem, which is the goal of this section.
Theorem 6.5. Pick $\mu \in\left(0, \frac{1}{2}\right)$ and choose $r_{0}>0$ to satisfy the conclusions of Lemmas 6.2 and 6.3. Given initial data $\tilde{w}_{0}$ such that $\left\|\tilde{w}_{0}\right\|_{2} \leq r_{0}$, the solution $\tilde{w}(\tau)$ of the scaled VCHE given by Theorem 4.4 is subject to the following decay estimate:

$$
\|\tilde{w}(\tau)-a \Gamma(\tau)\|_{2} \leq C e^{-\mu \tau}
$$

where $a=\int \tilde{w}_{0} d \xi$.
Proof. In the previous theorem take $\tilde{f}_{0}=P_{2} \tilde{w}_{0}$; then $\tilde{f}(\tau)=\tilde{w}(\tau)-a \Gamma(\tau)$. The decay follows from (6.8).

Finally, as a corollary to this theorem we prove the result listed as Theorem 1.2 in the introduction.

Corollary 6.6. For any $\mu \in\left(0, \frac{1}{2}\right)$, there exists a $r_{0}>0$ so that, for any initial data $\tilde{v}_{0} \in L^{2}(2)$ such that $\left\|\tilde{v}_{0}\right\|_{2} \leq r_{0}$, the solution of (1.2) given by Theorem 3.2 satisfies

$$
\left|\tilde{v}(\cdot, t)-a\left(\Omega(\cdot, t)-\alpha^{2} \triangle \Omega(\cdot, t)\right)\right|_{p} \leq C(1+t)^{-1-\mu+\frac{1}{p}}
$$

where $a=\int_{\mathbb{R}^{2}} \tilde{v}_{0} d x$ and

$$
\Omega(x, t)=\frac{1}{4 \pi(1+t)} e^{\frac{-|x|^{2}}{4(1+t)}}
$$

Proof. This is the result of the previous theorem in unscaled coordinates. Let

$$
\begin{equation*}
\Omega(x, t)=\frac{1}{(1+t)} G\left(\frac{x}{\sqrt{1+t}}\right)=\frac{1}{4 \pi(1+t)} e^{\frac{-|x|^{2}}{4(1+t)}} \tag{6.10}
\end{equation*}
$$

then

$$
\frac{1}{(1+t)} \Gamma\left(\frac{x}{\sqrt{1+t}}, \ln (1+t)\right)=\Omega(x, t)-\alpha^{2} \triangle \Omega(x, t)
$$

Thanks to the above theorem and the inclusion $L^{2}(2) \hookrightarrow L^{p}$ for when $1 \leq p \leq 2$,

$$
\begin{aligned}
\mid \tilde{v}(\cdot, t)-a\left(\Omega(\cdot, t)-\alpha^{2}\right. & \triangle \Omega(\cdot, t))\left.\right|_{p} \\
& \leq(1+t)^{-1+\frac{1}{p}}|\tilde{w}(\cdot, \ln (1+t))-a \Gamma(\cdot, \ln (1+t))|_{p} \\
& \leq C(1+t)^{-1+\frac{1}{p}}\|\tilde{w}(\cdot, \ln (1+t))-a \Gamma(\cdot, \ln (1+t))\|_{2} \\
& \leq C(1+t)^{-1-\mu+\frac{1}{p}} .
\end{aligned}
$$

As $\triangle \Omega$ decays faster than $(1+t)^{-1-\mu+1 / p}$ we can include it on the right-hand side; this is how Theorem 1.2 is stated.
7. Second order asymptotic. This section is similar in spirit to the previous section, and many of the proofs are omitted because they are nearly the same as the proofs given in the previous section. We work in the space $L^{2}(3)$ where the operator $\mathcal{L}$ has two isolated eigenvalues, 0 and $\frac{-1}{2}$, and three corresponding eigenvectors, $G$ and $F_{i}, i=1,2$ (see Definition 4.7). Together these eigenvalues span the subspace $X_{1}^{3}$ given by Definition 4.5. Any $\tilde{w}_{0} \in L^{2}(3)$ can be written as $\tilde{w}_{0}=a G+b_{1} F_{1}+b_{2} F_{2}+\tilde{g}$, where $a=\int \tilde{w}_{0} d \xi, b_{i}=\int \xi_{i} \tilde{w}_{0} d \xi$, and $\tilde{g} \in X_{2}$.

In addition to the "conservation of mass" property $\frac{d}{d t} \int \tilde{w} d \xi=0$ used in the previous section (proof of Theorem 5.7), solutions to the scaled VCHE (4.1) also satisfy the scaled form of conservation of the first moments, $\frac{d}{d t} \int \xi_{i} \tilde{w} d \xi=-\frac{1}{2} \int \xi_{i} \tilde{w} d \xi$. Indeed, let $i=1,2$ and $j \neq i$; then

$$
\xi_{i} \mathcal{L} \tilde{w}+\frac{1}{2} \xi_{i} \tilde{w}=\partial_{j}\left(\xi_{i} \partial_{i} \tilde{w}+\frac{1}{2} \xi_{i}^{2} \tilde{w}-\tilde{w}\right)+\partial_{j}\left(\xi_{i} \partial_{j} \tilde{w}+\frac{1}{2} \xi_{i} \xi_{j} \tilde{w}\right)
$$

and it is clear that $\int_{\mathbb{R}^{2}} \xi_{i} \mathcal{L} \tilde{w} d \xi=-\frac{1}{2} \int_{\mathbb{R}^{2}} \xi_{i} \tilde{w} d \xi$. For the nonlinear term, note that if $\nabla \cdot \omega=0$ and $\tilde{\omega}=\partial_{1} \omega_{2}-\partial_{2} \omega_{1}$, then

$$
\xi_{i} \omega \cdot \nabla \tilde{\omega}=\partial_{i}\left(\xi_{i} \omega_{i} \tilde{\omega}-\omega_{i} \omega_{j}\right)+\partial_{j}\left(\xi_{i} \omega_{j} \tilde{\omega}+\frac{1}{2}\left(\omega_{i}^{2}-\omega_{j}^{2}\right)\right)
$$

Similarly,

$$
\begin{aligned}
\xi_{i} \omega \cdot \nabla \partial_{i}^{2} \tilde{\omega}= & \partial_{i}\left(\xi_{i} \omega \cdot \nabla \partial_{j} \tilde{\omega}\right)-\omega \cdot \nabla \partial_{i} \tilde{\omega}-\xi_{i} \partial_{i} \omega \cdot \nabla \partial_{i} \tilde{\omega} \\
= & \partial_{i}\left(\xi_{i} \omega \cdot \nabla \partial_{j} \tilde{\omega}\right)-\nabla\left(\omega \partial_{i} \tilde{\omega}\right)-\partial_{i}\left(\xi_{i} \partial_{i} \omega_{i} \partial_{i} \tilde{\omega}-\partial_{i} \omega_{i} \partial_{i} \omega_{j}\right) \\
& \quad-\partial_{j}\left(\xi_{i} \partial_{i} \omega_{j} \partial_{i} \tilde{\omega}+\frac{1}{2}\left(\left(\partial_{i} \omega_{i}\right)^{2}-\left(\partial_{i} \omega_{j}\right)^{2}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\xi_{i} \omega \cdot \nabla \partial_{j}^{2} \tilde{\omega}=\partial_{j}\left(\xi_{i} \omega \cdot\right. & \left.\nabla \partial_{j} \tilde{\omega}\right)-\partial_{i}\left(\xi_{i} \partial_{j} \omega_{i} \partial_{j} \tilde{\omega}-\partial_{j} \omega_{i} \partial_{j} \omega_{j}\right) \\
& -\partial_{j}\left(\xi_{i} \partial_{j} \omega_{j} \partial_{j} \tilde{\omega}+\frac{1}{2}\left(\left(\partial_{j} \omega_{i}\right)^{2}-\left(\partial_{j} \omega_{j}\right)^{2}\right)\right)
\end{aligned}
$$

so that $\int_{\mathbb{R}^{2}} \xi_{i} \omega \cdot \nabla \tilde{w} d \xi=0$.
Fix $\widetilde{w}_{0} \in L^{2}(m)$ and consider the system (4.10) with initial data $P_{2}^{m} \tilde{w}_{0}$. Let $a=\int \tilde{w}_{0} d \xi, b_{i}=\int \xi_{i} \tilde{w}_{0} d \xi$; then $\tilde{\psi}(\tau)=a \Gamma+e^{\frac{-1}{2}}\left(b_{1} \Lambda_{1}+b_{2} \Lambda_{2}\right)$ is the solution to the linear equation (4.9). Write $\tilde{f}=\tilde{w}-a \Gamma-e^{\frac{-1}{2}}\left(b_{1} \Lambda_{1}+b_{2} \Lambda_{2}\right), \phi=B \mathcal{H}_{\alpha, \tau}(\tilde{f})$, and after simplification,

$$
\begin{equation*}
\tilde{f}_{\tau}=\mathcal{L} \tilde{f}-\omega \cdot \nabla \tilde{f}-\phi \cdot \nabla \psi-e^{-\tau}\left(b_{1} v^{F_{1}} \cdot \nabla \Lambda_{1}-b_{2} v^{F_{2}} \cdot \nabla \Lambda_{2}\right) \tag{7.1}
\end{equation*}
$$

In mild form $\tilde{f}$ satisfies the integral equation

$$
\begin{aligned}
\tilde{f}=e^{\tau \mathcal{L}} & \tilde{f}_{0}- \\
& \int_{0}^{\tau} e^{-1 / 2(\tau-\sigma)} \nabla \\
& \cdot e^{(\tau-\sigma) \mathcal{L}}\left(\omega \tilde{f}+\phi \cdot \nabla \psi+e^{-\tau}\left(b_{1} v^{F_{1}} \cdot \nabla \Lambda_{1}-b_{2} v^{F_{2}} \cdot \nabla \Lambda_{2}\right)\right)(\sigma) d \sigma
\end{aligned}
$$

The key difference between this system and (6.3) of the previous section is the "forcing term" $e^{-\tau}\left(b_{1} v^{F_{1}} \cdot \nabla \Lambda_{1}-b_{2} v^{F_{2}} \cdot \nabla \Lambda_{2}\right)$.

As in the previous section fix $\tilde{w}_{0}$ and for any $n \in \mathbb{N}$ consider the system

$$
\begin{gather*}
\tilde{f}_{n}=e^{\tau \mathcal{L}} \tilde{f}_{0, n}-\int_{0}^{\tau} e^{-1 / 2(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}(\omega(n+\sigma) \tilde{f}(\sigma)+a \phi(\sigma) \psi(n+\sigma)) d \sigma  \tag{7.2}\\
-\int_{0}^{\tau} e^{-1 / 2(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}\left(e^{-(n+\sigma)}\left(b_{1} v^{F_{1}} \cdot \nabla \Lambda_{1}-b_{2} v^{F_{2}} \cdot \nabla \Lambda_{2}\right)(n+\sigma)\right) d \sigma \\
\phi(\sigma)=B \mathcal{H}_{\alpha, \sigma+\tau}(\tilde{f})(\sigma), \quad \tilde{f}(0)=\tilde{f}_{0} \in X_{2}
\end{gather*}
$$

We redefine $\Theta_{n}$ for this section.
Definition 7.1. Throughout the remainder of this section let $\Theta_{n}\left(\tilde{f}_{n, 0}, \tau\right)$ denote the global solution to the system (7.2) with initial data $\tilde{f}_{n, 0}$.

Lemma 7.2. For each $n \in \mathbb{N}$, the semiflows $\Theta_{n}\left(\tilde{f}_{0}, \tau\right)$ are $C^{1}$ in $L^{2}(2) \times \mathbb{R}^{+}$. There exist a constant $r_{0}>0$ (possibly small) and $D>0$ such that for all $\left\|\tilde{w}_{0}\right\|_{3}<r_{0}$ and $n \in \mathbb{N}$ the flow $\Theta_{n}$ satisfies the following Lipschitz property:

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sup _{0 \leq \tau<1} \operatorname{Lip}\left(\Theta_{n}(\cdot)(\tau)\right)=D<\infty \tag{7.3}
\end{equation*}
$$

This bound holds as $r_{0} \rightarrow 0$.
Proof. The proof is nearly identical to the proof of Lemma 6.2.
LEMmA 7.3. There exists a constant $r_{0}>0$ (possibly small) such that for all $\left\|\tilde{w}_{0}\right\|_{3}<r_{0}$ and $n \in \mathbb{N}$ the flow $\Theta_{n}$ can be decomposed as $\Theta_{n}\left(\tilde{f}_{0}, 1\right)=e^{\mathcal{L}} \tilde{f}_{0}+R_{n}\left(\tilde{f}_{0}\right)+$ $S_{n}$, where $R_{n}(\cdot)$ is Lipschitz as a function from $L^{2}(3)$ to itself and $S_{n} \in L^{2}(3)$ satisfies

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left\|S_{n}\right\|_{3}<-1 \tag{7.4}
\end{equation*}
$$

The Lipschitz constant $\operatorname{Lip}(R):=\sup _{n \in \mathbb{N}} \operatorname{Lip}\left(R_{n}(\cdot)\right)$ can be made arbitrarily small and satisfies the following conditions:
(i) For any $\mu \in\left(\frac{1}{2}, 1\right), r_{0}$ may be chosen so that, for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\frac{C_{1}}{e^{-1 / 2}-e^{-\mu}}+\frac{C_{2}}{e^{-\mu}-e^{-1}}<\frac{1}{\operatorname{Lip}(R)} \tag{7.5}
\end{equation*}
$$

(ii) This bound holds as $r_{0} \rightarrow 0$.

Proof. Define

$$
S_{n}=-\int_{0}^{\tau} e^{-1 / 2(\tau-\sigma)} \nabla \cdot e^{(\tau-\sigma) \mathcal{L}}\left(e^{-(n+\sigma)}\left(b_{1}^{2} v^{F_{1}} \cdot \nabla \Lambda_{1}-b_{2}^{2} v^{F_{2}} \cdot \nabla \Lambda_{2}\right)(n+\sigma)\right) d \sigma
$$

and $R_{n}\left(\tilde{f}_{0}\right)=\Theta_{n}\left(\tilde{f}_{0}\right)(1)-e^{\mathcal{L}} \tilde{f}_{0}-S_{n}$. Proving (7.4) is similar to the proof of Lemma 4.3:

$$
\begin{equation*}
\left\|S_{n}\right\|_{3} \leq e^{-n}\left(b_{1}\left\|v^{F_{1}}\right\|_{3}\left\|\Lambda_{1}\right\|_{3}+b_{2}\left\|v^{F_{2}}\right\|_{3}\left\|\Lambda_{2}\right\|_{3}\right) \tag{7.6}
\end{equation*}
$$

The remaining statements in this proof follow as in the proof of Lemma 6.3.
Theorem 7.4. Pick $\mu \in\left(\frac{1}{2}, 1\right)$ and choose $r_{0}>0$ to satisfy the conclusions of Lemmas 6.2 and 6.3. Let $P_{i}^{3}$ and $X_{i}^{3}, i=1,2$, be as in Definition 4.5. Given $\tilde{w}_{0}$ such that $\left\|\tilde{w}_{0}\right\|_{3} \leq r_{0}$ and initial data $\tilde{f}_{0} \in X_{2}$, there exists a unique global solution $\Theta\left(\tilde{f}_{0}, \tau\right) \in C^{0}\left([0, \infty), L^{2}(2)\right)$ of (6.3). This solution satisfies $P_{1}^{3} \Theta\left(\tilde{f}_{0}, \tau\right)=0$ and

$$
\begin{equation*}
\limsup _{\tau \rightarrow \infty} \frac{1}{t} \ln \left\|\Theta\left(\tilde{f}_{0}, \tau\right)\right\|_{2}<-\mu \tag{7.7}
\end{equation*}
$$

Proof. The proof progresses similarly to the proof of Theorem 7.4. The main difference is in the argument for the statement $P_{1}^{3} \Theta\left(\tilde{f}_{0}, \tau\right)=0$. This is accomplished by decomposing $P_{1} \Theta\left(\tilde{f}_{0}, \tau\right)$ onto the first three eigenvectors of $\mathcal{L}$ using conservation of mass (discussed at the beginning of section 6) and conservation of first moments (discussed at the start of section 7):

$$
P_{1}^{3} \Theta\left(\tilde{f}_{0}, \tau\right)=a G+e^{-\frac{1}{2}}\left(b_{1} F_{1}+b_{2} F_{2}\right) .
$$

That $a$ and $b_{i}$ must be zero follows by comparing this expression to the decay implied by (7.7).

Theorem 7.5. Pick $\mu \in\left(\frac{1}{2}, 1\right)$ and choose $r_{0}>0$ to satisfy the conclusions of Lemmas 7.2 and 7.3. Given initial data $\tilde{w}_{0}$ such that $\left\|\tilde{w}_{0}\right\|_{3} \leq r_{0}$, the solution $\tilde{w}(\tau)$ of the scaled VCHE given by Theorem 4.4 is subject to the following decay estimate:

$$
\left\|\tilde{w}(\tau)-a \Gamma(\tau)-e^{\frac{-\tau}{2}}\left(b_{1} \Lambda_{1}+b_{2} \Lambda_{2}\right)\right\|_{2} \leq C e^{-\mu \tau},
$$

where $a=\int \tilde{w}_{0} d \xi$ and $b_{i}=\int \xi_{i} \tilde{w}_{0} d \xi$.
Proof. In the previous theorem take $\tilde{f}_{0}=P_{2} \tilde{w}_{0}$; then $\tilde{f}(\tau)=\tilde{w}(\tau)-a \Gamma(\tau)-$ $e^{\frac{-\tau}{2}}\left(b_{1} \Lambda_{1}+b_{2} \Lambda_{2}\right)$. The decay then follows from (6.8).

The following corollary proves Theorem 1.3, which was stated after removing the fast decaying term.

Corollary 7.6. For any $\mu \in\left(\frac{1}{2}, 1\right)$, there exists a $r_{0}>0$ so that for any initial data $\tilde{v}_{0} \in L^{2}(3)$ with $\left\|\tilde{v}_{0}\right\|_{3} \leq r_{0}$ the solution of (1.2) given by Theorem 3.2 satisfies

$$
\left|\tilde{v}(\cdot, t)-a\left(\Omega(\cdot, t)-\alpha^{2} \triangle \Omega(\cdot, t)\right)-\sum_{i=1,2} b_{i}\left(\partial_{i} \Omega(x, t)-\alpha^{2} \triangle \partial_{i} \Omega(x, t)\right)\right|_{p} \leq C(1+t)^{-1-\mu+\frac{1}{p}},
$$

where $a=\int \tilde{w}_{0} d x$ and $b_{i}=\int x_{i} \tilde{v}_{0} d x$ and $\Omega$ is defined by (6.10).
Proof. This is the result of the previous theorem in unscaled coordinates. Let $\Omega(x, t)=\frac{1}{(1+t)} G\left(\frac{x}{\sqrt{1+t}}\right)$; then

$$
\begin{array}{r}
\frac{1}{(1+t)} \Gamma\left(\frac{x}{\sqrt{1+t}}, \ln (1+t)\right)=\Omega(x, t)-\alpha^{2} \triangle \Omega(x, t), \\
e^{-\frac{\tau}{2}} \frac{1}{(1+t)} \Lambda_{i}\left(\frac{x}{\sqrt{1+t}}, \ln (1+t)\right)=\partial_{i} \Omega(x, t)-\alpha^{2} \triangle \partial_{i} \Omega(x, t) .
\end{array}
$$

The rest follows as in Corollary 6.6.
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#### Abstract

We derive incompressible e-MHD equations from compressible Euler-Maxwell equations via the quasi-neutral regime. Under the assumption that the initial data are well prepared for the electric density, electric velocity, and magnetic field (but not necessarily for the electric field), the convergence of the solutions of the compressible Euler-Maxwell equations in a torus to the solutions of the incompressible e-MHD equations is justified rigorously by studies on a weighted energy. One of the main ingredients for establishing uniform a priori estimates is to use the curl-div decomposition of the gradient and the wave-type equations of the Maxwell equations.
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1. Introduction. Let $n$ and $u$ be the density and velocity vector of the electric particles in a plasma and $E$ and $B$ be, respectively, the electric field and magnetic field. They are vector functions of a three-dimensional position vector $x \in \mathbb{T}$ and of the time $t>0$, where $\mathbb{T}=(\mathbb{R} / 2 \pi \mathbb{Z})^{3}$ is the torus. The fields $E$ and $B$ are coupled to the electron density through the Maxwell equations and act on the electrons via the Lorentz force. We assume that in the plasma the ions are nonmoving and become a uniform background with a fixed unit density. This implies that the density of ions is equal to 1 and the velocity of ions vanishes. Under these assumptions, the dynamics of the compressible electrons obey the (scaled) one-fluid Euler-Maxwell system:

$$
\begin{align*}
& \partial_{t} n+\operatorname{div}(n u)=0  \tag{1.1}\\
& \partial_{t}(n u)+\operatorname{div}(n u \otimes u)+\nabla p(n)=-n(E+\gamma u \times B),  \tag{1.2}\\
& \gamma \epsilon \partial_{t} E-\nabla \times B=\gamma n u, \quad \gamma \partial_{t} B+\nabla \times E=0  \tag{1.3}\\
& \epsilon \operatorname{div} E=1-n, \quad \operatorname{div} B=0 \tag{1.4}
\end{align*}
$$

for $x \in \mathbb{T}$ and $t>0$ subject to initial conditions

$$
\begin{equation*}
(n, u, E, B)(t=0)=\left(n_{0}^{\epsilon}, u_{0}^{\epsilon}, E_{0}^{\epsilon}, B_{0}^{\epsilon}\right) \tag{1.5}
\end{equation*}
$$

for $x \in \mathbb{T}$. In the above equations, $p=p(n)$ is the pressure, assumed to be smooth and strictly increasing for $n>0, j=n u$ is the current density, and $E+\gamma u \times B$ represents

[^27]the Lorentz force. Equations (1.1)-(1.2) are the mass and momentum balance laws for the electrons, respectively, while (1.3)-(1.4) are the Maxwell equations. It is easy to see that equations (1.4) are redundant with equations (1.3) as soon as they are satisfied by the initial data. However, we keep them in the system because this redundancy may be lost in the asymptotic limit.

Equations (1.1)-(1.4) can be viewed as a fluid version of the Vlasov-Maxwell system for a plasma describing the evolution of the electron phase density [3]. Their form is similar to the two-fluid Euler-Maxwell system (see [1, 5, 19, 21]). However, the natures of the one-fluid and the two-fluid Euler-Maxwell systems are different. In the two-fluid model, the vanishing velocity of ions implies the vanishing electric field and the quasi neutrality of the plasma; i.e., the density of ions is equal to the density of electrons. Thus, the one-fluid equations (1.1)-(1.4) cannot be derived from the two-fluid equations.

The dimensionless parameters $\epsilon$ and $\gamma$ can be chosen independently of each other, according to the desired scaling. Physically, $\epsilon$ and $\gamma$ can be chosen to be proportional to the Debye length and $\frac{1}{c}$, where $c=\left(\epsilon_{0} \nu_{0}\right)^{-\frac{1}{2}}$ is the speed of light, with $\epsilon_{0}$ and $\nu_{0}$ being the vacuum permittivity and permeability (see [5, pp. 349-351]). The limit $\epsilon \rightarrow 0$ leads to $n=1$, which is called the quasi neutrality of the plasma (here the constant 1 denotes the unit density of nonmoving ions). Thus, the limit $\epsilon \rightarrow 0$ is called the quasi-neutral limit. Also, the limit $\gamma \rightarrow 0$ is physically called the nonrelativistic limit. For the other physical meaning of the dimensionless parameters $\epsilon$ and $\gamma$, see $[3,10]$.

In the present paper, we concentrate on the so-called quasi-neutral regime. Hence here we consider only the following quasi-neutral scaling: $\gamma=O(1)$ and $\epsilon \ll 1$.

Now, setting formally $\epsilon=0$ in the system (1.1)-(1.4), one can arrive at the so-called electron magnetohydrodynamics (e-MHD) equations as follows [3]:

$$
\begin{align*}
\partial_{t} u+u \cdot \nabla u+E & =-\gamma u \times B,  \tag{1.6}\\
-\nabla \times B & =\gamma u, \quad \operatorname{div} B=0,  \tag{1.7}\\
\gamma \partial_{t} B+\nabla \times E & =0, \quad n=1 . \tag{1.8}
\end{align*}
$$

The e-MHD system (1.6)-(1.8) is incompressible, i.e., $\operatorname{div} u=0$, which is precisely the limit equation obtained from (1.1) by using the fact that $n=1$ in (1.8). However, this incompressible condition need not be written separately since it can be obtained by the first equation in (1.7).

The main purpose of this paper is to prove rigorously the above formal limit for smooth solutions of the Euler-Maxwell system (1.1)-(1.4) on time intervals, on which a smooth solution of the incompressible e-MHD equations exists. The precise statement is given in section 2 .

From the view of the singular perturbation theory, the quasi-neutral limit $\epsilon \rightarrow 0$ in the Euler-Maxwell system is a problem of singular perturbation for hyperbolic systems (see $[8,11,12,22]$ ). However, it is very different from the theory of singular low Mach number limit for symmetrizable hyperbolic systems by Klainerman and Majda in [11, 12]. In the latter case, the essential singularity can be cancelled using a symmetrizer of hyperbolic systems. For the quasi-neutral limit in the Euler-Maxwell system, besides the singularities in the Maxwell equations, there exists an extra singularity caused by the coupling electromagnetic field (source term) in the Euler equations, which cannot be overcome by using the symmetric technique of hyperbolic systems. Hence the singular limit theory for symmetrizable hyperbolic systems developed by Klainerman
and Majda [11, 12] or extended further by Schochet [22] cannot be applied here to obtain the uniform a priori estimates of the solution with respect to $\epsilon$.

In this paper, we control these singularities and then derive rigorously the e-MHD system from the Euler-Maxwell system by an elaborate energy method based on studies on an $\epsilon$-weighted energy. Let $\left(n^{\epsilon}, u^{\epsilon}, E^{\epsilon}, B^{\epsilon}\right)$ be the solution to the Euler-Maxwell problem and $\left(u^{0}, E^{0}, B^{0}\right)$ be the solution to the incompressible e-MHD equations. Our basic idea to establish the uniform a priori estimates is the need to obtain an estimate not just for $n^{\epsilon}-1-\epsilon \operatorname{div} E^{0}$ but also for $\frac{n^{\epsilon}-1-\epsilon \operatorname{div} E^{0}}{\sqrt{\epsilon}}$ and then for $\sqrt{\epsilon}\left(E^{\epsilon}-E^{0}\right)$. In particular, the order of derivatives that we need to estimate for the latter is one less than for the other main quantities $\left(n^{\epsilon}-1-\epsilon \operatorname{div} E^{0}, u^{\epsilon}-u^{0}, B^{\epsilon}-B^{0}\right)$. These estimates cannot be obtained by straightforward Sobolev energy estimates for which the same order of derivatives for both is needed. They are achieved due to the dissipation structure of the equation for $\frac{n^{\epsilon}-1-\epsilon \operatorname{div} E^{0}}{\sqrt{\epsilon}}($ see (4.21)). Finally, the desired estimates are obtained through a priori estimates of vorticity and divergence (see Lemmas 4.2-4.3).

There have been a lot of studies on the Euler-Poisson equations and their asymptotic analysis contrarily to the study on the Euler-Maxwell equations. See [2, 4, 7, $8,20,23,24,25]$ and the references therein. The first mathematical study of the Euler-Maxwell equations with an extra relaxation term is due to Chen, Jerome, and Wang [6], where a global existence result to weak solutions in the one-dimensional case is established by the fractional step Godunov scheme together with a compensated compactness argument. Paper [6] also exhibits some applications of the model (1.1)-(1.4) in the semiconductor theory. Since then little progress has been made on the Euler-Maxwell equations. Recently the convergence of the Euler-Maxwell system to the compressible Euler-Poisson system has been proved in [17] via the nonrelativistic limit, in which general initial data are allowed by performing an initial layer analysis. This limit corresponds to $\gamma \rightarrow 0$ and $\epsilon>0$ being fixed. The convergence of the compressible Euler-Maxwell equations to the incompressible Euler equations is justified as $\gamma=\epsilon \rightarrow 0$ (see [18]). Finally, we mention that a related asymptotic limit problem on the Vlasov-Maxwell system is discussed in [2, 3].

We stress that, in this paper, the convergence of the electron density, the current velocity vector, and the magnetic field vector of the Euler-Maxwell systems is strong, whereas the convergence of the electric field vector is only weak. That is why we do not need the assumption that the initial electric field of Euler-Maxwell systems tends to the initial value of the electric field of the limit system. The latter is not arbitrarily given but is determined by the initial data of the limit system (2.6)-(2.9) (see Proposition 2.1). This is different from the situation in [18], where the initial data are prepared. Also, by checking the proof in section 4, we see that it is possible to extend the results of this paper $(\gamma>0$ being fixed and $\epsilon \rightarrow 0)$ to the case $\gamma \rightarrow 0$ and $\epsilon \rightarrow 0$ without any relation between $\gamma$ and $\epsilon$. This limit is still governed by the incompressible Euler equations. To see this more clearly, the parameter $\gamma$ is kept in the estimates.

Notation and preliminary results.
(1) Throughout this paper, $\nabla=\nabla_{x}$ is the gradient, $\nabla \cdot$ is the divergence operator, and $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ and $\beta$, etc., are multi-indices. We denote by $H^{s}(\mathbb{T})$ the standard Sobolev space in torus $\mathbb{T}$, which is defined by Fourier transform, namely, $f \in H^{s}(\mathbb{T})$ if and only if

$$
\|f\|_{s}^{2}=(2 \pi)^{3} \sum_{k \in \mathbb{Z}^{3}}\left(1+|k|^{2}\right)^{s}|(\mathcal{F} f)(k)|^{2}<+\infty
$$

where $(\mathcal{F} f)(k)=\int_{\mathbb{T}} f(x) e^{-i k x} d x$ is the Fourier transform of $f \in H^{s}(\mathbb{T})$.
(2) Recall the following basic Moser-type calculus inequalities [11, 12]: for $f, g, v \in$ $H^{s}$ and any nonnegative multi index $\alpha,|\alpha| \leq s$,
(i) $\left\|D_{x}^{\alpha}(f g)\right\|_{L^{2}} \leq C_{s}\left(\|f\|_{L^{\infty}}\left\|D_{x}^{s} g\right\|_{L^{2}}+\|g\|_{L^{\infty}}\left\|D_{x}^{s} f\right\|_{L^{2}}\right), \quad s \geq 0$,
(ii) $\left\|D_{x}^{\alpha}(f g)-f D_{x}^{\alpha} g\right\|_{L^{2}} \leq C_{s}\left(\left\|D_{x} f\right\|_{L^{\infty}}\left\|D_{x}^{s-1} g\right\|_{L^{2}}+\|g\|_{L^{\infty}}\left\|D_{x}^{s} f\right\|_{L^{2}}\right), \quad s \geq 1$.
(3) The following vector analysis formulas will be repeatedly used (see [5]):

$$
\begin{array}{r}
\operatorname{div}(f \times g)=\nabla \times f \cdot g-\nabla \times g \cdot f, \\
f \cdot \nabla g=(\nabla \times g) \times f+\nabla(f \cdot g)-\nabla f \cdot g, \\
f \cdot \nabla f=(\nabla \times f) \times f+\nabla\left(\frac{|f|^{2}}{2}\right), \\
\nabla \times(f \times g)=f \operatorname{div} g-g \operatorname{div} f+(g \cdot \nabla) f-(f \cdot \nabla) g . \tag{1.12}
\end{array}
$$

2. Well-posedness of the e-MHD and main results. For smooth solutions of the Euler-Maxwell system (1.1)-(1.5) with $n>0$, (1.2) is equivalent to

$$
\partial_{t} u+(u \cdot \nabla) u+\nabla h(n)=-(E+\gamma u \times B)
$$

where the enthalpy $h(n)$ is defined by

$$
h(n)=\int_{1}^{n} \frac{p^{\prime}(s)}{s} d s
$$

Thus, regarding $\epsilon$ as a singular perturbation parameter, we can rewrite the problem (1.1)-(1.5) as

$$
\begin{align*}
& \partial_{t} n^{\epsilon}+\operatorname{div}\left(n^{\epsilon} u^{\epsilon}\right)=0  \tag{2.1}\\
& \partial_{t} u^{\epsilon}+\left(u^{\epsilon} \cdot \nabla\right) u^{\epsilon}+\nabla h\left(n^{\epsilon}\right)=-\left(E^{\epsilon}+\gamma u^{\epsilon} \times B^{\epsilon}\right)  \tag{2.2}\\
& \gamma \epsilon \partial_{t} E^{\epsilon}-\nabla \times B^{\epsilon}=\gamma n^{\epsilon} u^{\epsilon}, \quad \gamma \partial_{t} B^{\epsilon}+\nabla \times E^{\epsilon}=0  \tag{2.3}\\
& \epsilon \operatorname{div} E^{\epsilon}=1-n^{\epsilon}, \quad \operatorname{div} B^{\epsilon}=0  \tag{2.4}\\
& \left(n^{\epsilon}, u^{\epsilon}, E^{\epsilon}, B^{\epsilon}\right)(t=0)=\left(n_{0}^{\epsilon}, u_{0}^{\epsilon}, E_{0}^{\epsilon}, B_{0}^{\epsilon}\right) \tag{2.5}
\end{align*}
$$

where $\gamma$ is a positive constant of order one. This means that the magnetic field does not vanish in the limiting process.

We also rewrite the limit system (1.6)-(1.8) as

$$
\begin{align*}
\partial_{t} u^{0}+u^{0} \cdot \nabla u^{0}+E^{0} & =-\gamma u^{0} \times B^{0}  \tag{2.6}\\
-\nabla & \times B^{0}=\gamma u^{0}, \quad \operatorname{div} B^{0}=0  \tag{2.7}\\
\gamma \partial_{t} B^{0}+\nabla \times E^{0} & =0, \quad n^{0}=1 \tag{2.8}
\end{align*}
$$

Following the idea of [3], introduce the general vorticity

$$
\omega^{0}=\nabla \times\left(u^{0}-\gamma A^{0}\right),
$$

where $A^{0}$ is the magnetic potential such that

$$
\nabla \times A^{0}=B^{0} \quad \text { and } \quad \operatorname{div} A^{0}=0
$$

Noting $\nabla \cdot u^{0}=0$ and using the identity (1.11), we can write the e-MHD equations (2.6)-(2.8) in a different way:

$$
\partial_{t} \omega^{0}+u^{0} \cdot \nabla \omega^{0}-\omega^{0} \cdot \nabla u^{0}=0, \quad-\Delta u^{0}+\gamma^{2} u^{0}=\nabla \times \omega^{0}
$$

Therefore the existence results are the same as for the incompressible Euler equations [14]. In particular, we have local smooth solutions of the e-MHD equations for the smooth initial data given by

$$
\begin{equation*}
u^{0}(t=0)=u_{0}^{0}, \quad B^{0}(t=0)=B_{0}^{0} . \tag{2.9}
\end{equation*}
$$

Proposition 2.1 (see [3]). Assume that $u_{0}^{0}, B_{0}^{0} \in C^{\infty}(\mathbb{T})$ satisfy

$$
\begin{equation*}
-\nabla \times B_{0}^{0}=\gamma u_{0}^{0}, \quad \operatorname{div} B_{0}^{0}=0 \tag{2.10}
\end{equation*}
$$

Then there exist $0<T_{*} \leq \infty$ (if $d=2, T_{*}=\infty$ ), the maximal existence time, and a unique smooth solution $\left(u^{0}, B^{0}, E^{0}\right) \in C^{\infty}\left(\mathbb{T} \times\left[0, T_{*}\right)\right)$ of the incompressible $e-M H D$ equations (2.6)-(2.9) defined on $\left[0, T_{*}\right)$.

For the convergence of the compressible Euler-Maxwell system (2.1)-(2.5), our main result is stated as follows.

Theorem 2.1. Let $s_{0}>\frac{3}{2}+2$ and $\gamma>0$ be fixed. Let $u_{0}^{0}, B_{0}^{0} \in C^{\infty}(\mathbb{T})$ satisfy (2.10) and $n_{0}^{\epsilon}, E_{0}^{\epsilon}, B_{0}^{\epsilon} \in C^{\infty}(\mathbb{T})$ satisfy

$$
\epsilon \operatorname{div} E_{0}^{\epsilon}=1-n_{0}^{\epsilon}, \quad \operatorname{div} B_{0}^{\epsilon}=0
$$

Assume that

$$
\begin{equation*}
\left\|\left(n_{0}^{\epsilon}-1, u_{0}^{\epsilon}-u_{0}^{0}, B_{0}^{\epsilon}-B_{0}^{0}\right)\right\|_{H^{s_{0}}(\mathbb{T})}+\left\|\sqrt{\epsilon} E_{0}^{\epsilon}\right\|_{H^{s_{0}}(\mathbb{T})} \leq C \sqrt{\epsilon} \tag{2.11}
\end{equation*}
$$

for some positive constant $C$ independent of $\epsilon$. Let $T_{*}, 0<T_{*} \leq \infty\left(d=2, T_{*}=\infty\right)$, be the maximal existence time of the smooth solution $\left(u^{0}, B^{0}, E^{0}\right) \in C^{\infty}\left(\mathbb{T} \times\left[0, T_{*}\right)\right)$ of the incompressible e-MHD equations (2.6)-(2.9). Then, for any $T_{0}<T_{*}$, there exist constants $\epsilon_{0}\left(T_{0}\right)>0$ and $\tilde{M}\left(T_{0}\right)>0$, depending only upon $T_{0}$ and the initial data, such that the Euler-Maxwell system (2.1)-(2.5) has a classical smooth solution $\left(n^{\epsilon}, u^{\epsilon}, E^{\epsilon}, B^{\epsilon}\right)$, defined on $\left[0, T_{0}\right]$, satisfying

$$
\begin{equation*}
\left\|\left(n^{\epsilon}-1, u^{\epsilon}-u^{0}, B^{\epsilon}-B^{0}\right)(\cdot, t)\right\|_{H^{s_{0}}(\mathbb{T})}+\left\|\sqrt{\epsilon} E^{\epsilon}(\cdot, t)\right\|_{H^{s_{0}-1}(\mathbb{T})} \leq \tilde{M}\left(T_{0}\right) \sqrt{\epsilon} \tag{2.12}
\end{equation*}
$$

for all $0<\epsilon \leq \epsilon_{0}$ and $0 \leq t \leq T_{0}$. As a result, the sequence $\left(n^{\epsilon}, u^{\epsilon}, B^{\epsilon}\right)_{\epsilon>0}$ converges strongly to $\left(1, u^{0}, B^{0}\right)$ in $L^{\infty}\left(0, T_{0} ; H^{s_{0}}(\mathbb{T})\right)$. Furthermore, the sequence $\left(E^{\epsilon}\right)_{\epsilon>0}$ converges to $E^{0}$ in $W^{-1, \infty}\left(0, T_{0} ; H^{s_{0}-1}(\mathbb{T})\right)$.

Remark 2.1. Condition (2.11) means that the initial data are well prepared for $\left(n^{\epsilon}, u^{\epsilon}, B^{\epsilon}\right)$ but not for $E^{\epsilon}$, which are only bounded. This is sufficient to conclude the convergence of $E^{\epsilon}$ to $E^{0}$ in some weak sense. Since all the terms involving $E^{\epsilon}$ in the Euler-Maxwell system (2.1)-(2.5) are linear, we can pass to the limit in the system (in the sense of distributions, for instance). The fact that the electric field $E^{\epsilon}(\cdot, t)$ is bounded uniformly in $\epsilon$ for all time $t \in\left[0, T_{0}\right]$ is not surprising because, generally speaking, this property should be maintained over time when the initial electric field is bounded uniformly in $\epsilon$ and the density $n^{\epsilon}$ has a better convergence rate. As in
$[8,13,22]$, some new techniques are required to study the strong convergence of the electric field when its initial value is also prepared. This is related to the initial layer analysis and will be discussed in the future.

Remark 2.2. The convergence rate $O(\sqrt{\epsilon})$ in Theorem 2.1 is probably not optimal. It should be possible to improve it by constructing better approximate solutions under the same assumption. Moreover, if the initial error for $\left(n^{\epsilon}, u^{\epsilon}, B^{\epsilon}\right)$ is better than $O(\sqrt{\epsilon})$, then so should the convergence rate. On the other hand, the convergence rate should be better in a weaker norm than $\|\cdot\|_{s_{0}}$. For example, the estimate (2.12) on $E^{\epsilon}$ and the first equation in (2.4) already give

$$
\left\|n^{\epsilon}(\cdot, t)-1\right\|_{H^{s_{0}-2}(\mathbb{T})}=O(\epsilon)
$$

Remark 2.3. The results of this paper hold in the whole space $\mathbb{R}^{3}$. Indeed, the key point of the proof of Theorem 2.1 is to establish the uniform a priori estimates (2.12) based on the study of a weighted energy combined with singular perturbation methods. This is dealt with in the same way as that of the papers [11, 12] by Klainerman and Majda. Here neither the compactness of $\mathbb{T}$ nor a Poincaré-type inequality is used.
3. Derivation of error equations and local existence. Let $\left(n^{\epsilon}, u^{\epsilon}, E^{\epsilon}, B^{\epsilon}\right)$ be the unknown solution to the problem (2.1)-(2.5) and $\left(u^{0}, E^{0}, B^{0}\right)$ be the solution to the incompressible e-MHD equations defined on $\left[0, T_{*}\right)$ given by Proposition 2.1. Denote this by

$$
\begin{equation*}
\left(N^{\epsilon}, U^{\epsilon}, F^{\epsilon}, G^{\epsilon}\right)=\left(n^{\epsilon}-1+\epsilon \operatorname{div} E^{0}, u^{\epsilon}-u^{0}, E^{\epsilon}-E^{0}, B^{\epsilon}-B^{0}\right) \tag{3.1}
\end{equation*}
$$

which satisfies the following problem:

$$
\left\{\begin{array}{l}
\partial_{t} N^{\epsilon}+\operatorname{div}\left(\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) U^{\epsilon}+N^{\epsilon} u^{0}\right)=\epsilon\left(\partial_{t} \operatorname{div} E^{0}+\operatorname{div}\left(u^{0} \operatorname{div} E^{0}\right)\right)  \tag{3.2}\\
\partial_{t} U^{\epsilon}+\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] U^{\epsilon}+\left(U^{\epsilon} \cdot \nabla\right) u^{0}+F^{\epsilon}+\nabla\left(h\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\right. \\
\left.\quad-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \\
\quad=-\gamma\left(\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}+U^{\epsilon} \times B^{0}\right)+\epsilon h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right) \nabla\left(\operatorname{div} E^{0}\right), \\
\epsilon \gamma \partial_{t} F^{\epsilon}-\nabla \times G^{\epsilon}=\gamma\left(\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) U^{\epsilon}+N^{\epsilon} u^{0}\right)-\epsilon \gamma\left(\partial_{t} E^{0}+u^{0} \operatorname{div} E^{0}\right), \\
\gamma \partial_{t} G^{\epsilon}+\nabla \times F^{\epsilon}=0, \\
\epsilon \operatorname{div} F^{\epsilon}=-N^{\epsilon}, \quad \operatorname{div} G^{\epsilon}=0 \\
\left.\left(N^{\epsilon}, U^{\epsilon}, F^{\epsilon}, G^{\epsilon}\right)\right|_{t=0} \\
\quad=\left(n_{0}^{\epsilon}-1+\epsilon \operatorname{div} E^{0}(t=0), u_{0}^{\epsilon}-u_{0}^{0}, E_{0}^{\epsilon}-E^{0}(t=0), B_{0}^{\epsilon}-B_{0}^{0}\right)
\end{array}\right.
$$

Note that we use $1-\epsilon \operatorname{div} E^{0}$ as the approximate solution of the density $n^{\epsilon}$ instead of the formal approximate solution 1 . This implies that the equation $\epsilon \operatorname{div} F^{\epsilon}=-N^{\epsilon}$ is homogeneous. This is a key point in the following convergence analysis. Otherwise, an extra term $\operatorname{div} E^{0}$ appears in the divergence equation (4.21), which is just bounded but does not converge to 0 as $\epsilon \rightarrow 0$. If so, by the techniques used in this paper, the desired convergence rate $O(\sqrt{\epsilon})$ cannot be obtained.

Set

$$
\begin{aligned}
& W_{I}^{\epsilon}=\binom{N^{\epsilon}}{U^{\epsilon}}, \quad W_{I I}^{\epsilon}=\binom{F^{\epsilon}}{G^{\epsilon}}, \quad W^{\epsilon}=\binom{W_{I}^{\epsilon}}{W_{I I}^{\epsilon}}=\left(\begin{array}{c}
N^{\epsilon} \\
U^{\epsilon} \\
F^{\epsilon} \\
G^{\epsilon}
\end{array}\right), \\
& W_{0}^{\epsilon}=\left(\begin{array}{c}
N_{0}^{\epsilon} \\
U_{0}^{\epsilon} \\
F_{0}^{\epsilon} \\
G_{0}^{\epsilon}
\end{array}\right)=\left(\begin{array}{c}
n_{0}^{\epsilon}-1+\epsilon \operatorname{div} E^{0}(t=0) \\
u_{0}^{\epsilon}-u_{0}^{0} \\
E_{0}^{\epsilon}-E^{0}(t=0) \\
B_{0}^{\epsilon}-B_{0}^{0}
\end{array}\right), D_{0}^{\epsilon}=\left(\begin{array}{cc}
\mathbf{I}_{4 \times 4} & \mathbf{0} \\
\mathbf{0} & \left(\begin{array}{cc}
\epsilon \gamma \mathbf{I}_{3 \times 3} & \mathbf{0} \\
\mathbf{0} & \gamma \mathbf{I}_{3 \times 3}
\end{array}\right)
\end{array}\right), \\
& A_{i}\left(W^{\epsilon}\right)=\left(\right), \\
& H_{1}\left(W_{I}^{\epsilon}\right)=\left(\begin{array}{c}
-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right) \\
\left(U^{\epsilon} \cdot \nabla\right) u^{0}-\epsilon\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \nabla\left(\operatorname{div} E^{0}\right) \\
0 \\
0
\end{array}\right), \\
& H_{2}\left(F^{\epsilon}\right)=\left(\begin{array}{c}
0 \\
F^{\epsilon} \\
0 \\
0
\end{array}\right), \quad H_{3}\left(W_{I}^{\epsilon}, G^{\epsilon}\right)=\left(\begin{array}{c}
0 \\
\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}+U^{\epsilon} \times B^{0} \\
-\left(\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) U^{\epsilon}+N^{\epsilon} u^{0}\right) \\
0
\end{array}\right)
\end{aligned}
$$

and

$$
R^{\epsilon}=\left(\begin{array}{c}
R_{n}^{\epsilon} \\
R_{u}^{\epsilon} \\
R_{E}^{\epsilon} \\
R_{B}^{\epsilon}
\end{array}\right)=\left(\begin{array}{c}
\partial_{t} \operatorname{div} E^{0}+\operatorname{div}\left(u^{0} \operatorname{div} E^{0}\right) \\
h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right) \nabla\left(\operatorname{div} E^{0}\right) \\
-\gamma\left(\partial_{t} E^{0}+u^{0} \operatorname{div} E^{0}\right) \\
0
\end{array}\right)
$$

where $\left(e_{1}, e_{2}, e_{3}\right)$ is the canonical basis of $\mathbb{R}^{3}, \mathbf{I}_{d \times d}(d=3,4)$ is a $d \times d$ unit matrix, $y_{i}$ denotes the $i$ th component of $y \in \mathbb{R}^{3}$, and

$$
B_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right), \quad B_{2}=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right), \quad B_{3}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

From $(3.2)_{1,3}$, the redundant equations $\epsilon \operatorname{div} F^{\epsilon}=-N^{\epsilon}$ and $\operatorname{div} G^{\epsilon}=0$ in system (3.2) hold as soon as they are satisfied by the initial data. Thus the problem (3.2) for the
unknown $W^{\epsilon}$ can be rewritten as

$$
\left\{\begin{array}{l}
D_{0}^{\epsilon} \partial_{t} W^{\epsilon}+\sum_{i=1}^{3} A_{i}\left(W^{\epsilon}\right) \partial_{x_{i}} W^{\epsilon}+H_{1}\left(W_{I}^{\epsilon}\right)=H_{2}\left(F^{\epsilon}\right)+\epsilon R^{\epsilon}-\gamma H_{3}\left(W_{I}^{\epsilon}, G^{\epsilon}\right)  \tag{3.3}\\
\left.W^{\epsilon}\right|_{t=0}=W_{0}^{\epsilon}
\end{array}\right.
$$

with

$$
\epsilon \operatorname{div} F^{\epsilon}(x, 0)=-N^{\epsilon}(x, 0), \quad \operatorname{div} G^{\epsilon}(x, 0)=0
$$

which can be guaranteed by the assumptions on the initial data.
It is not difficult to see that the equations for $W^{\epsilon}$ in (3.3) are symmetrizable hyperbolic; i.e., if we introduce
which is positively definite when $N^{\epsilon}+1-\epsilon \operatorname{div} E^{0} \geq M_{0}>0$ for $\epsilon \ll 1$ and $\left\|N^{\epsilon}\right\|_{L^{\infty}} \leq \frac{1}{2}$, then $A_{0} D_{0}^{\epsilon}$ and $\tilde{A}_{i}\left(W^{\epsilon}\right)=A_{0}\left(W^{\epsilon}\right) A_{i}\left(W^{\epsilon}\right)$ are symmetric for all $1 \leq i \leq 3$. Note that, for smooth solutions, the Euler-Maxwell system (2.1)-(2.5) is equivalent to that of (3.2) or (3.3). Thus, by the standard existence theory of local smooth solutions for symmetrizable hyperbolic equations (see $[9,15,16]$ ), we have the following result.

Proposition 3.1. Let $M>0$ and $u_{0}^{0}, B_{0}^{0} \in C^{\infty}$ be given and $W_{0}^{\epsilon}$ satisfy $W_{0}^{\epsilon} \in$ $H^{s}$, $s>\frac{3}{2}+2$, and $\left\|N_{0}^{\epsilon}\right\|_{H^{s}(\mathbb{T})} \leq \delta$ for some given $\delta>0$ (to be chosen sufficiently small so that $M \delta C_{s} \leq \frac{1}{2}$, where $C_{s}$ is the Sobolev embedding constant). Then, for any fixed $\epsilon(\ll 1)$, there exist $0<T_{\epsilon}(\delta) \leq \infty$, the maximal existence time, and a unique smooth solution $W^{\epsilon} \in \bigcap_{l=0}^{1} C^{l}\left(\left[0, T_{\epsilon}\right) ; H^{s-l}(\mathbb{T})\right)$ of the system (3.2) or (3.3) on $\left[0, T_{\epsilon}\right)$ satisfying $\sup _{0<t<T_{\epsilon}}\left\|N^{\epsilon}(t)\right\|_{H^{s}(\mathbb{T})} \leq M \delta$. Moreover, if $T_{\epsilon}<\infty$, then, for any fixed $\epsilon$ (sufficiently small), we have

$$
\begin{equation*}
\text { either } \lim _{t \rightarrow T_{\epsilon}}\left\|N^{\epsilon}(t)\right\|_{H^{s}(\mathbb{T})}=M \delta \text { or } \lim _{t \rightarrow T_{\epsilon}}\left\|\left(U^{\epsilon}, F^{\epsilon}, G^{\epsilon}\right)(\cdot, t)\right\|_{H^{s}(\mathbb{T})}=+\infty \tag{3.4}
\end{equation*}
$$

Note that the error equations (3.2) or (3.3) from the Euler-Maxwell system are not in the form covered by the well-known Klainerman and Majda theory of singular limits of hyperbolic systems because of the extra singularity caused by the coupling source term $H_{2}\left(F^{\epsilon}\right)$ in the Euler equations. Hence the singular limit theory for symmetrizable hyperbolic systems developed by Klainerman and Majda [11, 12] or extended further by Schochet [22] cannot be applied here to obtain the uniform a priori estimates of the solution $W^{\epsilon}$ with respect to $\epsilon$.
4. Proof of the main results. In this section, we justify rigorously the convergence of the Euler-Maxwell system to the incompressible e-MHD equations; namely, we prove Theorem 2.1 by using the asymptotic expansion of singular perturbations and careful classical energy methods.
4.1. Convergence rate and uniform a priori estimates. We first establish the convergence rate of the error function $\left(N^{\epsilon}, U^{\epsilon}, B^{\epsilon}\right)$ by obtaining the a priori estimates uniformly in $\epsilon$. As a consequence, we obtain the existence of exact solutions
$\left(n^{\epsilon}, u^{\epsilon}, E^{\epsilon}, B^{\epsilon}\right)$ to (2.1)-(2.5) in a time interval independent of $\epsilon$, and the convergence of $\left(n^{\epsilon}, u^{\epsilon}, E^{\epsilon}, B^{\epsilon}\right)$ to $\left(1, u^{0}, E^{0}, B^{0}\right)$ as $\epsilon \rightarrow 0$, where $\left(u^{0}, E^{0}, B^{0}\right)$ is the solution of the incompressible e-MHD equations (2.6)-(2.9).

In order to justify rigorously the convergence, it suffices to obtain the uniform estimates of the smooth solutions to (3.2) or (3.3) with respect to the parameter $\epsilon$. This is achieved by the elaborate energy method. Since the detailed estimates are very lengthy and involved, we would like to outline some main ingredients here. First, based on the $L^{2}$ energy conservation of the Euler-Maxwell system, an $\epsilon$-weighted $L^{2}$ energy estimate is derived by noting that there exists a cancellation or some kind of balance between the Euler part and Maxwell part of the Euler-Maxwell system. Second, we introduce a general vorticity of the velocity and the magnetic field and give the corresponding equations of the vorticity and the divergence. Then high order Sobolev energy estimates on the vorticity and the divergence are established by the vector analysis techniques and an elaborate energy method. Next, based on the curl-div decomposition of the gradient, an $\epsilon$-weighted high order Sobolev energy estimate on the density and velocity of the Euler part is derived. Finally, based on the wave-type equation of the Maxwell equations, an $\epsilon$-weighted high order Sobolev energy estimate on the electric field and magnetic field is established. Combining these estimates, an entropy production integral inequality is derived by introducing an $\epsilon$-weighted energy, which yields the desired estimates.

In the following, $(\cdot, \cdot)$ stands for the $L^{2}$ inner product of two scalar or vector functions in $\mathbb{T}$. Also, we denote $\int_{\mathbb{T}}$ by $\int$ and

$$
\|\cdot\|=\|\cdot\|_{L^{2}(\mathbb{T})}, \quad\|\cdot\|_{l}=\|\cdot\|_{H^{l}(\mathbb{T})}, \quad l \in \mathbb{N}^{*}
$$

For convenience, we introduce the $\epsilon$-weighted Sobolev norms

$$
\begin{aligned}
& \left\|W^{\epsilon}(t)\right\|_{l, *}=\left\|\left(N^{\epsilon}, U^{\epsilon}, G^{\epsilon}\right)(t)\right\|_{l} \\
& \left\|\mid W^{\epsilon}(t)\right\|_{l}=\left(\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+\left\|\left(\frac{N^{\epsilon}}{\sqrt{\epsilon}}, \sqrt{\epsilon} \gamma F^{\epsilon}, \epsilon \gamma \partial_{t} F^{\epsilon}\right)(t)\right\|_{l-1}^{2}\right)^{\frac{1}{2}} \\
& \left\|\mid W^{\epsilon}\right\|\left\|_{l, T}=\sup _{0<t<T}\right\| W^{\epsilon}(t)\| \|_{l}, \quad l \in \mathbb{N}^{*}
\end{aligned}
$$

Note that these norms are different from those used in [18] to prove the convergence of the compressible Euler-Maxwell equations to the incompressible Euler equations.

The key estimate of this paper is contained in the following result.
Proposition 4.1. Let $l$ be an integer such that $l>\frac{3}{2}+2$. Assume

$$
\begin{equation*}
\left\|\mid W_{0}^{\epsilon}\right\| \|_{l} \leq D_{1} \sqrt{\epsilon} \tag{4.1}
\end{equation*}
$$

for sufficiently small $\epsilon$ and a constant $D_{1}>0$ independent of $\epsilon$. Then, for any $T_{0} \in\left(0, T_{*}\right)$, there are constants $D_{2}>0$ and $\epsilon_{0}>0$, depending upon $T_{0}$, such that, for all $\epsilon \leq \epsilon_{0}$, it holds that $T_{\epsilon} \geq T_{0}$, and the solution $W^{\epsilon}(t)$ of (3.2), well defined in $\left[0, T_{\epsilon}\right)$, satisfies

$$
\begin{equation*}
\left\|\mid W^{\epsilon}\right\| \|_{l, T_{0}} \leq D_{2} \sqrt{\epsilon} \tag{4.2}
\end{equation*}
$$

The remainder of section 4 is devoted to the proof of this result.
First, according to the assumption (4.1), using the local existence results in Proposition 3.1 and Sobolev's embedding lemma, we know that there exists an $\epsilon_{0}>0$ such
that, for all $\epsilon \leq \epsilon_{0}$, there exists a smooth solution $W^{\epsilon}$ to the system (3.2) or (3.3), defined on $\left[0, T_{\epsilon}\right)$, satisfying

$$
\begin{equation*}
\sup _{0<t<T_{\epsilon}}\left\|N^{\epsilon}(t)\right\|_{L^{\infty}(\mathbb{T})} \leq C_{s} \sup _{0<t<T_{\epsilon}}\left\|N^{\epsilon}(t)\right\|_{H^{s}(\mathbb{T})} \leq M C_{s} D_{1} \sqrt{\epsilon} \leq \frac{1}{2} \tag{4.3}
\end{equation*}
$$

Here we take $\delta=D_{1} \sqrt{\epsilon}$ in Proposition 3.1 , and $M$ will be chosen to be a sufficiently large constant independent of $\epsilon$. Hence the rest involves establishing the a priori estimates uniformly with respect to $\epsilon$ so as to guarantee $T_{\epsilon} \geq T_{0}$ for any given $T_{0}<T_{*}$ and sufficiently small $\epsilon$. Of course, if $T_{\epsilon}=\infty$, it suffices to obtain the a priori estimates uniformly with respect to $\epsilon$.

In the following, assuming the conditions of Proposition 4.1, we establish a priori estimates by the elaborate energy method in several steps.

For any $T_{1}<1$ independent of $\epsilon$, denote by $T=T^{\epsilon}=\min \left\{T_{1}, T_{\epsilon}\right\}$ and by $C>0$ a constant which depends upon $T_{0}, D_{1}$ but does not depend upon $M, T_{1}, T$, and $\epsilon$.
4.2. $L^{2}$-estimates. Based on the $L^{2}$-conservation of solutions to the EulerMaxwell system, we obtain $L^{2}$-estimates of the error function $W^{\epsilon}$. Our basic idea is to control the electric field $F^{\epsilon}$ using the special structure between the Euler part and Maxwell part in the Euler-Maxwell system by introducing the extra singular term $\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|$.

Lemma 4.1. For all $0<t<T$ and sufficiently small $\epsilon$, it holds that

$$
\begin{align*}
& \int\left\{\left|U^{\epsilon}\right|^{2}+\int_{0}^{N^{\epsilon}}\left(h\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) d s+\epsilon\left|F^{\epsilon}\right|^{2}+\left|G^{\epsilon}\right|^{2}\right\}(t) d x  \tag{4.4}\\
\leq & \int\left\{\left|U^{\epsilon}\right|^{2}+\int_{0}^{N^{\epsilon}}\left(h\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) d s+\epsilon\left|F^{\epsilon}\right|^{2}+\left|G^{\epsilon}\right|^{2}\right\}(t=0) d x \\
& +\int_{0}^{t}\left\{\left\|\sqrt{\epsilon} F^{\epsilon}\right\|^{2}+C\left(\left\|W^{\epsilon}\right\|_{l, *}^{2}+\left\|W^{\epsilon}\right\|_{l, *}+1\right)\left\|\left(N^{\epsilon}, U^{\epsilon}, \nabla U^{\epsilon}, \gamma G^{\epsilon}, \frac{N^{\epsilon}}{\sqrt{\epsilon}}\right)\right\|^{2}\right\}(s) d s \\
& +C \epsilon^{2}+C \epsilon
\end{align*}
$$

Proof. Taking the $L^{2}$ inner product of the second equation in the error system (3.2) for $U^{\epsilon}$, by integration by parts, we get

$$
\begin{aligned}
& \frac{d}{d t}\left(U^{\epsilon}, U^{\epsilon}\right)+2\left(F^{\epsilon}, U^{\epsilon}\right) \\
= & \left(\operatorname{div}\left(U^{\epsilon}+u^{0}\right) U^{\epsilon}, U^{\epsilon}\right)+2\left(h\left(1-\epsilon \operatorname{div} E^{0}+N^{\epsilon}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right), \operatorname{div} U^{\epsilon}\right)
\end{aligned}
$$

$$
\begin{equation*}
-2\left(U^{\epsilon} \nabla u^{0}+\gamma\left(U^{\epsilon} \times B^{0}+\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}\right)-\epsilon R_{u}^{\epsilon}, U^{\epsilon}\right) \tag{4.5}
\end{equation*}
$$

Now we estimate each term on the right-hand side of (4.5).
For the first and third terms, using the property of the approximate solution $\left(u^{0}\right.$, $\left.E^{0}, B^{0}\right)$, Cauchy-Schwarz's inequality, and Sobolev's lemma, we get

$$
\begin{equation*}
\left(\operatorname{div}\left(U^{\epsilon}+u^{0}\right) U^{\epsilon}, U^{\epsilon}\right) \leq C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|U^{\epsilon}\right\|^{2} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{align*}
& -2\left(U^{\epsilon} \nabla u^{0}+\gamma\left(U^{\epsilon} \times B^{0}+\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}\right)-\epsilon R_{u}^{\epsilon}, U^{\epsilon}\right) \\
\leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\left(U^{\epsilon}, \gamma G^{\epsilon}\right)\right\|^{2}+C \epsilon^{2} . \tag{4.7}
\end{align*}
$$

For the second term, noting that the first equation in (3.2) can be rewritten as

$$
\operatorname{div} U^{\epsilon}=-\left(\partial_{t} N^{\epsilon}+\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right)+\epsilon\left(\operatorname{div}\left(\operatorname{div} E^{0} U^{\epsilon}\right)+R_{n}^{\epsilon}\right)
$$

from (4.3) we have, for sufficiently small $\epsilon$,

$$
\begin{aligned}
& \left(h\left(1-\epsilon \operatorname{div} E^{0}+N^{\epsilon}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right), \operatorname{div} U^{\epsilon}\right) \\
= & -\int\left(h\left(1-\epsilon \operatorname{div} E^{0}+N^{\epsilon}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right)\left(\partial_{t} N^{\epsilon}+\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right) d x \\
& +\epsilon \int\left(h\left(1-\epsilon \operatorname{div} E^{0}+N^{\epsilon}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right)\left(\operatorname{div}\left(\operatorname{div} E^{0} U^{\epsilon}\right)+R_{n}^{\epsilon}\right) d x \\
= & -\frac{d}{d t} \iint_{0}^{N^{\epsilon}}\left(h\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) d s d x \\
& +\iint_{0}^{N^{\epsilon}}\left(h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \partial_{t}\left(1-\epsilon \operatorname{div} E^{0}\right) d s d x \\
& -\int\left(h\left(1-\epsilon \operatorname{div} E^{0}+N^{\epsilon}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right) d x \\
& +\epsilon \int\left(h\left(1-\epsilon \operatorname{div} E^{0}+N^{\epsilon}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right)\left(\operatorname{div}\left(\operatorname{div} E^{0} U^{\epsilon}\right)+R_{n}^{\epsilon}\right) d x \\
\leq & -\frac{d}{d t} \iint_{0}^{N^{\epsilon}}\left(h\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) d s d x \\
(4.8) & +C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\left(N^{\epsilon}, U^{\epsilon}, \nabla U^{\epsilon}\right)\right\|^{2}+C \epsilon^{2} .
\end{aligned}
$$

Combining (4.5) with (4.6)-(4.8), we have

$$
\begin{aligned}
& \frac{d}{d t}\left[\left(U^{\epsilon}, U^{\epsilon}\right)+\iint_{0}^{N^{\epsilon}}\left(h\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) d s d x\right]+2\left(F^{\epsilon}, U^{\epsilon}\right) \\
(4.9) \leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\left(N^{\epsilon}, U^{\epsilon}, \nabla U^{\epsilon}, \gamma G^{\epsilon}\right)\right\|^{2}+C \epsilon^{2}
\end{aligned}
$$

Multiplying the first equation of the Maxwell system in the error system (3.2) by $\frac{1}{\gamma} F^{\epsilon}$ and the second one by $\frac{1}{\gamma} G^{\epsilon}$, by integration by parts, we get

$$
\begin{gathered}
\frac{d}{d t}\left(\epsilon\left\|F^{\epsilon}\right\|^{2}+\left\|G^{\epsilon}\right\|^{2}\right)+\frac{2}{\gamma} \int\left(\nabla \times F^{\epsilon} \cdot G^{\epsilon}-\nabla \times G^{\epsilon} \cdot F^{\epsilon}\right) d x-2\left(U^{\epsilon}, F^{\epsilon}\right) \\
(4.10)=2\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right), F^{\epsilon}\right)-2\left(\epsilon \operatorname{div} E^{0} U^{\epsilon}, F^{\epsilon}\right)+\frac{2}{\gamma}\left(\epsilon R_{E}^{\epsilon}, F^{\epsilon}\right)
\end{gathered}
$$

On one hand, using the vector analysis formulas (1.9), the term $O\left(\frac{1}{\gamma}\right)$ appearing in Sobolev's energy estimates vanishes, i.e.,

$$
\begin{equation*}
\int\left(\nabla \times F^{\epsilon} \cdot G^{\epsilon}-\nabla \times G^{\epsilon} \cdot F^{\epsilon}\right) d x=\int \operatorname{div}\left(F^{\epsilon} \times G^{\epsilon}\right) d x=0 \tag{4.11}
\end{equation*}
$$

On the other hand, using Young's inequality, we have

$$
\begin{align*}
\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right), F^{\epsilon}\right) & \leq \epsilon\left\|F^{\epsilon}\right\|^{2}+\frac{1}{4 \epsilon}\left\|N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right\|^{2} \\
& \leq \epsilon\left\|F^{\epsilon}\right\|^{2}+C\left(\left\|U^{\epsilon}(t)\right\|_{l}^{2}+1\right)\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|^{2} \tag{4.12}
\end{align*}
$$

where a singular term $\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|$ appears, and

$$
\begin{equation*}
-2\left(\epsilon \operatorname{div} E^{0} U^{\epsilon}, F^{\epsilon}\right)+\frac{2}{\gamma}\left(\epsilon R_{E}^{\epsilon}, F^{\epsilon}\right) \leq \epsilon\left\|F^{\epsilon}\right\|^{2}+C \epsilon\left\|U^{\epsilon}\right\|^{2}+C \epsilon \tag{4.13}
\end{equation*}
$$

Thus, combining (4.10) with (4.11)-(4.13), we get

$$
\begin{align*}
& \frac{d}{d t}\left(\epsilon\left\|F^{\epsilon}\right\|^{2}+\left\|G^{\epsilon}\right\|^{2}\right)-2\left(U^{\epsilon}, F^{\epsilon}\right) \\
\leq & \epsilon\left\|F^{\epsilon}\right\|^{2}+C \epsilon\left\|U^{\epsilon}\right\|^{2}+C\left(\left\|U^{\epsilon}(t)\right\|_{l}^{2}+1\right)\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|^{2}+C \epsilon . \tag{4.14}
\end{align*}
$$

It follows from (4.9) and (4.14) that

$$
\begin{aligned}
& \frac{d}{d t} \int\left\{\left|U^{\epsilon}\right|^{2}+\int_{0}^{N^{\epsilon}}\left(h\left(1-\epsilon \operatorname{div} E^{0}+s\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) d s+\epsilon\left|F^{\epsilon}\right|^{2}+\left|G^{\epsilon}\right|^{2}\right\}(t) d x \\
& \leq\left\|\sqrt{\epsilon} F^{\epsilon}\right\|^{2}+C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\left(N^{\epsilon}, U^{\epsilon}, \nabla U^{\epsilon}, \gamma G^{\epsilon}, \frac{N^{\epsilon}}{\sqrt{\epsilon}}\right)\right\|^{2} \\
&+C \epsilon^{2}+C \epsilon
\end{aligned}
$$

This completes the proof of Lemma 4.1.
Note that it follows from the estimate (4.4) that our problem is the need to obtain an estimate not just for $N^{\epsilon}$ but also for $\frac{N^{\epsilon}}{\sqrt{\epsilon}}$. In particular, the order of derivatives that we need to estimate for the latter is one less than for the other main quantities $\left(N^{\epsilon}, U^{\epsilon}, G^{\epsilon}\right)$. However, straightforward Sobolev energy estimates of higher order would require the same number for both. Hence the above method cannot be generalized directly to the high order Sobolev energy estimates. Here the idea is to establish the uniform estimates for $\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}(t)\right\|_{l-1}$ through a priori estimates of vorticity and divergence. To this end, we require the equations of vorticity and divergence.
4.3. Derivation of the vorticity and divergence equations. Taking curl on the momentum equation and using $\gamma \partial_{t} G^{\epsilon}+\nabla \times F^{\epsilon}=0$ of the magnetic field in the error system (3.2), we have

$$
\begin{align*}
& \partial_{t}\left(\nabla \times U^{\epsilon}\right)+\nabla \times\left(\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] U^{\epsilon}\right)+\nabla \times\left(\left(U^{\epsilon} \cdot \nabla\right) u^{0}\right)-\gamma \partial_{t} G^{\epsilon} \\
= & -\gamma \nabla \times\left(\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}+U^{\epsilon} \times B^{0}\right) . \tag{4.15}
\end{align*}
$$

Since $\operatorname{div} G^{\epsilon}=0$, there exists a vector function $\mathcal{G}^{\epsilon}$ such that

$$
\begin{equation*}
G^{\epsilon}=\nabla \times \mathcal{G}^{\epsilon} \tag{4.16}
\end{equation*}
$$

Using the vector analysis formulas (1.10) and (1.11), we get

$$
\begin{equation*}
\nabla \times\left(\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] U^{\epsilon}\right)=\nabla \times\left(\left(\nabla \times U^{\epsilon}\right) \times\left(U^{\epsilon}+u^{0}\right)\right)-\nabla \times\left(\nabla u^{0} \cdot U^{\epsilon}\right) \tag{4.17}
\end{equation*}
$$

Then, putting (4.16) and (4.17) into the equations (4.15), we obtain

$$
\begin{equation*}
\partial_{t}\left(\nabla \times\left(U^{\epsilon}-\gamma \mathcal{G}^{\epsilon}\right)\right)+\nabla \times\left(\left(\nabla \times\left(U^{\epsilon}-\gamma \mathcal{G}^{\epsilon}\right)\right) \times\left(U^{\epsilon}+u^{0}\right)\right)=\mathcal{J}_{1}^{\epsilon} \tag{4.18}
\end{equation*}
$$

where

$$
\mathcal{J}_{1}^{\epsilon}=\nabla \times\left(\nabla u^{0} \cdot U^{\epsilon}\right)-\nabla \times\left(\left(U^{\epsilon} \cdot \nabla\right) u^{0}\right)-\gamma \nabla \times\left(U^{\epsilon} \times B^{0}\right)
$$

satisfies

$$
\begin{equation*}
\left\|\mathcal{J}_{1}^{\epsilon}\right\|_{l-1} \leq C\left\|U^{\epsilon}\right\|_{l} \tag{4.19}
\end{equation*}
$$

Here we require $u^{0} \in H^{l+1}$.
Next, introduce the general vorticity

$$
\omega^{\epsilon}=\nabla \times\left(U^{\epsilon}-\gamma \mathcal{G}^{\epsilon}\right)
$$

then it follows from (4.18) that $\omega^{\epsilon}$ satisfies the following vorticity equation:

$$
\begin{equation*}
\partial_{t} \omega^{\epsilon}+\left(U^{\epsilon}+u^{0}\right) \cdot \nabla \omega^{\epsilon}-\omega^{\epsilon} \cdot \nabla\left(U^{\epsilon}+u^{0}\right)+\omega^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)=\mathcal{J}_{1}^{\epsilon} \tag{4.20}
\end{equation*}
$$

Here we have again used the vector formulas (1.12).
Taking div on the momentum equations in the error system (3.2) and using the equation $\epsilon \operatorname{div} F^{\epsilon}=-N^{\epsilon}$, we can obtain the following divergence equation:

$$
\begin{aligned}
& \partial_{t} \operatorname{div} U^{\epsilon}+\operatorname{div}\left(\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] U^{\epsilon}\right)-\frac{N^{\epsilon}}{\epsilon}+\Delta\left(h\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \\
& (4.21)=-\gamma \operatorname{div}\left(\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}\right)+\mathcal{J}_{2}^{\epsilon}
\end{aligned}
$$

where

$$
\mathcal{J}_{2}^{\epsilon}=-\epsilon \operatorname{div}\left(R_{u}^{\epsilon}\right)-\operatorname{div}\left(\left(U^{\epsilon} \cdot \nabla\right) u^{0}\right)-\gamma \operatorname{div}\left(U^{\epsilon} \times B^{0}\right)
$$

satisfies

$$
\begin{equation*}
\left\|\mathcal{J}_{2}^{\epsilon}\right\|_{l-1} \leq C\left\|U^{\epsilon}\right\|_{l}+C \epsilon \tag{4.22}
\end{equation*}
$$

4.4. Estimates of the vorticity and divergence. Now we control $\left\|\nabla \times U^{\epsilon}\right\|_{l-1}$ using the vorticity equations (4.20).

Lemma 4.2. For any $0<t<T$ and $l>\frac{3}{2}+2$, it holds that

$$
\begin{align*}
& \left\|\nabla \times U^{\epsilon}(t)\right\|_{l-1}^{2} \\
\leq & C\left(\left\|\nabla \times U^{\epsilon}(t=0)\right\|_{l-1}^{2}+\gamma^{2}\left\|G^{\epsilon}(t=0)\right\|_{l-1}^{2}\right)+C \gamma^{2}\left\|G^{\epsilon}(t)\right\|_{l-1}^{2} \\
& +C \int_{0}^{t}\left(\left\|W^{\epsilon}(s)\right\|_{l, *}+1\right)\left(\left\|\nabla \times U^{\epsilon}(s)\right\|_{l-1}^{2}+\gamma^{2}\left\|G^{\epsilon}(s)\right\|_{l-1}^{2}\right) d s \tag{4.23}
\end{align*}
$$

Proof. Let $\alpha \in \mathbb{N}^{3}$ with $|\alpha| \leq l-1$. Taking $\partial_{x}^{\alpha}$ on (4.20) and multiplying the resulting equation by $\partial_{x}^{\alpha} \omega^{\epsilon}$, by integration by parts, we have the basic Friedrich energy equation

$$
\begin{align*}
\frac{d}{d t}\left\|\partial_{x}^{\alpha} \omega^{\epsilon}\right\|^{2}= & \left(\operatorname{div}\left(U^{\epsilon}+u^{0}\right) \partial_{x}^{\alpha} \omega^{\epsilon}, \partial_{x}^{\alpha} \omega\right)+2\left(H_{\alpha}^{(1)}, \partial_{x}^{\alpha} \omega\right) \\
& +2\left(\partial_{x}^{\alpha}\left(\omega^{\epsilon} \cdot \nabla\left(U^{\epsilon}+u^{0}\right)-\omega^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)+\mathcal{J}_{1}^{\epsilon}\right), \partial_{x}^{\alpha} \omega^{\epsilon}\right), \tag{4.24}
\end{align*}
$$

where the commutator $H_{\alpha}^{(1)}$ is defined by

$$
H_{\alpha}^{(1)}=-\left[\partial_{x}^{\alpha}\left(\left(U^{\epsilon}+u^{0}\right) \cdot \nabla \omega^{\epsilon}\right)-\left(U^{\epsilon}+u^{0}\right) \cdot \nabla \partial_{x}^{\alpha} \omega^{\epsilon}\right],
$$

which can be estimated as follows:

$$
\begin{align*}
\left\|H_{\alpha}^{(1)}\right\| & \leq C\left(\left\|\nabla\left(U^{\epsilon}+u^{0}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} \nabla \omega^{\epsilon}\right\|+\left\|\nabla \omega^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1}\left(U^{\epsilon}+u^{0}\right)\right\|\right) \\
& \leq C\left(\left\|\nabla\left(U^{\epsilon}+u^{0}\right)\right\|_{l-1}\left\|\partial_{x}^{l-2} \nabla \omega^{\epsilon}\right\|+\left\|\nabla \omega^{\epsilon}\right\|_{l-2}\left\|\partial_{x}^{s-1}\left(U^{\epsilon}+u^{0}\right)\right\|\right) \\
& \leq C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\omega^{\epsilon}\right\|_{l-1} . \tag{4.25}
\end{align*}
$$

Here we have used Sobolev's lemma and $l>\frac{3}{2}+2$.
Using the estimates (4.25) for $H_{\alpha}^{(1)}$ and (4.19) for $\mathcal{J}_{1}^{\epsilon}$, we have, with the aid of Cauchy-Schwarz's inequality and Sobolev's lemma,

$$
\begin{align*}
\left(\operatorname{div}\left(U^{\epsilon}+u^{0}\right) \partial_{x}^{\alpha} \omega^{\epsilon}, \partial_{x}^{\alpha} \omega\right) & \leq C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\omega^{\epsilon}\right\|_{l-1}^{2},  \tag{4.26}\\
2\left(H_{\alpha}^{(1)}, \partial_{x}^{\alpha} \omega\right) & \leq C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\omega^{\epsilon}\right\|_{l-1}^{2} \tag{4.27}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\partial_{x}^{\alpha}\left(\omega^{\epsilon} \cdot \nabla\left(U^{\epsilon}+u^{0}\right)-\omega^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)+\mathcal{J}_{1}^{\epsilon}\right), \partial_{x}^{\alpha} \omega^{\epsilon}\right) \\
\leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\omega^{\epsilon}\right\|_{l-1}^{2} . \tag{4.28}
\end{align*}
$$

Combining (4.24) with (4.26), (4.27), and (4.28), we get

$$
\frac{d}{d t}\left\|\omega^{\epsilon}\right\|_{l-1}^{2} \leq C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|\omega^{\epsilon}\right\|_{l-1}^{2},
$$

which yields, for any $0<t<T$,

$$
\begin{equation*}
\left\|\omega^{\epsilon}(t)\right\|_{l-1}^{2} \leq C\left\|\omega^{\epsilon}(t=0)\right\|_{l-1}^{2}+C \int_{0}^{t}\left(\left\|W^{\epsilon}(s)\right\|_{l, *}+1\right)\left\|\omega^{\epsilon}(s)\right\|_{l-1}^{2} d s \tag{4.29}
\end{equation*}
$$

Using the definition of $\omega^{\epsilon}$, we get

$$
\begin{equation*}
\left\|\nabla \times U^{\epsilon}\right\|_{l-1}^{2} \leq 2\left\|\omega^{\epsilon}\right\|_{l-1}^{2}+2 \gamma^{2}\left\|G^{\epsilon}\right\|_{l-1}^{2} \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\omega^{\epsilon}(t)\right\|_{l-1}^{2} \leq 2\left\|\nabla \times U^{\epsilon}(t)\right\|_{l-1}^{2}+2 \gamma^{2}\left\|G^{\epsilon}\right\|_{l-1}^{2} . \tag{4.31}
\end{equation*}
$$

Then (4.29)-(4.31) give the estimate (4.23).

The proof of Lemma 4.2 is complete.
Next, we estimate $\left\|\operatorname{div} U^{\epsilon}\right\|_{l-1}$ using the divergence equation (4.21). The estimate is contained in the following lemma, whose proof is long and is postponed to the appendix.

Lemma 4.3. Let $\alpha \in \mathbb{N}^{3}$ with $|\alpha| \leq l-1$ and $l>\frac{3}{2}+2$. Then, for any $0<t<T$, we have

$$
\begin{align*}
& {\left[\left\|\partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right\|^{2}+\frac{1}{\epsilon}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)\right.} \\
& \left.\quad+\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right)\right](t) \\
& \leq C\left[\left\|\partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right\|^{2}+\frac{1}{\epsilon}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)\right. \\
& \left.\quad+\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right)\right](t=0) \\
& \quad+C \int_{0}^{t}\left(\left\|W^{\epsilon}(s)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(s)\right\|_{l, *}^{2} d s \\
& \quad+C \gamma^{2} \int_{0}^{t}\left(\left\|U^{\epsilon}(s)\right\|_{l}^{2}+1\right)\left\|G^{\epsilon}(s)\right\|_{l}^{2} d s+C \epsilon^{2}+C \epsilon . \tag{4.32}
\end{align*}
$$

4.5. High order energy estimates on the electromagnetic field. Finally, we derive the high order energy estimates on the electromagnetic field. For the electric field, we establish its estimates by using the wave formulas of the Maxwell equations as follows.

Lemma 4.4. For any $0<t \leq T$ and $l>\frac{3}{2}+2$, it holds that

$$
\begin{align*}
& \left(\epsilon^{2} \gamma^{2}\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}+\epsilon \gamma^{2}\left\|F^{\epsilon}\right\|_{l-1}^{2}+\epsilon\left\|\nabla \times F^{\epsilon}\right\|_{l-1}^{2}\right)(t) \\
\leq & \left(\epsilon^{2} \gamma^{2}\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}+\epsilon \gamma^{2}\left\|F^{\epsilon}\right\|_{l-1}^{2}+\epsilon\left\|\nabla \times F^{\epsilon}\right\|_{l-1}^{2}\right)(t=0) \\
& +C\left(\gamma^{2}+1\right) \int_{0}^{t}\left(\| \| W^{\epsilon}(t)\left\|_{l}^{4}+\right\| \mid W^{\epsilon}(t)\| \|_{l}^{2}+1\right)\left\|\mid W^{\epsilon}(t)\right\| \|_{l}^{2}(s) d s+C \gamma^{2} \epsilon^{2} \tag{4.33}
\end{align*}
$$

Proof. It follows from the Maxwell equation in the error equation (3.2) that $F^{\epsilon}$ satisfies the following wave-type equation:

$$
\begin{equation*}
\epsilon \gamma \partial_{t t} F^{\epsilon}-\frac{1}{\gamma} \Delta F^{\epsilon}+\frac{1}{\gamma} \nabla \operatorname{div} F^{\epsilon}+\gamma F^{\epsilon}=-\gamma N^{\epsilon} F^{\epsilon}+\gamma \epsilon \operatorname{div} E^{0} F^{\epsilon}+\mathcal{J}_{3}^{\epsilon} \tag{4.34}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{J}_{3}= & \gamma\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\left(-\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] U^{\epsilon}-\left(U^{\epsilon} \cdot \nabla\right) u^{0}\right. \\
& -\nabla\left(h\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right)-\gamma\left(\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}+U^{\epsilon} \times B^{0}\right) \\
& \left.+\epsilon h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right) \nabla\left(\operatorname{div} E^{0}\right)\right)+\gamma \partial_{t}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) U^{\epsilon} \\
.35) \quad & +\gamma u^{0} \partial_{t} N^{\epsilon}+\gamma \partial_{t} u^{0} N^{\epsilon}+\epsilon \partial_{t}\left(\partial_{t} E^{0}+u^{0} \operatorname{div} E^{0}\right) \tag{4.35}
\end{align*}
$$

satisfies

$$
\begin{equation*}
\left\|\mathcal{J}_{3}\right\|_{l-1} \leq C \gamma\left(\left\|\left|W^{\epsilon}(t)\| \|_{l}^{2}+\left\|\mid W^{\epsilon}(t)\right\|_{l}+1\right)\right\| \mid W^{\epsilon}(t) \|_{l}+C \gamma \epsilon\right. \tag{4.36}
\end{equation*}
$$

Let $\alpha \in \mathbb{N}^{3}$ with $|\alpha| \leq l-1$. Taking $\partial_{x}^{\alpha}$ on (4.34), multiplying the resulting equation by $\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}$, by integration by parts, we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int\left(\epsilon \gamma\left|\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}\right|^{2}+\gamma\left|\partial_{x}^{\alpha} F^{\epsilon}\right|^{2}+\frac{1}{\gamma}\left|\partial_{x}^{\alpha}\left(\nabla \times F^{\epsilon}\right)\right|^{2}\right) d x \\
= & -\gamma \int \partial_{x}^{\alpha}\left(N^{\epsilon} F^{\epsilon}\right) \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x+\gamma \epsilon \int \partial_{x}^{\alpha}\left(\operatorname{div} E^{0} F^{\epsilon}\right) \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x \\
& +\int \partial_{x}^{\alpha} \mathcal{J}_{3} \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x \tag{4.37}
\end{align*}
$$

In the following we control the right-hand side of (4.37) by $\gamma\left\|F^{\epsilon}\right\|_{l-1}^{2}$ and $\gamma \epsilon\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}$. First, it holds that

$$
\begin{align*}
& -\gamma \int \partial_{x}^{\alpha}\left(N^{\epsilon} F^{\epsilon}\right) \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x  \tag{4.38}\\
= & -\gamma \int N^{\epsilon} \partial_{x}^{\alpha} F^{\epsilon} \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x-\gamma \int \mathcal{H}_{\alpha}^{(10)} \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x \\
\leq & \frac{\gamma}{6} \int\left|\partial_{x}^{\alpha} F^{\epsilon}\right|^{2} d x+6 \gamma\left\|N^{\epsilon}\right\|_{L^{\infty}}^{2} \int\left|\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}\right|^{2} d x+\gamma\left\|\mathcal{H}_{\alpha}^{(10)}\right\|\left\|\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}\right\| \\
\leq & \frac{\gamma}{6} \int\left|\partial_{x}^{\alpha} F^{\epsilon}\right|^{2} d x+C \gamma\left\|N^{\epsilon}\right\|_{l-1}^{2} \int\left|\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}\right|^{2} d x+C \gamma\left\|N^{\epsilon}\right\|_{l-1}\left\|F^{\epsilon}\right\|_{l-1}\left\|\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}\right\| \\
\leq & \frac{\gamma}{3}\left\|F^{\epsilon}\right\|_{l-1}^{2}+C \gamma\left\|N^{\epsilon}\right\|_{l-1}^{2}\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2} \\
= & \frac{\gamma}{3}\left\|F^{\epsilon}\right\|_{l-1}^{2}+C\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|_{l-1}^{2} \epsilon \gamma\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}
\end{align*}
$$

where the commutator

$$
\mathcal{H}_{\alpha}^{(10)}=\partial_{x}^{\alpha}\left(N^{\epsilon} F^{\epsilon}\right)-N^{\epsilon} \partial_{x}^{\alpha} F^{\epsilon}
$$

can be estimated by

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(10)}\right\| & \leq C\left\|\nabla N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} F^{\epsilon}\right\|+C\left\|F^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} N^{\epsilon}\right\| \\
& \leq C\left\|\nabla N^{\epsilon}\right\|_{l-2}\left\|\partial_{x}^{l-2} F^{\epsilon}\right\|+C\left\|F^{\epsilon}\right\|_{l-1}\left\|\partial_{x}^{l-1} N^{\epsilon}\right\| \\
& \leq C\left\|N^{\epsilon}\right\|_{l-1}\left\|F^{\epsilon}\right\|_{l-1} .
\end{aligned}
$$

Then, as in the establishment of (4.38), we can get

$$
\begin{equation*}
\gamma \epsilon \int \partial_{x}^{\alpha}\left(\operatorname{div} E^{0} F^{\epsilon}\right) \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x \leq C \epsilon \gamma\left(\left\|F^{\epsilon}\right\|_{l-1}^{2}+\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}\right) \tag{4.39}
\end{equation*}
$$

Finally, by Cauchy-Schwarz's inequality, we have

$$
\begin{equation*}
\int \partial_{x}^{\alpha} \mathcal{J}_{3} \partial_{t} \partial_{x}^{\alpha} F^{\epsilon} d x \leq \frac{C}{\epsilon \gamma}\left\|\partial_{x}^{\alpha} \mathcal{J}_{3}\right\|^{2}+C \epsilon \gamma\left\|\partial_{x}^{\alpha} \partial_{t} F^{\epsilon}\right\|^{2} \tag{4.40}
\end{equation*}
$$

Combining (4.37) with (4.38), (4.39), and (4.40), we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int\left(\epsilon \gamma\left|\partial_{t} \partial_{x}^{\alpha} F^{\epsilon}\right|^{2}+\gamma\left|\partial_{x}^{\alpha} F^{\epsilon}\right|^{2}+\frac{1}{\gamma}\left|\partial_{x}^{\alpha}\left(\nabla \times F^{\epsilon}\right)\right|^{2}\right) d x \\
\leq & \frac{\gamma}{3}\left\|F^{\epsilon}\right\|_{l-1}^{2}+C\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|_{l-1}^{2} \epsilon \gamma\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}+C \epsilon \gamma\left(\left\|F^{\epsilon}\right\|_{l-1}^{2}+\left\|\partial_{t} F^{\epsilon}\right\|_{l-1}^{2}\right) \\
& +\frac{C}{\epsilon \gamma}\left\|\partial_{x}^{\alpha} \mathcal{J}_{3}\right\|^{2}+C \epsilon \gamma\left\|\partial_{x}^{\alpha} \partial_{t} F^{\epsilon}\right\|^{2} \tag{4.41}
\end{align*}
$$

from which we can easily obtain (4.33).
The proof of Lemma 4.4 is complete.
We estimate the magnetic field by using the estimates on the electric field and the curl-div decomposition technique of the gradient for the magnetic field.

Lemma 4.5. For any $0<t \leq T$ and $l>\frac{3}{2}+2$, it holds that

$$
\begin{equation*}
\left\|\nabla G^{\epsilon}\right\|_{l-1} \leq\left\|\epsilon \gamma \partial_{t} F^{\epsilon}\right\|_{l-1}+C \gamma\left(\left\|N^{\epsilon}\right\|_{l-1}+1\right)\left\|U^{\epsilon}\right\|_{l-1}+C \gamma\left\|N^{\epsilon}\right\|_{l-1}+C \gamma \epsilon . \tag{4.42}
\end{equation*}
$$

Proof. Because $\operatorname{div} G^{\epsilon}=0$, by the curl-div decomposition formulas of the gradient for the magnetic field

$$
\begin{equation*}
\left\|\nabla G^{\epsilon}\right\|_{l-1} \leq\left\|\nabla \times G^{\epsilon}\right\|_{l-1}+\left\|\operatorname{div} G^{\epsilon}\right\|_{l-1} \tag{4.43}
\end{equation*}
$$

it suffices to control $\left\|\nabla \times G^{\epsilon}\right\|_{l-1}$.
Using the third equation in the error system (3.2), we get

$$
\left\|\nabla \times G^{\epsilon}\right\|_{l-1} \leq\left\|\epsilon \gamma \partial_{t} F^{\epsilon}\right\|_{l-1}+\gamma\left\|\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) U^{\epsilon}+N^{\epsilon} u^{0}\right\|_{l-1}+C \gamma \epsilon
$$

$$
\begin{equation*}
\leq\left\|\epsilon \gamma \partial_{t} F^{\epsilon}\right\|_{l-1}+C \gamma\left(\left\|N^{\epsilon}\right\|_{l-1}+1\right)\left\|U^{\epsilon}\right\|_{l-1}+C \gamma\left\|N^{\epsilon}\right\|_{l-1}+C \gamma \epsilon \tag{4.44}
\end{equation*}
$$

Combining (4.43) and (4.44), we obtain (4.42).
The proof of Lemma 4.5 is complete.
4.6. The end of proof of Proposition 4.1. Introduce an $\epsilon$-weighted Sobolevtype energy function

$$
\Gamma^{\epsilon}(t)=\left\|\mid W^{\epsilon}(t)\right\|_{l}^{2}
$$

Then it follows from (4.4), (4.23), (4.32), (4.33), and (4.42) that there exists an $\epsilon_{0}>0$, depending only upon $T_{0}$, such that, for any $0<\epsilon \leq \epsilon_{0}$ and any $0<t<T$,

$$
\begin{equation*}
\Gamma^{\epsilon}(t) \leq C \Gamma^{\epsilon}(t=0)+C \int_{0}^{t}\left(\left(\Gamma^{\epsilon}+\sqrt{\Gamma^{\epsilon}}+1\right) \Gamma^{\epsilon}\right)(s) d s+C \epsilon \tag{4.45}
\end{equation*}
$$

Then, applying Gronwall's lemma and using Proposition 3.1 and (3.4), it follows from (4.45) and $\Gamma^{\epsilon}(t=0) \leq C \epsilon$ that there exist a $0<T_{1}<1$ and an $\epsilon_{0}>0$ such that $T_{\epsilon} \geq T_{1}$ for all $0<\epsilon \leq \epsilon_{0}$ and that there exists an $\epsilon_{0}$ sufficiently small such that, for any $\epsilon \leq \epsilon_{0}$ and $0<t<T$,

$$
\Gamma^{\epsilon}(t) \leq C \epsilon
$$

which gives the desired a priori estimate (4.2). Moreover, by the standard continuous induction method, we can extend $T_{\epsilon} \geq T_{0}$ for any $T_{0}<T_{*}$.

The proof of Proposition 4.1 is complete.
4.7. Proof of Theorem 2.1. According to the definitions of the error functions $N^{\epsilon}, U^{\epsilon}, F^{\epsilon}, G^{\epsilon}$, the regularities of $u^{0}, E^{0}, B^{0}$, and the error system (3.2), it follows from the assumption (2.11) in Theorem 2.1 that

$$
\begin{gathered}
\left\|\sqrt{\epsilon} F^{\epsilon}(t=0)\right\|_{s_{0}-1} \leq C \sqrt{\epsilon} \\
\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}(t=0)\right\|_{s_{0}-1}=\sqrt{\epsilon}\left\|\operatorname{div} F^{\epsilon}(t=0)\right\|_{s_{0}-1} \leq \sqrt{\epsilon}\left\|F^{\epsilon}(t=0)\right\|_{s_{0}} \leq C \sqrt{\epsilon}
\end{gathered}
$$

Hence, the assumption (4.1) in Proposition 4.1 holds. Thus, the results of Proposition 4.1 imply (2.12). As a consequence, $\left(n^{\epsilon}, u^{\epsilon}, B^{\epsilon}\right)$ converges strongly to $\left(1, u^{0}, B^{0}\right)$ in $L^{\infty}\left(0, T_{0} ; H^{s_{0}}(\mathbb{T})\right)$. It follows from (2.2), (2.6), and the uniqueness of solutions to the limit problem (2.6)-(2.9) that $E^{\epsilon}$ converges to $E^{0}$ in $W^{-1, \infty}\left(0, T_{0} ; H^{s_{0}-1}(\mathbb{T})\right)$.

The proof of Theorem 2.1 is complete.
Appendix A. Proof of Lemma 4.3. Taking $\partial_{x}^{\alpha}$ on (4.21) and taking the $L^{2}$ inner product of the resulting equation with $\partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}$, by integration by parts, we have the following energy equation:
(A.1) $\frac{d}{d t}\left\|\partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right\|^{2}$

$$
\begin{aligned}
= & \left(\operatorname{div}\left(U^{\epsilon}+u^{0}\right) \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)+2\left(\mathcal{H}_{\alpha}^{(2)}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
& +\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)-2\left(\partial_{x}^{\alpha} \Delta\left(h\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
& -2 \gamma\left(\partial_{x}^{\alpha} \operatorname{div}\left(\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)+2\left(\partial_{x}^{\alpha} \mathcal{J}_{2}^{\epsilon}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)
\end{aligned}
$$

where the commutator is defined by

$$
\mathcal{H}_{\alpha}^{(2)}=-\left\{\partial_{x}^{\alpha} \operatorname{div}\left(\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] U^{\epsilon}\right)-\left[\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\right] \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right\}
$$

which can be estimated as follows:

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(2)}\right\| & \leq C\left\|\nabla\left(U^{\epsilon}+u^{0}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} \nabla U^{\epsilon}\right\|+C\left\|\nabla U^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l}\left(U^{\epsilon}+u^{0}\right)\right\| \\
& \leq C\left\|\nabla\left(U^{\epsilon}+u^{0}\right)\right\|_{l-1}\left\|\partial_{x}^{l-1} \nabla U^{\epsilon}\right\|+C\left\|\nabla U^{\epsilon}\right\|_{l-1}\left\|\partial_{x}^{l}\left(U^{\epsilon}+u^{0}\right)\right\| \\
& \leq C\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|U^{\epsilon}\right\|_{l} .
\end{aligned}
$$

Hence, by Cauchy-Schwarz's inequality, Sobolev's lemma, and using the estimate (4.22) for $\mathcal{J}_{2}^{\epsilon}$, we obtain

$$
\begin{align*}
& \left(\operatorname{div}\left(U^{\epsilon}+u^{0}\right) \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)+2\left(\mathcal{H}_{\alpha}^{(2)}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
\leq & C\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|U^{\epsilon}\right\|_{l}^{2}+C\left\|\mathcal{H}_{\alpha}^{(2)}\right\|\left\|\partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right\| \\
\leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|U^{\epsilon}\right\|_{l}^{2} \tag{A.2}
\end{align*}
$$

and

$$
\begin{align*}
& -2 \gamma\left(\partial_{x}^{\alpha} \operatorname{div}\left(\left(U^{\epsilon}+u^{0}\right) \times G^{\epsilon}\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)+2\left(\partial_{x}^{\alpha} \mathcal{J}_{2}^{\epsilon}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
\leq & C \gamma^{2}\left(\left\|U^{\epsilon}\right\|_{l}^{2}+1\right)\left\|G^{\epsilon}\right\|_{l}^{2}+\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+C \epsilon^{2} \tag{A.3}
\end{align*}
$$

The rest involves dealing with the other two terms on the right-hand side of (A.1), which are more difficult to control. To do this, we rewrite the density equation in (3.2) into the following two formulations:

$$
\begin{equation*}
\operatorname{div} U^{\epsilon}=-\frac{\partial_{t} N^{\epsilon}+\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)-\epsilon R_{n}^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}} \tag{A.4}
\end{equation*}
$$

and
(A.5) $\operatorname{div} U^{\epsilon}=-\frac{\partial_{t} N^{\epsilon}+\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}+N^{\epsilon} \operatorname{div} u^{0}-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)-\epsilon R_{n}^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}$.

In the following, we use the first formulation (A.4) to estimate the electric field term and the second one (A.5) to estimate the nonlinear pressure term integral in order to avoid the presence of the $(l+1)$ th order derivative of the velocity because we are now in $H^{l}$ energy estimates.

First, we control the singular term $O\left(\frac{1}{\epsilon}\right)$ in (A.1). We have

$$
\begin{aligned}
I_{1}= & \frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
= & -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}+\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)-\epsilon R_{n}^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
= & -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)\right)-\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)}{1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
& +2\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)}{1-\epsilon \operatorname{div} E^{0}}\right)\right)+2\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{R_{n}^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
(\text { A.6) }= & \sum_{i=1}^{4} I_{1}^{(i)}
\end{aligned}
$$

in which each term can be estimated as follows.
For $I_{1}^{(1)}$, by Cauchy-Schwarz's inequality and using the fact that

$$
\left\|\partial_{t}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}} \leq C \epsilon
$$

we have

$$
\begin{align*}
I_{1}^{(1)}= & -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
= & -\frac{2}{\epsilon}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} \partial_{t} N^{\epsilon}\right)-\frac{2}{\epsilon}\left(\mathcal{H}_{\alpha}^{(2)}, \partial_{x}^{\alpha} N^{\epsilon}\right) \\
= & -\frac{1}{\epsilon} \frac{d}{d t}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)+\frac{1}{\epsilon}\left(\partial_{t}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right) \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right) \\
& -\frac{2}{\epsilon}\left(\mathcal{H}_{\alpha}^{(2)}, \partial_{x}^{\alpha} N^{\epsilon}\right) \\
.7) \leq & -\frac{1}{\epsilon} \frac{d}{d t}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)+C\left\|\partial_{x}^{\alpha} N^{\epsilon}\right\|^{2}+\frac{C}{\epsilon}\left\|\mathcal{H}_{\alpha}^{(3)}\right\|\left\|\partial_{x}^{\alpha} N^{\epsilon}\right\|, \tag{A.7}
\end{align*}
$$

where the commutator is defined by

$$
\mathcal{H}_{\alpha}^{(3)}=\partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)-\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} \partial_{t} N^{\epsilon}
$$

which can be controlled as follows:

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(3)}\right\| & \leq C\left\|\nabla\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} \partial_{t} N^{\epsilon}\right\|+C\left\|\partial_{t} N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\| \\
& \leq C \epsilon\left\|\partial_{t} N^{\epsilon}\right\|_{l-2} \\
\text { (A.8) } & \leq C \epsilon\left\|\left(N^{\epsilon}, U^{\epsilon}\right)\right\|_{l-1}+C \epsilon\left(\left\|U^{\epsilon}\right\|_{l-1}+1\right)\left\|N^{\epsilon}\right\|_{l-1}+C \epsilon^{2}
\end{aligned}
$$

Here we have used $\left\|\nabla\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}} \leq C \epsilon$ and $l>\frac{3}{2}+2$. Combining (A.7) and (A.8), we obtain
(A.9) $I_{1}^{(1)} \leq-\frac{1}{\epsilon} \frac{d}{d t}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)+C\left(\left\|U^{\epsilon}\right\|_{l-1}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+C \epsilon^{2}$.

For $I_{1}^{(2)}$, a direct calculation yields

$$
\begin{align*}
I_{1}^{(2)}= & -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)}{1-\epsilon \operatorname{div} E^{0}}\right)\right)  \tag{A.10}\\
= & -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha}\left(\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right)\right)-\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \mathcal{H}_{\alpha}^{(4)}\right) \\
= & -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha}\left(\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}+N^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right)\right) \\
& -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon} \mathcal{H}_{\alpha}^{(4)}\right) \\
= & \frac{1}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \operatorname{div}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\left(U^{\epsilon}+u^{0}\right)\right) \partial_{x}^{\alpha} N^{\epsilon}\right) \\
& -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right) \\
& -\frac{2}{\epsilon}\left(\partial_{x}^{\alpha} N^{\epsilon}, \mathcal{H}_{\alpha}^{(4)}\right)-\frac{2}{\epsilon} \sum_{i=5}^{i=6}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \mathcal{H}_{\alpha}^{(i)}\right)
\end{align*}
$$

where the commutators $\mathcal{H}_{\alpha}^{(i)}, i=4,5,6$, are defined by

$$
\begin{aligned}
& \mathcal{H}_{\alpha}^{(4)}=\partial_{x}^{\alpha}\left(\frac{\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)}{1-\epsilon \operatorname{div} E^{0}}\right)-\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha}\left(\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right), \\
& \mathcal{H}_{\alpha}^{(5)}=\partial_{x}^{\alpha}\left(\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}\right)-\left(U^{\epsilon}+u^{0}\right) \cdot \partial_{x}^{\alpha} \nabla N^{\epsilon}, \\
& \mathcal{H}_{\alpha}^{(6)}=\partial_{x}^{\alpha}\left(N^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right)-\partial_{x}^{\alpha} N^{\epsilon} \operatorname{div}\left(U^{\epsilon}+u^{0}\right),
\end{aligned}
$$

which, with the aid of Sobolev's lemma, can be estimated, respectively, as follows:

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(4)}\right\| \leq & C\left\|\nabla\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2}\left(\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right)\right\| \\
& +C\left\|\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\| \\
\leq & C\left\|\nabla\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2}\left(\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right)\right\| \\
& +C\left\|\operatorname{div}\left(N^{\epsilon}\left(U^{\epsilon}+u^{0}\right)\right)\right\|_{l-2}\left\|\partial_{x}^{l-1}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|
\end{aligned}
$$

$$
\begin{align*}
& \leq C \epsilon\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|N^{\epsilon}\right\|_{l-1}  \tag{A.11}\\
\left\|\mathcal{H}_{\alpha}^{(5)}\right\| & \leq C\left\|\nabla\left(U^{\epsilon}+u^{0}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} \nabla N^{\epsilon}\right\|+C\left\|\nabla N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1}\left(U^{\epsilon}+u^{0}\right)\right\| \\
& \leq C\left\|\nabla\left(U^{\epsilon}+u^{0}\right)\right\|_{l-1}\left\|\partial_{x}^{l-2} \nabla N^{\epsilon}\right\|+C\left\|\nabla N^{\epsilon}\right\|_{l-2}\left\|\partial_{x}^{l-1}\left(U^{\epsilon}+u^{0}\right)\right\|
\end{align*}
$$

$$
\begin{align*}
& \leq C\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|N^{\epsilon}\right\|_{l-1},  \tag{A.12}\\
\left\|\mathcal{H}_{\alpha}^{(6)}\right\| & \leq C\left\|\nabla \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} N^{\epsilon}\right\|+C\left\|N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right\| \\
& \leq C\left\|\nabla \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right\|_{l-2}\left\|\partial_{x}^{l-2} N^{\epsilon}\right\|+C\left\|N^{\epsilon}\right\|_{l-1}\left\|\partial_{x}^{l-1} \operatorname{div}\left(U^{\epsilon}+u^{0}\right)\right\| \\
& \leq C\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|N^{\epsilon}\right\|_{l-1} . \tag{A.13}
\end{align*}
$$

Here we have again used $\left\|\nabla\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}} \leq C \epsilon$ and $l>\frac{3}{2}+2$.
Thus, combining (A.10) together with (A.11)-(A.13), we get, with the aid of Cauchy-Schwarz's inequality, that

$$
\begin{equation*}
I_{1}^{(2)} \leq \frac{C}{\epsilon}\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|N^{\epsilon}\right\|_{l-1}^{2} \tag{A.14}
\end{equation*}
$$

Also, by Cauchy-Schwarz's inequality, $I_{1}^{(3)}$ can be estimated as follows:

$$
\begin{equation*}
I_{1}^{(3)}=2\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)}{1-\epsilon \operatorname{div} E^{0}}\right)\right) \leq C\left\|W^{\epsilon}(t)\right\|_{l, *}^{2} \tag{A.15}
\end{equation*}
$$

Finally, we estimate $I_{1}^{(4)}$. Since $R_{n}^{\epsilon}$ is not small with respect to $\epsilon$ (only uniformly bounded), we must use $\left\|\frac{N^{\epsilon}}{\sqrt{\epsilon}}\right\|_{l-1}$ to control $I_{1}^{(4)}$. Thus, we rewrite $I_{1}^{(4)}$ as

$$
I_{1}^{(4)}=2\left(\partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha}\left(\frac{R_{n}^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)\right)=2\left(\frac{\partial_{x}^{\alpha} N^{\epsilon}}{\sqrt{\epsilon}}, \sqrt{\epsilon} \partial_{x}^{\alpha}\left(\frac{R_{n}^{\epsilon}}{1-\epsilon \operatorname{div} E^{0}}\right)\right)
$$

By Cauchy-Schwarz's inequality and the uniform bound on $R_{n}^{\epsilon}$, we have

$$
\begin{equation*}
I_{1}^{(4)} \leq \frac{C}{\epsilon}\left\|N^{\epsilon}\right\|_{l-1}^{2}+C \epsilon \tag{A.16}
\end{equation*}
$$

Combining (A.6) with (A.9), (A.14), (A.15), and (A.16), we obtain
(A.17) $I_{1} \leq-\frac{1}{\epsilon} \frac{d}{d t}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)+C\left(\left\|U^{\epsilon}\right\|_{l}+1\right)\left\|\mid W^{\epsilon}(t)\right\| \|_{l}^{2}+C \epsilon$.

Next, we control the pressure term $I_{2}$. It holds that

$$
\begin{aligned}
I_{2}= & -2\left(\partial_{x}^{\alpha} \Delta\left(h\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h\left(1-\epsilon \operatorname{div} E^{0}\right)\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
= & -2\left(\partial _ { x } ^ { \alpha } \operatorname { d i v } \left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \nabla N^{\epsilon}\right.\right. \\
& \left.\left.-\epsilon\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \nabla\left(\operatorname{div} E^{0}\right)\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
= & -2\left(\operatorname{div}\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)-2\left(\mathcal{H}_{\alpha}^{(7)}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
& +2 \epsilon\left(\partial_{x}^{\alpha} \operatorname{div}\left(\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \nabla\left(\operatorname{div} E^{0}\right)\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
(\text { A.18 })= & I_{2}^{(1)}+I_{2}^{(2)}+I_{2}^{(3)},
\end{aligned}
$$

where

$$
\begin{aligned}
& I_{2}^{(1)}=-2\left(\operatorname{div}\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \nabla \partial_{x}^{\alpha} N^{\epsilon}\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right) \\
& I_{2}^{(2)}=-2\left(\mathcal{H}_{\alpha}^{(7)}, \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right), \\
& I_{2}^{(3)}=2 \epsilon\left(\partial_{x}^{\alpha} \operatorname{div}\left(\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)-h^{\prime}\left(1-\epsilon \operatorname{div} E^{0}\right)\right) \nabla\left(\operatorname{div} E^{0}\right)\right), \partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right)
\end{aligned}
$$

and the commutator $\mathcal{H}_{\alpha}^{(7)}$ is defined by

$$
\begin{aligned}
\mathcal{H}_{\alpha}^{(7)}= & \partial_{x}^{\alpha} \operatorname{div}\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \nabla N^{\epsilon}\right)-\operatorname{div}\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
= & \partial_{x}^{\alpha}\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \operatorname{div} \nabla N^{\epsilon}\right)-h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \operatorname{div} \nabla N^{\epsilon} \\
& +\partial_{x}^{\alpha}\left(\nabla h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \nabla N^{\epsilon}\right)-\nabla h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon} .
\end{aligned}
$$

Noting that $I_{2}^{(3)}$ does contain only the $l$ th order derivatives of the error function $W_{I}^{\epsilon}$, it can be easily estimated by

$$
\begin{equation*}
I_{2}^{(3)} \leq\left\|U^{\epsilon}\right\|_{l}^{2}+C\left\|N^{\epsilon}\right\|_{l}^{2} \tag{A.19}
\end{equation*}
$$

Here we have used the regularity of the limit system, i.e., $\left\|E^{0}\right\|_{l+2} \leq C$. The estimate techniques of the commutator yield

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(7)}\right\| \leq & C\left\|\nabla h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} \operatorname{div} \nabla N^{\epsilon}\right\| \\
& +C\left\|\operatorname{div} \nabla N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\right\| \\
& +C\left\|\nabla^{2} h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-2} \nabla N^{\epsilon}\right\| \\
& +C\left\|\nabla N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} \nabla h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\right\| \\
\leq & C\left(\left\|N^{\epsilon}\right\|_{l}+1\right)\left\|N^{\epsilon}\right\|_{l},
\end{aligned}
$$

which implies by Cauchy-Schwarz's inequality that

$$
\begin{equation*}
I_{2}^{(2)} \leq C\left(\left\|N^{\epsilon}\right\|_{l}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2} . \tag{A.20}
\end{equation*}
$$

In the following, we estimate $I_{2}^{(1)}$. By the relation (A.5) between the density and the divergence, we have

$$
\begin{aligned}
I_{2}^{(1)}= & 2\left(\operatorname{div}\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}\right)\right. \\
& \left.\partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}+\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)+N^{\epsilon} \operatorname{div} u^{0}-\epsilon R_{n}^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
= & -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \nabla \partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
& -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \nabla \partial_{x}^{\alpha}\left(\frac{\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
& -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon},\right. \\
\text { (A.21) }= & \sum_{i=1}^{3} I_{21}^{(i)} . \\
& \left.\nabla \partial_{x}^{\alpha}\left(\frac{-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)+N^{\epsilon} \operatorname{div} u^{0}-\epsilon R_{n}^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
&
\end{aligned}
$$

Now we estimate each term of $I_{2}^{(1)}$.
For $I_{21}^{(1)}$ and $I_{21}^{(2)}$, we have

$$
\begin{align*}
I_{21}^{(1)}= & -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \nabla \partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
= & -\frac{d}{d t}\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)} \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
& +\left(\partial_{t}\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
& -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \mathcal{H}_{\alpha}^{(8)}\right) \\
\leq & -\frac{d}{d t}\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{2\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)} \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
& +C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2} \tag{A.22}
\end{align*}
$$

and

$$
\begin{align*}
I_{21}^{(2)}= & -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \nabla \partial_{x}^{\alpha}\left(\frac{\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
= & \left(\operatorname{div}\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)\left(U^{\epsilon}+u^{0}\right)}{\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
& -2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}, \mathcal{H}_{\alpha}^{(9)}\right) \\
\leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2} \tag{A.23}
\end{align*}
$$

because the commutators

$$
\mathcal{H}_{\alpha}^{(8)}=\nabla \partial_{x}^{\alpha}\left(\frac{\partial_{t} N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)-\frac{\partial_{t} \nabla \partial_{x}^{\alpha} N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}
$$

and

$$
\mathcal{H}_{\alpha}^{(9)}=\nabla \partial_{x}^{\alpha}\left(\frac{\left(U^{\epsilon}+u^{0}\right) \cdot \nabla N^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)-\frac{\left(U^{\epsilon}+u^{0}\right) \cdot \nabla\left(\partial_{x}^{\alpha} \nabla N^{\epsilon}\right)}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}
$$

can be estimated, respectively, by

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(8)}\right\| \leq & C\left\|\nabla\left(\frac{1}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} \partial_{t} N^{\epsilon}\right\| \\
& +C\left\|\partial_{t} N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l}\left(\frac{1}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right\| \\
\leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}+C \epsilon^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\mathcal{H}_{\alpha}^{(9)}\right\| \leq & C\left\|\nabla\left(\frac{U^{\epsilon}+u^{0}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right\|_{L^{\infty}}\left\|\partial_{x}^{l-1} \nabla N^{\epsilon}\right\| \\
& +C\left\|\nabla N^{\epsilon}\right\|_{L^{\infty}}\left\|\partial_{x}^{l}\left(\frac{U^{\epsilon}+u^{0}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right\| \\
\leq & C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l_{, *}}+C \epsilon^{2} .
\end{aligned}
$$

For $I_{21}^{(3)}$, by Cauchy-Schwarz's inequality and the regularities of $u^{0}, E^{0}$, we have

$$
\begin{align*}
& I_{21}^{(3)}=-2\left(h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right) \partial_{x}^{\alpha} \nabla N^{\epsilon}\right. \\
& \left.\quad \nabla \partial_{x}^{\alpha}\left(\frac{-\epsilon U^{\epsilon} \cdot \nabla\left(\operatorname{div} E^{0}\right)+N^{\epsilon} \operatorname{div} u^{0}-\epsilon R_{n}^{\epsilon}}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}}\right)\right) \\
& \leq C\left\|W^{\epsilon}(t)\right\|_{l, *}^{3}+C\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+C \epsilon^{2} \tag{A.24}
\end{align*}
$$

Combining (A.21) with (A.22)-(A.24), we get

$$
\begin{align*}
I_{2}^{(1)} \leq & -\frac{d}{d t}\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}, \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
& +C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+C \epsilon^{2} \tag{A.25}
\end{align*}
$$

Similarly, combining (A.18) with (A.19), (A.20), and (A.25), we get

$$
\begin{align*}
I_{2} \leq & -\frac{d}{d t}\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)} \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right) \\
& +C\left(\left\|W^{\epsilon}(t)\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+C \epsilon^{2}, \tag{A.26}
\end{align*}
$$

and combining (A.1) with (A.2), (A.3), (A.17), and (A.26), we get

$$
\begin{aligned}
& \frac{d}{d t}\left[\left\|\partial_{x}^{\alpha} \operatorname{div} U^{\epsilon}\right\|^{2}+\frac{1}{\epsilon}\left(\frac{1}{1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} N^{\epsilon}, \partial_{x}^{\alpha} N^{\epsilon}\right)\right. \\
& \left.+\left(\frac{h^{\prime}\left(N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}\right)}{N^{\epsilon}+1-\epsilon \operatorname{div} E^{0}} \partial_{x}^{\alpha} \nabla N^{\epsilon}, \partial_{x}^{\alpha} \nabla N^{\epsilon}\right)\right] \\
\leq & C\left(\left\|W^{\epsilon}\right\|_{l, *}+1\right)\left\|W^{\epsilon}(t)\right\|_{l, *}^{2}+C \gamma^{2}\left(\left\|U^{\epsilon}\right\|_{l}^{2}+1\right)\left\|G^{\epsilon}\right\|_{l}^{2}+C \epsilon^{2}+C \epsilon
\end{aligned}
$$

which yields (4.32).
This ends the proof of Lemma 4.3.
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#### Abstract

We consider a class of nonlinear Schrödinger/Gross-Pitaeveskii (NLS-GP) equations, i.e., NLS with a linear potential. NLS-GP plays an important role in the mathematical modeling of nonlinear optical as well as macroscopic quantum phenomena (BEC). We obtain conditions for a symmetry-breaking bifurcation in a symmetric family of states as $\mathcal{N}$, the squared $L^{2}$ norm (particle number, optical power), is increased. The bifurcating asymmetric state is a "mixed mode" which, near the bifurcation point, is approximately a superposition of symmetric and antisymmetric modes. In the special case where the linear potential is a double well with well-separation $L$, we estimate $\mathcal{N}_{c r}(L)$, the symmetry breaking threshold. Along the "lowest energy" symmetric branch, there is an exchange of stability from the symmetric to the asymmetric branch as $\mathcal{N}$ is increased beyond $\mathcal{N}_{\text {cr }}$.
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1. Introduction. Symmetry breaking is a ubiquitous and important phenomenon which arises in a wide range of physical systems. In this paper, we consider a class of partial differential equations (PDEs), which are invariant under a symmetry group. For sufficiently small values of a parameter, $\mathcal{N}$, the preferred (dynamically stable) stationary state of the system is invariant under this symmetry group. However, above a critical parameter, $\mathcal{N}_{c r}$, although the group-invariant state persists, the new preferred state of the system is a state which (i) exists only for $\mathcal{N}>\mathcal{N}_{c r}$ and (ii) is no longer invariant. That is, symmetry is broken and there is an exchange of stability.

Physical examples of symmetry breaking include liquid crystals [31], quantum dots [34], semiconductor lasers [13], and pattern dynamics [28]. This article focuses on spontaneous symmetry breaking as a phenomenon in nonlinear optics $[4,20,18]$, as well as in the macroscopic quantum setting of Bose-Einstein condensation (BEC) [1]. Here, the governing equations are PDEs of nonlinear Schrödinger/Gross-Pitaevskii (NLS-GP) type. Symmetry breaking has been observed experimentally in optics for two-component spatial optical vector solitons (i.e., for self-guided laser beams in Kerr media and focusing cubic nonlinearities) in [4], as well as for the electric field distribution between multiple wells of a photorefractive crystal in [20, 18]. In BECs,

[^28]an effective double well formed by a combined (parabolic) magnetic trapping and a (periodic) optical trapping of the atoms may have similar effects [1] and lead to "macroscopic quantum self-trapping."

Symmetry breaking in ground states of the three-dimensional NLS-GP equation, with an attractive nonlinearity of Hartree type and a symmetric double-well linear potential, was considered in Aschbacher et. al. [3]; see also Remark 2.2. An example of a double-well potential is the function $V_{L}(x)$, plotted for the one-dimensional case, in Figure 2b of Example 2.1. The spectral properties of $H_{L}=-\Delta+V_{L}(x)$ are discussed in the appendix in section 8 . For $L$ sufficiently large, $H_{L}$ has (at least) two eigenpairs, $\left(\Omega_{0}, \psi_{0}\right)$ and $\left(\Omega_{1}, \psi_{1}\right)$. The normalized ground state eigenfunction $\psi_{0}$ is of even parity in $x$ ("symmetric") and the normalized excited state $\psi_{1}$ is of odd parity in $x$ ("antisymmetric"). Moreover, $\psi_{0}(x) \sim 2^{-\frac{1}{2}}\left(\psi_{\omega}(x+L)+\psi_{\omega}(x-L)\right)$ and $\psi_{1}(x) \sim 2^{-\frac{1}{2}}\left(\psi_{\omega}(x+L)-\psi_{\omega}(x-L)\right)$.

Ground states of NLS-GP are positive nonlinear bound states, arising as minimizers of $\mathcal{H}$, the NLS-GP Hamiltonian energy subject to fixed $\mathcal{N}$, the squared $L^{2}$ norm. For the class of equations considered in [3], ground states exist for any $\mathcal{N}>0$. It is proved that for sufficiently large $\mathcal{N}$, any ground state is concentrated in only one of the wells, i.e., symmetry is broken. The analysis in [3] is an asymptotic study of a variational problem (see Remark 2.2) showing that if $\mathcal{N}$ is sufficiently large, then it is energetically preferable for the ground state to localize in a single well. In contrast, for small $L^{2}$ norm the ground state is even and bimodal having the symmetries of the ground state of the linear Schrödinger operator with symmetric double-well potential. For macroscopic quantum systems, the squared $L^{2}$ norm, denoted by $\mathcal{N}$, is the particle number, while in optics it is the optical power. An attractive nonlinearity corresponds to the case of negative scattering length in BEC and focusing Kerr nonlinearity in optics.

An alternative approach to symmetry breaking in NLS-GP is via bifurcation theory. It follows from $[26,25]$ that a family of "nonlinear ground states" bifurcates from the zero solution $(\mathcal{N}=0)$ at the ground state energy of the Schrödinger operator with a linear double-well potential. This nonlinear ground state branch consists of states having the same bimodal symmetry of the linear ground state. In this article we prove, under suitable conditions, that there is a secondary bifurcation to an asymmetric state at a critical $\mathcal{N}=\mathcal{N}_{c r}>0$. The bifurcating asymmetric state is a "mixed mode" (see, for example, [8]) which, near the bifurcation point, is approximately a superposition of symmetric and antisymmetric modes. As $\mathcal{N}$ is increased beyond $\mathcal{N}_{c r}$, the asymmetric state tends to concentrate in only one of the two wells. Since the double-well potential is symmetric, the bifurcating state is doubly degenerate; there are two families of asymmetric states associated with energy concentration in each of the wells. Figure 1 shows a typical bifurcation diagram demonstrating symmetry breaking for the NLS-GP system with a double-well potential. At the bifurcation point $\mathcal{N}_{c r}$ (marked by a circle in Figure 1(a)), the symmetric (even with respect to coordinate $x_{1}$ ) ground state becomes unstable and a stable asymmetric (neither even nor odd parity) "mixed (degenerate) state" emanates from it. Further, we show that there is a transfer or exchange of stability which takes place at $\mathcal{N}_{c r}$; for $\mathcal{N}<\mathcal{N}_{c r}$ the symmetric state is stable, while for $\mathcal{N}>\mathcal{N}_{c r}$ the asymmetric state is stable. Since our method is based on local bifurcation analysis we do not require that the states we consider satisfy a minimization principle, as in [3]. Thus, quite generally, symmetry breaking occurs as a consequence of the (finite-dimensional) normal form arising in systems with certain symmetry properties. Although we can treat a large class of problems for which there is no minimization principle, our analysis, at present, is


FIG. 1. (a) Bifurcation diagram for bound state solutions $\psi(x, t)=e^{-i \Omega t} \Psi_{\Omega}(x)$ of NLS-GP equation (2.1), with double-well potential (6.1) and cubic nonlinearity. Double-well parameters are $s=1, L=6 . \Omega$ denotes the (nonlinear) frequency and $\mathcal{N}=\mathcal{N}\left[\Psi_{\Omega}\right]$, the squared $L^{2}$ norm of $\Psi_{\Omega}$ (optical power or particle number). The first bifurcation is from the zero state at the ground state energy of the double well. This state is an even function of $x$ (symmetric). A secondary bifurcation, to an asymmetric state, at $\mathcal{N}=\mathcal{N}_{c r}$, is marked by a (red) circle. For $\mathcal{N}<\mathcal{N}_{c r}$ the symmetric state ((blue) solid line) is nonlinearly dynamically stable. For $\mathcal{N}>\mathcal{N}_{c r}$ the symmetric state is unstable ((blue) dashed line). The stable asymmetric state, appearing for $\mathcal{N}>\mathcal{N}_{c r}$, is marked by a (red) solid line. The (unstable) odd in $x$ (antisymmetric) state is marked by a (green) dashed-dotted line. (b) Bound state solutions $\Psi_{\Omega}(x)$ plotted for a level set of $\mathcal{N}\left[\Psi_{\Omega}\right]=0.5$.
restricted to small norm. As we shall see, a bifurcation occurring at small norm can be ensured, for example, by taking the distance between wells in the double well to be sufficiently large.

In [14] the precise transition point to symmetry breaking, $\mathcal{N}_{c r}$, of the ground state and the transfer of its stability to an asymmetric ground state was considered (by geometric dynamical systems methods) in the exactly solvable NLS-GP, with a double-well potential consisting of two Dirac delta functions separated by a distance $L$. Additionally, the behavior of the function $\mathcal{N}_{c r}(L)$ was considered. Another solvable model was examined by numerical means in [23]. A study of dynamics for nonlinear double wells appeared in [27].

We study $\mathcal{N}_{c r}(L)$ in general. The value at which symmetry breaking occurs, $\mathcal{N}_{c r}(L)$, is closely related to the spectral properties of the linearization of NLS-GP
about the symmetric branch. Indeed, so long as the linearization of NLS-GP at the symmetric state has no nonsymmetric null space, the symmetric state is locally unique by the implicit function theorem [24]. The mechanism for symmetry breaking is the first appearance of an antisymmetric element in the null space of the linearization for some $\mathcal{N}=\mathcal{N}_{c r}$. This is demonstrated for a finite-dimensional Galerkin approximation of NLS-GP in $[20,17]$. The present work extends and generalizes this analysis to the full infinite-dimensional problem using the Lyapunov-Schmidt method [24]. Control of the corrections to the finite-dimensional approximation requires small norm of the states considered. Since, as anticipated by the Galerkin approximation, $\mathcal{N}_{c r}$ is proportional to the distance between the lowest eigenvalues of the double well, which is exponentially small in $L$, our results apply to double wells with separation $L$, for $L$ sufficiently large.

Our bifurcation results can be viewed as a very detailed study of a class of $O(2) \times$ $\mathbb{Z}_{2}$ symmetric dynamical systems with four degrees of freedom in which there is a bifurcation of mixed states. We know of no classification of such systems. We show, under the nondegeneracy condition (4.3), that they are reducible to systems with two degrees of freedom and $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry which have been classified in, for example, [8, 11]. In addition to being a self-contained treatment, our study of the nature of the solution set on the manifold of constant $\mathcal{N}$, as $\mathcal{N}$ is varied, shows the key role of $\mathcal{N}$, a physical NLS-GP time-invariant, in determining the bifurcation diagram, which encodes the dynamic stability properties.

The article is organized as follows. In section 2 we introduce the NLS-GP model and give a technical formulation of the bifurcation problem. In section 3 we study a finite-dimensional truncation of the bifurcation problem, identifying a relevant bifurcation point. In section 4, we prove the persistence of this symmetry-breaking bifurcation in the full NLS-GP problem for $\mathcal{N} \geq \mathcal{N}_{c r}$. Moreover, in section 5 we show that the lowest energy symmetric state becomes dynamically unstable at $\mathcal{N}_{c r}$ and the bifurcating asymmetric state is the dynamically stable ground state for $\mathcal{N}>\mathcal{N}_{c r}$.

The main results are stated in Theorem 4.1, Corollary 4.1, and Theorem 5.1. In particular, we obtain an asymptotic formula for the critical particle number (optical power) for symmetry breaking in NLS-GP,

$$
\begin{equation*}
\mathcal{N}_{c r}=\frac{\Omega_{1}-\Omega_{0}}{\Xi\left[\psi_{0}, \psi_{1}\right]}+\mathcal{O}\left(\frac{\left(\Omega_{1}-\Omega_{0}\right)^{2}}{\Xi\left[\psi_{0}, \psi_{1}\right]^{3}}\right) \tag{1.1}
\end{equation*}
$$

Here, $\left(\Omega_{0}, \psi_{0}\right)$ and $\left(\Omega_{1}, \psi_{1}\right)$ are eigenvalue-eigenfunction pairs of the linear Schrödinger operator $H=-\Delta+V$, where $\Omega_{0}$ and $\Omega_{1}$ are separated from other spectrum and $\Xi$ is a positive constant, given by (4.2), depending on $\psi_{0}$ and $\psi_{1}$. (Section 8 is an appendix where we discuss the basic spectral properties of $-\Delta+V$, where $V$ is a double-well potential.) The most important case is where $\Omega_{0}<\Omega_{1}$ are the lowest two energies (linear ground and first excited states). For double wells with separation $L$, we have $\mathcal{N}_{c r}=\mathcal{N}_{c r}(L)$, depending on the eigenvalue spacing $\Omega_{0}(L)-\Omega_{1}(L)$, which is exponentially small if $L$ is large and $\Xi$ is of order one. Thus, for large $L$, the bifurcation occurs at small $L^{2}$ norm. This is the weakly nonlinear regime in which the corrections to the finite-dimensional model can be controlled perturbatively. A local bifurcation diagram of this type will occur for any simple even-odd symmetric pair of simple eigenvalues of $H$ in the weakly nonlinear regime, so long as the eigenfrequencies are separated from the rest of the spectrum of $H$; see Proposition 4.1 and the gap condition (4.13). Therefore, a similar phenomenon occurs for higher order, nearly degenerate pairs of eigenstates of the double wells, arising from isolated single
wells with multiple eigenstates. Section 6 contains numerical results validating our theoretical analysis.
2. Technical formulation. Consider the initial value problem for the timedependent NLS-GP equation

$$
\begin{align*}
i \partial_{t} \psi & =H \psi+g(x) K[\psi \bar{\psi}] \psi, \quad \psi(x, 0) \text { given }  \tag{2.1}\\
H & =-\Delta+V(x) \tag{2.2}
\end{align*}
$$

We assume the following.
(H1) The initial value problem for NLS-GP is well-posed in the space $C^{0}\left([0, \infty) ; H^{1}\left(\mathbb{R}^{n}\right)\right)$.
(H2) The potential $V(x)$ is assumed to be real valued, smooth, and rapidly decaying as $|x| \rightarrow \infty$. We also assume symmetry with respect to a hyperplane which, without loss of generality, can be taken to be $\left\{x_{1}=0\right\}$ :

$$
\begin{equation*}
V\left(x_{1}, x_{2}, \ldots, x_{n}\right)=V\left(-x_{1}, x_{2}, \ldots, x_{n}\right) \tag{2.3}
\end{equation*}
$$

We assume the nonlinear term, $K[\psi \bar{\psi}]$, to be attractive, cubic (local or nonlocal), and symmetric with respect to the same hyperplane. Specifically, we assume the following hypotheses on the nonlinear term:
(H3)
(a) $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=g\left(-x_{1}, x_{2}, \ldots, x_{n}\right)$ (symmetry).
(b) $g(x)<0$ (attractive/focusing).
(c) $K[h]=\int K(x-y) h(y) d y$,
$K\left(x_{1}, x_{2}, \ldots, x_{n}\right)=K\left(-x_{1}, x_{2}, \ldots, x_{n}\right), K>0$.
(d) Consider the map $N: H^{2} \times H^{2} \times H^{2} \mapsto L^{2}$ defined by

$$
\begin{equation*}
N\left(\phi_{1}, \phi_{2}, \phi_{3}\right)=g K\left[\phi_{1} \bar{\phi}_{2}\right] \phi_{3} \tag{2.4}
\end{equation*}
$$

We also write $N(u)=N(u, u, u)$ and note that $\partial_{u} N(u)=N(\cdot, u, u)+$ $N(u, \cdot, u)+N(u, u, \cdot)$. We assume that there exists a constant $k>0$ such that

$$
\begin{equation*}
\left\|N\left(\phi_{0}, \phi_{1}, \phi_{2}\right)\right\|_{L^{2}} \leq k\left\|\phi_{1}\right\|_{H^{2}}\left\|\phi_{2}\right\|_{H^{2}}\left\|\phi_{3}\right\|_{H^{2}} \tag{2.5}
\end{equation*}
$$

Remark 2.1. The symmetry restrictions in (H3) insure that the nonlinear term is equivariant with respect to the action of $O(2) \times \mathbb{Z}_{2}$, namely,

$$
\begin{aligned}
N\left(e^{i \theta} u\right) & =e^{i \theta} N(u), \quad 0 \leq \theta<2 \pi \\
N(\bar{u}) & =\overline{N(u)} \\
N(R u) & =R N(u)
\end{aligned}
$$

where $R$ is the reflection with respect to the $x_{1}=0$ hyperplane. Although, the nonlinearity taken in (H3) is cubic, our analysis can be easily extended to more general cases satisfying the $O(2) \times \mathbb{Z}_{2}$ equivariance.

We now give several illustrative and important examples of NLS-GP.
Example 1. GP equation for BECs with negative scattering length $g(x) \equiv-1$, $K(x)=\delta(x)$.

Example 2. NLS equation for optical media with a nonlocal kernel $g(x) \equiv \pm 1$, $K(x)=A \exp \left(-x^{2} / \sigma^{2}\right)$ [22]. See also [6] for similar considerations in BECs.

Example 3. Photorefractive (saturable) nonlinearities and optically induced potentials [7]. The relevant symmetry breaking phenomenology is experimentally observable, as shown in [20]. Also contained therein is the finite-dimensional Galerkin approach of section 3 .

Nonlinear bound states. Nonlinear bound states are solutions of NLS-GP of the form

$$
\begin{equation*}
\psi(x, t)=e^{-i \Omega t} \Psi_{\Omega}(x) \tag{2.6}
\end{equation*}
$$

where $\Psi_{\Omega} \in H^{1}\left(\mathbb{R}^{n}\right)$ solves

$$
\begin{equation*}
H \Psi_{\Omega}+g(x) K\left[\left|\Psi_{\Omega}\right|^{2}\right] \Psi_{\Omega}-\Omega \Psi_{\Omega}=0, \quad \Psi_{\Omega} \in H^{1} \tag{2.7}
\end{equation*}
$$

If the potential $V(x)$ is such that the operator $H=-\Delta+V(x)$ has a discrete eigenvalue, $\Omega_{*}$, and a correspsonding eigenstate $\psi_{*}$, then for energies $\Omega$ near $\Omega_{*}$, one expects small amplitude nonlinear bound states, which are to leading order small multiples of $\psi_{*}$. This is the standard setting of bifurcation from a simple eigenvalue [24], which follows from the implicit function theorem.

Theorem 2.1 (see $[21,25,26])$. Let $(\Psi, \Omega)=\left(\psi_{*}, \Omega_{*}\right)$ be a simple eigenpair of the eigenvalue problem $H \Psi=\Omega \Psi$, i.e., $\operatorname{dim}\left\{\rho:\left(H-\Omega_{*}\right) \rho=0\right\}=1$. Then there exists a unique smooth curve of nontrivial solutions $\alpha \mapsto(\Psi(\cdot ; \alpha), \Omega(\alpha))$, defined in $a$ neighborhood of $\alpha=0$, such that

$$
\begin{equation*}
\Psi_{\Omega}=\alpha\left(\psi_{*}+\mathcal{O}\left(|\alpha|^{2}\right)\right), \quad \Omega=\Omega_{*}+\mathcal{O}\left(|\alpha|^{2}\right), \quad \alpha \rightarrow 0 \tag{2.8}
\end{equation*}
$$

Remark 2.2. For a large class of problems, a nonlinear ground state can be characterized variationally as a constrained minimum of the NLS-GP energy subject to fixed squared $L^{2}$ norm. Define the NLS-GP Hamiltonian energy functional

$$
\begin{equation*}
\mathcal{H}_{N L S-G P}[\Phi] \equiv \int|\nabla \Phi|^{2}+V|\Phi|^{2} d y+\frac{1}{2} \int g(y)|\Phi(y)|^{2} K\left[|\Phi|^{2}\right] d y \tag{2.9}
\end{equation*}
$$

and the particle number (optical power)

$$
\begin{equation*}
\mathcal{N}[\Phi]=\int|\Phi|^{2} d y \tag{2.10}
\end{equation*}
$$

In particular, the following can be proved.
Theorem 2.2. Let $I_{\lambda}=\inf _{\mathcal{N}[f]=\lambda} \mathcal{H}[f]$. If $-\infty<I_{\lambda}<0$, then the minimum is attained at a positive solution of (2.7). Here, $\Omega=\Omega(\lambda)$ is a Lagrange multiplier for the constrained variational problem.

In [3] the nonlinear Hartree equation is studied; $K[h]=|y|^{-1} \star h, g \equiv-1$. It is proved that if $V(x)$ is a double-well potential, then for $\lambda$ sufficiently large, the minimizer does not have the same symmetry as the linear ground state. By uniqueness, ensured by the implicit function theorem, for small $\mathcal{N}$, the minimizer has the same symmetry as that as the linear ground state and has the expansion (2.8); see [3] and section 4.

We make the following assumptions.
Spectral assumptions on $\boldsymbol{H}$.
(H4) $H$ has a pair of simple eigenvalues $\Omega_{0}$ and $\Omega_{1}$. $\psi_{0}$ and $\psi_{1}$, the corresponding (real-valued) eigenfunctions are, respectively, even (symmetric) and odd (antisymmetric) in $x_{1}$.
Example 2.1 (the basic example: double-well potentials). Our basic example of $V(x)$ is a double-well potential consisting of two identical potential wells and separated by a distance $L$. Thus, assume symmetry with respect to the hyperplane which, without loss of generality, can be taken to be $\left\{x_{1}=0\right\}$ :

$$
\begin{equation*}
V\left(x_{1}, x_{2}, \ldots, x_{n}\right)=V\left(-x_{1}, x_{2}, \ldots, x_{n}\right) . \tag{2.11}
\end{equation*}
$$



Fig. 2. This figure demonstrates a single- and a double-well potential and the spectrum of $H$ and $H_{L}$, respectively. (a) shows a single-well potential and under it the spectrum of $H$, with an eigenvalue marked by a (red) mark " $o$ " at $\omega$ and continuous spectrum marked by a (black) line for energies $\omega \geq 0$. (b) shows the double well centered at $\pm L$ and the spectrum of $H_{L}$ underneath. The eigenvalues $\Omega_{0}$ and $\Omega_{1}$ are each marked by a (blue) mark "*" and a (green) mark "x," respectively, on either side of the location $\omega$-(red) mark "o." The continuous spectrum is marked by a (black) line for energies $\Omega \geq 0$.

In the appendix, we discuss how spectral hypothesis (H4) is shown for a double wells with well-separation parameter $L$. The simplest example, in one space dimension, is obtained as follows. Start with a single potential well (rapidly decaying as $|x| \rightarrow \infty$ ), $v_{0}(x)$, having exactly one eigenvalue, $\omega, H_{0} \psi_{\omega}=\left(-\Delta+v_{0}(x)\right) \psi_{\omega}=\omega \psi_{\omega}$; see Figure 2(a). Center this well at $x=-L$ and place an identical well centered at $x=L$. Denote by $V_{L}(x)$ the resulting double-well potential and by $H_{L}$ the Schrödinger operator:

$$
\begin{equation*}
H_{L}=-\Delta+V_{L}(x) \tag{2.12}
\end{equation*}
$$

There exists $L>L_{0}$ such that for $L>L_{0}, H_{L}$ has a pair of eigenvalues $\Omega_{0}=$ $\Omega_{0}(L)$ and $\Omega_{1}=\Omega_{1}(L), \Omega_{0}<\Omega_{1}$, and corresponding eigenfunctions $\psi_{0}$ and $\psi_{1}$; see Figure 2(b). $\psi_{0}$ is symmetric with respect to $x=0$ and $\psi_{1}$ is antisymmetric with respect to $x=0$. Moreover, for $L$ sufficiently large, $\left|\Omega_{0}-\Omega_{1}\right|=\mathcal{O}\left(e^{-\kappa L}\right), \kappa>0$; see [12] and see also the appendix.

The construction can be generalized. If $-\Delta+v_{0}(x)$ has $m$ bound states, then forming a double well $V_{L}$ with $L$ sufficiently large, $H_{L}=-\Delta+V_{L}$ will have $m$ pairs of eigenvalues: $\left(\Omega_{2 j}, \Omega_{2 j+1}\right), \quad j=0, \ldots, m-1$, eigenfunctions $\psi_{2 j}$ (symmetric), and $\psi_{2 j+1}$ antisymmetric.

By Theorem 2.1, for small $\mathcal{N}$, there exists a unique nontrivial nonlinear bound state bifurcating from the zero solution at the ground state energy, $\Omega_{0}$, of $H$. By uniqueness, ensured by the implicit function theorem, these small amplitude nonlinear bound states have the same symmetries as the double well; they are bimodal. We also
know from [3] that for sufficiently large $\mathcal{N}$ the ground state has broken symmetry. We now seek to elucidate the transition from the regime of $\mathcal{N}$ small to $\mathcal{N}$ large.

We work in the general setting of hypotheses (H1)-(H4). Define spectral projections onto the bound and continuous spectral parts of $H$ :

$$
\begin{equation*}
P_{0}=\left(\psi_{0}, \cdot\right) \psi_{0}, P_{1}=\left(\psi_{1}, \cdot\right) \psi_{1}, \quad \tilde{P}=I-P_{0}-P_{1} \tag{2.13}
\end{equation*}
$$

Here,

$$
\begin{equation*}
(f, g)=\int \bar{f} g d x \tag{2.14}
\end{equation*}
$$

We decompose the solutions of (2.7) according to

$$
\begin{equation*}
\Psi_{\Omega}=c_{0} \psi_{0}+c_{1} \psi_{1}+\eta, \quad \eta=\tilde{P} \eta \tag{2.15}
\end{equation*}
$$

We next substitute the expression (2.15) into (2.7) and then act with projections $P_{0}, P_{1}$, and $\tilde{P}$ on the resulting equation. Using the symmetry and antisymmetry properties of the eigenstates, we obtain three equations which are equivalent to the PDE (2.7):

$$
\begin{align*}
& \left(\Omega_{0}-\Omega\right) c_{0}+a_{0000}\left|c_{0}\right|^{2} c_{0}+\left(a_{0110}+a_{0011}\right)\left|c_{1}\right|^{2} c_{0}  \tag{2.16}\\
& \quad+a_{0011} c_{1}^{2} \bar{c}_{0}+\left(\psi_{0} g, \mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right)=0 \\
& \left(\Omega_{1}-\Omega\right) c_{1}+a_{1111}\left|c_{1}\right|^{2} c_{1}+\left(a_{1010}+a_{1001}\right)\left|c_{0}\right|^{2} c_{1}  \tag{2.17}\\
& \quad+a_{1010} c_{0}^{2} \bar{c}_{1}+\left(\psi_{1} g, \mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right)=0 \\
& (H-\Omega) \eta=-\tilde{P} g\left[F\left(\cdot ; c_{0}, c_{1}\right)+\mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right] \tag{2.18}
\end{align*}
$$

where $F\left(\cdot, c_{0}, c_{1}\right)$ is independent of $\eta$ and $\mathcal{R}\left(c_{0}, c_{1}, \eta\right)$ contains linear, quadratic, and cubic terms in $\eta$. The coefficients $a_{k l m n}$ are defined by

$$
\begin{equation*}
a_{k l m n}=\left(\psi_{k}, g K\left[\psi_{l} \overline{\psi_{m}}\right] \psi_{n}\right) \tag{2.19}
\end{equation*}
$$

We shall study the character of the set of solutions of the system (2.16)-(2.18) restricted to the level set

$$
\begin{equation*}
\int\left|\Psi_{\Omega}\right|^{2} d x=\mathcal{N} \Longleftrightarrow\left|c_{0}\right|^{2}+\left|c_{1}\right|^{2}+\int|\eta|^{2} d x=\mathcal{N} \tag{2.20}
\end{equation*}
$$

as $\mathcal{N}$ varies.
Let $\Omega_{0}$ and $\Omega_{1}$ denote the two lowest eigenvalues of $H_{L}$. We prove (Theorem 4.1, Corollary 4.1, Theorem 5.1) the following.

- There exist two solution branches, parametrized by $\mathcal{N}$, which bifurcate from the zero solution at the eigenvalues $\Omega_{0}$ and $\Omega_{1}$.
- Along the branch $\left(\Omega, \Psi_{\Omega}\right)$, emanating from the solution $\left(\Omega=\Omega_{0}, \Psi=0\right)$, there is a symmetry-breaking bifurcation at $\mathcal{N}=\mathcal{N}_{\text {crit }}>0$. In particular, let $u_{\text {crit }}$ denote the solution of (2.7) corresponding to the value $\mathcal{N}=\mathcal{N}_{\text {crit }}$. Then, in a neighborhood $u_{\text {crit }}$, for $\mathcal{N}<\mathcal{N}_{\text {crit }}$ there is only one solution of (2.7), the symmetric ground state, while for $\mathcal{N}>\mathcal{N}_{\text {crit }}$ there are two solutions one symmetric and a second asymmetric.
- Exchange of stability at the bifurcation point: For $\mathcal{N}<\mathcal{N}_{\text {crit }}$ the symmetric state is dynamically stable, while for $\mathcal{N}>\mathcal{N}_{\text {crit }}$ the asymmetric state is stable and the symmetric state is exponentially unstable.

3. Bifurcations in a finite-dimensional approximation. It is illustrative to consider the finite-dimensional approximation to the system (2.16)-(2.18), obtained by neglecting the continuous spectral part, $\eta$. Let us first set $\eta=0$, and therefore $\mathcal{R}\left(c_{0}, c_{1}, 0\right)=0$. Under this assumption of no coupling to the continuous spectral part of $H$, we obtain the finite-dimensional system

$$
\begin{align*}
& \left(\Omega_{0}-\Omega\right) c_{0}+a_{0000}\left|c_{0}\right|^{2} c_{0}+\left(a_{0110}+a_{0011}\right)\left|c_{1}\right|^{2} c_{0}+a_{0011} c_{1}^{2} \bar{c}_{0}=0  \tag{3.1}\\
& \left(\Omega_{1}-\Omega\right) c_{1}+a_{1111}\left|c_{1}\right|^{2} c_{1}+\left(a_{1010}+a_{1001}\right)\left|c_{0}\right|^{2} c_{1}+a_{1010} c_{0}^{2} \bar{c}_{1}=0 \tag{3.2}
\end{align*}
$$

Note that in this approximation the physically meaningful parameter $\mathcal{N}$ is given by

$$
\begin{equation*}
\left|c_{0}\right|^{2}+\left|c_{1}\right|^{2}=\mathcal{N} \tag{3.3}
\end{equation*}
$$

Our strategy is to first analyze the bifurcation problem for this approximate finitedimensional system of algebraic equations. We then treat the corrections, coming from coupling to the continuous spectral part of $H, \eta$, perturbatively. In fact, the analysis in the next section indirectly shows that (3.1)-(3.2) is the universal unfolding of bifurcation problems with four degrees of freedom and $O(2) \times \mathbb{Z}_{2}$ symmetry; see [8] for related notions. ${ }^{1}$

Our point of view, however, is not the general theory of (3.1)-(3.2), its bifurcations and its structural stability, but rather what it implies for solutions of the NLS-GP system for given "data", e.g., spectral properties of the potential $V(x)$, the nonlinearity term defined in terms of $K[\cdot]$ and $g$. This data, together with structural properties of NLS-GP, such as its Hamiltonian structure and the second-order elliptic character of the nonlinear bound state equations, imply natural assumptions as well as constraints on the coefficients $a_{j k l m}$. In this section, where we study the algebraic problem (3.1)-(3.2), we posit and comment briefly on these properties. The first are

$$
\begin{gather*}
a_{0000}-a_{1001}-2 a_{1010}>0,  \tag{3.4}\\
a_{1010} \neq 0 \tag{3.5}
\end{gather*}
$$

Condition (3.4) will guarantee a symmetry-breaking bifurcation at small amplitude, while (3.5) is a nondegeneracy condition, easily seen to hold for generic assumptions on $V, K[\cdot]$ and $g$ in NLS-GP.

Additional conditions are

$$
\begin{equation*}
a_{1001}-a_{0000}>0 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
& a_{1111}-a_{0110}-2 a_{0011}>0  \tag{3.7}\\
& a_{1111}-a_{0110}>0 \tag{3.8}
\end{align*}
$$

which we shall see are related to secondary bifurcations and the exchange of stability at the bifurcation point.

Note also that

$$
\begin{equation*}
a_{0000}<0, \quad a_{1111}<0 \tag{3.9}
\end{equation*}
$$

since $K[\cdot]$ preserves positivity and $g<0$; see (2.19) and hypothesis (H3).

[^29]One can easily construct, using (3.9), the following two pure mode solutions of (3.1)-(3.2):
(1) Approximate nonlinear symmetric branch:
$c_{1}=0, c_{0}=\sqrt{\frac{\Omega-\Omega_{0}}{a_{0000}}} e^{i \theta}, 0 \leq \theta<2 \pi, \Omega \leq \Omega_{0}$.
In terms of the physical parameter $\mathcal{N}: c_{1}=0, c_{0}=\sqrt{\mathcal{N}} e^{i \theta}, \Omega=\Omega_{0}+a_{0000} \mathcal{N}$, where $\mathcal{N} \geq 0,0 \leq \theta<2 \pi$.
(2) Approximate nonlinear antisymmetric branch:
$c_{0}=0, c_{1}=\sqrt{\frac{\Omega-\Omega_{1}}{a_{111}}} e^{i \theta}, 0 \leq \theta<2 \pi, \Omega \leq \Omega_{1}$.
In terms of the physical parameter $\mathcal{N}: c_{0}=0, c_{1}=\sqrt{\mathcal{N}} e^{i \theta}, \Omega=\Omega_{1}+a_{1111} \mathcal{N}$, where $\mathcal{N} \geq 0,0 \leq \theta<2 \pi$.
The above two solutions correspond to those of NLS-GP given by Theorem 2.1.
Under assumptions (3.4)-(3.8) the system (3.1)-(3.2) has exactly one more (secondary) branch of solutions which bifurcates from the symmetric branch at

$$
\Omega^{*}=\Omega_{0}+\frac{a_{0000}\left(\Omega_{1}-\Omega_{0}\right)}{a_{0000}-a_{1001}-2 a_{1010}}<\Omega_{0}
$$

or, equivalently, at

$$
\begin{equation*}
\mathcal{N}_{c r}=\frac{\Omega_{1}-\Omega_{0}}{a_{0000}-a_{1001}-2 a_{1010}}>0 \tag{3.10}
\end{equation*}
$$

In terms of the physical parameter $\mathcal{N}$, these mixed mode solutions of the approximate system are given by
(3) Approximate nonlinear asymmetric branch: For $\mathcal{N} \geq \mathcal{N}_{c r}, 0 \leq \theta_{0}, \theta_{1}<$ $2 \pi, \theta_{1}-\theta_{0} \in\{0, \pi\}$,

$$
\begin{align*}
& c_{0}=\sqrt{\frac{\left(a_{1111}-a_{0110}-2 a_{0011}\right) \mathcal{N}+\left(\Omega_{1}-\Omega_{0}\right)}{a_{1111}-a_{0110}-2 a_{0011}+a_{0000}-a_{1001}-2 a_{1010}}} e^{i \theta_{0}} \\
& c_{1}=\sqrt{\frac{\left(a_{0000}-a_{1001}-2 a_{1010}\right) \mathcal{N}-\left(\Omega_{1}-\Omega_{0}\right)}{a_{1111}-a_{0110}-2 a_{0011}+a_{0000}-a_{1001}-2 a_{1010}}} e^{i \theta_{1}} \\
& \Omega=\Omega_{0}+ \\
& \left(a_{0000} a_{1111}-\left(a_{1001}+2 a_{1010}\right)\left(a_{0110}+2 a_{0011}\right)\right) \mathcal{N} \\
& \quad-\left(a_{0000}-a_{1001}-2 a_{1010}\right)\left(\Omega_{1}-\Omega_{0}\right)  \tag{3.11}\\
& a_{1111}-a_{0110}-2 a_{0011}+a_{0000}-a_{1001}-2 a_{1010}
\end{align*}
$$

To derive the above solutions, first introduce polar coordinates: $c_{j}=\rho_{j} e^{i \theta_{j}}, j=$ $1,2, \Delta \theta=\theta_{1}-\theta_{0}$. Then, (3.1)-(3.2) becomes

$$
\begin{align*}
& \rho_{0}\left[\Omega_{0}-\Omega+a_{0000} \rho_{0}^{2}+\left(a_{0110}+a_{0011}+a_{0011} e^{i 2 \Delta \theta}\right) \rho_{1}^{2}\right]=0  \tag{3.12}\\
& \rho_{1}\left[\Omega_{1}-\Omega+a_{1111} \rho_{1}^{2}+\left(a_{1001}+a_{1010}+a_{1010} e^{-i 2 \Delta \theta}\right) \rho_{0}^{2}\right]=0 \tag{3.13}
\end{align*}
$$

Taking the imaginary parts of both equations and using the fact that all coefficients are real, see (2.19), we get $a_{0011} \sin (2 \Delta \theta)=0=a_{1010} \sin (2 \Delta \theta)$. Because of (3.5), the latter are equivalent with $\Delta \theta \in\{0, \pi / 2, \pi, 3 \pi / 2\}$ modulo $2 \pi$, note that $a_{0011}=a_{1010}$; see (2.19). The real parts of (3.12)-(3.13) become

$$
\begin{align*}
& \rho_{0}\left[\Omega_{0}-\Omega+a_{0000} \rho_{0}^{2}+\left(a_{0110}+2 a_{0011}\right) \rho_{1}^{2}\right]=0  \tag{3.14}\\
& \rho_{1}\left[\Omega_{1}-\Omega+a_{1111} \rho_{1}^{2}+\left(a_{1001}+2 a_{1010}\right) \rho_{0}^{2}\right]=0 \tag{3.15}
\end{align*}
$$

for $\Delta \theta \in\{0, \pi\}$, while for $\Delta \theta \in\{\pi / 2,3 \pi / 2\}$,

$$
\begin{gather*}
\rho_{0}\left[\Omega_{0}-\Omega+a_{0000} \rho_{0}^{2}+a_{0110} \rho_{1}^{2}\right]=0  \tag{3.16}\\
\rho_{1}\left[\Omega_{1}-\Omega+a_{1111} \rho_{1}^{2}+a_{1001} \rho_{0}^{2}\right]=0 \tag{3.17}
\end{gather*}
$$

Both systems (3.14)-(3.15) and (3.16)-(3.17), respectively, can be easily analyzed and even reduced to a linear system by the change of variables: $\mathcal{P}_{0}=\rho_{0}^{2}, \quad \mathcal{P}_{1}=\rho_{1}^{2}$. The first one, under assumption (3.4), gives the mixed mode solution (3) in addition to the pure mode solutions (1) and (2), and no other solutions provided (3.7) holds. The second system gives no other solutions provided (3.6), (3.8) hold. Thus we have that the finite-dimensional Galerkin approximation yields the qualitative structure of the NLS-GP bifurcation diagram of Figure 3. Dynamic stability can also be addressed in the context of the Galerkin-truncated time-dependent Hamiltonian dynamics. We defer our study of stability to our considerations of the full PDE problem in the coming sections.

The study of the systems (3.14)-(3.15) and (3.16)-(3.17) can be put in the context of singularity theory and bifurcations in systems with symmetry [8]. These systems exhibit a $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ symmetry. Actually the argument in the next section shows that under the nondegeneracy condition (3.5), bifurcation problems with four degrees of freedom and $O(2) \times \mathbb{Z}_{2}$ symmetry are reducible to two distinct systems each with two degrees of freedom and $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ symmetry. The latter have been classified, for example, in [8, Chapter X]. Under assumptions (3.4), (3.7), our first system (3.14)(3.15) falls in case A subcase (1) [8, Chapter X] while under (3.6), (3.8) our second system falls in their case A subcases (2) or (3). Note that the above-cited book uses $\lambda=\Omega_{0}-\Omega$ as bifurcation parameter and $\sigma=\Omega_{0}-\Omega_{1}$ as the unfolding parameter which explains the differences between our bifurcation diagram in Figure 1 and their Figure 4.3 in Chapter X.

Finally, the posited properties of $a_{k l m n}$ can be directly verified for general doublewell problems with $L$ sufficiently large; see the proof of Corollary 4.1.
4. Bifurcation/symmetry breaking analysis of the PDE. In this section we prove the following theorem.

THEOREM 4.1 (symmetry breaking for NLS-GP). Consider NLS-GP with hypotheses (H2)-(H4). Let $a_{k l m n}$ be given by (2.19) and let

$$
\begin{align*}
\Xi\left[\psi_{0}, \psi_{1}, g\right] & \equiv a_{0000}-a_{1001}-2 a_{1010}  \tag{4.1}\\
& =\left(\psi_{0}^{2}, g K\left[\psi_{0}^{2}\right]\right)-\left(\psi_{1}^{2}, g K\left[\psi_{0}^{2}\right]\right)-2\left(\psi_{0} \psi_{1}, g K\left[\psi_{0} \psi_{1}\right]\right)>0  \tag{4.2}\\
a_{1010} & =\left(\psi_{0} \psi_{1}, g K\left[\psi_{0} \psi_{1}\right]\right) \neq 0 \tag{4.3}
\end{align*}
$$

Assume

$$
\begin{equation*}
\frac{\Omega_{1}-\Omega_{0}}{\Xi\left[\psi_{0}, \psi_{1}, g\right]^{2}} \quad \text { is sufficiently small. } \tag{4.4}
\end{equation*}
$$

Then, there exists $\mathcal{N}_{c r}>0$ such that
(i) for any $\mathcal{N} \leq \mathcal{N}_{c r}$, there is (up to the symmetry $u \mapsto u e^{i \gamma}$ ) a locally unique symmetric state, $u_{\mathcal{N}}^{\text {sym }}$.
(ii) $\mathcal{N}=\mathcal{N}_{c r}, u_{\mathcal{N}_{c r}}^{s y m}$ is a bifurcation point. For $\mathcal{N}>\mathcal{N}_{c r}$, there are, in a neighborhood of $\mathcal{N}=\mathcal{N}_{c r}, u_{\mathcal{N}_{c r}}^{\text {sym }}$, two branches of solutions: (a) a continuation of the symmetric branch and (b) a new asymmetric branch.
(iii) The critical $\mathcal{N}$ value for bifurcation is given approximately by

$$
\mathcal{N}_{c r}=\frac{\Omega_{1}-\Omega_{0}}{\Xi\left[\psi_{0}, \psi_{1}, g\right]}\left[1+\mathcal{O}\left(\frac{\Omega_{1}-\Omega_{0}}{\Xi\left[\psi_{0}, \psi_{1}, g\right]^{2}}\right)\right] .
$$

(iv) The bifurcation from the zero state at $\Omega=\Omega_{0}$ and the bifurcation described in (i)-(iii) are the only ones along this branch for $\mathcal{N}$ small.
Corollary 4.1 (application to double wells, $V_{L}$, with separation $L$ ). Fix a pair of eigenvalues, $\left(\Omega_{2 j}, \psi_{2 j}\right),\left(\Omega_{2 j+1}, \psi_{2 j+1}\right)$, of the linear double-well potential, $V_{L}(x)$; see Example 2.1. Assume that $K(x) \rightarrow 0$ as $|x| \rightarrow 0$ and $\lim _{L \rightarrow \pm \infty} g\left(x_{1}+L, x_{2}, \ldots\right)=$ $g_{ \pm}\left(x_{2}, \ldots\right)<0$. Then, for the NLS-GP with double-well potential of well-separation $L$, there exists $\tilde{L}>0$ such that for all $L \geq \tilde{L}$, there is a symmetry-breaking bifurcation, as described in Theorem 4.1, with $\mathcal{N}_{c r}=\mathcal{N}_{c r}(L ; j)$.

Proof of Corollary 4.1. The crux is to verify the spectral properties (H4), the nondegeneracy condition (4.3), and the smallness condition (4.4). The spectral properties of $H_{L}=-\Delta+V_{L}$ are handled in Proposition 8.1 of the appendix. In what follows we show that

$$
\begin{array}{r}
\lim _{L \rightarrow \infty} a_{0000}-a_{1001}=0 \\
\lim _{L \rightarrow \infty} a_{1010}<0 \tag{4.6}
\end{array}
$$

These imply both (4.3) and (4.4) since $\Omega_{0}-\Omega_{1} \rightarrow 0$ as $L \rightarrow \infty$; see Proposition 8.1.
For (4.5), (4.6) we use the large $L$ asymptotic behavior of the eigenfunctions of $H_{L}$, given in Proposition 8.1, together with the continuity of the nonlinearity (2.5), to rewrite them as

$$
\begin{align*}
\lim _{L \rightarrow \infty} a_{0000}-a_{1001} & =\lim _{L \rightarrow \infty} \frac{1}{2}\left(T_{L} \psi_{\omega}, g K\left[\left(T_{L} \psi_{\omega}+R T_{L} \psi_{\omega}\right)^{2}\right] R T_{L} \psi_{\omega}\right)  \tag{4.7}\\
\lim _{L \rightarrow \infty} a_{1010} & =\lim _{L \rightarrow \infty} \frac{1}{4}\left(T_{L} \psi_{\omega}^{2}-R T_{L} \psi_{\omega}^{2}, g K\left[T_{L} \psi_{\omega}^{2}-R T_{L} \psi_{\omega}^{2}\right]\right) \tag{4.8}
\end{align*}
$$

To obtain (4.5) approximate $\psi_{\omega} \in H^{2}$ by smooth functions with compact support $\psi_{\omega}^{0}$. For sufficiently large $L, T_{L} \psi_{\omega}^{0}$ and $R T_{L} \psi_{\omega}^{0}$ have no common support and the scalar product in (4.7) is zero. The continuity of the nonlinearity (2.5) implies (4.5).

Now, the right-hand side in (4.8) has two types of similar terms:

$$
\begin{aligned}
\lim _{L \rightarrow \infty}\left(T_{L} \psi_{\omega}^{2}, g K\left[R T_{L} \psi_{\omega}^{2}\right]\right) & =\lim _{L \rightarrow \infty}\left(\psi_{\omega}^{2},\left(T_{-L} g\right) T_{-2 L} K\left[R \psi_{\omega}^{2}\right]\right)=0 \\
\lim _{L \rightarrow \infty}\left(T_{L} \psi_{\omega}^{2}, g K\left[T_{L} \psi_{\omega}^{2}\right]\right) & =\lim _{L \rightarrow \infty}\left(\psi_{\omega}^{2},\left(T_{-L} g\right) K\left[\psi_{\omega}^{2}\right]\right)=\left(\psi_{\omega}^{2}, g_{-} K\left[\psi_{\omega}^{2}\right]\right)<0
\end{aligned}
$$

where we used the symmetries of $g$ and $K$ and their behavior as $x_{1} \rightarrow \pm \infty$. This completes the proof of the corollary.

To prove Theorem 4.1 we will establish that, under hypotheses (4.2)-(4.4), the character of the solution set (symmetry-breaking bifurcation) of the finite-dimensional
approximation (3.1)-(3.2) persists for the full (infinite-dimensional) problem:

$$
\begin{align*}
& \left(\Omega_{0}-\Omega\right) c_{0}+a_{0000}\left|c_{0}\right|^{2} c_{0}+\left(a_{0110}+a_{0011}\right)\left|c_{1}\right|^{2} c_{0}  \tag{4.9}\\
& \quad+a_{0011} c_{1}^{2} \bar{c}_{0}+\left(\psi_{0} g, \mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right)=0, \\
& \left(\Omega_{1}-\Omega\right) c_{1}+a_{1111}\left|c_{1}\right|^{2} c_{1}+\left(a_{1010}+a_{1001}\right)\left|c_{0}\right|^{2} c_{1}  \tag{4.10}\\
& \quad+a_{1010} c_{0}^{2} \bar{c}_{1}+\left(\psi_{1} g, \mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right)=0, \\
& (H-\Omega) \eta=-\tilde{P} g\left[F\left(\cdot ; c_{0}, c_{1}\right)+\mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right], \quad \eta=\tilde{P} \eta,  \tag{4.11}\\
& \left|c_{0}\right|^{2}+\left|c_{1}\right|^{2}+\int|\eta|^{2}=\mathcal{N} . \tag{4.12}
\end{align*}
$$

We analyze this system using the Lyapunov-Schmidt-type method. The strategy is to solve (4.11) for $\eta$ as a functional of $c_{0}, c_{1}$, and $\Omega$. Then, substituting $\eta=\eta\left[c_{0}, c_{1}, \Omega\right]$ into (4.9), (4.10), and (4.12), we obtain three closed equations, depending on a parameter $\mathcal{N}$, for $c_{0}, c_{1}$, and $\Omega$. This system is a perturbation of the finite-dimensional (truncated) system: (3.1)-(3.3). We then show that under hypotheses (4.2)-(4.4) there is a symmetry-breaking bifurcation. Finally, we show that the terms perturbing the finite-dimensional model have a small and controllable effect on the character of the solution set for a range of $\mathcal{N}$, which includes the bifurcation point. As seen in the proof, the form of the nonlinearity implies analyticity. However, analyticity is not essential for the arguments, at the root of which is the implicit function theorem, and the methods can be adapted to situations where one has a finite degree of smoothness.

We begin with the following proposition, which characterizes $\eta=\eta\left[c_{0}, c_{1}, \Omega\right]$.
Proposition 4.1. Consider (4.11) for $\eta$. By (H4) we have the following:
(4.13) Gap condition : $\left|\Omega_{j}-\tau\right| \geq 2 d_{*}$ for $j=0,1$ and for all $\tau \in \sigma(H) \backslash\left\{\Omega_{0}, \Omega_{1}\right\}$.

Then there exist $n_{*}, r_{*}>0$, depending on $d_{*}$, such that in the open set

$$
\begin{align*}
&\left|c_{0}\right|+\left|c_{1}\right|<r_{*},  \tag{4.14}\\
&\left\|c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right\|_{H^{2}}<n_{*}\left(d_{*}\right), \\
& \operatorname{dist}\left(\Omega, \sigma(H) \backslash\left\{\Omega_{0}, \Omega_{1}\right\}\right)>d_{*}, \tag{4.15}
\end{align*}
$$

the unique solution of (2.18) is given by the real-analytic mapping

$$
\begin{equation*}
\left(c_{0}, c_{1}, \Omega\right) \mapsto \quad \eta\left[c_{0}, c_{1}, \Omega\right], \tag{4.16}
\end{equation*}
$$

defined on the domain given by (4.14)-(4.15). Moreover, there exists $C_{*}>0$ such that

$$
\begin{equation*}
\left\|\eta\left[c_{0}, c_{1}, \Omega\right]\right\|_{H^{2}} \leq C_{*}\left(\left|c_{0}\right|+\left|c_{1}\right|\right)^{3} . \tag{4.17}
\end{equation*}
$$

Proof. Consider the map

$$
\begin{gathered}
N: H^{2} \times H^{2} \times H^{2} \mapsto L^{2}, \\
N\left(\phi_{0}, \phi_{1}, \phi_{2}\right)=g K\left[\phi_{1} \bar{\phi}_{2}\right] \phi_{3} .
\end{gathered}
$$

By assumptions on the nonlinearity (see section 2), there exists a constant $k>0$ such that

$$
\begin{equation*}
\left\|N\left(\phi_{0}, \phi_{1}, \phi_{2}\right)\right\|_{L^{2}} \leq k\left\|\phi_{1}\right\|_{H^{2}}\left\|\phi_{2}\right\|_{H^{2}}\left\|\phi_{3}\right\|_{H^{2}} \tag{4.18}
\end{equation*}
$$

Moreover, since the map is real linear in each component, it is real analytic. ${ }^{2}$

[^30]Let $c_{0}, c_{1}$, and $\Omega$ be restricted according to (4.14)-(4.15). Equation (2.18) can be rewritten in the form

$$
\begin{equation*}
\eta+(H-\Omega)^{-1} \tilde{P} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right]=0 . \tag{4.19}
\end{equation*}
$$

Since the spectrum of $H \tilde{P}$ is bounded away from $\Omega$ by $d_{*}$, the resolvent

$$
(H-\Omega)^{-1} \tilde{P}: L^{2} \mapsto H^{2}
$$

is a (complex) analytic map and bounded uniformly,

$$
\begin{equation*}
\left\|(H-\Omega)^{-1} \tilde{P}\right\|_{L^{2} \mapsto H^{2}} \leq p\left(d_{*}^{-1}\right), \tag{4.20}
\end{equation*}
$$

where $p(s) \rightarrow \infty$ as $s \rightarrow \infty$. Consequently the map $F: \mathbb{C}^{2} \times\{\Omega \in \mathbb{C}: \operatorname{dist}(\Omega, \sigma(H) \backslash$ $\left.\left.\left\{\Omega_{0}, \Omega_{1}\right\}\right\} \geq d_{*}\right\} \times H^{2} \mapsto H^{2}$ given by

$$
\begin{equation*}
F\left(c_{0}, c_{1}, \Omega, \eta\right)=\eta+(H-\Omega)^{-1} \tilde{P} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right] \tag{4.21}
\end{equation*}
$$

is real analytic. Moreover,

$$
F(0,0, \Omega, 0)=0, \quad D_{\eta} F(0,0, \Omega, 0)=I .
$$

Applying the implicit function theorem to (4.19), we have that there exists $n_{*}(\Omega), r_{*}(\Omega)$ such that whenever $\left|c_{0}\right|+\left|c_{1}\right|<r_{*}$ and $\left\|c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right\|_{H^{2}}<n_{*}$, (4.19) has a unique solution:

$$
\eta=\eta\left(c_{0}, c_{1}, \Omega\right) \in H^{2}
$$

which depends analytically on the parameters $c_{0}, c_{1}, \Omega$. By applying the projection operator $\tilde{P}$ to (4.19), which commutes with $(H-\Omega)^{-1}$, we immediately obtain $\tilde{P} \eta=\eta$, i.e., $\eta \in \tilde{P} L^{2}$.

We now show that $n_{*}, r_{*}$ can be chosen independently of $\Omega$, satisfying (4.15). The implicit function theorem can be applied in an open set for which

$$
D_{\eta} F\left(c_{0}, c_{1}, \Omega, \eta\right)=I+(H-\Omega)^{-1} \tilde{P} D_{\eta} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right]
$$

is invertible. For this it suffices to have

$$
\left\|(H-\Omega)^{-1} \tilde{P} D_{\eta} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right]\right\|_{H^{2}} \leq \operatorname{Lip}<1 .
$$

A direct application of (2.5) and (4.20) shows that

$$
\begin{equation*}
\left\|(H-\Omega)^{-1} \tilde{P} D_{\eta} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right]\right\|_{H^{2}} \leq 3 k p\left(d_{*}^{-1}\right)\left\|c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right\|_{H^{2}}^{2} . \tag{4.22}
\end{equation*}
$$

Fix $\operatorname{Lip}=3 / 4$. Then, a sufficient condition for invertibility is

$$
\begin{equation*}
3 k p\left(d_{*}^{-1}\right)\left\|c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right\|_{H^{2}}^{2} \leq \operatorname{Lip}=3 / 4, \tag{4.23}
\end{equation*}
$$

which allows us to choose $n_{*}=\frac{1}{2} \sqrt{\frac{1}{k p\left(d_{*}^{-1}\right)}}$ independently of $\Omega$.
But, if (4.23) holds, then, from (4.22), the $H^{2}$ operator

$$
(H-\Omega)^{-1} \tilde{P} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+\cdot\right]
$$

is Lipschitz with Lipschitz constant less than or equal to Lip $=3 / 4$. The standard contraction principle estimate applied to (4.19) gives

$$
\begin{align*}
\|\eta\|_{H^{2}} & \leq \frac{1}{1-L i p}\left\|(H-\Omega)^{-1} \tilde{P} N\left[c_{0} \psi_{0}+c_{1} \psi_{1}\right]\right\|_{H^{2}} \\
& \leq 4 p\left(d_{*}^{-1}\right) k\left\|c_{0} \psi_{0}+c_{1} \psi_{1}\right\|_{H^{2}}^{3} \tag{4.24}
\end{align*}
$$

Plugging the above estimate into (4.23) gives

$$
\left\|c_{0} \psi_{0}+c_{1} \psi_{1}\right\|_{H^{2}}+4 p\left(d_{*}^{-1}\right) k\left\|c_{0} \psi_{0}+c_{1} \psi_{1}\right\|_{H^{2}}^{3} \leq \frac{1}{2 \sqrt{p\left(d_{*}^{-1}\right) k}}
$$

Since the left-hand side is continuous in $\left(c_{0}, c_{1}\right) \in \mathbb{C}^{2}$ and zero for $c_{0}=c_{1}=0$, one can construct $r_{*}>0$ depending only on $d_{*}, k$ such that the above inequality, hence (4.23) and (4.24), all hold whenever $\left|c_{0}\right|+\left|c_{1}\right| \leq r_{*}$. Finally, (4.17) now follows from (4.24).

In particular, for the double-well potential we have the following proposition.
Proposition 4.2. Let $V=V_{L}$ denote the double-well potential with wellseparation $L$. There exist $L_{*}>0, \varepsilon\left(L_{*}\right)>0$, and $d_{*}\left(L_{*}\right)>0$ such that for $L>$ $L_{*}$, we have that for $\left(c_{0}, c_{1}, \Omega\right)$ satisfying $\operatorname{dist}\left(\Omega, \sigma(H) \backslash\left\{\Omega_{0}, \Omega_{1}\right\}\right) \geq d_{*}\left(L_{*}\right)$ and $\left|c_{0}\right|+\left|c_{1}\right|<\varepsilon\left(L_{*}\right), \eta\left[c_{0}, c_{1}, \Omega\right]$ is defined and analytic and satisfies the bound (4.17) for some $C_{*}>0$.

Proof. Since $\Omega_{0}, \Omega_{1}, \psi_{0}$, and $\psi_{1}$ can be controlled uniformly in $L$ large, both $d_{*}$ and $r_{*}$ in the previous proposition can be controlled uniformly in $L$ large.

Next we study the symmetries of $\eta\left(c_{0}, c_{1}, \Omega\right)$ and the properties of $\mathcal{R}\left(c_{0}, c_{1}, \eta\right)$ which we will use in analyzing (2.16)-(2.17). The following result is a direct consequence of the symmetries of (2.18) and Proposition 4.1.

Proposition 4.3. We have

$$
\begin{align*}
& \eta\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}, \Omega\right)=e^{i \theta} \eta\left(c_{0}, c_{1}, \Omega\right) \quad \text { for } 0 \leq \theta<2 \pi  \tag{4.25}\\
& \overline{\eta\left(c_{0}, c_{1}, \Omega\right)}=\eta\left(\overline{c_{0}}, \overline{c_{1}}, \bar{\Omega}\right) \tag{4.26}
\end{align*}
$$

in particular

$$
\begin{align*}
& \eta\left(e^{i \theta} c_{0}, c_{1}=0, \Omega\right)=e^{i \theta} \eta\left(c_{0}, c_{1}=0, \Omega\right)  \tag{4.27}\\
& \eta\left(c_{0}=0, e^{i \theta} c_{1}, \Omega\right)=e^{i \theta} \eta\left(c_{0}=0, c_{1}, \Omega\right) \tag{4.28}
\end{align*}
$$

$\eta\left(c_{0}, 0, \Omega\right)$ is even in $x_{1}, \eta\left(0, c_{1}, \Omega\right)$ is odd in $x_{1}$, and if $c_{0}, c_{1}$, and $\Omega$ are real-valued, then $\eta\left(c_{0}, c_{1}, \Omega\right)$ is real-valued.

In addition

$$
\begin{align*}
& \left\langle\psi_{0}, \mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right\rangle=c_{0} f_{0}\left(c_{0}, c_{1}, \Omega\right)  \tag{4.29}\\
& \left\langle\psi_{1}, \mathcal{R}\left(c_{0}, c_{1}, \eta\right)\right\rangle=c_{1} f_{1}\left(c_{0}, c_{1}, \Omega\right) \tag{4.30}
\end{align*}
$$

where, for any $0 \leq \theta<2 \pi$ and $j=0,1$,

$$
\begin{align*}
& f_{j}\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}, \Omega\right)=f_{j}\left(c_{0}, c_{1}, \Omega\right)  \tag{4.31}\\
& \overline{f_{j}\left(c_{0}, c_{1}, \Omega\right)}=f_{j}\left(\overline{c_{0}}, \overline{c_{1}}, \bar{\Omega}\right)  \tag{4.32}\\
& \left|f_{j}\left(c_{0}, c_{1}, \Omega\right)\right| \leq C\left(\left|c_{0}\right|+\left|c_{1}\right|\right)^{4} \tag{4.33}
\end{align*}
$$

for some constant $C>0$. Moreover, both $f_{0}$ and $f_{1}$ can be written as absolutely convergent power series:

$$
\begin{equation*}
f_{j}\left(c_{0}, c_{1}, \Omega\right)=\sum_{\substack{k+l+m+n \geq 4, k-l+m-n=0, m+n=\text { even }}} b_{k l m n}^{j}(\Omega) c_{0}^{k} \bar{c}_{0}^{l} c_{1}^{m} \bar{c}_{1}^{n}, \quad j=0,1 \tag{4.34}
\end{equation*}
$$

where $b_{k l m n}^{j}(\Omega)$ are real valued when $\Omega$ is real valued. In particular, if $c_{0}, c_{1}$, and $\Omega$ are real valued, then $f_{j}\left(c_{0}, c_{1}, \Omega\right)$ is real valued and, in polar coordinates, for $c_{0}, c_{1} \neq 0$, we have

$$
\begin{equation*}
f_{j}\left(\left|c_{0}\right|,\left|c_{1}\right|, \Delta \theta, \Omega\right)=\sum_{k+m \geq 2, p \in \mathbb{Z}} b_{k m p}^{j}(\Omega) e^{i p 2 \Delta \theta}\left|c_{0}\right|^{2 k}\left|c_{1}\right|^{2 m}, \quad j=0,1 \tag{4.35}
\end{equation*}
$$

where $\Delta \theta$ is the phase difference between $c_{1} \in \mathbb{C}$ and $c_{0} \in \mathbb{C}$.
Proof of Proposition 4.3. We start with (4.25) which clearly implies (4.27)-(4.28). We fix $\Omega$ and suppress dependence on it in subsequent notation. From (4.19) we have

$$
\begin{aligned}
& \eta\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}\right) \\
&=-(H-\Omega)^{-1} \tilde{P} \\
& \quad N\left(e^{i \theta} c_{0} \psi_{0}+e^{i \theta} c_{1} \psi_{1}+\eta, e^{i \theta} c_{0} \psi_{0}+e^{i \theta} c_{1} \psi_{1}+\eta, e^{i \theta} c_{0} \psi_{0}+e^{i \theta} c_{1} \psi_{1}+\eta\right) \\
&=-(H-\Omega)^{-1} \tilde{P} \\
& e^{i \theta} N\left(c_{0} \psi_{0}+c_{1} \psi_{1}+e^{-i \theta} \eta, c_{0} \psi_{0}+c_{1} \psi_{1}+e^{-i \theta} \eta, c_{0} \psi_{0}+c_{1} \psi_{1}+e^{-i \theta} \eta\right)
\end{aligned}
$$

where we used

$$
\begin{equation*}
N\left(a \phi_{1}, b \phi_{2}, c \phi_{3}\right)=a \bar{b} c N\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \tag{4.36}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
e^{-i \theta} \eta\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}\right)= & -(H-\Omega)^{-1} \tilde{P} \\
& N\left[c_{0} \psi_{0}+c_{1} \psi_{1}+e^{-i \theta} \eta, c_{0} \psi_{0}+c_{1} \psi_{1}+e^{-i \theta} \eta, c_{0} \psi_{0}+c_{1} \psi_{1}+e^{-i \theta} \eta\right]
\end{aligned}
$$

which shows that both $e^{-i \theta} \eta\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}\right)$ and $\eta\left(c_{0}, c_{1}\right)$ satisfy the same equation (4.19). From the uniqueness of the solution proved in Proposition 4.1 we have the relation (4.25).

A similar argument (and use of the complex conjugate) leads to (4.26) and to the parities of $\eta\left(c_{0}, 0\right)$ and $\eta\left(0, c_{1}\right)$.

To prove (4.29) and (4.30), recall that

$$
\begin{equation*}
\mathcal{R}\left(c_{0}, c_{1}, \eta\left(c_{0}, c_{1}, \Omega\right)\right)=N\left(c_{0} \psi_{0}+c_{1} \psi_{1}+\eta, c_{0} \psi_{0}+c_{1} \psi_{1}+\eta, c_{0} \psi_{0}+c_{1} \psi_{1}+\eta\right) \tag{4.37}
\end{equation*}
$$

Consider first the case $c_{1}=\rho_{1} \in \mathbb{R}$. Note that

$$
\left\langle\psi_{1} g, \mathcal{R}\left(c_{0}, \rho_{1}=0, \eta\left(c_{0}, 0\right)\right)\right\rangle=0
$$

Indeed, for $\rho_{1}=0$, all the functions in the arguments of $\mathcal{R}$ are even functions (in $x_{1}$ ) making $\mathcal{R}$ an even function. Since $\psi_{1}$ is odd we get that the above is the integral over the entire space of an odd function, and therefore equal to zero. Since
$\left\langle\psi_{1}, \mathcal{R}\left(c_{0}, \rho_{1}, \eta\left(c_{0}, \rho_{1}\right)\right)\right\rangle$ is analytic in $\rho_{1} \in \mathbb{R}$ by the composition rule and its Taylor series starts with zero, we get (4.30) for real $c_{1}=\rho_{1}$. To extend the result for complex values $c_{1}$ we use the rotational symmetry of $\mathcal{R}$, namely from (4.25), (4.36), and (4.37) we have

$$
\mathcal{R}\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}, \eta\left(e^{i \theta} c_{0}, e^{i \theta} c_{1}, \Omega\right)\right)=e^{i \theta} \mathcal{R}\left(c_{0}, c_{1}, \eta\left(c_{0}, c_{1}, \Omega\right)\right), \quad 0 \leq \theta<2 \pi
$$

hence (4.30) holds for $c_{1}=\left|c_{1}\right| e^{-i \theta}$ by extending $f_{1}$ via the equality (4.31).
A similar argument holds for (4.29). Identity (4.33) follows from the definition of $\mathcal{R}$ and (4.17) while identity (4.32) follows from (4.26).

We now turn to a proof of the expansions for $f_{j}$ : (4.34) and (4.35). Note first that $\mathcal{R}$ is real analytic because in (4.37) $N$ is real linear in each variable and $\eta$ is real analytic by Proposition 4.1. Hence, both $f_{0}$ and $f_{1}$ given by (4.29)-(4.30) are real analytic in $c_{0}, c_{1}$ and can be written in power series of the type (4.34). Estimate (4.33) implies that $k+l+m+n \geq 4$, while the rotational invariance (4.31) implies $k-l+m-n=0$. The following parity argument shows why $m+n$ hence $m-n=l-k$ and $k+l$ are all even. Assume $m+n$ is odd. Note that because of (4.29), $b_{k l m n}^{0}$ is the scalar product between an even function (in $x_{1}$ ) $\psi_{0}$ and the term in the power series of $\mathcal{R}$ in which $\psi_{1}$ is repeated $m+n$ times. The latter is an odd function (in $x_{1}$ ) because $\psi_{1}$ is an odd function and it is repeated an odd number of times. The scalar product and hence $b_{k l m n}^{0}$ for $m+n$ odd will be zero. A similar argument holds for $b_{k l m n}^{1}, m+n$ odd. Finally $b_{k l m n}^{j}(\Omega)$ are real-valued when $\Omega$ is real because they are scalar products of real-valued functions.

The form (4.35) of the power series follows directly from (4.34) by expressing $c_{0}$ and $c_{1}$ in their polar forms: $c_{0}=\left|c_{0}\right| e^{i \theta_{0}}$ and $c_{1}=\left|c_{1}\right| e^{i \theta_{1}}, \Delta \theta=\theta_{1}-\theta_{0}$, and using that $m+n, k+l$, and $m-n=-(k-l)$ are all even. The proof of Proposition 4.3 is now complete.
4.1. Ground state and excited state branches, prebifurcation. In this section we prove part (i) of Theorem 4.1 as well as a corresponding statement about the excited state. In particular, we show that for sufficiently small amplitude, the only nonlinear bound state families are those arising via bifurcation from the zero state at the eigenvalues $\Omega_{0}$ and $\Omega_{1}$. This is true for general potentials with two bound states. Here, however, we can determine threshold amplitude, $\mathcal{N}_{c r}$, above which the solution set changes.

A closed system of equations for $c_{0}, c_{1}$, and $\Omega$, parametrized by $\mathcal{N}$, is obtained upon substitution of $\eta\left[c_{0}, c_{1}, \Omega\right]$ (Proposition 4.1) into (4.9)-(4.12). Furthermore, using the structural properties (4.29)-(4.30) of Proposition 4.3, we obtain

$$
\begin{equation*}
\left(\Omega_{0}-\Omega\right) c_{0}+a_{0000}\left|c_{0}\right|^{2} c_{0}+\left(a_{0110}+a_{0011}\right)\left|c_{1}\right|^{2} c_{0}+a_{0011} c_{1}^{2} \bar{c}_{0}+c_{0} f_{0}\left(c_{0}, c_{1}, \Omega\right)=0 \tag{4.38}
\end{equation*}
$$

$$
\begin{equation*}
\left(\Omega_{1}-\Omega\right) c_{1}+a_{1111}\left|c_{1}\right|^{2} c_{1}+\left(a_{1010}+a_{1001}\right)\left|c_{0}\right|^{2} c_{1}+a_{1010} c_{0}^{2} \bar{c}_{1}+c_{1} f_{1}\left(c_{0}, c_{1}, \Omega\right)=0 \tag{4.39}
\end{equation*}
$$

$$
\begin{equation*}
\left|c_{0}\right|^{2}+\left|c_{1}\right|^{2}+\mathcal{O}\left(\left|c_{0}\right|^{2}+\left|c_{1}\right|^{2}\right)^{3}=\mathcal{N} \tag{4.40}
\end{equation*}
$$

This system of equations is valid for $\left|c_{0}\right|+\left|c_{1}\right|<r_{*}$, independent of $L$ (the distance between wells).

If we choose $c_{1}=0$, then the second equation in the system, (4.39), is satisfied. In this case, a nontrivial solution requires $c_{0} \neq 0$. The first equation, (4.38), after
factoring out $c_{0}$ becomes

$$
\begin{equation*}
\Omega_{0}-\Omega+a_{0000}\left|c_{0}\right|^{2}+f_{0}\left(\left|c_{0}\right|, 0, \Omega\right)=0 \tag{4.41}
\end{equation*}
$$

where we used (4.31) to eliminate the phase of the complex quantity $c_{0}$. Since $\Omega$ is real, (4.41) becomes one equation with two real parameters $\Omega,\left|c_{0}\right|$. Since the righthand side of (4.41) vanishes for $\Omega=\Omega_{0}$ and $\left|c_{0}\right|=0$ and since the partial derivative of this function with respect to $\Omega$, evaluated at this solution, is nonzero, we have by the implicit function theorem that there is a unique solution

$$
\begin{equation*}
\Omega=\Omega_{g}\left(\left|c_{0}\right|\right)=\Omega_{0}+a_{0000}\left|c_{0}\right|^{2}+\mathcal{O}\left(\left|c_{0}\right|^{4}\right) \tag{4.42}
\end{equation*}
$$

By (4.40), for small amplitudes, the mapping from $\left|c_{0}\right|^{2}+\left|c_{1}\right|^{2}$ to $\mathcal{N}$ is invertible. The family of solutions

$$
\left|c_{0}\right| \mapsto\left(\left|c_{0}\right| e^{i \theta},\left|c_{1}\right|=0, \Omega=\Omega_{g}\left(\left|c_{0}\right|\right)\right), \quad \theta_{0} \in[0,2 \pi)
$$

defined for $\left|c_{0}\right|$ sufficiently small, corresponds to a family of symmetric nonlinear bound states, $u_{\mathcal{N}}$ with $\left\|u_{\mathcal{N}}\right\|_{L^{2}}^{2}=\mathcal{N}$, bifurcating from the zero solution at the linear eigenvalue $\Omega_{0}$

$$
u_{\mathcal{N}}=\left(\left|c_{0}\right| \psi_{0}(x)+\eta\left[\left|c_{0}\right|, 0, \Omega_{g}\left(\left|c_{0}\right|\right)\right](x)\right) e^{i \theta_{0}}, \quad \theta_{0} \in[0,2 \pi)
$$

see, for example, $[21,25,26]$. Since both $\psi_{0}$ and $\eta\left(\left|c_{0}\right|, 0, \Omega_{g}\right)$ are even (in $\left.x_{1}\right)$ we infer that $u_{\mathcal{N}}$ is symmetric (even).

Remark 4.1. A similar result holds for the case $c_{0}=0$ leading to the antisymmetric excited state branch.

Proposition 4.4. For $\left|c_{0}\right|+\left|c_{1}\right|$ sufficiently small, these two branches of solutions are the only nontrivial solutions of (2.7).

Proof. Indeed, suppose the contrary. By local uniqueness of these branches, ensured by the implicit function theorem, a solution not already lying on one of these branches must have both $c_{0}$ and $c_{1}$ nonzero. Now, divide the first equation by $c_{0}$, the second equation by $c_{1}$, and subtract the results. Introducing polar coordinates

$$
\begin{equation*}
c_{0}=\rho_{0} e^{i \theta_{0}}, c_{1}=\rho_{1} e^{i \theta_{1}}, \Delta \theta=\theta_{1}-\theta_{0} \tag{4.43}
\end{equation*}
$$

we obtain from (4.38)

$$
\begin{align*}
\Omega_{1}-\Omega_{0}= & a_{0000} \rho_{0}^{2}+\left(a_{0110}+a_{0011}+a_{0011} e^{i 2 \Delta \theta}\right) \rho_{1}^{2}+f_{0}\left(\rho_{0}, \rho_{1}, \Delta \theta, \Omega\right) \\
& -a_{1111} \rho_{1}^{2}-\left(a_{1001}+a_{1010}+a_{1010} e^{-i 2 \Delta \theta}\right) \rho_{0}^{2}-f_{1}\left(\rho_{0}, \rho_{1}, \Delta \theta, \Omega\right) \tag{4.44}
\end{align*}
$$

The left-hand side is nonzero while the right-hand side is continuous uniformly for $\Omega$ satisfying (4.15) and zero for $\rho_{0}=0=\rho_{1}$. Equation (4.44) cannot hold for $\left|\rho_{0}\right|+\left|\rho_{1}\right|<$ $\varepsilon$ where $\varepsilon>0$ is independent of $\Omega$. This completes the proof of Proposition 4.4.

Note, however, that nothing can preclude validity of (4.44) for larger $\rho_{0}$ and $\rho_{1}$, possibly leading to a third branch of solutions of (2.7). In what follows, we show that this is indeed the case and the third branch bifurcates from the ground state one at a critical value of $\rho_{0}=\rho_{0}^{*}$.
4.2. Symmetry-breaking bifurcation along the ground state/symmetric branch. A consequence of the previous section is that there are no bifurcations from the ground state branch for sufficiently small amplitude. We now seek a bifurcating
branch of solutions to (2.16), (4.40), along which $c_{0} \cdot c_{1} \neq 0$. As argued just above, along such a new branch one must have

$$
\begin{align*}
& \Omega_{0}-\Omega+a_{0000} \rho_{0}^{2}+\left(a_{0110}+a_{0011}+a_{0011} e^{i 2 \Delta \theta}\right) \rho_{1}^{2}+f_{0}\left(\rho_{0}, \rho_{1}, \Delta \theta, \Omega\right)=0  \tag{4.45}\\
& \Omega_{1}-\Omega+a_{1111} \rho_{1}^{2}+\left(a_{1010}+a_{1001}+a_{1010} e^{-i 2 \Delta \theta}\right) \rho_{0}^{2}+f_{1}\left(\rho_{0}, \rho_{1}, \Delta \theta, \Omega\right)=0
\end{align*}
$$

We first derive constraints on $\Delta \theta$. Consider the imaginary parts of the two equations and use the expansions (4.35) and the fact that $\Omega$ is real:

$$
\begin{aligned}
& a_{0011} \sin (2 \Delta \theta) \rho_{1}^{2}+\sum_{k, m \geq 1, p \in \mathbb{Z}} b_{k m p}^{0}(\Omega) \sin (p 2 \Delta \theta) \rho_{0}^{2 k} \rho_{1}^{2 m} \\
& \quad=\sin (2 \Delta \theta) \rho_{1}^{2}\left(a_{0011}+\mathcal{O}\left(\rho_{0}^{2}+\rho_{1}^{2}\right)\right)=0 \\
& -a_{1010} \sin (2 \Delta \theta) \rho_{0}^{2}+\sum_{k, m \geq 1, p \in \mathbb{Z}} b_{k m p}^{1}(\Omega) \sin (p 2 \Delta \theta) \rho_{0}^{2 k} \rho_{1}^{2 m} \\
& \quad=\sin (2 \Delta \theta) \rho_{0}^{2}\left(-a_{1010}+\mathcal{O}\left(\rho_{0}^{2}+\rho_{1}^{2}\right)\right)=0
\end{aligned}
$$

Due to the nondegeneracy assumption (4.3) and $a_{0011}=a_{1010}$, see (2.19), both equations hold if and only if $\sin (2 \Delta \theta)=0$ or, equivalently,

$$
\begin{equation*}
\Delta \theta \in\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\} \tag{4.47}
\end{equation*}
$$

Case 1. $\Delta \theta \in\{0, \pi\}$ : Here, the system (4.45)-(4.46) is equivalent to the same system of two real equations with three real parameters $\rho_{0} \geq 0, \rho_{1} \geq 0$, and $\Omega$ :

$$
\begin{align*}
& F_{0}\left(\rho_{0}, \rho_{1}, \Omega\right) \stackrel{\text { def }}{=} \Omega_{0}-\Omega+a_{0000} \rho_{0}^{2}+\left(a_{0110}+2 a_{0011}\right) \rho_{1}^{2}+f_{0}\left(\rho_{0}, \rho_{1}, \Omega\right)=0  \tag{4.48}\\
& F_{1}\left(\rho_{0}, \rho_{1}, \Omega\right) \stackrel{\text { def }}{=} \Omega_{1}-\Omega+a_{1111} \rho_{1}^{2}+\left(2 a_{1010}+a_{1001}\right) \rho_{0}^{2}+f_{1}\left(\rho_{0}, \rho_{1}, \Omega\right)=0
\end{align*}
$$

We begin by seeking the point along the ground state branch $\left(\rho_{0}^{*}, 0, \Omega_{g}\left(\rho_{0}^{*}\right)\right)$ from which a new family of solutions of (4.48)-(4.49), parametrized by $\rho_{1} \geq 0$, bifurcates; see (4.42).

Recall first that for any $\rho_{0} \geq 0$ sufficiently small, $F_{0}\left(\rho_{0}, 0, \Omega_{g}\left(\rho_{0}\right)\right)=0$. A candidate for a bifurcation point is $\rho_{0}^{*}>0$ for which, in addition,

$$
\begin{equation*}
F_{1}\left(\rho_{0}^{*}, 0, \Omega_{g}\left(\rho_{0}^{*}\right)\right)=0 \tag{4.50}
\end{equation*}
$$

Using (4.33) one can check that

$$
\begin{equation*}
F_{1}\left(\rho_{0}, 0, \Omega_{g}\left(\rho_{0}\right)\right)=\Omega_{1}-\Omega_{0}+\left(a_{1001}+2 a_{1010}-a_{0000}+\mathcal{O}\left(\rho_{0}^{2}\right)\right) \rho_{0}^{2}=0 \tag{4.51}
\end{equation*}
$$

has a solution:

$$
\begin{equation*}
\rho_{0}^{*}=\sqrt{\frac{\Omega_{1}-\Omega_{0}}{\left|a_{1001}+2 a_{1010}-a_{0000}\right|}}\left[1+\mathcal{O}\left(\frac{\Omega_{1}-\Omega_{0}}{\left|a_{1001}+2 a_{1010}-a_{0000}\right|^{2}}\right)\right] \tag{4.52}
\end{equation*}
$$

We now show that a new family of solutions bifurcates from the symmetric state at $\left(\rho_{0}^{*}, 0, \Omega_{g}\left(\rho_{0}^{*}\right)\right)$. This is realized as a unique, one-parameter family of solutions

$$
\begin{equation*}
\rho_{1} \mapsto\left(\rho_{0}\left(\rho_{1}\right), \rho_{1}, \Omega_{\text {asym }}\left(\rho_{1}\right)\right) \tag{4.53}
\end{equation*}
$$

of the equations

$$
\begin{equation*}
F_{0}\left(\rho_{0}, \rho_{1}, \Omega\right)=0, \quad F_{1}\left(\rho_{0}, \rho_{1}, \Omega\right)=0 \tag{4.54}
\end{equation*}
$$

To see this, note that by the preceding discussion we have $F_{j}\left(\rho_{0}^{*}, 0, \Omega_{g}\left(\rho_{0}^{*}\right)\right)=$ $0, j=1,2$. Moreover, the Jacobian

$$
\left|\frac{\partial\left(F_{0}, F_{1}\right)}{\partial\left(\rho_{0}, \Omega\right)}\left(\rho_{0}^{*}, 0, \Omega_{g}\left(\rho_{0}^{*}\right)\right)\right|=2 \rho_{0}^{*}\left(a_{1001}+2 a_{1010}-a_{0000}+\mathcal{O}\left(\rho_{0}^{* 2}\right)\right)
$$

is nonzero because $\rho_{0}^{*}>0$ and

$$
\begin{equation*}
a_{1001}+2 a_{1010}-a_{0000}+\mathcal{O}\left(\rho_{0}^{* 2}\right)<0 \tag{4.55}
\end{equation*}
$$

since $\rho_{0}^{*}$ solves (4.51) and $\Omega_{1}-\Omega_{0}>0$. Therefore, by the implicit function theorem, for small $\rho_{1}>0$, there is a unique solution of the system (4.48)-(4.49):

$$
\begin{equation*}
\rho_{0}=\rho_{0}\left(\rho_{1}\right)=\rho_{0}^{*}+\frac{\rho_{1}^{2}}{2 \rho_{0}^{*}}\left(\frac{a_{0110}+2 a_{0011}-a_{1111}}{a_{1001}+2 a_{1010}-a_{0000}}+\mathcal{O}\left(\rho_{0}^{* 2}\right)\right)+\mathcal{O}\left(\rho_{1}^{4}\right) \tag{4.56}
\end{equation*}
$$

$$
\begin{align*}
\Omega= & \Omega_{\text {asym }}\left(\rho_{1}\right)=\Omega_{g}\left(\rho_{0}^{*}\right)  \tag{4.57}\\
& +\rho_{1}^{2}\left(a_{1111}+\left(2 a_{1010}+a_{1001}\right) \frac{a_{0110}+2 a_{0011}-a_{1111}}{a_{1001}+2 a_{1010}-a_{0000}}+\mathcal{O}\left(\rho_{0}^{* 2}\right)\right)+\mathcal{O}\left(\rho_{1}^{4}\right)
\end{align*}
$$

Remark 4.2. (1) Due to the equivalence of $\mathcal{N}$ and $\rho_{0}^{2}+\rho_{1}^{2}$ as parameters, for small amplitude, we have that symmetry is broken at

$$
\begin{equation*}
\mathcal{N}_{c r} \sim \frac{\Omega_{1}-\Omega_{0}}{\left|a_{0000}-a_{1001}-2 a_{1010}\right|} \tag{4.58}
\end{equation*}
$$

(2) Note also that we have the family of solutions

$$
\begin{equation*}
e^{i \theta}\left(\rho_{0}\left(\rho_{1}\right) \psi_{0} \pm \rho_{1} \psi_{1}+\eta\left(\rho_{0}\left(\rho_{1}\right), \pm \rho_{1}, \Omega_{\text {asym }}\left(\rho_{1}\right)\right)\right), \quad 0 \leq \theta<2 \pi, \rho_{1}>0 \tag{4.59}
\end{equation*}
$$

Here the $\pm$ is present because the phase difference $\Delta \theta$ between $c_{0}$ and $c_{1}$ can be 0 or $\pi$; see (4.47) and immediately below it. Because $\rho_{0} \neq 0 \neq \rho_{1}$ this branch is neither symmetric nor antisymmetric. Thus, symmetry breaking has taken place. In the case of the double well, the $\pm$ sign in (4.59) shows that the bound states on this asymmetric branch tend to localize in one of the two wells but not symmetrically in both; see also [3], [23], [14].

Case 2. $\Delta \theta \in\left\{\frac{\pi}{2}, \frac{3 \pi}{2}\right\}:$ In both cases the system (4.45)-(4.46) is equivalent to the system of two real equations, depending on three real parameters $\rho_{0} \geq 0, \rho_{1} \geq 0$, and $\Omega$ :

$$
\begin{align*}
& F_{0}\left(\rho_{0}, \rho_{1}, \Omega\right) \stackrel{\text { def }}{=} \Omega_{0}-\Omega+a_{0000} \rho_{0}^{2}+a_{0110} \rho_{1}^{2}+f_{0}\left(\rho_{0}, \rho_{1}, \Omega\right)=0  \tag{4.60}\\
& F_{1}\left(\rho_{0}, \rho_{1}, \Omega\right) \stackrel{\text { def }}{=} \Omega_{1}-\Omega+a_{1111} \rho_{1}^{2}+a_{1001} \rho_{0}^{2}+f_{1}\left(\rho_{0}, \rho_{1}, \Omega\right)=0 \tag{4.61}
\end{align*}
$$

As before, in order to have a second bifurcation of the symmetric branch it is necessary to find a point, $\left(\rho_{0}^{* *}, 0, \Omega_{g}\left(\rho_{0}^{* *}\right)\right)$, for which

$$
\begin{equation*}
F_{1}\left(\rho_{0}^{* *}, 0, \Omega_{g}\left(\rho_{0}^{* *}\right)=\Omega_{1}-\Omega_{0}+\left(a_{1001}-a_{0000}\right) \rho_{0}^{* * 2}+\mathcal{O}\left(\rho_{0}^{* * 4}\right)=0\right. \tag{4.62}
\end{equation*}
$$

To preclude the existence of this bifurcation, one must have that there are no real solutions for $\rho_{0}^{* *}$ small. This is ensured by inequality (3.6): $a_{1001}-a_{0000}>0$.

In fact (3.6) can be deduced from the following general argument and thus we need not hypothesize it. Let $L_{-}$and $L_{+}$denote the second-order, self-adjoint Schrödinger operators, defined in section 5 , and related to the real and imaginary parts of the linearized NLS-GP equation about a real-valued nonlinear bound state. Consider the full complex linearization of the nonlinear bound state equation for NLS-GP. A nontrivial solution of the type in question would correspond to a second element of the null space of $L_{-}$. Since zero is the lowest eigenvalue of $L_{-}$and the lowest eigenvalue of an elliptic second-order operator is nondegenerate, we have a contradiction. It follows that there is no bifurcation for small amplitude and therefore (3.6) holds.

Remark 4.3. A similar argument holds along the antisymmetric branch. We now denote $L_{ \pm}$as linearized operators associated with the antisymmetric (odd parity with respect to $x_{1}$ ) branch. A bifurcation would occur along it if and only if dim ker $L_{-} \geq 2$ (the antisymmetric nonlinear bound state is always in ker $L_{-}$along this branch) or $\operatorname{dim} \operatorname{ker} L_{+} \geq 1$. In the regime in which the first two eigenvalues are still separated from the rest of the spectrum, the former means that the lowest eigenvalue of $L_{-}$, i.e., the one bifurcating from $\Omega_{0}-\Omega_{1}$, crosses zero and becomes double. This contradicts the nondegeneracy of the ground state of the second-order elliptic operator $L_{-}$. Now, $\operatorname{dim} \operatorname{ker} L_{+} \geq 1$ is also impossible. This follows from the fact that the nonlinearity is attractive, see (H3), which easily implies that, for the nonlinear antisymmetric bound state $\Psi_{\Omega}$, we have $\left(\Psi_{\Omega}, L_{+} \Psi_{\Omega}\right)<0$. Since $L_{+}$is self-adjoint and its lowest eigenvalue has a symmetric eigenvector orthogonal on $\Psi_{\Omega}$, we get that the first two eigenvalues must be strictly negative and none can become zero. A consequence of a lack of bifurcation along the antisymmetric branch are inequalities (3.7), (3.8).

In summary, there are no other bifurcations than those stated in Theorem 4.1 for NLS-GP, where our Lyapunov-Schmidt-type reduction applies, i.e., in the regime covered by Proposition 4.1.
5. Exchange of stability at the bifurcation point. In this section we consider the dynamic stability of the symmetric and asymmetric waves, associated with the branch bifurcating from the zero state at the ground state frequency, $\Omega_{0}$, of the linear Schrödinger operator $-\Delta+V(x)$; see Figure 1.

The notion of stability with which we work is $H^{1}$-orbital Lyapunov stability.
DEFINITION 5.1. The family of nonlinear bound states $\left\{\Psi_{\Omega} e^{-i \Omega t}: \theta \in[0,2 \pi)\right\}$ is $H^{1}$-orbitally Lyapunov stable if for every $\varepsilon>0$ there is a $\delta(\varepsilon)>0$ such that if the initial data $u_{0}$ satisfies

$$
\inf _{\theta \in[0,2 \pi)}\left\|u_{0}(\cdot)-\Psi_{\Omega}(\cdot) e^{i \theta}\right\|_{H^{1}}<\delta
$$

then for all $t \neq 0$, the solution $u(x, t)$ satisfies

$$
\inf _{\theta \in[0,2 \pi)}\left\|u(\cdot, t)-\Psi_{\Omega}(\cdot) e^{i \theta}\right\|_{H^{1}}<\varepsilon
$$

In this section we prove the following theorem.
Theorem 5.1. Consider the bifurcations elucidated in Theorem 4.1. The symmetric branch is $H^{1}$-orbitally Lyapunov stable for $0 \leq \rho_{0}<\rho_{0}^{*}$ or, equivalently, $0<\mathcal{N}<\mathcal{N}_{c r}$. At the bifurcation point $\rho_{0}=\rho_{0}^{*}\left(\mathcal{N}=\mathcal{N}_{c r}\right)$, there is an exchange of stability from the symmetric branch to the asymmetric branch. In particular, for $\mathcal{N}>\mathcal{N}_{\text {cr }}$ the asymmetric state is stable and the symmetric state is unstable.

We summarize basic results on stability and instability. Introduce $L_{+}$and $L_{-}$, real and imaginary parts, respectively, of the linearized operators about a real-valued state $\Psi_{\Omega}$ :

$$
\begin{align*}
L_{+}=L_{+}\left[\Psi_{\Omega}\right] \cdot & =(H-\Omega) \cdot+\left.\partial_{u} N(u, u, u)\right|_{\Psi_{\Omega}} \\
& \equiv(H-\Omega) \cdot+D_{u} N\left[\Psi_{\Omega}\right](\cdot), \\
L_{-}=L_{-}\left[\Psi_{\Omega}\right] \cdot & =(H-\Omega) \cdot+N\left(\Psi_{\Omega}, \Psi_{\Omega}, \cdot\right) . \tag{5.1}
\end{align*}
$$

By (2.7) and (2.4), $L_{-} \Psi_{\Omega}=0$.
We state a special case of known results on stability and instability, directly applicable to the symmetric branch which bifurcates from the zero state at the ground state frequency of $-\Delta+V$.

Theorem 5.2 (see $[32,33,10,9,15]$ ).
(1) Stability: Suppose $L_{+}$has exactly one negative eigenvalue and $L_{-}$is nonnegative. Assume that

$$
\begin{equation*}
\frac{d}{d \Omega} \int\left|\Psi_{\Omega}(x)\right|^{2} d x<0 \tag{5.2}
\end{equation*}
$$

Then, $\Psi_{\Omega}$ is $H^{1}$-orbitally stable.
(2) Instability: Suppose $L_{-}$is nonnegative. If $n_{-}\left(L_{+}\right) \geq 2$, then the linearized dynamics about $\Psi_{\Omega}$ has spatially localized solution which is exponentially growing in time. Moreover, $\Psi_{\Omega}$ is not $H^{1}$-orbitally stable.
First we claim that along the branch of symmetric solutions bifurcating from the zero solution at frequency $\Omega_{0}$, the hypothesis on $L_{-}$holds. To see that the operator $L_{-}\left[\Psi_{\Omega}\right]$ is always nonnegative, consider $L_{-}\left[\Psi_{\Omega_{0}}\right]=L_{-}[0]=-\Delta+V-\Omega_{0}$. Clearly, $L_{-}[0]$ is a nonnegative operator because $\Omega_{0}$ is the lowest eigenvalue of $-\Delta+V$. Since clearly we have $L_{-} \Psi_{\Omega}=0,0 \in \operatorname{spec}\left(L_{-}\left[\Psi_{\Omega}\right]\right)$. Since the lowest eigenvalue is necessarily simple, by continuity there cannot be any negative eigenvalues for $\Omega$ sufficiently close to $\Omega_{0}$. Finally, if for some $\Omega, L_{-}$has a negative eigenvalue, then by continuity there would be an $\Omega_{*}$ for which $L_{-}\left[\Psi_{\Omega_{*}}\right]$ would have a double eigenvalue at zero and no negative spectrum. But this contradicts that the ground state is simple. Therefore, it is the quantity $n_{-}\left(L_{+}\right)$which controls whether or not $\Psi_{\Omega}$ is stable.

Next we discuss the slope condition (5.2). It is clear from the construction of the branch $\Omega \mapsto \Psi_{\Omega}$ that (5.2) holds for $\Omega$ near $\Omega_{0}$. Suppose now that $\partial_{\Omega} \int\left|\Psi_{\Omega}\right|^{2}=0$. Then, $\left\langle\Psi_{\Omega}, \partial_{\Omega} \Psi_{\Omega}\right\rangle=0$. As shown below, $L_{+}$has exactly one negative eigenvalue for $\Omega$ sufficiently near $\Omega_{0}$. It follows that $L_{+} \geq 0$ on $\left\{\Psi_{\Omega}\right\}^{\perp}$ (see [32, 33]). Therefore, we have $\left(L_{+}^{\frac{1}{2}} \partial_{\Omega} \Psi_{\Omega}, L_{+}^{\frac{1}{2}} \partial_{\Omega} \Psi_{\Omega}\right)=\left(L_{+} \partial_{\Omega} \Psi_{\Omega}, \partial_{\Omega} \Psi_{\Omega}\right)=\left(\Psi_{\Omega}, \partial_{\Omega} \Psi_{\Omega}\right)=0$. Therefore, $L_{+}^{\frac{1}{2}} \partial_{\Omega} \Psi_{\Omega}=0$, implying $\Psi_{\Omega}=L_{+} \partial_{\Omega} \Psi_{\Omega}=0$, which is a contradiction. It follows that (5.2) holds so long as $L_{+}>0$ on $\left\{\Psi_{\Omega}\right\}^{\perp}$ and when (5.2) first fails, it does so due to a nontrivial element of the nullspace of $L_{+}$.

Therefore, $\Psi_{\Omega}$ is stable so long as $n_{-}\left(L_{+}\right)$does not increase. We shall now show that for $\mathcal{N}<\mathcal{N}_{c r}, n_{-}\left(L_{+}\left[\Psi_{\Omega}\right]\right)=1$ but that along the symmetric branch for $\mathcal{N}>\mathcal{N}_{c r}, n_{-}\left(L_{+}\left[\Psi_{\Omega}\right]\right)=2$. Furthermore, we show that along the bifurcating asymmetric branch, the hypotheses of Theorem 5.2 ensuring stability hold.

Remark 5.1. For simplicity we have considered the most important case where there is a transition from dynamical stability to dynamical instability along the symmetric branch, bifurcating from the ground state of $H$. However, our analysis which actually shows that along any symmetric branch, associated with any of the eigenvalues $\Omega_{2 j}, j \geq 0$, of $H$, there is a critical $\mathcal{N}=\mathcal{N}_{c r}(j)$ such that as $\mathcal{N}$ is increased
through $\mathcal{N}_{c r}(j)$, the number of negative eigenvalues of the linearization about the symmetric state along the $j$ th symmetric branch, $n_{-}\left(L_{+}^{(j)}\right)$, increases by one. By the results in $[15,9,19]$, this has implications for the number of unstable modes of higher order $(j \geq 1)$ symmetric states.

Consider the spectral problem for $L_{+}=L_{+}\left[\Psi_{\Omega}\right]$ :

$$
\begin{equation*}
L_{+}\left[\Psi_{\Omega}\right] \phi=\mu \phi \tag{5.3}
\end{equation*}
$$

We now formulate a Lyapunov-Schmidt reduction of (5.3) and then relate it to our formulation for nonlinear bound states. We first decompose $\phi$ relative to the states $\psi_{0}, \psi_{1}$ and their orthogonal complement:

$$
\phi=\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}+\xi, \quad\left(\psi_{j}, \xi\right)=0, j=0,1
$$

Projecting (5.3) onto $\psi_{0}, \psi_{1}$ and onto the range of $\tilde{P}$ we obtain the system

$$
\begin{align*}
\left\langle\psi_{0}, L_{+}\left[\Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}+\xi\right)\right\rangle & =\mu \alpha_{0}  \tag{5.4}\\
\left\langle\psi_{1}, L_{+}\left[\Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}+\xi\right)\right\rangle & =\mu \alpha_{1}  \tag{5.5}\\
(H-\Omega) \xi+D_{u} N\left[\Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}+\xi\right) & =\mu \xi \tag{5.6}
\end{align*}
$$

The last equation can be rewritten in the form

$$
\begin{equation*}
\left[I+(H-\Omega-\mu)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right]\right] \xi=-(H-\Omega-\mu)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right) \tag{5.7}
\end{equation*}
$$

The operator on the right-hand side of (5.7) is essentially the Jacobian studied in the proof of Proposition 4.1, evaluated at $\Omega+\mu$. Hence, by the proof of Proposition 4.1, if $\Omega+\mu$ satisfies (4.15) and $\left\|\Psi_{\Omega}\right\|_{H^{2}} \leq \mathcal{N}_{*}$, then the operator $I+(H-\Omega-\mu)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right]$ is invertible on $H^{2}$ and (5.7) has a unique solution

$$
\begin{align*}
\xi & \stackrel{\text { def }}{=} \xi\left[\mu, \alpha_{0}, \alpha_{1}, \Omega\right]  \tag{5.8}\\
& \equiv Q\left[\mu, \Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right) \\
& =-\left(I+(H-\Omega-\mu)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right]\right)^{-1}(H-\Omega-\mu)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right) \\
& =\mathcal{O}\left[\left(\left|\rho_{0}\right|+\left|\rho_{1}\right|\right)^{2}\right]\left[\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right]
\end{align*}
$$

The last relation follows from $D_{u} N[\psi]$ being a quadratic form in $\Psi_{\Omega}=\rho_{0} \psi_{0}+\rho_{1} \psi_{1}+$ $\mathcal{O}\left(\left(\left|\rho_{0}\right|+\left|\rho_{1}\right|\right)^{3}\right)$.

Substitution of the expression for $\xi$ as a functional of $\alpha_{j}$ into (5.4) and (5.5) we get a closed system of two real equations:

$$
\begin{align*}
& \left(\Omega_{0}-\Omega\right) \alpha_{0}+\left\langle\psi_{0}, D_{u} N\left[\Psi_{\Omega}\right]\left(I+Q\left[\mu, \Psi_{\Omega}\right]\right)\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle=\mu \alpha_{0} \\
& \left(\Omega_{1}-\Omega\right) \alpha_{1}+\left\langle\psi_{1}, D_{u} N\left[\Psi_{\Omega}\right]\left(I+Q\left[\mu, \Psi_{\Omega}\right]\right)\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle=\mu \alpha_{1} \tag{5.9}
\end{align*}
$$

The system (5.9) is the Lyapunov-Schmidt reduction of the linear eigenvalue problem for $L_{+}$with eigenvalue parameter $\mu$. Our next step will be to write it in a form relating it to the linearization of the Lyapunov-Schmidt reduction of the nonlinear problem.

Remark 5.2. For $\left\|\Psi_{\Omega}\right\|_{H^{2}} \leq n_{*}$, the above system is equivalent to the eigenvalue problem for the operator $L_{+}\left[\Psi_{\Omega}\right]$ with eigenvalue parameter $\mu$ as long as (4.15) holds
with $\Omega$ replaced by $\Omega+\mu$. This restriction on the spectral parameter, $\mu$, is in fact very mild and has no impact on the analysis. This is because we are primarily interested in $\mu$ near zero as we are interested in detecting the crossing of an eigenvalue of $L_{+}$ from positive to negative reals as $\mathcal{N}$ is increased beyond some $\mathcal{N}_{c r}$. The values of $\mu$ for which (4.15) does not hold do not play a role in any change of index, $n_{-}\left(L_{+}\right)$.

First rewrite (5.9) as

$$
\begin{align*}
\left(\Omega_{0}-\Omega\right. & -\mu) \alpha_{0}+\left\langle\psi_{0}, D_{u} N\left[\Psi_{\Omega}\right]\left(I+Q\left[0, \Psi_{\Omega}\right]\right)\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle  \tag{5.10}\\
& +\left\langle\psi_{0}, D_{u} N\left[\Psi_{\Omega}\right] \Delta Q\left[\mu, \Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle=0 \\
\left(\Omega_{1}-\Omega\right. & -\mu) \alpha_{1}+\left\langle\psi_{1}, D_{u} N\left[\Psi_{\Omega}\right]\left(I+Q\left[0, \Psi_{\Omega}\right]\right)\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle \\
& +\left\langle\psi_{1}, D_{u} N\left[\Psi_{\Omega}\right] \Delta Q\left[\mu, \Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle=0 \tag{5.11}
\end{align*}
$$

Here,

$$
\begin{equation*}
\Delta Q\left[\mu, \Psi_{\Omega}\right]=Q\left[\mu, \Psi_{\Omega}\right]-Q\left[0, \Psi_{\Omega}\right] \tag{5.12}
\end{equation*}
$$

Note that terms involving $\Delta Q$ in (5.10), (5.11) are of size $\mathcal{O}\left[\left(\rho_{0}^{2}+\rho_{1}^{2}\right) \mu \alpha_{j}\right]$.
Proposition 5.1.

$$
\begin{equation*}
Q\left[0, \Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)=\partial_{\rho_{0}} \eta\left[\rho_{0}, \rho_{1}, \Omega\right] \alpha_{0}+\partial_{\rho_{1}} \eta\left[\rho_{0}, \rho_{1}, \Omega\right] \alpha_{1} \tag{5.13}
\end{equation*}
$$

Proof. Recall that $\eta$ satisfies

$$
\begin{equation*}
F\left(\rho_{0}, \rho_{1}, \Omega, \eta\right) \equiv \eta+(H-\Omega)^{-1} \tilde{P} N\left[\rho_{0} \psi_{0}+\rho_{1} \psi_{1}+\eta\right]=0 \tag{5.14}
\end{equation*}
$$

Differentiation with respect to $\rho_{j}, j=0,1$, yields

$$
\begin{equation*}
\left(I+(H-\Omega)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right]\right) \partial_{\rho_{j}} \eta=-(H-\Omega)^{-1} \tilde{P} D_{u} N\left[\Psi_{\Omega}\right] \psi_{j} \tag{5.15}
\end{equation*}
$$

where

$$
\Psi_{\Omega}=\rho_{0} \psi_{0}+\rho_{1} \psi_{1}+\eta\left[\rho_{0}, \rho_{1}, \Omega\right]
$$

Thus,

$$
\begin{equation*}
\partial_{\rho_{j}} \eta=Q\left[0, \Psi_{\Omega}\right] \psi_{j} \tag{5.16}
\end{equation*}
$$

from which Proposition 5.1 follows.
We now use Proposition 5.1 to rewrite the first inner products in (5.10), (5.11). For $k=0,1$,

$$
\begin{align*}
& \left\langle\psi_{k}, D_{u} N\left[\Psi_{\Omega}\right]\left(I+Q\left[0, \Psi_{\Omega}\right]\right)\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle \\
& =\sum_{j=0}^{1}\left\langle\psi_{k}, D_{u} N\left[\rho_{0} \psi_{0}+\rho_{1} \psi_{1}+\eta\right]\left(\psi_{j}+\partial_{\rho_{j}} \eta\right)\right\rangle \alpha_{j} \\
& =\sum_{j=0}^{1} \frac{\partial}{\partial \rho_{j}}\left\langle\psi_{k}, N\left[\Psi_{\Omega}\right]\right\rangle \alpha_{j} \\
& =\sum_{j=0}^{1} \partial_{\rho_{j}}\left\langle\psi_{k}, N\left[\rho_{0} \psi_{0}+\rho_{1} \psi_{1}\right]\right\rangle \alpha_{j}+\partial_{\rho_{j}}\left[\rho_{k} f_{k}\left(\rho_{0}, \rho_{1}, \Omega\right)\right] \tag{5.17}
\end{align*}
$$

where $N\left[\psi_{\Omega}\right]=N\left[\rho_{0} \psi_{0}+\rho_{1} \psi_{1}\right]+\mathcal{R}$; see (2.16)-(2.18) and (4.29), (4.30). Therefore, the Lyapunov-Schmidt reduction of the eigenvalue problem for $L_{+}$becomes

$$
\begin{align*}
& \left(\Omega_{0}-\Omega-\mu\right) \alpha_{0}+\sum_{j=0}^{1} \partial_{\rho_{j}}\left\langle\psi_{0}, N\left[\rho_{0} \psi_{0}+\rho_{1} \psi_{1}\right]\right\rangle \alpha_{j}+\partial_{\rho_{j}}\left[\rho_{0} f_{0}\left(\rho_{0}, \rho_{1}, \Omega\right)\right]  \tag{5.18}\\
& \quad+\left\langle\psi_{0}, D_{u} N\left[\Psi_{\Omega}\right] \Delta Q\left[\mu, \Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle=0 \\
& \quad\left(\Omega_{1}-\Omega-\mu\right) \alpha_{1}+\sum_{j=0}^{1} \partial_{\rho_{j}}\left\langle\psi_{1}, N\left[\rho_{0} \psi_{0}+\rho_{1} \psi_{1}\right]\right\rangle \alpha_{j}+\partial_{\rho_{j}}\left[\rho_{1} f_{1}\left(\rho_{0}, \rho_{1}, \Omega\right)\right]  \tag{5.19}\\
& \quad+\left\langle\psi_{1}, D_{u} N\left[\Psi_{\Omega}\right] \Delta Q\left[\mu, \Psi_{\Omega}\right]\left(\alpha_{0} \psi_{0}+\alpha_{1} \psi_{1}\right)\right\rangle=0
\end{align*}
$$

This can be written succinctly in a matrix form as

$$
\begin{equation*}
[M-\mu+\mathcal{C}(\mu)]\binom{\alpha_{0}}{\alpha_{1}}=\binom{0}{0} \tag{5.20}
\end{equation*}
$$

where
$M=M\left[\Omega, \rho_{0}, \rho_{1}\right]$
$=\left(\begin{array}{rl}\Omega_{0}-\Omega+3 a_{0000} \rho_{0}^{2}+\left(a_{0110}+2 a_{0011}\right) \rho_{1}^{2}+\partial_{\rho_{0}}\left(\rho_{0} f_{0}\right) & 2\left(a_{0110}+2 a_{0011}\right) \rho_{0} \rho_{1}+\partial_{\rho_{1}}\left(\rho_{0} f_{0}\right) \\ 2\left(2 a_{1010}+a_{1001}\right) \rho_{0} \rho_{1}+\partial_{\rho_{0}}\left(\rho_{1} f_{1}\right) & \left(\Omega_{1}-\Omega\right)+3 a_{1111} \rho_{1}^{2}+\left(2 a_{1010}+a_{1001}\right) \rho_{0}^{2}+\partial_{\rho_{1}}\left(\rho_{1} f_{1}\right)\end{array}\right)$
and

$$
\begin{equation*}
\mathcal{C}(\mu)_{l m}=\left\langle\psi_{l}, D_{u} N\left[\Psi_{\Omega}\right] \Delta Q\left[\mu, \Psi_{\Omega}\right] \psi_{m}\right\rangle, \quad l, m=0,1 \tag{5.22}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\mathcal{C}(\mu=0)=0 \tag{5.23}
\end{equation*}
$$

Recall that $\mu$ is the spectral parameter for the eigenvalue problem $L_{+}$, (5.3), and we are interested in $n_{-}\left(L_{+}\left[\Psi_{\Omega}\right]\right)$, the number of negative eigenvalues along a family of nonlinear bound states $\Omega \mapsto \Psi_{\Omega}$. By Theorem $5.2, n_{-}\left(L_{+}\right)$determines the stability or instability of a particular state. This question has now been mapped to the problem of following the roots of

$$
\begin{equation*}
D\left(\mu, \rho_{0}, \rho_{1}\right)=\operatorname{det}(\mu I-M-\mathcal{C}(\mu))=0 \tag{5.24}
\end{equation*}
$$

where $\rho_{0}$ and $\rho_{1}$ are parameters along the different branches of nonlinear bounds states. Since $\mathcal{C}(\mu)$, defined in (5.22), is small for small amplitude nonlinear bound states, we expect the roots, $\mu$, to be small perturbations of the eigenvalues of the matrix $M$. We study these roots along the symmetric $\left(M=M\left(\Omega_{g}\left(\rho_{0}\right), \rho_{0}, 0\right)\right)$ and asymmetric branch $\left(M=M\left(\Omega_{\text {asym }}\left(\rho_{1}\right), \rho_{0}\left(\rho_{1}\right), \rho_{1}\right)\right)$ using the implicit function theorem.

Symmetric branch. Along the symmetric branch:

$$
\begin{gathered}
\rho_{1}=0, \quad \rho_{0} \geq 0, \quad \Omega=\Omega_{g}=\Omega_{0}+a_{0000} \rho_{0}^{2}+\mathcal{O}\left(\rho_{0}^{4}\right) \\
\Psi_{\Omega}=\rho_{0} \psi_{0}+\eta\left(\rho_{0}, 0, \Omega\right)=\text { symmetric. }
\end{gathered}
$$

Thus, $D=D\left(\mu, \rho_{0}\right)$. Moreover, the system (5.20) is diagonal. This is because $Q$ and hence $\Delta Q$ preserve parity at a symmetric $\Psi_{\Omega}$; see their definitions (5.8) and (5.12). Therefore $\mathcal{C}_{01}=0=\mathcal{C}_{10}$, since each is the scalar product of an even and an odd function. Moreover, from (4.35) we get $\frac{\partial f_{j}}{\partial \rho_{1}}\left(\rho_{0}, 0, \Omega\right)=0, j=0,1$.

Therefore, the matrix $\mu I-M-\mathcal{C}(\mu)$ is diagonal and $\mu$ is an eigenvalue of $L_{+}\left[\psi_{\Omega_{g}\left(\rho_{0}\right)}\right]$ if and only if $\mu$ is a root of either

$$
\begin{equation*}
P_{0}\left(\mu, \rho_{0}\right) \equiv \mu-M_{00}\left(\rho_{0}\right)-\mathcal{C}_{00}\left(\mu, \rho_{0}\right)=0 \tag{5.25}
\end{equation*}
$$

or

$$
\begin{equation*}
P_{1}\left(\mu, \rho_{0}\right) \equiv \mu-M_{11}\left(\rho_{0}\right)-\mathcal{C}_{11}\left(\mu, \rho_{0}\right)=0 \tag{5.26}
\end{equation*}
$$

Both $P_{0}$ and $P_{1}$ are analytic in $\mu$ and $\rho_{0}$ and it is easy to check that

$$
P_{0}(0,0)=0, \quad \partial_{\mu} P_{0}(0,0)=1
$$

and

$$
P_{1}\left(\Omega_{1}-\Omega_{0}, 0\right)=0, \quad \partial_{\mu} P_{1}\left(\Omega_{1}-\Omega_{0}, 0\right)=1
$$

Formally differentiating (5.25) or (5.26) with respect to $\rho_{0}$ gives

$$
\begin{equation*}
\partial_{\rho_{0}} \mu_{j}=\frac{\partial_{\rho_{0}} M_{j j}+\partial_{\rho_{0}} C_{j j}}{1-\partial_{\mu} C_{j j}} \tag{5.27}
\end{equation*}
$$

By the implicit function theorem (5.25) and (5.26) define, respectively, $\mu_{0}$ and $\mu_{1}$ as smooth functions of $\rho$ provided

$$
\begin{equation*}
\left|\partial_{\mu} \mathcal{C}_{j j}\right|<1, \quad j=0,1 \tag{5.28}
\end{equation*}
$$

A direct calculation using (5.8) and estimates (2.5), (4.20) shows that in the regime of interest: $\Omega$ satisfying (4.15), it suffices to have

$$
\begin{equation*}
\left\|\Psi_{\Omega}\right\|_{H^{2}} \leq n_{*}\left(9 \max \left(\left\|\psi_{0}\right\|_{H^{2}},\left\|\psi_{1}\right\|_{H^{2}}\right)\right)^{-\frac{1}{4}} \tag{5.29}
\end{equation*}
$$

where $n_{*}$ is given by Proposition 4.1. The latter can be reduced to an estimate on $\rho_{0}$ via the above definition of $\Psi_{\Omega}$ and (4.24) as in the end of the proof of Proposition 4.1.

Therefore, under conditions (4.15) and (5.29), we have a unique solution $\mu_{0}$, respectively $\mu_{1}$, of (5.25), respectively (5.26). Moreover, the two solutions are analytic in $\rho_{0}$ and, for small $\rho_{0}$, we have the following estimates:

$$
\begin{align*}
& \mu_{0}=2 a_{0000} \rho_{0}^{2}+\mathcal{O}\left(\rho_{0}^{4}\right)<0  \tag{5.30}\\
& \mu_{1}=\Omega_{1}-\Omega_{0}+\mathcal{O}\left(\rho_{0}^{2}\right)>0 \tag{5.31}
\end{align*}
$$

where we used $a_{0000} \equiv g\left\langle\psi_{0}^{2}, K\left[\psi_{0}^{2}\right]\right\rangle<0$ and $\mu_{1}\left(\rho_{0}=0\right)=\Omega_{1}-\Omega_{0}>0$.
We claim that $\mu_{1}$ changes sign for the first time at $\rho_{0}=\rho_{0}^{*}$. Indeed, by continuity, the sign can only change when $\mu_{1}=0$, i.e., when (5.26) has a solution of the form $\left(0, \rho_{0}\right)$. Since $\mathcal{C}_{11}\left(0, \rho_{0}\right)=0$ (see (5.23)) (5.26) becomes

$$
0=M_{11}\left(\rho_{0}\right)=\Omega_{1}-\Omega_{g}\left(\rho_{0}\right)+\left(2 a_{1010}+a_{1001}\right) \rho_{0}^{2}+f_{1}\left(\rho_{0}, 0, \Omega_{g}\right)=F_{1}\left(\rho_{0}, 0, \Omega_{g}\left(\rho_{0}\right)\right)
$$

see (5.21) and note that $\rho_{1}=0$. But this equation is the same as (4.50), which determines the bifurcation point $\rho_{0}^{*}$. Thus, as expected, $D\left(\mu, \rho_{0}\right)=0$ has a root
$\rho_{1}\left(\rho_{0}^{*}\right)=0$ or, equivalently, $L_{+}$has a zero eigenvalue at the bifurcation point. Note that the associated null eigenfunction has odd parity in one space dimension and is, more generally, nonsymmetric and changes sign.

To see that $\mu_{1}\left(\rho_{0}\right)$ changes sign at $\rho_{0}=\rho_{0}^{*}$ we differentiate (5.26) with respect to $\rho_{0}$ at $\rho_{0}=\rho_{0}^{*}$ and obtain from (5.27) that

$$
\partial_{\rho_{0}} \mu_{1}=\frac{\partial_{\rho_{0}} M_{11}+\partial_{\rho_{0}} C_{11}}{1-\partial_{\mu} C_{11}}<0
$$

This follows because the denominator is positive, by (5.28), while direct calculation gives for the numerator

$$
\partial_{\rho_{0}} M_{11}\left(\rho_{0}^{*}\right)+\partial_{\rho_{0}} C_{11}\left(\rho_{0}^{*}\right)=2 \rho_{0}^{*}\left(a_{1001}+2 a_{1010}-a_{0000}+\mathcal{O}\left(\rho_{0}^{* 2}\right)\right)<0
$$

see (4.55). Therefore $\mu_{1}$ becomes negative for $\rho_{0}>\rho_{0}^{*}$ at least when $\left|\rho_{0}-\rho_{0}^{*}\right|$ is small enough.

In conclusion, $L_{+}\left[\Omega_{g}\left(\rho_{0}\right)\right]$ has exactly one negative eigenvalue for $0 \leq \rho_{0}<\rho_{0}^{*}$ and two negative eigenvalues for $\rho_{0}>\rho_{0}^{*}$ and $\left|\rho_{0}-\rho_{0}^{*}\right|$ small. Therefore, following the criteria of $[32,33,10,15,9,16]$, the symmetric branch is stable for $0 \leq \rho_{0}<\rho_{0}^{*}$ and becomes unstable past the bifurcation point.

Asymmetric branch: Stability for $\boldsymbol{\mathcal { N }}>\boldsymbol{\mathcal { N }}_{\boldsymbol{c r}}$. Finally, we study the behavior of the eigenvalue problem (5.20) on the asymmetric branch:
(5.32) $0 \leq \rho_{1} \ll 1$,

$$
\begin{aligned}
\rho_{0}=\rho_{0}\left(\rho_{1}\right)= & \rho_{0}^{*}+\frac{\rho_{1}^{2}}{2 \rho_{0}^{*}}\left(\frac{a_{0110}+2 a_{0011}-a_{1111}}{a_{1001}+2 a_{1010}-a_{0000}}+\mathcal{O}\left(\rho_{0}^{* 2}\right)\right)+\mathcal{O}\left(\rho_{1}^{4}\right), \\
\Omega=\Omega_{\text {asym }}\left(\rho_{1}\right)= & \Omega_{g}\left(\rho_{0}^{*}\right) \\
& +\rho_{1}^{2}\left(a_{1111}+\left(2 a_{1010}+a_{1001}\right) \frac{a_{0110}+2 a_{0011}-a_{1111}}{a_{1001}+2 a_{1010}-a_{0000}}+\mathcal{O}\left(\rho_{0}^{* 2}\right)\right) \\
& +\mathcal{O}\left(\rho_{1}^{4}\right), \\
\Psi_{\Omega}= & \rho_{0}\left(\rho_{1}\right) \psi_{0}+\rho_{1} \psi_{1}+\eta\left(\rho_{0}\left(\rho_{1}\right), \rho_{1}, \Omega_{\text {asym }}\left(\rho_{1}\right)\right) .
\end{aligned}
$$

The eigenvalues will be given by the zeros of the real-valued function

$$
\begin{equation*}
D\left(\mu, \rho_{1}\right)=\operatorname{det}\left(\mu I-M\left(\rho_{1}\right)-\mathcal{C}\left(\mu, \rho_{1}\right)\right) \tag{5.34}
\end{equation*}
$$

which is analytic in $\mu$ and $\rho_{1}$ for $\Omega+\mu$ satisfying (4.15) and $\rho_{1}$ small. Note that at $\rho_{1}=0$ we are still on the symmetric branch at the bifurcation point $\rho_{0}=\rho_{0}^{*}$. Hence, the matrix is diagonal and

$$
\begin{equation*}
D(\mu, 0)=P_{0}\left(\mu, \rho_{0}^{*}\right) P_{1}\left(\mu, \rho_{0}^{*}\right) \tag{5.35}
\end{equation*}
$$

where $P_{j}, j=0,1$, are defined in (5.25)-(5.26). In the previous subsection we showed that each $P_{j}\left(\cdot, \rho_{0}^{*}\right)$ has exactly one zero, $\mu_{j}$, on the interval $-\infty<\mu<d_{*}-\Omega_{g}\left(\rho_{0}^{*}\right)>0$. The zeros were simple by our implicit function theorem application in which

$$
\begin{equation*}
\partial_{\mu} P_{j}\left(\mu_{j}, \rho_{0}^{*}\right)=1-\partial_{\mu} C_{j j}>0 \tag{5.36}
\end{equation*}
$$

see (5.28). In addition one can easily deduce that $\lim _{\mu \rightarrow-\infty} P_{j}\left(\mu, \rho_{0}^{*}\right)=-\infty$ by using the definitions $(5.22),(5.12)$ and the fact that $\left\|(H-\Omega-\mu)^{-1}\right\|_{L^{2} \rightarrow H^{2}} \xrightarrow{\mu \rightarrow-\infty} 0$ which implies $\left\|Q\left[\mu, \Psi_{\Omega}\right]\right\|_{H^{2} \rightarrow H^{2}} \xrightarrow{\mu \rightarrow-\infty} 0$.

Consequently, $D(\cdot, 0)$ has exactly two simple zeros $\mu_{0}<0$ and $\mu_{1}=0$ on the inter-$\mathrm{val}-\infty<\mu \leq\left(-d_{*}-\Omega_{g}\left(\rho_{0}^{*}\right)\right) / 2>0$, which are both simple and $\lim _{\mu \rightarrow-\infty} D(\mu, 0)=$ $\infty$. It is well known, and a consequence of continuity arguments and of the implicit function theorem, that the previous statement continues to hold for small perturbations. More precisely, there exists $\varepsilon>0$ such that whenever $\left|\rho_{1}\right|<\varepsilon, D\left(\cdot, \rho_{1}\right)$ has exactly two zeros $\mu_{0}\left(\rho_{1}\right)<0$ and $\mu_{1}\left(\rho_{1}\right)$ on the interval $-\infty<\mu \leq\left(-d_{*}-\Omega_{g}\left(\rho_{0}^{*}\right)\right) / 2>$ 0 , which are both simple and analytic in $\rho_{1}$.

Since we are interested in $n_{-}\left(L_{+}\right)$, the number of negative eigenvalues of $L_{+}$, we still need to determine the sign of $\mu_{1}\left(\rho_{1}\right)$. In what follows we will show that its derivatives satisfy

$$
\begin{equation*}
\partial_{\rho_{1}} \mu_{1}(0)=0, \quad \partial_{\rho_{1}}^{2} \mu_{1}(0)>0 \tag{5.37}
\end{equation*}
$$

We can then conclude that for $0<\rho_{1} \ll 1, \mu_{1}\left(\rho_{1}\right)>0$ and $L_{+}$has exactly one (simple) negative eigenvalue, $\mu_{0}\left(\rho_{1}\right)$. Therefore, the asymmetric branch is stable.

We now prove (5.37). By differentiating

$$
\begin{equation*}
D\left(\mu_{1}\left(\rho_{1}\right), \rho_{1}\right)=0 \tag{5.38}
\end{equation*}
$$

once with respect to $\rho_{1}$ at $\rho_{1}=0$ we get

$$
\partial_{\mu} D(0,0) \partial_{\rho_{1}} \mu_{1}(0)+\partial_{\rho_{1}} D(0,0)=0
$$

Using (5.35) we obtain

$$
\begin{equation*}
\partial_{\mu} D(0,0)=P_{0}\left(0, \rho_{0}^{*}\right) \partial_{\mu} P_{1}\left(\mu_{1}=0, \rho_{0}^{*}\right)>0 \tag{5.39}
\end{equation*}
$$

where we used (5.36) and $P_{0}\left(0, \rho_{0}^{*}\right)=-M_{00}\left(\rho_{0}^{*}\right)>0$. Using (5.34) and (5.23) we obtain

$$
\begin{equation*}
\partial_{\rho_{1}} D(0,0)=\frac{\partial \operatorname{det}(M)}{\partial \rho_{1}}\left(\rho_{1}=0\right)=\operatorname{det} 10+\operatorname{det} 01 \tag{5.40}
\end{equation*}
$$

where $\operatorname{det} i j$ is the determinant evaluated at $\rho_{1}=0$ of the matrix obtained from $M$ by differentiating the first row $i$ times, respectively the second row $j$ times. det $i j$ can be evaluated using (4.34), (4.50), and (5.33).

Note that the second row of det 10 is zero and therefore $\operatorname{det} 10=0$. Furthermore, $\operatorname{det} 01$ is zero because its second column is zero. Therefore, by (5.40) we have $\partial_{\rho_{1}} \mu_{1}(0)=0$.

We now calculate $\partial_{\rho_{1}}^{2} \mu_{1}\left(\rho_{1}=0\right)$. Differentiate (5.38) twice with respect to $\rho_{1}$ at $\rho_{1}=0$ and use $\partial_{\rho_{1}} \mu_{1}(0)=0$ to obtain

$$
\partial_{\mu} D(0,0) \partial_{\rho_{1}}^{2} \mu_{1}(0)+\partial_{\rho_{1}}^{2} D(0,0)=0
$$

which implies, by (5.39),

$$
\operatorname{sign}\left(\partial_{\rho_{1}}^{2} \mu_{1}(0)\right)=-\operatorname{sign}\left(\partial_{\rho_{1}}^{2} D(0,0)\right)
$$

But, as before, (5.34) and (5.23) imply

$$
\partial_{\rho_{1}}^{2} D(0,0)=\frac{\partial^{2} \operatorname{det}(M)}{\partial \rho_{1}^{2}}(0)=\operatorname{det} 20+2 \operatorname{det} 11+\operatorname{det} 02<0
$$

The last inequality is a consequence of the following argument. First, $\operatorname{det} 20=0$, since its second row is zero. A direct calculation using the definition of $M$ and relations (5.32) show

$$
\begin{aligned}
\operatorname{det} 11 & =-4\left(a_{0110}+2 a_{0011}\right)\left(2 a_{1010}+a_{1001}\right) \rho_{0}^{* 2}+\mathcal{O}\left(\rho_{0}^{* 4}\right) \\
\operatorname{det} 02 & =8 a_{0000} a_{1111} \rho_{0}^{* 2}+\mathcal{O}\left(\rho_{0}^{* 4}\right)
\end{aligned}
$$

By hypothesis (4.2) and by (3.7), shown in Remark 4.3, we have

$$
a_{0000}>a_{1001}+2 a_{1010}, \quad a_{1111}>a_{0110}+2 a_{0011}
$$

This implies, for $\rho_{0}^{*}$ sufficiently small, that

$$
2 \operatorname{det} 11+\operatorname{det} 02<0
$$

Therefore, $\partial_{\rho_{1}}^{2} \mu_{1}(0)>0$ and the proof of Theorem 5.1 is now complete.
Remark 5.3. We remark that, in the special case of $g<0$ a constant and $V=V_{L}$ a double-well potential with well-separation parameter $L$, for $L$ large all coefficients $a_{k l m n}=a_{k l m n}(L)$ converge to the same value $g \alpha^{2}<0$. This implies

$$
2 \operatorname{det} 11+\operatorname{det} 02=\left(-64 g^{2} \alpha^{4}+\mathcal{O}\left(e^{-\tau L}\right)\right) \rho_{0}^{* 2}+\mathcal{O}\left(\rho_{0}^{* 4}\right)<0
$$

## 6. Numerical study of symmetry breaking.

6.1. Symmetry-breaking bifurcation for fixed well-separation, $L$. In this section we numerically compute the bifurcation diagram for the lowest energy nonlinear bound state branch for NLS-GP equation (2.1) and compare these results to the predictions of the finite-dimensional approximation equations (3.12), (3.13). Specifically, we numerically compute the bifurcation structure of (2.1) for a double-well potential, $V_{L}(x)$, of the form

$$
\begin{equation*}
V(x)=V_{0}\left[\frac{1}{\sqrt{4 \pi s^{2}}} \exp \left(-\frac{(x-L / 2)^{2}}{4 s^{2}}\right)+\frac{1}{\sqrt{4 \pi s^{2}}} \exp \left(-\frac{(x+L / 2)^{2}}{4 s^{2}}\right)\right] \tag{6.1}
\end{equation*}
$$

The potential for $V_{0}=-1, s=1$, and $L=6$ has two discrete eigenvalues $\Omega_{0}=$ -0.1616 and $\Omega_{1}=-0.12$ and a continuous spectral part for $\Omega>0$. The linear eigenstates can also be obtained and used to numerically compute the coefficients of the finite-dimensional decomposition of (3.12), (3.13) as $a_{0000}=-0.09397, a_{1111}=$ $-0.10375, a_{0011}=a_{1010}=a_{1001}=a_{0110}=-0.08836$ (for $g=-1$ ). Then, using (3.10), we can compute the approximate threshold in $\mathcal{N}$ for bifurcation of an asymmetric branch (and the destabilization of the symmetric one):

$$
\mathcal{N}_{c r} \sim \mathcal{N}_{c r}^{(0)}=0.24331, \quad \Omega_{c r} \sim \Omega_{c r}^{(0)} \equiv \Omega_{0}+a_{0000} \mathcal{N}_{c r}^{(0)}=-0.18447
$$

We expect good agreement because the values of $s$ and $L$ suggest the regime of large $L$, where our rigorous theory holds.

Using numerical fixed-point iterations (in particular Newton's method), we obtain the branches of the nonlinear eigenvalue problem (2.7). To study the stability of a solution, $u_{0}$, of (2.7), consider the evolution of a small perturbation of it:

$$
\begin{equation*}
u=e^{-i \Omega t}\left[u_{0}(x)+\left(p(x) e^{\lambda t}+q(x) e^{\bar{\lambda} t}\right)\right] \tag{6.2}
\end{equation*}
$$



Fig. 3. The figure shows the typical numerical bifurcation results for the cubic case and their comparison with the finite-dimensional analysis of section 3. Panel (a) shows the bifurcation diagram in the top subplot and the relevant real eigenvalues in the bottom subplot. In the top, the solid (blue) line represents the symmetric branch, the dashed-dotted (green) line represents the antisymmetric branch, while the dashed (red) line represents the bifurcating asymmetric branch. The thin lines indicate the numerical findings, while the thick ones show the corresponding finite-dimensional, weakly nonlinear predictions. The solid vertical (black) line indicates the critical point (of $\Omega \approx-0.1835$ ) obtained numerically. The dashed vertical (black) line is a guide to the eye for the case with $\Omega=-0.25$, whose detailed results are shown in panel (b). The bottom subplot of panel (a) shows the real eigenvalue (as a function of $\Omega$ ) of the symmetric branch that becomes unstable for $\Omega<-0.1835$. Panel (b) shows, using the same symbolism as panel (a), the symmetric (left), antisymmetric (middle), and asymmetric (right) branches and their linearization eigenvalues (bottom subplots) for $\Omega=-0.25$. The potential is shown by a dotted black line.

Keeping only linear terms in $p, q$, we obtain a linear evolution equation, whose normal modes satisfy a linear eigenvalue problem with spectral parameter, which we denote by $\lambda$ and eigenvector $(p(x), \bar{q}(x))^{T}$.

Our computations for the simplest case of the cubic nonlinearity with $K[\psi \bar{\psi}]=\psi \bar{\psi}$ are shown in Figure 3 (for $g(x)=-1$ ). In particular, the top subplot of panel (a) shows
the full numerical results by thin lines (solid for the symmetric solution, dashed for the bifurcating asymmetric, and dashed-dotted for the antisymmetric one) and compares them with the predictions based on the finite-dimensional truncation of (3.12)-(3.13) shown by the corresponding thick lines. The approximate threshold values $\mathcal{N}_{c r}$ and $\Omega_{c r}$ are found numerically to be $\Omega_{c r}^{(0)} \approx-0.1835$ and $\mathcal{N}_{c r}^{(0)} \approx 0.229$. This suggests a relative error in its evaluation by the finite-dimensional reduction of less than $1 \%$. This critical point is indicated by a solid vertical line in panel (a). For $\Omega>\Omega_{c r}^{(0)}$, there exist two branches in the problem, namely the one that bifurcates from the symmetric linear state (this branch exists for $\Omega<\Omega_{0}$ ) and the one that bifurcates from the antisymmetric linear state (and, hence, exists for $\Omega<\Omega_{1}$ ). For $\Omega<\Omega_{c r}^{(0)}$, the symmetric branch becomes unstable due to a real eigenvalue (see bottom subplot of panel (a)), signalling the emergence of a new branch, namely the asymmetric one. All three branches are shown for $\Omega=-0.25$ (indicated by dashed vertical line in panel (a)) in panel (b) and their corresponding linearization spectrum $\left(\lambda_{r}, \lambda_{i}\right)$ is shown for the eigenvalues $\lambda=\lambda_{r}+i \lambda_{i}$.
6.2. Symmetry-breaking threshold $\boldsymbol{\mathcal { N }}_{\boldsymbol{c r}}(\boldsymbol{L})$ as $\boldsymbol{L}$ varies. We now investigate the limits of validity of $\mathcal{N}_{c r}^{(0)}(L)$ as an approximation to $\mathcal{N}_{c r}(L)$ by varying the distance $L$ between the potential wells (6.1). For $L$ large, $\mathcal{N}_{c r}^{(0)}$, given by (3.10), is close to the actual $\mathcal{N}_{c r}(L)$, the exact threshold. In this case the eigenvalues of $-\partial_{x}^{2}+V_{L}(x)$, $\Omega_{0}(L)$, and $\Omega_{1}(L)$ are close to each other; see Example 2.1. Therefore, the bifurcation occurs for small $\mathcal{N}$ and one is in the regime of validity of Theorem 4.1. In Figure 4 we display a comparison between the estimate for $\mathcal{N}_{c r}$ based on the finite-dimensional truncation, $\mathcal{N}_{c r}^{(0)}$, and the actual $\mathcal{N}_{c r}$. For large $L$ the two values are close to each other. As $L$ is decreased the wells approach one another and eventually, at $L=0$, merge to form a single-well potential. As $L$ is decreased, the eigenvalues of the linear bound states $\Omega_{0}(L)$ and $\Omega_{1}(L)$ move farther apart. For some value of $L, L_{d}$, the eigenvalue of the excited state, $\Omega_{1}(L)$, merges at $\Omega=0$ into the continuous spectrum (and becomes a complex scattering resonance). For $L<L_{d}$ the estimate $\mathcal{N}_{c r}^{(0)}$ is not correct. In fact, $\mathcal{N}_{c r}^{(0)}(L) \rightarrow \infty$, while the actual value of $\mathcal{N}_{c r}(L)$ appears to remain finite. In Figure $4(\mathrm{a})$ we observe that for $L<2, \mathcal{N}^{(0)}$ and $\mathcal{N}_{c r}$ diverge from one another and eventually the approximation $\mathcal{N}_{c r}^{(0)}(L)$ tends to infinity, while the actual $\mathcal{N}_{c r}(L)$ remains finite. In Figure $4(\mathrm{~b})$ we show a bifurcation diagram for small $L$, in which a second discrete (excited state) eigenvalue of $-\partial_{x}^{2}+V_{L}, \Omega_{1}$, does not exist. Yet there exists a symmetry-breaking threshold, $\mathcal{N}_{c r}$, along the symmetric branch.

There are interesting observations to make with regard to antisymmetric solutions. Although there is no linear antisymmetric state, from which to bifurcate in the linear (zero amplitude) limit, we do observe a bifurcation of antisymmetric solutions. The black square in Figure 4(b) marks a strictly positive threshold value of the squared $L^{2}$ norm, $\mathcal{N}_{c r}^{\text {excited }}>0$, at which an antisymmetric nonlinear bound state emerges from zero frequency. The linearization, $L_{+}$, about this excited state branch has two negative eigenvalues: with corresponding symmetric and antisymmetric eigenstates. The bifurcation along this antisymmetric branch at a larger value of $\mathcal{N}$ to an "asymmetric" state (see Figure $4(\mathrm{~b})$ ) is the result of a third eigenvalue of $L_{+}$(with corresponding even parity eigenfunction) emerging from the continuous spectrum, as $\mathcal{N}$ is increased, and hitting zero at some critical value $\mathcal{N}_{c r}^{\text {excited,asym }}>\mathcal{N}_{c r}^{\text {excited }}$.

Finally, note that we expect, at least in the regime of weak nonlinearity, that branches of nonlinear bound states originating from nonground state eigenvalues to be unstable. There can be various mechanisms: linear $[10,15,9,16]$ as well as nonlinear.


Fig. 4. The figure demonstrates the validity of $\mathcal{N}_{c r}^{(0)}(L)$ as an approximation to $\mathcal{N}_{c r}(L)$. Panel (a) compares the linear finite-dimensional estimation for the bifurcation point $\mathcal{N}_{c r}^{(0)}(L)$ and the actual numerical bifurcation point $\mathcal{N}_{c r}$. The computations are for the double-well potential (6.1), $V_{0}=-1$, and $s=1 / 4$ and cubic nonlinearity. The curve $\mathcal{N}_{c r}(L)$ is marked by a solid (black) line and the curve $\mathcal{N}_{c r}^{(0)}(L)$ is marked by a dotted (blue) line. Panel (b) shows a numerical bifurcation diagram for the double-well potential (6.1), $V_{0}=-1, s=1 / 4$, and $L=1.3$. The bifurcation point $\mathcal{N}_{c r}$ is marked by a (red) circle. For $\mathcal{N}<\mathcal{N}_{c r}$ the ground state, marked by a thick (blue) solid line, is stable. For $\mathcal{N}>\mathcal{N}_{c r}$ the ground state is unstable and marked by a thick (blue) dashed line. The stable asymmetric state which appears for $\mathcal{N}>\mathcal{N}_{c r}$ is marked by a thin (red) solid line. The antisymmetric state $\Omega_{1}^{\mathcal{N}}$ is marked by a thin (light green) dashed line. The point $\mathcal{N}$ for which the antisymmetric state appears in the discrete spectrum is marked by a (black) square. Notice that in this bifurcation diagram there is also a bifurcation from the antisymmetric branch. The state which bifurcates from the antisymmetric state is marked by a (dark green) thin dotted line. See the text for remarks on the instability of these latter branches.

Concerning the latter, if $2 \Omega_{1}-\Omega_{0}>0$, then it is known that the excited state is unstable due to resonant coupling to the radiation modes; see, for example, [29, 30]. Linearly this is manifested by an exponential instability, computed via perturbation theory of an embedded eigenvalue of the linearization about the excited state at the bifurcation point (zero amplitude) [5]. If $2 \Omega_{1}-\Omega_{0}<0$, which is the case in the example of Figure 1, the excited state is linearly stable for small amplitude, but it is nonlinearly unstable due to higher nonlinear order coupling to radiation modes [35].


Fig. 5. Same as panel (a) of Figure 3 but for the quintic nonlinearity. This serves to illustrate the analogies between the bifurcation pictures but also their differences (shifted critical point and also partial instability of the antisymmetric branch).
6.3. More general nonlinearities. To simplify the analysis in this paper, we assumed a cubic nonlinearity in NLS-GP; see (H3). Our approach is quite general and more general nonlinearities can be treated. That is, a more general finite-dimensional Galerkin approximation can be derived and its normal form/symmetry/bifurcation theory can be developed.

In this subsection we present numerical computations for general power law nonlinearities such as $K[\psi \bar{\psi}]=(\psi \bar{\psi})^{p}$ and discuss phenomena analogous to the cubic case, $p=1$.

Our numerical results for the case of $p=2, K[\psi \bar{\psi}] \psi=|\psi|^{4} \psi$, are presented in Figure 5. The curves are analogous to those of panel (a) of Figure 3. The bifurcation diagram for this higher order nonlinearity is similar to that of the cubic case. However, the critical point for the emergence of the asymmetric branch is now shifted to $\Omega_{c r} \approx-0.1725$, closer to the linear limit. We have also examined the case of $p=3, K[\psi \bar{\psi}] \psi=|\psi|^{6} \psi$, finding that the relevant critical point is further shifted toward the linear limit, $\Omega_{c r}=-0.168$. Using our methods one could identify, in the double-well case with large separation, $\Omega_{c r}(p ; L)$ such that for all $\Omega<\Omega_{c r}(p ; L)$, the symmetric branch is unstable. We also note in passing that bifurcation diagrams for higher values of $p$ may also bear additional (to the shift in $\Omega_{c r}$ ) differences from the cubic case; one such example in Figure 5 is given by the presence of a linear instability (due to a complex eigenvalue quartet emerging for $\Omega<-0.224$ ) for the antisymmetric branch. The latter was found to be linearly stable in the cubic case of Figure 3.
6.4. Nonlocal nonlinearities. Finally, we consider the case of nonlocal nonlinearities depending on a parameter $\epsilon$, the range of the nonlocal interaction. In particular, consider the case of a nonlocal nonlinearity of the form

$$
\begin{equation*}
K[\psi \bar{\psi}]=\int_{-\infty}^{\infty} \mathcal{K}(x-y) \psi(y) \bar{\psi}(y) d y \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}(x-y)=\frac{1}{2 \pi \epsilon^{2}} e^{-\frac{(x-y)^{2}}{2 \epsilon^{2}}} \tag{6.4}
\end{equation*}
$$

Here, $\epsilon>0$ is a parameter controlling the range of the nonlocal interaction. As $\epsilon$ tends to $0, \mathcal{K}(x-y) \rightarrow \delta(x-y)$ and we recover the "local" cubic limit. The form of the finite-dimensional reduction, of (3.12), (3.13), does not change; the only modification is that the coefficients $a_{k l m n}$ are now functions of the range of the interaction $\epsilon$. The dependence of the coefficients $a_{k l m n}$ on $\epsilon$ is displayed in panel (a) of Figure 6. The solid (blue) line shows $\left|a_{0000}\right|$, the dashed (green) one corresponds to $\left|a_{1111}\right|$, the dasheddotted (red) one corresponds to $\left|a_{1001}\right|=\left|a_{0110}\right|$ ( $g$ is constant, $K$ even), while the thick solid (black) one corresponds to $\left|a_{0101}\right|=\left|a_{0011}\right|=\left|a_{1010}\right|$. Notice in the inset how the coefficients asymptote smoothly to their "local" limit. Additionally, note the expected asymptotic relation $a_{1001}=a_{0011}$. Also note the significant (decaying) dependence of the relevant coefficients on the range of the interaction. The nature of this dependence indicates that while the character of the bifurcation may be the same as in the case of local nonlinearities, its details (such as the location of the critical points) depend sensitively on the range of the nonlocal interaction. This is illustrated in panel (b) for the specific case of $\epsilon=5$. In this panel (which is analogous to panel (a) of Figure 3, but for the nonlocal case) the critical point for emergence of the asymmetric branch/instability of the symmetric branch is shifted to $\Omega_{c r}=-0.2466$ (and the corresponding $\mathcal{N}_{c r}=1.4353$ ) in comparison to the numerically obtained value of $\Omega_{c r} \approx-0.256$; the relative error in the identification of the critical point (by the finite-dimensional reduction) is in this case of the order of $3.7 \%$. This can be attributed to the more nonlinear character (i.e., occurring for higher value of $\mathcal{N}_{c r}$ ) nature of the bifurcation. However, as the finite-dimensional approximation still yields a reliable estimate for the location of the critical point, in panel (c) we use it to obtain an approximation to the location of the critical point $\left(\Omega_{c r}, \mathcal{N}_{c r}\right)$ as a function of the nonlocality parameter $\epsilon$.
7. Concluding remarks. We have obtained rigorous results on the spontaneous symmetry-breaking bifurcation for a large class of NLS-GP equations and studied in detail the case of double-well potentials. Our analysis of the symmetry-breaking bifurcation and the exchange of stability is based on an expansion which, to leading order in amplitude, is a superposition of a symmetric-antisymmetric pair of eigenstates of the linear Hamiltonian, $H$, whose energies are separated (gap condition (4.13)) from all other spectra of $H$. This gap condition holds for double wells with sufficiently large $L$, but breaks down as $L$ decreases. Nevertheless, numerical studies show the existence of a finite threshold for symmetry breaking; see the discussion above on the variation of $\mathcal{N}_{c r}(L)$ with $L$. A theory encompassing this phenomenon is of interest and is currently under investigation.

Finally, we remark that our analysis can be naturally extended to treat cases of general multi-wells, identical or not, since the methods involve a strategy for analysis of the weakly nonlinear regime, given spectral assumptions on the linear limit. An example is the case of a symmetric triple well, studied in [18], where the finitedimensional Galerkin analysis has been implemented, revealing a rich bifurcation picture, but with no symmetry-breaking bifurcation in the symmetric branch. In such multi-well cases, naturally the dimension of the Galerkin approximation needs to be increased accordingly (e.g., 3-dimensional for 3 -wells, 4 -dimensional for 4 -wells, etc.) introducing greater complexity into the global bifurcation structure. Formally, the derivation may be systematically extended to the case of infinitely many wells, constituting the so-called tight-binding approximation [2], although a rigorous derivation of such lattice equations may pose a considerable challenge.


Fig. 6. This figure shows the nonlocal analogue of Figure 3. Panel (a) shows the dependence of the (absolute value of the) coefficients of the finite-dimensional approximation on the nonlocality parameter $\epsilon\left(\epsilon=0\right.$ denotes the "local" nonlinearity limit). The solid (blue) line denotes $a_{0000}$, the dashed (green) denotes $a_{1111}$, the dashed-dotted (red) denotes $a_{0110}$, while the thick solid (black) one denotes $a_{0101}$. Panel (b) is analogous to panel (a) of Figure 3, but now shown for the nonlocal case, with the nonlocality parameter $\epsilon=5$. Finally, panel (c) shows the dependence of the critical point of the finite-dimensional bifurcation $\left(N_{\star}, \Omega_{\star}\right)$ on the nonlocality parameter $\epsilon$.
8. Appendix. Double wells. In this discussion, we are going to follow the analysis of [12]. Consider a (single-well) real-valued potential $v_{0}(x)$ on $\mathbb{R}^{n}$ such that $v_{0}(x) \in L^{r}+L_{\varepsilon}^{\infty}$ for all $1 \leq r \leq q$ where $q \geq \max (n / 2,2)$ for $n \neq 4, q>2$ for $n=4$. Then, multiplication by $v_{0}$ defines a compact operator from $H^{2}$ to $L^{2}$ and

$$
H_{0}=-\Delta+v_{0}(x)
$$

is a self-adjoint operator on $L^{2}$ with domain $H^{2}$.
Consider now the double-well potential

$$
V_{L}=T_{L} v_{0} T_{-L}+R T_{L} v_{0} T_{-L} R
$$

where $T_{L}$ and $R$ are the unitary operators

$$
\begin{aligned}
T_{L} g\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =g\left(x_{1}+L, x_{2}, \ldots, x_{n}\right) \\
R g\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =g\left(-x_{1}, x_{2}, \ldots, x_{n}\right)
\end{aligned}
$$

and the self-adjoint operator

$$
H_{L}=-\Delta+V_{L}(x)
$$

Proposition 8.1. Assume that $\omega<0$ is a nondegenerate eigenvalue of $H_{0}$ separated from the rest of the spectrum of $H_{0}$ by a distance greater than $2 d_{*}$. Denote by $\psi_{\omega}$ its corresponding eigenvector, $\left\|\psi_{\omega}\right\|_{L^{2}}=1$. Then there exists $L_{0}>0$ such that for $L \geq L_{0}$ the following are true.
(i) $H_{L}$ has exactly two eigenvalues $\Omega_{0}(L)$ and $\Omega_{1}(L)$ nearer to $\omega$ than $2 d_{*}$. Moreover, $\lim _{L \rightarrow \infty} \Omega_{j}(L)=\omega, j=0,1$.
(ii) One can choose the normalized eigenvectors $\psi_{j}(L),\left\|\psi_{j}(L)\right\|_{L^{2}}=1$, corresponding to the eigenvalues $\Omega_{j}(L), j=0,1$, such that they satisfy

$$
\lim _{L \rightarrow \infty}\left\|\psi_{j}(L)-\left(T_{L} \psi_{\omega}+(-1)^{j} R T_{L} \psi_{\omega}\right) / \sqrt{2}\right\|_{H^{2}}=0, j=0,1
$$

(iii) If $P_{j}^{L}$ are the orthogonal projections in $L^{2}$ onto $\psi_{j}(L), j=0,1$, and $\tilde{P}_{L}=$ $I d-P_{0}^{L}-P_{1}^{L}$, then there exists $d>0$ independent of $L$ such that

$$
\left\|\left(H_{L}-\Omega\right)^{-1} \tilde{P}_{L}\right\|_{L^{2} \mapsto H^{2}} \geq d \quad \text { for all } L \geq L_{0} \text { and } \mid \Omega-\omega \| \leq d_{*}
$$

Proof. For (i) we refer the reader to [12]. The $L^{2}$ convergence in (ii) has also been proved there. The $H^{2}$ convergence follows from the following compactness argument. Let

$$
\psi_{j}^{L}=n_{L} \psi_{j}(L), \quad j=0,1
$$

where $n_{L}$ is such that $\left\|\psi_{j}^{L}\right\|_{H^{2}}=1, j=0,1$. From the eigenvector equations: $\left(H_{L}-\right.$ $\Omega(L)) \psi^{L}=0$, where we dropped the index $j=0,1$ and the convergence $\Omega(L) \rightarrow \omega$, see part (i), we get

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\left\|\left(-\Delta-\omega+V_{L}\right) \psi^{L}\right\|_{L^{2}}=0 \tag{8.1}
\end{equation*}
$$

Denote

$$
\begin{equation*}
g_{L}=(-\Delta-\omega) \psi^{L} \in L^{2} \tag{8.2}
\end{equation*}
$$

Since $-\Delta-\omega: H^{2} \mapsto L^{2}$ is bounded, there exists a constant $C>0$ independent of $L$ such that

$$
\left\|g_{L}\right\|_{L^{2}} \leq C
$$

Since $\omega<0,-\Delta-\omega: H^{2} \mapsto L^{2}$ has a continuous inverse, then (8.1) is equivalent to

$$
g_{L}+V_{L}(-\Delta-\omega)^{-1} g_{L} \rightarrow 0 \text { in } L^{2}
$$

By expanding $V_{L}$ we get

$$
\begin{equation*}
g_{L}+T_{L} v_{0}(-\Delta-\omega)^{-1} T_{-L} g_{L}+R T_{L} v_{0}(-\Delta-\omega)^{-1} T_{-L} R g_{L} \rightarrow 0 \tag{8.3}
\end{equation*}
$$

But $v_{0}(-\Delta-\omega)^{-1}: L^{2} \mapsto L^{2}$ is compact while the translation and reflection operators are unitary. These and the uniform boundedness of $g_{L}$ lead to the existence of $\psi \in L^{2}$ and $\tilde{\psi} \in L^{2}$ and a subsequence of $g_{L}$, which we will redenote by $g_{L}$, such that
$\lim _{L \rightarrow \infty}\left\|v_{0}(-\Delta-\omega)^{-1} T_{-L} g_{L}-\psi\right\|_{L^{2}}=0$ and $\lim _{L \rightarrow \infty}\left\|v_{0}(-\Delta-\omega)^{-1} T_{-L} R g_{L}-\tilde{\psi}\right\|_{L^{2}}=0$.
By plugging in (8.3) and multiplying to the left by $T_{-L}$ we get

$$
\lim _{L \rightarrow \infty}\left\|T_{-L} g_{L}+\psi+R T_{2 L} \tilde{\psi}\right\|_{L^{2}}=0
$$

But $R T_{2 L} \tilde{\psi}$ converges weakly to zero, hence $T_{-L} g_{L}$ converges weakly to $-\psi$. By plugging now in (8.4) and using compactness we get

$$
\psi+v_{0}(-\Delta-\omega)^{-1} \psi=0
$$

The latter shows that $(-\Delta-\omega)^{-1} \psi$ is an eigenvector of $-\Delta+v_{0}$ corresponding to the eigenvalue $\omega$. By nondegeneracy of $\omega$ we get

$$
\begin{equation*}
\psi=-n(-\Delta-\omega) \psi_{\omega} \tag{8.5}
\end{equation*}
$$

where $n$ is a constant. A similar argument shows that

$$
\begin{equation*}
\tilde{\psi}=-\tilde{n}(-\Delta-\omega) \psi_{\omega} \tag{8.6}
\end{equation*}
$$

where $\tilde{n}$ is a constant.
Combining (8.1)-(8.6) we get

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\left\|(-\Delta-\omega)\left(\psi^{L}-n T_{L} \psi_{\omega}-\tilde{n} R T_{L} \psi_{\omega}\right)\right\|_{L^{2}}=0 \tag{8.7}
\end{equation*}
$$

which by the continuity of $(-\Delta-\omega)^{-1}: L^{2} \mapsto H^{2}$ implies

$$
\lim _{L \rightarrow \infty}\left\|\psi^{L}-n T_{L} \psi_{\omega}-\tilde{n} R T_{L} \psi_{\omega}\right\|_{H^{2}}=0
$$

Using now that $\left\|\psi^{L}\right\|_{H^{2}}=1$ and that the rescaled $\psi_{j}^{L}$, such that it has norm 1 in $L^{2}$, converges to $\left(T_{L} \psi_{\omega}+(-1)^{j} R T_{L} \psi_{\omega}\right) / \sqrt{2}$, we get the conclusion of part (ii) for a subsequence first, then, by uniqueness of the limit, for all $L \rightarrow \infty$.

For part (iii), it suffices to show that there are no sequences $\left(\Omega_{L}, \psi^{L}\right) \in[\omega-$ $\left.d_{*}, \omega+d_{*}\right] \times H^{2}$ with $\left\|\psi^{L}\right\|_{H^{2}}=1$ and $\psi_{L} \perp \psi_{j}(L), j=0,1$, in $L^{2}$ such that

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\left\|\left(H_{L}-\Omega_{L}\right) \psi^{L}\right\|_{L^{2}}=0 \tag{8.8}
\end{equation*}
$$

The spectral estimate

$$
\left\|\left(H_{L}-\Omega_{L}\right) \psi^{L}\right\|_{L^{2}} \geq \operatorname{dist}\left(\Omega_{L}, \sigma\left(H_{L}\right) \backslash\left\{\Omega_{0}(L), \Omega_{1}(L)\right\}\right)\left\|\psi^{L}\right\|_{L^{2}} \geq d_{*}\left\|\psi^{L}\right\|_{L^{2}}
$$

combined with (8.8), implies

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\left\|\psi^{L}\right\|_{L^{2}}=0 \tag{8.9}
\end{equation*}
$$

In principle, we can now employ the compactness argument in part (ii) to get

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\left\|\psi^{L}\right\|_{H^{2}}=0 \tag{8.10}
\end{equation*}
$$

which will contradict $\left\|\psi^{L}\right\|_{H^{2}}=1$. More precisely, (8.8), (8.9) imply

$$
\lim _{L \rightarrow \infty}\left\|\left(-\Delta-\omega-d_{*}+V_{L}\right) \psi^{L}\right\|_{L^{2}}=0
$$

which, by repeating the argument after (8.1) with $\omega$ replaced by $\omega+d_{*}$, gives

$$
\lim _{L \rightarrow \infty}\left\|\psi^{L}+T_{L} \psi_{\omega+d_{*}}+R T_{L} \tilde{\psi}_{\omega+d_{*}}\right\|_{H^{2}}=0
$$

where $\psi_{\omega+d_{*}}$ and $\tilde{\psi}_{\omega+d_{*}}$ are eigenvectors of $-\Delta+v_{0}$ corresponding to eigenvalue $\omega+d_{*}$. But the latter is not actually an eigenvalue, hence $\psi_{\omega+d_{*}}=0$ and $\tilde{\psi}_{\omega+d_{*}}=0$. These show (8.10) and finishes the proof of part (iii).

The proposition is now completely proven.
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#### Abstract

This paper deals with $2 \times 2$ conservation laws at a junction. For the Cauchy problem, existence, uniqueness, and Lipschitz continuous dependence of the solution from the initial data as well as from the conditions at the junction are proved. The present construction comprehends the case of the $p$-system used to describe gas flow in networks and hereby unifies different approaches present in the literature. Furthermore, different models for water networks are considered.
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1. Introduction. This paper studies the initial value problem consisting of

$$
\begin{equation*}
\partial_{t} u_{l}+\partial_{x_{l}} f\left(u_{l}\right)=0, \quad \text { with } l=1, \ldots, n, t \in[0,+\infty[, x \in[0,+\infty[ \tag{1.1}
\end{equation*}
$$

along $n$ pipes together with

$$
\begin{equation*}
\Psi\left(u_{1}(t, 0+), u_{2}(t, 0+), \ldots, u_{n}(t, 0+)\right)=0 \tag{1.2}
\end{equation*}
$$

at a junction. In other words, we deal with $n$ initial boundary value problems for systems of $2 \times 2$ conservation laws, coupled through nonlinear boundary conditions. In this general setting, extending the results in [10], we derive conditions under which the Cauchy problem for (1.1) has a unique solution. Furthermore, the Lipschitz continuous dependence of the solution on initial data and coupling conditions is proved.

We model a junction connecting $n$ rectilinear pipes by $n$ pairwise distinct vectors $\nu_{1}, \ldots, \nu_{n}$ parallel to the pipes and such that $\left\|\nu_{l}\right\|$ equals the cross section of the $l$ th pipe. Furthermore, we assign a space coordinate $x_{l}>0$ to each pipe. The transport of a specific quantity in the $l$ th pipe is given by (1.1), where $u_{l}$ is the vector of variables along the $l$ th duct and $f$ is a general nonlinear flux function. Condition (1.2) describes the interaction of the transported quantities at the intersection of the pipes; see $[2,3,9,10,11,19]$. The standard situation of the Cauchy problem on a line is recovered in the case $n=2, \nu_{1}+\nu_{2}=0$, and $\Psi\left(u_{1}, u_{2}\right)=f\left(u_{1}\right)-f\left(u_{2}\right)$; see section 4.1. To simplify the notation, below we denote by $x$ all the coordinates $x_{l}$ along the various pipes.

Applications of the theoretical results are in the field of fluid flow in networks and in particular in high-pressure gas pipelines in open canals. In recent years, there has been intense research in flow problems on networks; see, e.g., the book on gas networks [23] and the publications of the Pipeline Simulation Interest Group [26]. Most of the proposed models $[12,14,21,23,24,25,27,22,18]$ consider each pipe as a

[^31]one-dimensional domain and use balance laws to describe the dynamics. The validity of one-dimensional models is the subject of intense discussions; we refer the reader to [26] for more details.

In this context, the most challenging and interesting point is the coupling condition at pipe-to-pipe intersections. In an engineering context, this coupling is typically modeled through tables prescribing suitable relations depending on, e.g., the geometry of the pipe, the material, and flow conditions [12, 21]. Among the first mathematical treatments of this situation are $[2,3,9,10,19]$. The current presentation considers the subsonic case as in $[2,3,9,10,11,19]$ and typical physical conditions [14]. Extending the presentations in $[4,16,20]$, we consider solutions possibly containing shocks.

Our purpose is to present a general framework for coupling conditions and prove well posedness. Indeed, we unify and extend the approaches $[2,3,9,10,16,19]$. First, the present framework includes the currently used one-dimensional isothermal model for gas flow as well as the shallow-water equations for flows in open channels. In particular, we extend the results in [10] covering not only the isentropic Euler equations but a general $2 \times 2$ system. More importantly, the present result allows us to consider any coupling conditions specified through any (possibly nonlinear) function $\Psi$, the sole constraint being condition (2.2) below. Hence, the present results also extend previous works on open channel flow with gate control or pumps (see [16]), as well as the model for a kink in a pipe introduced in [19]. Finally, within this general setting, we also prove the Lipschitz continuous dependence of the solutions from the condition $\Psi$ at the junction; see (3.2) in Theorem 3.2. As a consequence, in all the cases mentioned above, it is possible to prove the existence of an optimal control.

Numerically, we show that different one-dimensional coupling conditions lead to qualitatively different solutions. The comparison is in the context of the present theory, i.e., for one-dimensional models. Two-dimensional situations are considered, for instance, in $[17,18]$. For a comparison with results of the engineering community we refer the reader to the pressure loss tables [12, 21].

The paper is organized as follows. Section 2 is devoted to the Riemann problem and extends [9]. In section 3, the well posedness of the Cauchy problem is stated. Applications of this result to gas flow in pipes as well as flow in open canals are collected in section 4 . Section 5 contains the detailed constructions and proofs.
2. The Riemann problem at a junction. Throughout, we refer the reader to [6] for the general theory of hyperbolic systems of conservation laws. Let $\Omega \subseteq \mathbb{R}^{2}$ be a nonempty open set. Fix a flow $f \in \mathbf{C}^{4}\left(\Omega ; \mathbb{R}^{2}\right)$ satisfying the following assumption:
(F) There exists a $\bar{u} \in \Omega$ such that $D f(\bar{u})$ admits a strictly negative eigenvalue $\lambda_{1}(\bar{u})$ and a strictly positive one $\lambda_{2}(\bar{u})$, the corresponding eigenvectors are linearly independent, and each characteristic field is either genuinely nonlinear or linearly degenerate.
Under this condition, (1.1) generates a standard Riemann semigroup; see [6, Chapter 8]. By Riemann problem at the junction we mean the problem

$$
\left\{\begin{array}{lrl}
\partial_{t} u_{l}+\partial_{x} f\left(u_{l}\right)=0, & t \in \mathbb{R}^{+}, & l  \tag{2.1}\\
u_{l}(0, x)=\bar{u}_{l}, & x \in \mathbb{R}^{+}, & u_{l}
\end{array} \in \Omega, \ldots, n\right\},
$$

where $\bar{u}_{1}, \ldots, \bar{u}_{n}$ are constant states in $\Omega$. For $l=1, \ldots, n, u_{l}$ has two components; i.e., $u_{l}=\left(u_{l, 1}, u_{l, 2}\right)$ denotes the densities of the conserved quantities in the $l$ th tube. Here and in what follows, $\mathbb{R}^{+}=[0,+\infty[$.

Definition 2.1. Fix a map $\Psi \in \mathbf{C}^{\mathbf{1}}\left(\Omega^{n} ; \mathbb{R}^{n}\right)$. $A \Psi$-solution to the Riemann problem (2.1) is a function $u: \mathbb{R}^{+} \times \mathbb{R}^{+} \mapsto \Omega^{n}$ such that the following hold:
( $\mathbf{L}$ ) For $l=1, \ldots, n$, the function $(t, x) \mapsto u_{l}(t, x)$ is self-similar and coincides with the restriction to $x \in \mathbb{R}^{+}$of the Lax solution to the standard Riemann problem

$$
\left\{\begin{array}{l}
\partial_{t} u_{l}+\partial_{x} f\left(u_{l}\right)=0, \\
u_{l}(0, x)= \begin{cases}\bar{u}_{l} & \text { if } x>0 \\
u_{l}(1,0+) & \text { if } x<0\end{cases}
\end{array}\right.
$$

( $\Psi$ ) The trace $u(t, 0+)$ of $u$ at the junction satisfies (1.2) for a.e. $t>0$.
Given an entropy-entropy flux pair $(E, F)$, the $\Psi$-solution is entropic at the junction if the following holds:
(E) At the junction, entropy may not decrease; i.e., for a.e. $t>0$

$$
\sum_{l=1}^{n}\left\|\nu_{l}\right\| F\left(u_{l}(t, 0+)\right) \leq 0
$$

For later use, with a slight abuse of notation, we denote

$$
\begin{aligned}
\|u\| & =\sum_{l=1}^{n}\left\|u_{l}\right\| & & \text { for } u \in \Omega^{n} \\
\|u\|_{\mathbf{L}^{1}} & =\int_{\mathbb{R}^{+}}\|u(x)\| d x & & \text { for } u \in \mathbf{L}^{\mathbf{1}}\left(\mathbb{R}^{+} ; \Omega^{n}\right), \\
\operatorname{TV}(u) & =\sum_{l=1}^{n} \operatorname{TV}\left(u_{l}\right) & & \text { for } u \in \mathbf{B V}\left(\mathbb{R}^{+} ; \Omega^{n}\right) .
\end{aligned}
$$

The following proposition yields the well posedness of the Riemann problem and the continuous dependence of the solution to the Riemann problem from the initial state and from the function $\Psi$. These results are used in section 3 to prove well posedness of the Cauchy problem by the wave tracking algorithm. The proofs are deferred to section 5 .

Proposition 2.2. Let $n \in \mathbb{N}$ with $n \geq 2$. Fix the pairwise distinct vectors $\nu_{1}, \ldots, \nu_{n}$ in $\mathbb{R}^{3} \backslash\{0\}$ and an n-tuple of constant states $\hat{u} \in \Omega^{n}$ giving a stationary solution to the Riemann problem (2.1) in the sense of Definition 2.1. Assume that for $l=1, \ldots, n,(\mathbf{F})$ holds in $\hat{u}_{l}$. If $\Psi \in \mathbf{C}^{\mathbf{1}}\left(\Omega^{n} ; \mathbb{R}^{n}\right)$ satisfies

$$
\operatorname{det}\left[\begin{array}{llll}
D_{1} \Psi(\hat{u}) r_{2}\left(\hat{u}_{1}\right) & D_{2} \Psi(\hat{u}) r_{2}\left(\hat{u}_{2}\right) & \ldots & D_{n} \Psi(\hat{u}) r_{2}\left(\hat{u}_{n}\right) \tag{2.2}
\end{array}\right] \neq 0
$$

where $D_{l} \Psi=D_{u_{l}} \Psi$, then there exist positive $\delta, K$ such that the following hold:

1. For all $\bar{u} \in \Omega^{n}$ satisfying $\|\bar{u}-\hat{u}\|<\delta$, the Riemann problem (2.1) admits a unique self-similar solution $(t, x) \mapsto\left(\mathcal{R}^{\Psi}(\bar{u})\right)(t, x)$ in the sense of Definition 2.1.
2. If (1.1) admits an entropy-entropy flux pair $(E, F)$, requiring that

$$
\begin{equation*}
\sum_{l=1}^{n}\left\|\nu_{l}\right\| F\left(\hat{u}_{l}\right)<0 \tag{2.3}
\end{equation*}
$$

ensures that the solution $(t, x) \mapsto\left(\mathcal{R}^{\Psi}(\bar{u})\right)(t, x)$ is also entropic.
3. If $\bar{u}, \bar{w} \in \Omega^{n}$ both satisfy $\|\bar{u}-\hat{u}\|<\delta$ and $\|\bar{w}-\hat{u}\|<\delta$, then the traces at the junction of the corresponding solutions to (2.1) satisfy

$$
\begin{equation*}
\|\left(\left(\mathcal{R}^{\Psi}(\bar{u})\right)(t, 0+)-\left(\left(\mathcal{R}^{\Psi}(\bar{w})\right)(t, 0+)\|\leq K \cdot\| \bar{u}-\bar{w} \|\right.\right. \tag{2.4}
\end{equation*}
$$

4. For any $\tilde{\Psi} \in \mathbf{C}^{\mathbf{1}}\left(\Omega^{n} ; \mathbb{R}^{n}\right)$ with $\|\tilde{\Psi}-\Psi\|_{\mathbf{C}^{\mathbf{1}}}<\delta$, $\tilde{\Psi}$ also satisfies (2.2) and for all $\bar{u} \in \Omega^{n}$ satisfying $\|\bar{u}-\hat{u}\|<\delta$,

$$
\left\|\left(\mathcal{R}^{\tilde{\Psi}}(\bar{u})\right)(t)-\left(\mathcal{R}^{\Psi}(\bar{u})\right)(t)\right\|_{\mathbf{L}^{1}} \leq K \cdot\|\tilde{\Psi}-\Psi\|_{\mathbf{C}^{1}} \cdot t
$$

In the previous proposition, $r_{2}(\hat{u})$ is the right eigenvector of $D f(\hat{u})$ corresponding to the second characteristic field.

We remark that, for subsonic initial data, we obtain here a unique $\Psi$-solution, without any additional condition, such as (E).
3. The Cauchy problem at an intersection. Next we consider the Cauchy problem at a junction. First, we give a definition of a solution which naturally extends Definition 2.1 to the Cauchy problem. Then we prove the existence of solutions for initial data with small total variation and the continuous dependence on the coupling condition $\Psi$.

Definition 3.1. Fix $\hat{u} \in \Omega^{n}$ and $\left.\left.T \in\right] 0,+\infty\right]$. A weak $\Psi$-solution to

$$
\left\{\begin{array}{lr}
\partial_{t} u_{l}+\partial_{x} f\left(u_{l}\right)=0, & t \in \mathbb{R}^{+},  \tag{3.1}\\
u(0, x)=u_{o}(x), & x \in \mathbb{R}^{+},
\end{array} u_{o} \in \hat{u}+\mathbf{L}^{\mathbf{1}}\left(\mathbb{R}^{+} ; \Omega^{n}\right)\right. \text {, }
$$

on $[0, T]$ is a map $u \in \mathbf{C}^{\mathbf{0}}\left([0, T] ; \hat{u}+\mathbf{L}^{\mathbf{1}}\left(\mathbb{R}^{+} ; \Omega^{n}\right)\right)$ such that the following hold:
$(\mathbf{W})$ For all $\varphi \in \mathbf{C}_{\mathbf{c}}^{\infty}(]-\infty, T\left[\times \mathbb{R}^{+} ; \mathbb{R}\right)$ and for $l=1, \ldots, n$

$$
\int_{0}^{T} \int_{\mathbb{R}^{+}}\left(u_{l} \partial_{t} \varphi+f\left(u_{l}\right) \partial_{x} \varphi\right) d x d t+\int_{\mathbb{R}^{+}} u_{o, l}(x) \varphi(0, x) d x=0
$$

$(\Psi)$ The condition at the junction is met: for a.e. $t \in \mathbb{R}^{+}, \Psi(u(t, 0+))=0$.
If (1.1) admits an entropy-entropy flux pair $(E, F)$, then the weak $\Psi$-solution $u$ is entropic if for all $\varphi \in \mathbf{C}_{\mathbf{c}}^{\infty}(]-\infty, T\left[\times \mathbb{R}^{+} ; \mathbb{R}^{+}\right)$

$$
\sum_{l=1}^{n}\left(\int_{0}^{T} \int_{\mathbb{R}^{+}}\left(E\left(u_{l}\right) \partial_{t} \varphi+F\left(u_{l}\right) \partial_{x} \varphi\right) d x d t+\int_{\mathbb{R}^{+}} E\left(u_{o}\right) \varphi(0, x) d x\right)\left\|\nu_{l}\right\| \geq 0
$$

We are now ready to state the main result of this paper, namely the well posedness of the Cauchy problem for (3.1) at the junction.

Theorem 3.2. Let $n \in \mathbb{N}$, $n \geq 2$. Fix the pairwise distinct vectors $\nu_{1}, \ldots, \nu_{n}$ in $\mathbb{R}^{3} \backslash\{0\}$. Fix an n-tuple of states $\bar{u} \in \Omega^{n}$ such that $f$ satisfies $(\mathbf{F})$ at $\bar{u}$ and the Riemann problem (2.1) with initial datum $\bar{u}$ admits the stationary solution in the sense of Definition 2.1. Let $\Psi \in \mathbf{C}^{\mathbf{1}}\left(\Omega^{n} ; \mathbb{R}^{n}\right)$ satisfy (2.2). Then there exist positive $\delta, L$ and a map $S:[0,+\infty[\times \mathcal{D} \rightarrow \mathcal{D}$ such that

1. $\mathcal{D} \supseteq\left\{u \in \bar{u}+\mathbf{L}^{\mathbf{1}}\left(\mathbb{R}^{+} ; \Omega^{n}\right): \mathrm{TV}(u) \leq \delta\right\}$;
2. for $u \in \mathcal{D}, S_{0} u=u$ and for $s, t \geq 0, S_{s} S_{t} u=S_{s+t} u$;
3. for $u, w \in \mathcal{D}$ and $s, t \geq 0,\left\|S_{t} u-S_{s} w\right\|_{\mathbf{L}^{1}} \leq L \cdot\left(\|u-w\|_{\mathbf{L}^{1}}+|t-s|\right)$;
4. if $u \in \mathcal{D}$ is piecewise constant, then for $t>0$ sufficiently small, $S_{t} u$ coincides with the juxtaposition of the solutions to Riemann problems centered at the points of jumps or at the junction.
Moreover, for every $u \in \mathcal{D}$, the map $t \mapsto S_{t} u$ is $a \Psi$-solution to the Cauchy problem (3.1) according to Definition 3.1.

For any $\tilde{\Psi} \in \mathbf{C}^{\mathbf{1}}\left(\Omega^{n} ; \mathbb{R}^{n}\right)$ with $\|\tilde{\Psi}-\Psi\|_{\mathbf{C}^{1}}<\delta$, $\tilde{\Psi}$ generates a semigroup of solutions on $\mathcal{D}$ and for $u \in \mathcal{D}$,

$$
\begin{equation*}
\left\|S_{t}^{\tilde{\Psi}} \bar{u}-S_{t}^{\Psi} \bar{u}\right\|_{\mathbf{L}^{1}} \leq L \cdot\|\tilde{\Psi}-\Psi\|_{\mathbf{C}^{1}} \cdot t \tag{3.2}
\end{equation*}
$$

If (1.1) admits an entropy-entropy flux pair $(E, F)$ and $\bar{u}$ is strictly entropic in the sense of (2.3), then the $\Psi$-solution $t \mapsto S_{t} u$ is entropic at the junction.

The proof is deferred to section 5 .
4. Gas networks and open channels. A widely used model for gas flow in pipe networks is the system of isothermal Euler equations; see [23] and the references therein. In this section, we discuss the coupling conditions [2, 10] in the context of the presented theory in the case of a general $p$-system. By $p$-system we mean

$$
\left\{\begin{align*}
t & \in \mathbb{R}^{+}  \tag{4.1}\\
\partial_{t} \rho_{l}+\partial_{x} q_{l}=0, & \in \mathbb{R}^{+} \\
\partial_{t} q_{l}+\partial_{x}\left(\frac{q_{l}^{2}}{\rho_{l}}+p\left(\rho_{l}\right)\right)=0, & l \\
& \in\{1, \ldots, n\} \\
\left(\rho_{l}, q_{l}\right) & \in \mathbb{R}^{+} \times \mathbb{R}
\end{align*}\right.
$$

where $\rho>0$ is the mass density of a given fluid, $q$ its linear momentum density, and $p=p(\rho)$ the pressure law, which we assume to satisfy the following:
(P) $p \in \mathbf{C}^{2}\left(\mathbb{R}^{+} ; \mathbb{R}^{+}\right), p(0)=0$ and for all $\rho \in \mathbb{R}^{+}, p^{\prime}(\rho)>0, p^{\prime \prime}(\rho) \geq 0$.

In the context of gas pipelines, the pressure law typically chosen is $p(\rho)=a^{2} \rho$, where the sound speed $a$ depends on the gas type and temperature [23].

As is well known, (4.1) is equipped with the (mathematical) entropy-entropy flux pair

$$
\begin{aligned}
& E(\rho, q)=\frac{q^{2}}{2 \rho}+\rho \int_{\rho_{*}}^{\rho} \frac{p(r)}{r^{2}} d r \quad \text { (total energy) } \\
& F(\rho, q)=\frac{q}{\rho} \cdot(E(\rho, q)+p(\rho)) \quad \text { (flow of the total energy) }
\end{aligned}
$$

for a $\rho_{*}>0$. Choosing an initial datum $\bar{u}=(\bar{\rho}, \bar{q})$ in the subsonic region

$$
\Omega=\left\{(\rho, q) \in \dot{\mathbb{R}}^{+} \times \mathbb{R}: \lambda_{1}(\rho, q)<0<\lambda_{2}(\rho, q)\right\}
$$

ensures that (F) holds at $\bar{u}$. Recall the standard relations

$$
\begin{align*}
\lambda_{1}(\rho, q) & =(q / \rho)-\sqrt{p^{\prime}(\rho)}, & \lambda_{2}(\rho, q) & =(q / \rho)+\sqrt{p^{\prime}(\rho)} \\
r_{1}(\rho, q) & =\left[\begin{array}{c}
-1 \\
-\lambda_{1}(\rho, q)
\end{array}\right], & r_{2}(\rho, q) & =\left[\begin{array}{c}
1 \\
\lambda_{2}(\rho, q)
\end{array}\right] \tag{4.2}
\end{align*}
$$

Below we consider different coupling conditions that appeared in the literature. Remark that the geometry of the junction implicitly enters into all the relations below
through the choice of the $x_{l}$ coordinates. Explicitly, only the area $\left\|\nu_{l}\right\|$ of the cross section appears.

Below we consider the conditions presented in $[3,4,10,14,16,19,23]$. Any of them prescribes the conservation of mass, so that the first component in (1.2) reads

$$
\begin{equation*}
\sum_{l=1}^{n}\left\|\nu_{l}\right\| q_{l}=0 \tag{4.3}
\end{equation*}
$$

With a slight abuse of notation, we use $\Psi$ to denote the remaining $n-1$ conditions.
(a) We prescribe the equal momentum flow for all connected pipes; see [9] and in the case of open channels [16]:

$$
P\left(\rho_{i}(t, 0+), q_{i}(t, 0+)\right)=P\left(\rho_{j}(t, 0+), q_{j}(t, 0+)\right) \quad \forall i \neq j
$$

(b) We prescribe a single pressure at the pipe-to-pipe intersection; see [2, 3] and [14] in the engineering literature. For open canals, see [15]:

$$
p\left(\rho_{i}(t, 0+)\right)=p\left(\rho_{j}(t, 0+)\right) \quad \forall i \neq j
$$

(c) In case of only two connected pipes, a further coupling condition is proposed in [19] (see (4.7) for the definition of $k(\theta)$ ):

$$
P\left(\rho_{1}(t, 0+), q_{1}(t, 0+)\right)+k(\theta)=P\left(\rho_{2}(t, 0+), q_{2}(t, 0+)\right)
$$

Some remarks are in order. Most of the engineering literature uses (b) modified by socalled minor loss factors. These factors are listed in tables and depend on additional information; see [12, 21].

On the other hand, (a) is not so commonly used in the engineering literature but yields the $\mathbf{L}^{\mathbf{1}}$ continuity across stationary transonic shocks (see [10, Example 2.3]), which does not hold when (b) or (c) is adopted. A numerical study of a two-dimensional situation for the $p$-system can be found in [18] and for the Euler system in [17].
4.1. Equal linear momentum flow for the $\boldsymbol{p}$-system. We consider the setting in [10], i.e., a junction among $n$ pipes, each modeled through the $p$-system (4.1) with a general pressure law and with the corresponding function $\Psi$ in (1.2) given by (4.3) together with

$$
\Psi(\rho, q)=\left[\begin{array}{ccc}
P\left(\rho_{1}, q_{1}\right) & - & P\left(\rho_{2}, q_{2}\right)  \tag{4.4}\\
\vdots & \vdots & \vdots \\
P\left(\rho_{n-1}, q_{n-1}\right) & - & P\left(\rho_{n}, q_{n}\right)
\end{array}\right]
$$

where $P(\rho, q)=q^{2} / \rho+p(\rho)$ is the flow of the linear momentum. The well posedness of the Cauchy problem for (4.1) at a junction was proved in [9, Theorem 3.3].

Remark that this choice of $\Psi$ allows us to consider the problem at the junction as an extension of the standard Cauchy problem. Indeed, setting $n=2$ and $\nu_{1}+\nu_{2}=0$, then (4.1)-(4.4) reduces to the usual situation.

In the general case, the total linear momentum $Q$ varies by

$$
Q\left(t_{2}\right)-Q\left(t_{1}\right)=\int_{t_{1}}^{t_{2}} \sum_{l=1}^{n} P\left(\rho_{l}(t, 0+), q_{l}(t, 0+)\right) \nu_{l} d t=\left(\int_{t_{1}}^{t_{2}} P_{*}(t) d t\right) \sum_{l=1}^{n} \nu_{l}
$$

(see [9, section 1]), where $P_{*}(t)$ is the trace of $P\left(\rho_{l}(t, 0+), q_{l}(t, 0+)\right)$, which is independent from $l$ by (1.2)-(4.4). Note that the right-hand side in the equation above depends explicitly on the geometry of the junction.
4.2. Equal pressure for the $\boldsymbol{p}$-system. In [3], the condition at the junction amounts to mass conservation and to pressure equality. Here we extend that approach to the case of $n$ ducts with a general pressure law, so that (1.2) consists of (4.3) with

$$
\Psi(\rho, q)=\left[\begin{array}{ccc}
p\left(\rho_{1}\right) & - & p\left(\rho_{2}\right)  \tag{4.5}\\
\vdots & \vdots & \vdots \\
p\left(\rho_{n-1}\right) & - & p\left(\rho_{n}\right)
\end{array}\right]
$$

Using [9, Lemma 4.4], the determinant in condition (2.2) evaluates to

$$
\begin{equation*}
(-1)^{n+1} \prod_{i=1}^{n} \lambda_{2}\left(\hat{\rho}_{i}, \hat{q}_{i}\right) \cdot \sum_{i=1}^{n} \prod_{j \neq i} \frac{p^{\prime}\left(\hat{\rho}_{j}\right)}{\lambda_{2}\left(\hat{\rho}_{j}, \hat{q}_{j}\right)} . \tag{4.6}
\end{equation*}
$$

Since $(\hat{\rho}, \hat{q}) \in \Omega^{n}$, we have $\lambda_{2}\left(\hat{\rho}_{i}, \hat{q}_{i}\right)>0$, while the assumption (P) on the pressure law implies $p^{\prime}\left(\hat{\rho}_{i}\right)>0$. Thus, Theorem 3.2 applies, yielding well posedness in the case of $n$ pipes with a general pressure law.
4.3. Two pipes with friction for the $\boldsymbol{p}$-system. The case studied in [19] corresponds to (4.1) with $p(\rho)=\rho, n=2, \nu_{1}=\left[\begin{array}{ll}-1 & 0\end{array}\right]$, and $\nu_{2}=\left[\begin{array}{ccc}\cos \theta \sin \theta\end{array}\right]$. Here the angular dependence is modeled explicitly and taken into account in the coupling conditions. This situation mimics a kink forming an angle $\theta$ in a pipe. Due to the kink, the linear momentum is assumed to vary by a factor $k$ such that

$$
\begin{equation*}
k=\sqrt{2(1-\cos \theta)} \tag{4.7}
\end{equation*}
$$

for $\theta \in[0, \pi / 2]$. In the case of pipes possibly with different cross sections $\left\|\nu_{l}\right\|$ and a general pressure law satisfying (P), at the junction we obtain condition (4.3) with

$$
\begin{equation*}
\Psi(\rho, q)=\left(\frac{q_{1}^{2}}{\rho_{1}}+p\left(\rho_{1}\right)+f k q_{1}\right)-\left(\frac{q_{2}^{2}}{\rho_{2}}-p\left(\rho_{2}\right)\right) \tag{4.8}
\end{equation*}
$$

which reduces to the case considered in [19] when $p(\rho)=\rho$ and equal cross sections. The parameter $f$ denotes a nonnegative empirical friction coefficient. The condition (2.2) is

$$
\lambda_{2}\left(\hat{\rho}_{2}, \hat{q}_{2}\right) \lambda_{2}\left(\hat{\rho}_{1}, \hat{q}_{1}\right)\left(\lambda_{2}\left(\hat{\rho}_{2}, \hat{q}_{2}\right)+\lambda_{2}\left(\hat{\rho}_{1}, \hat{q}_{1}\right)+f k\right) \neq 0
$$

Hence, Theorem 3.2 applies, yielding well posedness for general pressure laws.
4.4. Equal momentum flow for open canals. The model presented in [20, formulae (2.3)-(2.7)] for a node among $n$ open canals reads

$$
\left\{\begin{array}{ll}
t & \in \mathbb{R}^{+}  \tag{4.9}\\
\partial_{t} A_{l}+\partial_{x}\left(A_{l} V_{l}\right)=0, & x \\
\in \mathbb{R}^{+} \\
\partial_{t} V_{l}+\partial_{x}\left(\frac{1}{2} V_{l}^{2}+g h\left(A_{l}\right)\right)=0, & l \\
\in\{1, \ldots, n\} \\
& \left(A_{l}, V_{l}\right)
\end{array}\right) \in \mathbb{R}^{+} \times \mathbb{R}, ~ l
$$

where $V_{l}$ is the water speed in the $l$ th canal, $A_{l}$ is the vertical cross section occupied by the water, $g$ is gravity, and $h$ is the water level. Here, differently from [20], we assume
that the canals' beds are all at the same height above sea level, which is acceptable in a neighborhood of the node among the pipes.

Other descriptions for the dynamics of open canals are found in the literature. In particular, [15, section 6.1] presents a different model, based on [13], that fits into our framework of section 4.2.

The coupling condition at the node is given by [20, formulae (2.9)-(2.16)]:

$$
\Psi(A, V)=\left[\begin{array}{c}
\sum_{l=1}^{n} A_{l} V_{l} \\
\frac{1}{2} V_{1}^{2}+g h\left(A_{1}\right)-\frac{1}{2} V_{2}^{2}-g h\left(A_{2}\right) \\
\vdots \\
\vdots \\
\frac{1}{2} V_{n-1}^{2}+g h\left(A_{n-1}\right)-\frac{1}{2} V_{n}{ }^{2}-g h\left(A_{n}\right)
\end{array}\right]
$$

The first component in $\Psi$ ensures the conservation of water. For a motivation for the other components, we refer the reader to [20, formulae (2.9)-(2.16)].

This condition is analogous to the equal linear momentum flow condition (4.4) discussed in section 4.1.

Choosing an initial datum $\bar{u}=(\bar{A}, \bar{V})$ such that $\bar{V}<\sqrt{\bar{A} g h^{\prime}(\bar{A})}$ ensures that (F) is fulfilled at $\bar{u}$. In the present case we have

$$
\begin{aligned}
\lambda_{1}(A, V) & =V-\sqrt{A g h^{\prime}(A)}, & \lambda_{2}(\rho, q) & =V+\sqrt{A g h^{\prime}(A)} \\
r_{1}(A, V) & =\left[\begin{array}{c}
\sqrt{A} \\
-\sqrt{g h^{\prime}(A)}
\end{array}\right], & r_{2}(A, V) & =\left[\begin{array}{c}
\sqrt{A} \\
\sqrt{g h^{\prime}(A)}
\end{array}\right]
\end{aligned}
$$

The determinant in condition (2.2) evaluates therefore to

$$
(-1)^{n+1}\left(\prod_{i=1}^{n} \lambda_{2}\left(\bar{A}_{i}, \bar{V}_{i}\right)\right) \cdot \sum_{i=1}^{n} \sqrt{\bar{A}_{i}} \prod_{j \neq i} \sqrt{g h^{\prime}\left(\bar{A}_{j}\right)}
$$

Here $A>0$ by assumption, as well as $\sqrt{g h^{\prime}(A)}>0$ by the monotonicity of $h(A)$, which ensures that $\lambda_{2}(A, V)>0$. Thus, Theorem 3.2 can be applied, yielding the well posedness for a junction of $n$ open canals.
4.5. Numerical examples for the $\boldsymbol{p}$-system. This section is devoted to comparisons among the different coupling conditions at the junction in the case of the $p$-system (4.1). Throughout, we use the $\gamma$-law: $p(\rho)=p_{*} \cdot\left(\rho / \rho_{*}\right)^{\gamma}$ with $\gamma=1.4, \rho_{*}=1$, and $p_{*}=1$, which clearly satisfies ( $\mathbf{P}$ ). In the case of the coupling conditions (4.8), we set $f \equiv 1$.

In general, stationary solutions for (4.4) fail to be stationary solutions for (4.5) or (4.8). Therefore, we perturb below static solutions, which are stationary for all coupling conditions and allow the comparisons.

Below the initial data $u_{l}(x)=\left(\rho_{l}(x), q_{l}(x)\right)$ along the $l$ th duct attains at most two values, say $u_{l}^{\infty}=\lim _{x \rightarrow+\infty} u_{l}(x)$ and $u_{l}^{0}=\lim _{x \rightarrow 0+} u_{l}(x)$. When waves hit the junction, we solve numerically condition (1.2) using Newton's method and obtain the traces $u_{l}^{+}$of the solution at the junction. The solution to (2.1) is then computed


Fig. 1. Kink with a small angle. Left: a shock approaches a kink with a small angle. Right: a rarefaction is reflected and a shock is refracted.


Fig. 2. Kink with a large angle. Left: a shock approaches a kink. Right: according to condition (4.8), a shock is reflected and a shock is refracted.
solving a classical Riemann problem between the states $u_{l}^{+}$(on the left) and $u_{l}^{\infty}$ (on the right). Due to the chosen directions of the space variables, waves approaching the junction belong to the first family and those exiting it to the second.

We selected three different examples. In the case of the coupling conditions (4.4) and (4.5), only the cross section of the connected pipes appears explicitly. In the case of (4.8), the angular dependence is taken into account explicitly.

Remark that the numerical values provided in the tables below are expressed in the coordinates $x_{l}$ adapted to the junction. In particular, the column Wave speed is the modulus of the propagation speed of the wave; its $x$ and $y$ components depend on the direction of the pipe. In case of rarefactions, the column Wave speed displays the minimal and maximal moduli of the propagation speeds.
4.5.1. Two pipes, different cross sections, possibly different angles. Consider a junction between $n=2$ horizontal pipes having cross sections $\left\|\nu_{1}\right\|=1$ and $\left\|\nu_{2}\right\|=2$. The situation is depicted in Figures 1 and 2. We choose the cases $\theta=0, \theta=\pi / 4, \theta=\pi / 16$, and $\theta=\pi / 32$. In each of these cases, a shock with right state $u_{1}^{0}=[1.1000,-0.1253]$ propagating along pipe 1 hits the junction. At first, we compare conditions (4.4) and (4.5). In Table 1, the first column refers to the coupling condition; in the case of (4.8), Table 2 displays the angle $\theta$. The type of the resulting wave is in the fifth column, where S and R refer to 2-(Lax-)shocks and 2-rarefaction waves, respectively.

These numerical integrations suggest that, according to (4.8), there exists an angle $\theta_{*}$ at which no wave is reflected. Clearly, $\theta_{*}$ depends on the initial states, on the ducts' sections, and on the empirical factor $f$.
4.5.2. Three pipes, different cross sections. Consider $n=3$ pipes identified by $\nu_{1}=\left[\begin{array}{ll}-1-\sqrt{2} & 0\end{array}\right]^{T}, \nu_{2}=\left[\begin{array}{ll}1 & 1\end{array}\right]^{T}$, and $\nu_{3}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$ and having cross sections $\left\|\nu_{l}\right\|$. The situation is depicted in Figure 3. Again, we assume that the flow is initially at rest, i.e., $\hat{q}_{l}=0$ for $l=1,2,3$. We consider the case of a shock approaching the junction along pipe 1 . Due to the choice of the initial data and to the geometry of the junction, the numerical solutions to both coupling conditions (4.4) and (4.5) in fact yield the same results. The final states and the corresponding waves are in Table 3.

Table 1
Comparison of results obtained by condition (4.4), (4.8), $\theta=0$, and (4.5) for two connected pipes with different cross sections.


Table 2
Comparison for the situation of a kink of angle $\theta$. The case $\theta=0$ can be found in Table 1 .

| $\Psi$ | $l$ | $u_{l}^{\infty}$ | $u_{l}^{+}$ | Wave | Wave speed |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(4.8)$ | 1 | $\left[\begin{array}{l}+1.1000 \\ -0.1253\end{array}\right]$ | $\left[\begin{array}{l}+1.0645 \\ -0.1633\end{array}\right]$ | R | $\left[\begin{array}{c}+1.0447 \\ +1.0921\end{array}\right]$ |
| $\theta=\frac{\pi}{32}$ | 2 | $\left[\begin{array}{l}+1.0000 \\ +0.0000\end{array}\right]$ | $\left[\begin{array}{l}+1.0664 \\ +0.0816\end{array}\right]$ | S | +1.1298 |
| $(4.8)$ | 1 | $\left[\begin{array}{l}+1.1000 \\ -0.1253\end{array}\right]$ | $\left[\begin{array}{l}+1.0725 \\ -0.1548\end{array}\right]$ | R | $\left[\begin{array}{l}+1.0556 \\ +1.0921\end{array}\right]$ |
| $\theta=\frac{\pi}{16}$ | 2 | $\left[\begin{array}{l}+1.0000 \\ +0.0000\end{array}\right]$ | $\left[\begin{array}{l}+1.0631 \\ +0.0774\end{array}\right]$ | S | +1.2275 |
| $(4.8)$ | 1 | $\left[\begin{array}{l}+1.1000 \\ -0.1253\end{array}\right]$ | $\left[\begin{array}{l}+1.1056 \\ -0.1192\end{array}\right]$ | S | +1.0958 |
| $\theta=\frac{\pi}{4}$ | 2 | $\left[\begin{array}{l}+1.0000 \\ +0.0000\end{array}\right]$ | $\left[\begin{array}{l}+1.0489 \\ +0.0596\end{array}\right]$ | S | +1.2177 |



Fig. 3. A shock hitting a T-junction.
4.5.3. Four pipes, different cross sections. Finally, we consider a junction with $n=4$ pipes defined by $\nu_{1}=\left[\begin{array}{ll}-1 & 0\end{array}\right], \nu_{2}=\left[\begin{array}{ll}0 & 1\end{array}\right], \nu_{3}=\left[\begin{array}{ll}0 & -1\end{array}\right]$, and $\nu_{4}=\left[\begin{array}{ll}1 & 0\end{array}\right]$. The situation is depicted in Figure 4. Initially the gas flow is at rest, i.e., $\hat{q}_{l}=0$, and $\hat{\rho}_{l}=1$ for $l=1, \ldots, 4$. We let three 1-Lax-shocks of different strengths collide simultaneously at the junction along pipes 1,3 , and 4 .

It is remarkable that the two coupling conditions yield qualitatively different results. The wave reflected in tube 1 is a rarefaction according to (4.4) and a shock according to (4.5). However, the propagation speeds in the two cases are close to each other, coherently with the $\mathbf{L}^{\mathbf{1}}$ continuous dependence.

Table 4 displays, for each duct, the type of wave arising after the interaction at the junction, and its speed is reported below for the two different coupling conditions (4.4) and (4.5).

Table 3
Numerical results for section 4.5.2.

| $(4.4)$ and (4.5) | $l=1$ | $l=2$ | $l=3$ |
| :---: | :---: | :---: | :---: |
| $u_{l}^{\infty}$ | $\left[\begin{array}{c}+1.0000 \\ +0.0000\end{array}\right]$ | $\left[\begin{array}{c}+1.0000 \\ +0.0000\end{array}\right]$ | $\left[\begin{array}{c}+1.0000 \\ +0.0000\end{array}\right]$ |
| $u_{l}^{0}$ | $\left[\begin{array}{c}+1.2000 \\ -0.2642\end{array}\right]$ | $\left[\begin{array}{c}+1.0000 \\ +0.0000\end{array}\right]$ | $\left[\begin{array}{c}+1.0000 \\ +0.0000\end{array}\right]$ |
| $u_{l}^{+}$ | $\left[\begin{array}{c}+1.2002 \\ -0.2640\end{array}\right]$ | $\left[\begin{array}{c}+1.2002 \\ +0.2640\end{array}\right]$ | $\left[\begin{array}{c}+1.2002 \\ +0.2640\end{array}\right]$ |
| Wave type | S | S |  |
| Wave speed | +1.0071 | +1.3206 | +1.3206 |



Fig. 4. Three Lax shocks hit the junction simultaneously.

Table 4
Numerical results for section 4.5.3.

5. Technical details. As a general reference on the theory of hyperbolic systems of conservation laws, we refer the reader to [6]. Denote by $\sigma \mapsto \mathcal{L}_{i}\left(u_{o}, \sigma\right)$ the $i$ th Lax curve through $u_{o}$ for $i=1,2$. As usual, $\mathcal{O}(1)$ denotes a sufficiently large constant dependent only on $f$ restricted to a neighborhood of the initial states.

Proof of Proposition 2.2. It is sufficient to show that for all $\bar{u}$ sufficiently near $\hat{u}$ the nonlinear system $\Psi\left(\mathcal{L}_{2}\left(\bar{u}_{1}, \sigma_{1}\right), \ldots, \mathcal{L}_{2}\left(\bar{u}_{n}, \sigma_{n}\right)\right)=0$ admits a unique $n$-tuple of solution $\sigma_{1}, \ldots, \sigma_{n}$. Indeed, condition (2.2) allows us to use the implicit function theorem.

The Lipschitz estimate (2.4) follows immediately from the regularity of the implicit function.

To prove the latter statement, it is sufficient to consider a single pipe, say the first one. Let $u$, respectively, $\tilde{u}$, be the solutions to $(2.1)$ with condition $\Psi$, respectively, $\tilde{\Psi}$, at the junction. If $u$ and $\tilde{u}$ contain a single shock, then

$$
\begin{aligned}
& \|u-\tilde{u}\| \\
= & \int_{0}^{\min \left\{\Lambda^{1}, \Lambda^{2}\right\} t}\|u(x)-\tilde{u}(x)\| d x \\
& +\int_{\min \left\{\Lambda^{1}, \Lambda^{2}\right\} t}^{\max \left\{\Lambda^{1}, \Lambda^{2}\right\} t}\|u(x)-\tilde{u}(x)\| d x \\
= & \mathcal{O}(1) \cdot\|u(t, 0+)-\tilde{u}(t, 0+)\| \cdot t+\mathcal{O}(1) \cdot\left|\Lambda^{2}-\Lambda^{1}\right| \cdot t \\
= & \mathcal{O}(1) \cdot\|\tilde{\Psi}-\Psi\|_{\mathbf{C}^{1}} \cdot t+\mathcal{O}(1) \cdot\|u(t, 0+)-\tilde{u}(t, 0+)\| \cdot t \\
= & \mathcal{O}(1) \cdot\|\tilde{\Psi}-\Psi\|_{\mathbf{C}^{1}} \cdot t .
\end{aligned}
$$

The case of one or both solutions containing a rarefaction is similar; see also the proof of [5, Corollary 2.5].

We now pass to the proof of Theorem 3.2. To do this, we first use wave front tracking to construct approximate solutions to the Cauchy problem (3.1) adapting the wave front tracking technique; see [6, Chapter 7$]$.

Let $\hat{\delta}>0$ be such that the closed sphere $\overline{B\left(\hat{u}_{l}, \hat{\delta}\right)} \subset \Omega$ for $l=1, \ldots, n$, and introduce the compact set $\mathcal{B}=\prod_{l=1}^{n} \overline{B\left(\hat{u}_{l}, \hat{\delta}\right)}$. We omit the proof of the following simple estimate.

Lemma 5.1. For all $u \in \overline{B(\hat{u}, \hat{\delta})}$ there exists $C>0$ such that if $\|u-\hat{u}\|<\hat{\delta}$ and $\left\|\mathcal{L}_{i}(u ; \sigma)-u\right\| \leq \hat{\delta}$, then

$$
\frac{1}{C} \cdot|\sigma| \leq\left\|\mathcal{L}_{i}(u ; \sigma)-u\right\| \leq C \cdot|\sigma|
$$

Fix $\varepsilon>0$. Approximate the initial datum $u_{o}$ with a sequence $u_{o, \varepsilon}$ of piecewise constant initial data each having a finite number of discontinuities so that $\lim _{\varepsilon \rightarrow 0}\left\|u_{o, \varepsilon}-u_{o}\right\|_{\mathbf{L}^{1}}=0$. Then, at the junction and at each point of jump in the approximate initial datum along the pipes, we solve the corresponding Riemann problem according to Definition 2.1. If the total variation of the initial datum is sufficiently small, then Proposition 2.2 ensures the existence and uniqueness of solutions to the Riemann problem. We approximate each rarefaction wave with a rarefaction fan,
i.e., by means of (nonentropic) shock waves traveling at the characteristic speed of the state to the right of the shock and with size at most $\varepsilon$.

This construction can be extended up to the first time $\bar{t}_{1}$ at which two waves interact in a pipe or a wave hits the junction. Clearly, at time $\bar{t}_{1}$ the functions so constructed are piecewise constant with a finite number of discontinuities. Hence, at any subsequent interaction or collision with the junction, we repeat the previous construction with the following provisions:

1. no more than two waves interact at the same point or at the junction;
2. a rarefaction fan of the $i$ th family produced by the interaction between an $i$ th rarefaction and any other wave is not split any further;
3. when the product of the strengths of two interacting waves falls below a threshold $\check{\varepsilon}$, then we let the waves cross each other, their size being unaltered, and introduce a nonphysical wave with speed $\hat{\lambda}$, with $\hat{\lambda}>\sup _{u} \lambda_{2}(u)$; see [6, Chapter 7] and the refinement [1].
In the present case, we have to complete the above algorithm stating how the Riemann problem at the junction is to be solved. At time $t=0$ and whenever a physical wave with size greater than $\check{\varepsilon}$ hits the junction, the accurate solver is used; i.e., the exact solution as in Definition 2.1 is approximated by replacing rarefaction waves with rarefaction fans. When a wave with strength smaller than $\check{\varepsilon}$ hits the junction, then we let it be reflected into a nonphysical wave with speed $\hat{\lambda}$, and no wave in any other pipe is produced.

Repeating recursively this procedure, we construct a wave front tracking sequence of approximate solutions $u_{\varepsilon}$ in the sense of [6, Definition 7.1].

At interactions of waves in a pipe, we have the following classical result.
LEmma 5.2. There exists a constant $K$ with the following property.

1. If there is an interaction in a pipe between two waves $\sigma_{1}^{-}$and $\sigma_{2}^{-}$, respectively, of the first and second family, producing the waves $\sigma_{1}^{+}$and $\sigma_{2}^{+}$(see Figure 5, left), then

$$
\begin{equation*}
\left|\sigma_{1}^{+}-\sigma_{1}^{-}\right|+\left|\sigma_{2}^{+}-\sigma_{2}^{-}\right| \leq K \cdot\left|\sigma_{1}^{-} \sigma_{2}^{-}\right| \tag{5.1}
\end{equation*}
$$

2. If there is an interaction in a pipe between two waves $\sigma_{i}^{\prime}$ and $\sigma_{i}^{\prime \prime}$ of the same ith family producing waves of total size $\sigma_{1}^{+}$and $\sigma_{2}^{+}$(see Figure 5, right, for the case $i=2$ ), then

$$
\begin{array}{ll}
\left|\sigma_{1}^{+}-\left(\sigma_{1}^{\prime \prime}+\sigma_{1}^{\prime}\right)\right|+\left|\sigma_{2}^{+}\right| \leq K \cdot\left|\sigma_{1}^{\prime} \sigma_{1}^{\prime \prime}\right| & \text { if } i=1 \\
\left|\sigma_{1}^{+}\right|+\left|\sigma_{2}^{+}-\left(\sigma_{2}^{\prime \prime}+\sigma_{2}^{\prime}\right)\right| \leq K \cdot\left|\sigma_{2}^{\prime} \sigma_{2}^{\prime \prime}\right| & \text { if } i=2
\end{array}
$$



Fig. 5. Notation for the standard interaction estimates in Lemma 5.2.
3. If there is an interaction in a pipe between two physical waves $\sigma_{1}^{-}$and $\sigma_{2}^{-}$ producing a nonphysical wave $\sigma_{3}^{+}$(see Figure 6, left), then

$$
\left|\sigma_{3}^{+}\right| \leq K \cdot\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|
$$

4. If there is an interaction in a pipe between a physical wave $\sigma$ and a nonphysical wave $\sigma_{3}^{-}$producing a physical wave $\sigma$ and a nonphysical wave $\sigma_{3}^{+}$(see Figure 6, right), then

$$
\left|\sigma_{3}^{+}\right|-\left|\sigma_{3}^{-}\right| \leq K \cdot\left|\sigma \sigma_{3}^{-}\right|
$$



Fig. 6. Left: a nonphysical wave arises. Right: a nonphysical wave hits a physical one.
For a proof of this result see [6, Chapter 7]. By construction, nonphysical waves cannot interact with the junction or with other nonphysical waves. In the case of the junction, we have the following result, with notation as depicted in Figure 7.


FIG. 7. Notation for Proposition 5.3. Left: before the interaction. Right: after the interaction.
Proposition 5.3. There exist $\delta_{J}>0$ and $K_{J} \geq 1$ with the following property. For any $\bar{u} \in \mathcal{B}$ that yields a stationary solution to the Riemann problem (2.1), and for any 1-waves $\left.\sigma_{\bar{l}}^{-} \in\right]-\delta_{J}, \delta_{J}\left[\right.$ hitting the junction and producing the 2 -waves $\sigma_{l}^{+}$,

$$
\begin{equation*}
\sum_{l=1}^{n}\left|\sigma_{l}^{+}\right| \leq K_{J} \cdot\left|\sigma_{\bar{l}}^{-}\right| \tag{5.2}
\end{equation*}
$$

The proof follows immediately from (2.4) and Lemma 5.1.
Define $\check{K}=2 K K_{J}+1$. Fix a wave front tracking approximate solution $u_{\varepsilon}$. For $t>0$ and $l \in\{1, \ldots, n\}$, we denote with $\left\{x_{l, \alpha}: \alpha \in \mathcal{J}_{l}(u)\right\}$ the set of the positions of the discontinuities of the approximate solution $u$ in the $l$ th pipe and with $\sigma_{l, 1, \alpha}$, $\sigma_{l, 2, \alpha}, \sigma_{l, 3, \alpha}$ the strengths of the waves, respectively, of the first family, of the second family, and of the nonphysical waves at $x_{l, \alpha}$. Introduce the Glimm-type functionals

$$
\begin{equation*}
V(t)=\sum_{l=1}^{n} \sum_{\alpha \in \mathcal{J}_{l}}\left(2 K_{J} \cdot\left|\sigma_{l, 1, \alpha}\right|+\left|\sigma_{l, 2, \alpha}\right|+\left|\sigma_{l, 3, \alpha}\right|\right) \tag{5.3}
\end{equation*}
$$

$$
\begin{aligned}
& Q(t)=\sum_{l=1}^{n} \sum\left\{\left|\sigma_{l, i, \alpha} \sigma_{l, j, \beta}\right|:\left(\sigma_{l, i, \alpha}, \sigma_{l, j, \beta}\right) \in \mathcal{A}_{l}\right\} \\
& \Upsilon(t)=V(t)+\check{K} \cdot Q(t)
\end{aligned}
$$

where $\mathcal{A}_{l}$ denotes the set of approaching waves in the $l$ th pipe; see [ 6 , section 7.3].
The functionals above are well defined for every $t>0$ at which no interaction takes place. Now suppose that at a time $\tau>0$ there is an interaction between the wave $\sigma_{\bar{l}, 1}$ of the first family and the junction. In general, this interaction produces $n$ waves $\sigma_{l, 2}^{+}$of the second family. Thus

$$
\begin{aligned}
& \Delta V(\tau) \leq\left(\sum_{l=1}^{n}\left|\sigma_{l, 2}^{+}\right|\right)-2 K_{J}\left|\sigma_{\bar{l}, 1}\right| \leq-K_{J} \cdot\left|\sigma_{\bar{l}, 1}\right| \\
& \Delta Q(\tau) \leq \sum_{l=1}^{n}\left(\left|\sigma_{l, 2}^{+}\right| \sum_{i, \alpha}\left|\sigma_{l, i, \alpha}\right|\right) \leq K_{J} \cdot V(\tau-) \cdot\left|\sigma_{\bar{l}, 1}\right|, \\
& \Delta \Upsilon(\tau) \leq K_{J} \cdot(\check{K} \cdot V(\tau-)-1) \cdot\left|\sigma_{\bar{l}, 1}\right|
\end{aligned}
$$

Now suppose an interaction between two waves $\sigma_{l, i, \alpha}, \sigma_{l, j, \beta}^{\prime}$ happens in a pipe at time $\tau$. By Lemma 5.2 we deduce that

$$
\begin{aligned}
& \Delta V(\tau) \leq 2 \cdot K \cdot K_{J} \cdot\left|\sigma_{l, i, \alpha} \sigma_{l, j, \beta}^{\prime}\right| \\
& \Delta Q(\tau) \leq K \cdot\left|\sigma_{l, i, \alpha} \sigma_{l, j, \beta}^{\prime}\right| \cdot V(\tau-)-\left|\sigma_{l, i, \alpha} \sigma_{l, j, \beta}^{\prime}\right| \\
& \Delta \Upsilon(\tau) \leq\left|\sigma_{l, i, \alpha} \sigma_{l, j, \beta}^{\prime}\right|\left(K \cdot\left(2 \cdot K_{J}+\check{K} \cdot V(\tau-)\right)-\check{K}\right) .
\end{aligned}
$$

We have thus proved the following basic result.
Proposition 5.4. Let $\check{\delta}=\min \left\{1 /(2 \check{K}+1), 1 /(2 K \check{K}+1), \hat{\delta}, \delta_{J}\right\}$. At any interaction time $\tau>0$, if $V(\tau-)<\check{\delta}$, then $\Delta \Upsilon(\tau)<0$ with $\Upsilon$ defined in (5.4).

Proof of Theorem 3.2. Let $\check{\delta}$ be as in Proposition 5.4, and define

$$
\tilde{\mathcal{D}}=\left\{u \in \hat{u}+\mathbf{L}^{\mathbf{1}}\left(\mathbb{R}^{+} ;\left(\mathscr{R}^{+} \times \mathbb{R}\right)^{n}\right): u \in \mathbf{P C} \text { and } \Upsilon(u) \leq \check{\delta}\right\}
$$

here $\mathbf{P C}$ denotes the set of piecewise constant functions with finitely many jumps. It is immediate to prove that there exists a suitable $C_{1}>0$ such that $\frac{1}{C_{1}} \mathrm{TV}(u)(t, \cdot) \leq$ $V(t) \leq C_{1} \operatorname{TV}(u)(t, \cdot)$ for all $u \in \tilde{\mathcal{D}}$. Any initial data in $\tilde{\mathcal{D}}$ yields an approximate solution to (1.1) attaining values in $\tilde{\mathcal{D}}$ by Proposition 5.4.

We now pass to the $\mathbf{L}^{\mathbf{1}}$-Lipschitz continuous dependence of the approximate solutions from the initial datum. Consider two wave front tracking approximate solutions $u_{1}$ and $u_{2}$. Define the functional

$$
\begin{equation*}
\Phi\left(u_{1}, u_{2}\right)=\sum_{l=1}^{n} \sum_{i=1}^{2} \int_{0}^{+\infty}\left|s_{l, i}(x)\right| W_{l, i}(x) d x \tag{5.4}
\end{equation*}
$$

where $s_{l, i}(x)$ measures the strengths of the $i$ th shock wave in the $l$ th pipe at point $x$ (see [6, Chapter 8]) and the weights $W_{l, i}$ are defined by

$$
\begin{aligned}
& W_{l, 1}(x)=\hat{K} \cdot\left(1+\kappa_{1} A_{l, i}(x)+\kappa_{1} \kappa_{2}\left(\Upsilon\left(u_{1}\right)+\Upsilon\left(u_{2}\right)\right)\right) \\
& W_{l, 2}(x)=1+\kappa_{1} A_{l, i}(x)+\kappa_{1} \kappa_{2}\left(\Upsilon\left(u_{1}\right)+\Upsilon\left(u_{2}\right)\right)
\end{aligned}
$$

for suitable positive constants $\kappa_{1}, \kappa_{2}$ chosen as in [6, formula (8.7)] and $\hat{K}=1+$ $\left(\max _{l} W_{l, 2}\right) K_{j} \hat{\lambda} /\left|\inf \lambda_{1}\right|$. Here $\Upsilon$ is the functional defined in (5.4), while the $A_{l, i}$ are defined by

$$
\begin{aligned}
A_{l, i}(x)= & \sum\left\{\sigma_{l, k_{\alpha}, \alpha} \left\lvert\,: \begin{array}{l}
x_{\alpha}<x, i<k_{\alpha} \leq 2 \\
x_{\alpha}>x, 1 \leq k_{\alpha}<i
\end{array}\right.\right\} \\
& +\left\{\begin{array}{l}
\sum\left\{\left|\sigma_{l, i, \alpha}\right|: \begin{array}{l}
x_{\alpha}<x, \alpha \in \mathcal{J}_{l}\left(u_{1}\right) \\
x_{\alpha}>x, \alpha \in \mathcal{J}_{l}\left(u_{2}\right)
\end{array}\right\} \quad \text { if } s_{l, i}(x)<0 \\
\sum\left\{\left|\sigma_{l, i, \alpha}\right|: \begin{array}{l}
x_{\alpha}<x, \alpha \in \mathcal{J}_{l}\left(u_{2}\right) \\
x_{\alpha}>x, \alpha \in \mathcal{J}_{l}\left(u_{1}\right)
\end{array}\right\} \quad \text { if } s_{l, i}(x) \geq 0
\end{array}\right.
\end{aligned}
$$

see $[6$, Chapter 8$]$. We first fix $\kappa_{1}, \kappa_{2}$, so that $\check{\delta}$ in the definition of $\tilde{\mathcal{D}}$ can be chosen to make $W_{l, i}(x) \geq 1$ and uniformly bounded for every $l \in\{1, \ldots, n\}, i \in\{1,2\}$, and $x \geq 0$. Hence the functional $\Phi$ is equivalent to $\mathbf{L}^{\mathbf{1}}$ distance:

$$
\frac{1}{C_{2}} \cdot\left\|u_{1}-u_{2}\right\|_{\mathbf{L}^{1}} \leq \Phi\left(u_{1}, u_{2}\right) \leq C_{2} \cdot\left\|u_{1}-u_{2}\right\|_{\mathbf{L}^{1}}
$$

for a positive constant $C_{2}$. The same calculations as in [6, Chapter 8] show that, at any time $t>0$ when an interaction happens neither in $u_{1}$ nor in $u_{2}$,

$$
\begin{aligned}
& \frac{d}{d t} \Phi\left(u_{1}(t), u_{2}(t)\right) \\
\leq & C_{3} \varepsilon+\sum_{l} \sum_{i}\left|s_{l, i}(0+)\right| W_{l, i} \lambda_{l, i}(0+) \\
\leq & C_{3} \varepsilon-\left(\sum_{l}\left|s_{l, 1}(0+)\right|\right) \hat{K}\left|\inf _{l} \lambda_{l, 1}\right|+K_{J}\left(\sum_{l}\left|s_{l, 1}(0+)\right|\right) \max _{l} W_{l, 2} \hat{\lambda} \\
\leq & C_{3} \varepsilon+\sum_{l}\left|s_{l, 1}(0+)\right|\left(K_{J} \max _{l} W_{l, 2} \hat{\lambda}-\hat{K}\left|\inf \lambda_{l, 1}\right|\right) \\
\leq & C_{3} \varepsilon
\end{aligned}
$$

where $C_{3}$ is a suitable positive constant depending only on a bound on the total variation of the initial data. Above we used the analogue of Proposition 5.3 for shock curves, i.e., if $\Psi\left(S_{2}\left(S_{1}\left(u, q_{l, 1}\right), q_{l, 2}\right)\right)=0$, then $\sum_{l}\left|q_{l, 2}\right| \leq K_{J} \sum_{l}\left|q_{l, 1}\right|$, for a suitable $K_{J}$.

If $t>0$ is an interaction time for $u_{1}$ or $u_{2}$, then, by Proposition 5.4, $\Delta\left[\Upsilon\left(u_{1}(t)\right)+\right.$ $\left.\left(u_{2}(t)\right)\right]<0$ and, choosing $\kappa_{2}$ large enough, we obtain

$$
\Delta \Phi\left(u_{1}(t), u_{2}(t)\right)<0
$$

Thus, $\Phi\left(u_{1}(t), u_{2}(t)\right)-\Phi\left(u_{1}(s), u_{2}(s)\right) \leq C_{2} \varepsilon(t-s)$ for every $0 \leq s \leq t$. The proof is now completed using the standard arguments in [6, Chapter 8].

The proof that the semigroup trajectory does indeed yield a solution to (3.1) and, in particular, that $(\Psi)$ is satisfied on the traces is exactly as that of [7, Proposition 5.3].

We now pass to the stability estimate (3.2). Its proof is similar to those of [5, Theorem 2.1] or [8, Theorem 3.1] and is based on [6, Theorem 2.9], which we recall for convenience: for every Lipschitz map $w:[0, T] \rightarrow \mathcal{D}$ and every Lipschitz semigroup $S:[0,+\infty[\times \mathcal{D} \rightarrow \mathcal{D}$, the following estimate holds:

$$
\left\|w(T)-S_{T} w(0)\right\|_{\mathbf{L}^{1}} \leq L \cdot \int_{0}^{T}\left(\liminf _{h \rightarrow 0+} \frac{1}{h}\left\|w(t+h)-S_{h} w(t)\right\|_{\mathbf{L}^{1}}\right) d t
$$

$L$ being the Lipschitz constant of $S$. In the present case, we are led to

$$
\left\|S_{t}^{\tilde{\Psi}} u-S_{t}^{\Psi} u\right\|_{\mathbf{L}^{1}} \leq L^{\Psi} \cdot \int_{0}^{t}\left(\liminf _{h \rightarrow 0+} \frac{1}{h}\left\|S_{h}^{\Psi} S_{\tau}^{\Psi} u-S_{h}^{\tilde{\Psi}} S_{\tau}^{\Psi} u\right\|\right) d \tau
$$

It remains to estimate $\left\|S_{h}^{\Psi} v-S_{h}^{\tilde{\Psi}} v\right\|_{\mathbf{L}^{1}}$ for $v=S_{\tau}^{\Psi} u$. We use the wave front tracking approximations $v^{\Psi, \varepsilon}(h, \cdot)=S_{h}^{\Psi, \varepsilon} u$ and $v^{\tilde{\Psi}, \varepsilon}(h, \cdot)=S_{h}^{\tilde{\Psi}, \varepsilon} u$. For $h>0$ sufficiently small, we can assume that there is at most a single interaction of the waves of $u \in \mathcal{D}$ with the intersection. Then $S_{h}^{\Psi, \varepsilon}$ coincides with the Riemann solver of Proposition 2.2, and estimate (2.4) can be applied:

$$
\left\|S_{h}^{\Psi} u-S_{h}^{\tilde{\Psi}} u\right\| \leq L^{\Psi}\left\|\Psi_{1}-\Psi_{2}\right\|_{\mathbf{C}^{1}} h
$$

Since the right-hand side is independent of $\varepsilon$ and since $S_{h}^{\Psi, \varepsilon} u$ converges in $\mathbf{L}^{\mathbf{1}}$ to $S_{h}^{\Psi} u$, we obtain

$$
\left\|S_{h}^{\Psi} u-S_{h}^{\tilde{\Psi}} u\right\|_{\mathbf{L}^{1}} \leq \int_{0}^{t}\left(\liminf _{h \rightarrow 0+} \frac{1}{h} \cdot\|\Psi-\tilde{\Psi}\|_{\mathbf{C}^{1}} \cdot h\right) d \tau \leq L^{\Psi} \cdot\|\Psi-\tilde{\Psi}\|_{\mathbf{C}^{1}} \cdot t
$$

completing the proof.
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#### Abstract

We present a variational principle governing the quasi-static evolution of a linearized elastoplastic material. In the case of linear hardening, the novel characterization allows us to recover and partly extend some known results and proves itself to be especially well suited for discussing general approximation and convergence issues. In particular, the variational principle is exploited in order to prove in a novel setting the convergence of time and space-time discretizations as well as to provide some possible a posteriori error control.
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1. Introduction. The primal initial-boundary value problem of elastoplasticity consists in determining the generalized deformation state of a material subject to external mechanical actions. In particular, starting from some initial state and for a given load and traction, one shall determine the displacement $u$ of the body from the reference configuration, the inelastic (plastic) part $p$ of its strain, and, possibly, a vector of internal hardening variables $\xi$. In the small deformation regime and within the frame of associative elastoplasticity, the problem is classically formulated in a variational form as that of finding the absolutely continuous trajectory $t \in[0, T] \mapsto$ $y(t) \in Y(Y$ is a Banach space $)$ such that

$$
\begin{equation*}
\partial \psi(\dot{y})+A y \ni \ell \quad \text { a.e. in } \quad(0, T), \quad y(0)=y_{0} \tag{1.1}
\end{equation*}
$$

where $y=(u, p, \xi)$ stands for the vector of unknown fields, $A: Y \rightarrow Y^{*}$ (dual) is linear, continuous, and symmetric, and $\psi: Y \rightarrow[0, \infty]$ is the positively 1-homogeneous and convex dissipation potential ( $\partial$ is the classical subdifferential in the sense of convex analysis; see below). Moreover, $\ell:[0, T] \rightarrow Y^{*}$ is a given and suitably smooth generalized load (possibly including surface tractions), and $y_{0}$ represents the initial state. The reader is referred to section 2 for some brief mechanical motivation as well as to the classical monographs by Duvaut and Lions [7], Han and Reddy [13], Lemaitre and Chaboche [18], and Simo and Hughes [42] for a comprehensive collection of results.

The aim of this paper is that of investigating a global-in-time variational formulation of problem (1.1). In particular, we shall introduce the functional $\mathcal{F}$ : $W^{1,1}(0, T ; Y) \rightarrow[0, \infty]$ on trajectories as

$$
\mathcal{F}(y)=\int_{0}^{T}\left(\psi(\dot{y})+\psi^{*}(\ell-A y)-\langle\ell-A y, \dot{y}\rangle\right)
$$

[^32]where $\psi^{*}$ stands for the conjugate $\psi^{*}(w)=\sup _{v \in Y}(\langle w, v\rangle-\psi(v))$ of $\psi$ and $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $Y^{*}$ and $Y$. The starting point of this analysis relies on the fact that solutions of (1.1) and minimizers of $\mathcal{F}$ fulfilling the initial condition and making $\mathcal{F}$ zero coincide, namely (see Theorem 3.1),
\[

$$
\begin{equation*}
y \text { solves }(1.1) \quad \text { iff } \quad \mathcal{F}(y)=\min \mathcal{F}=0 \quad \text { and } \quad y(0)=y_{0} \tag{1.2}
\end{equation*}
$$

\]

This variational characterization has a clear mechanical interpretation. Indeed, since $\psi$ is positively 1 -homogeneous, its conjugate $\psi^{*}$ turns out to be the indicator function of the convex set $\partial \psi(0)$. Hence, $\min \mathcal{F}$ is actually a constrained minimization problem, and we have

$$
\mathcal{F}(y)=0 \quad \text { iff } \quad\left\{\begin{array}{l}
\ell-A y \in \partial \psi(0) \quad \text { a.e. in }(0, T),  \tag{1.3}\\
\varphi(T, y(T))+\int_{0}^{T} \psi(\dot{y})=\varphi(0, y(0))-\int_{0}^{T}\langle\dot{\ell}, y\rangle
\end{array}\right.
$$

where we have used the notation $(t, y) \mapsto \varphi(t, y)=\frac{1}{2}\langle A y, y\rangle-\langle\ell(t), y\rangle$. The first relation above expresses the so-called local stability [26] of the trajectory, whereas the second is nothing but the energy balance at time $T$. More precisely, $\varphi(t, y)$ denotes the complementary energy at time $t$ for the state $y, \int_{0}^{T} \psi(\dot{y})$ represents the dissipation of the system on $[0, T]$, and $-\int_{0}^{T}\langle\dot{\ell}, y\rangle$ is related to external actions on $[0, T]$. Hence, minimizing $\mathcal{F}$ consists in selecting the (only) stable trajectory which conserves the energy. In this regards, the reader is referred to the pioneering papers by Moreau [33, 34, 35].

The interest of variational characterization (1.2) of the differential problem (1.1) relies on the possibility of exploiting the general tools from the calculus of variations. Some care is, however, required. Indeed, although $\mathcal{F}$ is convex and lower semicontinuous with respect to the weak topology of $W^{1,1}(0, T ; Y)$, the functional generally fails to be coercive. Moreover, one is not just asked to minimize $\mathcal{F}$ but also to prove that the minimum is 0 . These considerations suggest that the direct method is hardly applicable in order to get solutions to (1.1) via the characterization in (1.2).

The first issue of this paper is that of exploiting the variational principle in (1.2) in order to address general approximation procedures. Since solutions and minimizers coincide, a natural tool in order to frame an abstract approach to limiting procedures within (1.1) is that of considering the corresponding minimum problems via $\Gamma$-convergence [11]. As the value of the functional is directly quantified to be 0 on the minimizers, what is actually needed here for passing to limits are so-called $\Gamma$-liminf inequalities only, and the latter are generally easily available. We shall specifically focus on the case of linear hardening elastoplasticity and apply the above-mentioned perspective in order to recover in a unified and more transparent frame and partly generalize some convergence results for conformal finite elements (Theorem 5.3), time discretizations (Theorem 6.5), and fully discrete space-time approximations (Theorem 7.1). In particular, for time discretization we develop a discrete version of the variational principle (1.2) in the same spirit of the theory of variational integrators [25] (see subsection 6.1). This connection entails also some generalized view at the classical discrete time schemes (see subsection 6.5).

A second novel point of the present variational approach consists in the possibility of exploiting $\mathcal{F}$ in order to estimate a posteriori some approximation error. By letting $\mathcal{F}(y)=0$, we will check that (Corollary 4.5)

$$
\max _{[0, T]} \frac{1}{2}\langle A(y-v), y-v\rangle \leq \mathcal{F}(v) \quad \forall v \in W^{1,1}(0, T ; Y), \quad v(0)=y_{0}
$$

If $A$ shows some coercivity (which is precisely the case of linearized hardening; see subsection 2.4), and $v$ is the outcome of some approximation procedure, the estimate above may serve as the basis for some a posteriori estimation procedure, possibly headed to adaptivity (see subsection 6.7). Let us stress that the latter and (1.3) entail that the distance of a (stable) trajectory from the solution to (1.1) can be uniformly estimated by means of its energy production along the path.

The variational characterization in (1.2) is strictly linked to the celebrated principle by Brezis, Ekeland, and Nayroles $[3,4,38,39]$ for the gradient flow of a convex functional $j: Y \rightarrow(-\infty, \infty]$ in a Hilbert space $Y$, namely,

$$
\begin{equation*}
\dot{y}+\partial j(y) \ni \ell \quad \text { a.e. in }(0, T) \tag{1.4}
\end{equation*}
$$

In particular, by using the convexity of $j$ (see details in section 3.1), this inclusion may be equivalently rewritten as the scalar relation

$$
\begin{equation*}
j(y)+j^{*}(\ell-\dot{y})-\langle\ell-\dot{y}, y\rangle=0 \quad \text { a.e. in }(0, T), \tag{1.5}
\end{equation*}
$$

where $j^{*}$ is the conjugate of $j$. As the above left-hand side is a.e. nonnegative for all trajectories $y$ and it is 0 iff $y$ solves (1.4), the latter is equivalent to minimize the global functional

$$
\mathcal{I}(y)=\int_{0}^{T}\left(j(y)+j^{*}(\ell-\dot{y})-\langle\ell-\dot{y}, y\rangle\right)
$$

and check that $\mathcal{I}(y)=0$. Since its introduction, the latter principle has continuously attracted attention. In particular, it has been exploited in the direction of proving the existence $[40,2,41,10,9]$ (note that the above-mentioned obstructions to the application of the direct methods again appear) and the description of long-time dynamics [17]. Moreover, the Brezis-Ekeland-Nayroles approach has been adapted to the case of second order [21, 22] and doubly nonlinear equations [45] and to the study of variable time step discretizations of (1.4) [43] as well.

The variational characterization (1.2) stems basically from the same idea as in (1.5). Namely, the differential inclusion in (1.1) is equivalently rewritten by convexity of $\psi$ as

$$
\psi(\dot{y})+\psi^{*}(\ell-A y)-\langle\ell-A y, \dot{y}\rangle=0 \quad \text { a.e. in }(0, T)
$$

and (1.2) follows by noting that the above left-hand side is a.e. nonnegative for all trajectories $y$ and it is 0 iff $y$ is fulfilling the inclusion in (1.1). On the other hand, apart from this conceptual analogy, one has indeed to mention that the characterization (1.2) has little in common with the original Brezis-Ekeland-Nayroles principle. In particular, the two principles turn out to be different even in the case of a quadratic functional $\psi$ on a Hilbert space.

One has to mention that, of course, (1.2) is not the only possible global-in-time variational characterization of (1.1). Besides minimizing the $L^{2}$ space-time norm of the residual (which might be a little interesting since the order of the problem is doubled), one has at least to mention Visintin [48], where generalized solutions are obtained as minimal elements of a certain partial-order relation on the trajectories, and the recent contribution by Mielke and Ortiz [27], where the functional

$$
\begin{equation*}
y \mapsto e^{-T / \varepsilon} \varphi(T, y(T))+\int_{0}^{T} e^{-t / \varepsilon}\left(\psi(\dot{y})+\frac{1}{\varepsilon} \varphi(t, y)\right) \tag{1.6}
\end{equation*}
$$

is minimized among trajectories with $y(0)=y_{0}$. Under extra-smoothness conditions on $\psi$ (not fulfilled in the current frame), the Euler-Lagrange equations of the latter functional are

$$
\begin{gathered}
-\varepsilon \mathrm{D}^{2} \psi(\dot{y}) \ddot{y}+\mathrm{D} \psi(\dot{y})+A y=\ell \\
y(0)=y_{0}, \quad \mathrm{D} \psi(\dot{y}(T))+A y(T)=\ell(T)
\end{gathered}
$$

In particular, minimizing the functional in (1.6) consists in performing a suitable elliptic (in time) regularization of the problem. In the specific case of $\psi$ positively 1homogeneous, the limit $\varepsilon \rightarrow 0$ can be carried out, and the minimizers of the functional in (1.6) are proved to converge to the solution of (1.1). The latter approach is quite different from that of (1.2). On the one hand, it is much more general as it naturally applies to the nonsmooth case as well (no derivatives of $\psi$ and $\phi$ are involved). The results of [27] have been recently extended in the direction of discretizations and relaxation in [31].
2. Mechanical model. Let us provide the reader with a brief introduction to the mechanical setting under consideration. Our aim is just that of recalling some essential features of the models as well as their variational formulation. In particular, we restrain from reporting here an extensive discussion on associative elastoplasticity as the latter can be easily recovered from the many contributions on the subject. The reader is particularly referred to the mentioned monographs for some comprehensive presentation.
2.1. Preliminaries. We will denote by $\mathbb{R}_{\text {sym }}^{3 \times 3}$ the space of symmetric $3 \times 3$ tensors endowed with the natural scalar product $a: b:=\operatorname{tr}(a b)=a_{i j} b_{i j}$ (summation convention). The space $\mathbb{R}_{\mathrm{sym}}^{3 \times 3}$ is orthogonally decomposed as $\mathbb{R}_{\mathrm{sym}}^{3 \times 3}=\mathbb{R}_{\mathrm{dev}}^{3 \times 3} \oplus \mathbb{R} 1_{2}$, where $\mathbb{R} 1_{2}$ is the subspace spanned by the identity 2 -tensor $1_{2}$ and $\mathbb{R}_{\text {dev }}^{3 \times 3}$ is the subspace of deviatoric symmetric $3 \times 3$ tensors. In particular, for all $a \in \mathbb{R}_{\mathrm{sym}}^{3 \times 3}$, we have that $a=a_{\mathrm{dev}}+\operatorname{tr}(a) 1_{2} / 3$.

We shall assume the reference configuration $\Omega$ to be a nonempty, bounded, and connected open set in $\mathbb{R}^{3}$ with a Lipschitz continuous boundary. The space dimension 3 plays essentially no role throughout the analysis, and we would be in the position of reformulating our results in $\mathbb{R}^{d}$ with no particular intricacy. Our unknown variables are the displacement of the body $u \in \mathbb{R}^{3}$, the plastic strain $p \in \mathbb{R}_{\text {dev }}^{3 \times 3}$, and a vector of internal variables $\xi \in \mathbb{R}^{m}(m \in \mathbb{N})$ which will describe the hardening of the material. We will denote by $\varepsilon(u)$ the standard symmetric gradient.
2.2. Constitutive relation. Moving within the small-strain regime, we additively decompose the linearized deformation $\varepsilon(u)$ into the elastic strain $e$ and the inelastic (or plastic) strain $p$ as

$$
\varepsilon(u)=e+p
$$

Let $\mathbb{C}$ be the elasticity tensor. By regarding the latter as a symmetric positive definite linear map $\mathbb{C}: \mathbb{R}_{\text {sym }}^{3 \times 3} \rightarrow \mathbb{R}_{\text {sym }}^{3 \times 3}$, we shall assume that the orthogonal subspaces $\mathbb{R}_{\text {dev }}^{3 \times 3}$ and $\mathbb{R} 1_{2}$ are invariant under $\mathbb{C}$. This amounts to saying that indeed

$$
\mathbb{C} a=\mathbb{C}_{\mathrm{dev}} a_{\mathrm{dev}}+\kappa \operatorname{tr}(a) 1_{2}
$$

for a given $\mathbb{C}_{\text {dev }}: \mathbb{R}_{\text {dev }}^{3 \times 3} \rightarrow \mathbb{R}_{\text {dev }}^{3 \times 3}$, a constant $\kappa$, and all $a \in \mathbb{R}_{\text {sym }}^{3 \times 3}$. The case of isotropic materials is given by $\mathbb{C}_{\text {dev }}=2 G\left(1_{4}-1_{2} \otimes 1_{2} / 3\right)$, and $G$ and $\kappa$ are, respectively, the
shear and the bulk moduli. The latter decomposition is not exploited in our analysis, but it is clearly suggested by the mechanical application. Moreover, we shall introduce two linear symmetric positive semidefinite hardening moduli $\mathbb{H}_{p}: \mathbb{R}_{\text {dev }}^{3 \times 3} \rightarrow \mathbb{R}_{\text {dev }}^{3 \times 3}$ and $\mathbb{H}_{\xi}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ (to be identified with a fourth order tensor and a matrix, respectively) and define the Helmholtz free energy $W: \mathbb{R}_{\mathrm{sym}}^{3 \times 3} \times \mathbb{R}_{\mathrm{dev}}^{3 \times 3} \times \mathbb{R}^{m} \rightarrow[0, \infty)$ of the material as

$$
W(\varepsilon(u), p, \xi):=\frac{1}{2}(\varepsilon(u)-p): \mathbb{C}(\varepsilon(u)-p)+\frac{1}{2} p: \mathbb{H}_{p} p+\frac{1}{2} \xi^{T} \cdot \mathbb{H}_{\xi} \xi
$$

The generalized stresses $(\sigma, \eta)$ are conjugate to the above-defined generalized strains $(e, \xi)$ via the energy $W$. In particular, the material is classically assumed to show elastic response,

$$
\begin{equation*}
\sigma=\frac{\partial W}{\partial e}=\mathbb{C} e=\mathbb{C}(\varepsilon(u)-p) \tag{2.1}
\end{equation*}
$$

and the thermodynamic force $\eta$ driving the evolution of the internal variables $\xi$ is defined as

$$
\begin{equation*}
\eta=-\frac{\partial W}{\partial \xi}=-\mathbb{H}_{\xi} \xi \tag{2.2}
\end{equation*}
$$

Moreover, by moving within the frame of associative elastoplasticity, we assume the existence of a function $R: \mathbb{R}_{\text {dev }}^{3 \times 3} \times \mathbb{R}^{m} \rightarrow[0, \infty]$ convex, positively 1-homogeneous, and lower semicontinuous such that

$$
\begin{equation*}
\partial R(\dot{p}, \dot{\xi}) \ni\binom{\sigma-\mathbb{H}_{p} p}{\eta} \tag{2.3}
\end{equation*}
$$

In particular, $R$ is asked to be the support function of a convex set $C^{*} \in \mathbb{R}_{\mathrm{dev}}^{3 \times 3} \times \mathbb{R}^{m}$, i.e., $R(p)=\sup _{q \in C^{*}} q: p$. We will indicate with $R^{*}$ its conjugate, namely, the indicator function of $C^{*}$ given by $R^{*}(q)=0$ if $q \in C^{*}$ and $R^{*}(q)=\infty$ otherwise. Moreover, we let $C$ be the domain of $R$, namely, $C=D(R)=\left\{(p, \xi) \in \mathbb{R}_{\text {dev }}^{3 \times 3} \times \mathbb{R}^{m}\right.$ : $R(p, \xi)<\infty\}$.

Finally, the above material relations (2.1)-(2.3) can be condensed as the following constitutive material law:

$$
\begin{equation*}
\partial R(\dot{p}, \dot{\xi})+\binom{\left(\mathbb{C}+\mathbb{H}_{p}\right) p}{\mathbb{H}_{\xi} \xi} \ni\binom{\mathbb{C} \varepsilon(u)}{0} \tag{2.4}
\end{equation*}
$$

which in turn can be rephrased in the form of (1.1) by letting

$$
\begin{gather*}
y=(p, \xi), \quad Y=\mathbb{R}_{\operatorname{dev}}^{3 \times 3} \times \mathbb{R}^{m}, \quad \psi=R \\
A(p, \xi)=\left(\left(\mathbb{C}+\mathbb{H}_{p}\right) p, \mathbb{H}_{\xi} \xi\right), \quad \ell=(\mathbb{C} \varepsilon(u), 0) \tag{2.5}
\end{gather*}
$$

Let us close this subsection by explicitly mentioning three classical linear hardening models [13, Ex. 4.8, p. 88]:

Linear kinematic hardening. Choose $\mathbb{H}_{p}=h_{p} 1_{4}$, where $h_{p}>0$, and $\mathbb{H}_{\xi}=0$. In this case the internal variable $\xi$ is not evolving and shall be removed from the set of unknowns.
Linear isotropic hardening. Choose $\mathbb{H}_{p}=0, m=1$, and $\mathbb{H}_{\xi}=h_{\xi}>0$. Moreover, let $D(R)=\left\{(p, \xi) \in \mathbb{R}_{\text {dev }}^{3 \times 3} \times \mathbb{R}:|p| \leq \xi\right\}$.
Linear combined kinematic-isotropic hardening. Let $\mathbb{H}_{p}=h_{p} 1_{4}, m=1$, and $\mathbb{H}_{\xi}=$ $h_{\xi}$, where $h_{p}, h_{\xi}>0$. Moreover, let $D(R)=\left\{(p, \xi) \in \mathbb{R}_{\text {dev }}^{3 \times 3} \times \mathbb{R}:|p| \leq \xi\right\}$. It is beyond the purpose of this introduction to discuss and justify the above-mentioned material models. The reader should check the cited references for comments on their relevance within applications and some mechanical motivation.
2.3. Variational formulation of the quasi-static evolution. Let us now move to the consideration of the full equilibrium problem. To this aim, we assume that the boundary $\partial \Omega$ is partitioned in two disjoint open sets $\Gamma_{\operatorname{tr}}$ and $\Gamma_{\text {Dir }}$, with $\partial \Gamma_{\text {tr }}=\partial \Gamma_{\text {Dir }}($ in $\partial \Omega)$. We ask $\Gamma_{\text {Dir }}$ to be such that there exists a positive constant $c_{\text {Korn }}$ depending on $\Gamma_{\text {Dir }}$ and $\Omega$ such that the Korn inequality

$$
\begin{equation*}
c_{\mathrm{Korn}}\|u\|_{H^{1}\left(\Omega ; \mathbb{R}^{3}\right)}^{2} \leq\|u\|_{L^{2}\left(\Gamma_{\mathrm{Dir}} ; \mathbb{R}^{3}\right)}^{2}+\|\varepsilon(u)\|_{L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)}^{2} \tag{2.6}
\end{equation*}
$$

holds true for all $u \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right)$. It would indeed suffice to impose $\Gamma_{\text {Dir }}$ to have a positive surface measure (see, e.g., [7, Thm. 3.1, p. 110]).

For the sake of simplicity, we will prescribe homogeneous Dirichlet boundary conditions on $\Gamma_{\text {Dir }}$ (our analysis extends with little notational intricacy to the case of nonhomogeneous Dirichlet boundary conditions as well). On $\Gamma_{\mathrm{tr}}$ some time-dependent traction will be prescribed instead.

As for the full quasi-static evolution of the material, we shall couple the constitutive relation (2.4) with the equilibrium equation

$$
\begin{equation*}
\operatorname{div} \sigma+f=0 \quad \text { in } \Omega \tag{2.7}
\end{equation*}
$$

Here we assume to be given the body force $f:[0, T] \rightarrow L^{2}\left(\Omega ; \mathbb{R}^{3}\right)$ and a surface traction $g:[0, T] \rightarrow L^{2}\left(\Gamma_{\mathrm{tr}} ; \mathbb{R}^{3}\right)$.

Then one can rephrase the problem into the form of (1.1) by choosing

$$
\begin{align*}
& y=(u, p, \xi)  \tag{2.8}\\
& Y=\left\{(u, p, \xi) \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right) \times L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{dev}}^{3 \times 3}\right) \times L^{2}\left(\Omega ; \mathbb{R}^{m}\right)\right. \\
& \left.\quad \text { such that } u=0 \text { on } \Gamma_{\text {Dir }}\right\},  \tag{2.9}\\
& \langle A(u, p, \xi),(v, q, z)\rangle=\int_{\Omega}\left((\varepsilon(u)-p): \mathbb{C}(\varepsilon(v)-q)+p: \mathbb{H}_{p} q+\xi^{T} \cdot \mathbb{H}_{\xi} z\right) \\
& \quad \forall(v, q, z) \in Y,  \tag{2.10}\\
& \quad \psi(u, p, \xi)=\int_{\Omega} R(p, \xi) \tag{2.11}
\end{align*}
$$

and defining the total load $\ell:[0, T] \rightarrow Y^{*}$ as

$$
\langle\ell(t),(u, p, \xi)\rangle=\int_{\Omega} f \cdot u+\int_{\Gamma_{\mathrm{tr}}} g \cdot u \mathrm{~d} \mathcal{H}^{2} \quad \forall u \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right), t \in[0, T]
$$

where $\mathcal{H}^{2}$ is the 2-dimensional Hausdorff measure.
2.4. The coercivity of $\boldsymbol{A}$. Let us close this introductory discussion by explicitly commenting on the coercivity of the bilinear form induced by $A$. We shall recall some sufficient conditions on $\mathbb{H}_{p}, \mathbb{H}_{\xi}$, and $R$ in such a way that there exists a constant $\alpha>0$ such that

$$
\begin{equation*}
\langle A y, y\rangle \geq \alpha|y|^{2} \quad \forall y \in D(\psi) \tag{2.12}
\end{equation*}
$$

where $|\cdot|$ is the norm in $Y$. This issue is fairly classical [13, sec. 7.3 , p. 167], and we discuss it here for the sake of completeness only.

Of course, (2.12) holds (and even for all $y \in Y$ ) whenever $\mathbb{H}_{p}$ and $\mathbb{H}_{\xi}$ are positive definite (this is the case of the above-mentioned linear combined kinematic-isotropic hardening).

As we have already observed, in the case $\mathbb{H}_{\xi}=0$, the problem naturally reduces to the pair $(u, p)$ only. Up to this reduction, (2.12) holds (again for all $y \in Y$ ) when $\mathbb{H}_{p}$ is positive definite. This is exactly the case of linear kinematic hardening.

On the other hand, in the case $\mathbb{H}_{p}=0$, the plastic strain will still evolve, and one has (2.12) if $D(R)$ is bounded in the $p$-direction for all $\xi$, namely, if [13, eq. (7.51)]

$$
\begin{equation*}
D(R) \subset\left\{(p, \xi) \in \mathbb{R}_{\operatorname{dev}}^{3 \times 3} \times \mathbb{R}^{m}: \quad \beta|p|^{2} \leq \xi^{T} \cdot \mathbb{H}_{\xi} \xi \text { for some constant } \beta>0\right\} \tag{2.13}
\end{equation*}
$$

which is clearly the case for linear isotropic hardening.
Some generalization of the latter condition could in principle be considered for the case when $\mathbb{H}_{p}$ and $\mathbb{H}_{\xi}$ are only semidefinite. In particular, (2.12) holds if one assumes (2.13) and

$$
\xi \neq 0 \text { and } \xi^{T} \cdot \mathbb{H}_{\xi} \xi=0 \Rightarrow R(p, \xi)=\infty \quad \forall p \in \mathbb{R}_{\mathrm{dev}}^{3 \times 3}
$$

Let us mention that the most critical case in the class of (2.4) is $\mathbb{H}_{p}=0, \mathbb{H}_{\xi}=0$ where actually no hardening takes place. This is the situation of perfect plasticity for which the Sobolev space framework above is not appropriate, and one would consider the space $B D(\Omega)$ of functions of bounded deformations instead [6]. We shall make clear that, even if our variational characterization covers the case of perfect plasticity, the subsequent approximation results apply to the linear hardening situation only.

## 3. Characterization.

3.1. General assumptions. Let us start by recalling notation and enlisting the basic assumptions for the following. First of all, we will ask that

$$
\begin{equation*}
Y \text { is a separable and reflexive Banach space. } \tag{3.1}
\end{equation*}
$$

We will use the symbols $|\cdot|$ for the norm of $Y$ and $\langle\cdot, \cdot\rangle$ for the duality pairing between $Y^{*}$ (dual) and $Y$. The norm in $Y^{*}$ will be denoted by $|\cdot|_{*}$ instead.

We introduce the functional

$$
\begin{gather*}
\psi: Y \rightarrow[0, \infty] \text { proper, convex, lower semicontinuous, } \\
\text { and positively 1-homogeneous. } \tag{3.2}
\end{gather*}
$$

Equivalently, $\psi$ is required to be the support function of a convex and closed set $C^{*} \subset Y^{*}$ containing 0 , namely,

$$
\begin{equation*}
\psi(y)=\sup \left\{\left\langle y^{*}, y\right\rangle: y^{*} \in C^{*}\right\} . \tag{3.3}
\end{equation*}
$$

We shall define $C=D(\psi)$. Hence, the conjugate $\psi^{*}: Y^{*} \rightarrow[0, \infty]$, which is classically defined as $\psi^{*}\left(y^{*}\right)=\sup _{y \in Y}\left(\left\langle y^{*}, y\right\rangle-\psi(y)\right)$, is the indicator function of the convex set $C^{*}$, namely, $\psi^{*}\left(y^{*}\right)=0$ if $y^{*} \in C^{*}$ and $\psi^{*}\left(y^{*}\right)=\infty$ otherwise. Let us remark that $\psi$ fulfills the triangle inequality $\psi(a) \leq \psi(b)+\psi(c)$ whenever $a=b+c$.

We shall use the symbol $\partial$ in order to denote the usual subdifferential in the sense of convex analysis, namely,

$$
y^{*} \in \partial \psi(y) \quad \text { iff } \quad y \in D(\psi) \quad \text { and } \quad\left\langle y^{*}, w-y\right\rangle \leq \psi(w)-\psi(y) \quad \forall w \in Y
$$

Similarly, we define

$$
\begin{gathered}
y \in \partial \psi^{*}\left(y^{*}\right) \quad \text { iff } \quad y^{*} \in D\left(\psi^{*}\right) \text { and }\left\langle w^{*}-y^{*}, y\right\rangle \leq \psi^{*}\left(w^{*}\right)-\psi^{*}\left(y^{*}\right) \quad \forall w^{*} \in Y^{*} \\
\text { iff } \quad y^{*} \in C^{*} \quad \text { and }\left\langle w^{*}-y^{*}, y\right\rangle \leq 0 \quad \forall w^{*} \in C^{*} .
\end{gathered}
$$

Finally, we recall Fenchel's inequality

$$
\psi(y)+\psi^{*}\left(y^{*}\right) \geq\left\langle y^{*}, y\right\rangle \quad \forall y \in Y, y^{*} \in Y^{*}
$$

and remark that equality holds iff $y^{*} \in \partial \psi(y)$ (or, equivalently, $y \in \partial^{*} \psi^{*}\left(y^{*}\right)$ ).
As for the operator $A$ we require that

$$
\begin{equation*}
A: Y \rightarrow Y^{*} \quad \text { linear, continuous, and symmetric } \tag{3.4}
\end{equation*}
$$

and define the function

$$
y \rightarrow \phi(y)=\frac{1}{2}\langle A y, y\rangle
$$

so that $A=\mathrm{D} \phi$. Moreover, we will ask $\phi$ to be coercive on $C=D(\psi)$; namely, we assume that there exists a positive constant $\alpha$ such that

$$
\begin{equation*}
\phi(y) \geq \frac{\alpha}{2}|y|^{2} \quad \forall y \in C \tag{3.5}
\end{equation*}
$$

As we have already commented in subsection 2.4 , the latter coercivity is fulfilled in the situation of elastoplastic evolution with linear kinematic, isotropic, or combined kinematic-isotropic hardening and will turn out to be sufficient for both of the forthcoming characterization results.

On the other hand, the following uniqueness-type results will be checked under some stronger coercivity frame, and we will ask for

$$
\begin{equation*}
\phi(y) \geq \frac{\alpha}{2}|y|^{2} \quad \forall y \in C-C \tag{3.6}
\end{equation*}
$$

Clearly, condition (3.6) is fulfilled when $\phi$ happens to be coercive on the whole space $Y$. The latter applies in particular to the case of linear kinematic and combined kinematic-isotropic hardening elastoplasticity. In this case, $\phi$ defines an equivalent (squared) norm in $Y$.

We shall make use of the following notation:

$$
\chi(y)=\phi(y)+|y|^{2} \quad \forall y \in Y
$$

Indeed the latter choice is just motivated by simplicity and could be replaced as well by any other $\chi: Y \rightarrow[0, \infty)$ such that $\chi(y)=0$ iff $y=0$ and that $y \mapsto \chi(y)-\phi(y)$ is lower semicontinuous.

Finally, we shall fix data such that

$$
\begin{equation*}
\ell \in L^{\infty}\left(0, T ; Y^{*}\right), y_{0} \in C . \tag{3.7}
\end{equation*}
$$

The restriction on the choice of the initial datum in $C$ is motivated by the coercivity assumption on $\phi$ in (3.5). On the other hand, we shall explicitly mention that the usual choice for $y_{0}$ in elastoplasticity is $y_{0}=0$.

In what follows, the above assumptions (3.1)-(3.5) and (3.7) will be tacitly assumed (unless explicitly stated). It should be clear, however, that the above choice is motivated by the sake of simplicity. Indeed, most of the following results still hold under suitably weaker assumptions, as we shall comment.
3.2. The functional. Let the Lagrangian $L:(0, T) \times Y \times Y \rightarrow[0, \infty]$ be defined as

$$
\begin{align*}
L(t, y, p) & =\psi(p)+\psi^{*}(\ell(t)-A y)-\langle\ell(t)-A y, p\rangle \\
& \text { for a.e. } t \in(0, T), \forall y, p \in Y \tag{3.8}
\end{align*}
$$

and the functional $F: W^{1,1}(0, T ; Y) \rightarrow[0, \infty]$ as

$$
\begin{equation*}
F(y)=\int_{0}^{T} L(t, y(t), \dot{y}(t)) \mathrm{d} t+\chi\left(y(0)-y_{0}\right) \tag{3.9}
\end{equation*}
$$

Now, by simply using the chain rule, we obtain

$$
F(y)=\int_{0}^{T}\left(\psi(\dot{y})+\psi^{*}(\ell-A y)-\langle\ell, \dot{y}\rangle\right)+\phi(y(T))-\phi(y(0))+\chi\left(y(0)-y_{0}\right) .
$$

A first remark is that, by exploiting the particular form of $\chi$,

$$
\begin{align*}
F(y) & =\int_{0}^{T}\left(\psi(\dot{y})+\psi^{*}(\ell-A y)-\langle\ell, \dot{y}\rangle\right) \\
& +\phi(y(T))+\phi\left(y_{0}\right)-\left\langle A y(0), y_{0}\right\rangle+\left|y(0)-y_{0}\right|^{2} \tag{3.10}
\end{align*}
$$

In particular, $F$ is clearly convex.
3.3. The characterization. Let us state here our variational principle.

Theorem 3.1 (variational principle). $y \in W^{1,1}(0, T ; Y)$ solves (1.1) iff

$$
F(y)=0=\min F .
$$

Proof. Owing to Fenchel's inequality we have

$$
L(t, y, p)=0 \quad \text { iff } \quad \ell(t)-A y \in \partial \psi(p)
$$

and, clearly, $\chi\left(y(0)-y_{0}\right)=0$ iff $y(0)=y_{0}$. Hence, all solutions $y$ of (1.1) are such that $F(y)=0$ and vice versa.

Let us remark that the latter variational characterization result holds in much greater generality. The proof made no use of the separability and reflexivity of $Y$ nor of the linearity of $A$ (besides its being single-valued and such that $t \mapsto A y(t)$ is measurable). Moreover, the positive 1-homogeneity of $\psi$ is unessential [44]. In particular, the variational approach of Theorem 3.1 can be directly extended to a variety of different dissipative systems possibly including viscous evolution as well. We shall address this perspective in a forthcoming contribution.

We have already observed that $F$ is convex. Moreover, $F$ is lower semicontinuous with respect to the weak topology of $W^{1,1}(0, T ; Y)$, since all weakly convergent sequences in $W^{1,1}(0, T ; Y)$ are pointwise weakly convergent as well. Hence, one could be tempted to use the direct method in order to get the existence of minimizers, i.e., solutions to (1.1). As we commented in the introduction, this seems to be no trivial task.

First of all, the functional $F$ need not be coercive with respect to the weak topology of $W^{1,1}(0, T ; Y)$. Indeed, the functional $\psi$ may degenerate and hence not control the norm of its argument. Moreover, even in the case when $\psi$ is nondegenerate, the homogeneity assumption just entails that the sublevels of $F$ are bounded in $W^{1,1}(0, T ; Y)$ and no weak compactness follows.

Second, even assuming coercivity in the weak topology of $W^{1,1}(0, T ; Y)$, one would still need to prove that the minimum 0 is attained.
3.4. The variational principle for hardening elastoplasticity. By referring to the notations of section 2 , let us now present the actual form of the functional $F$ for the case of the constitutive relation for linearized elastoplastic materials with linear hardening (see (2.5)). In this case the functional reads

$$
\begin{aligned}
F(p, \xi) & =\int_{0}^{T}\left(R(\dot{p}, \dot{\xi})+R^{*}\left(\mathbb{C}(\varepsilon(u)-p)-\mathbb{H}_{p} p,-\mathbb{H}_{\xi} \xi\right)\right) \\
& -\int_{0}^{T}\left(\left(\mathbb{C}(\varepsilon(u)-p)-\mathbb{H}_{p} p\right): \dot{p}-\xi^{T} \cdot \mathbb{H}_{\xi} \dot{\xi}\right) \\
& +\frac{1}{2}\left(p(0)-p_{0}\right):\left(\mathbb{C}+\mathbb{H}_{p}\right)\left(p(0)-p_{0}\right)+\frac{1}{2}\left(\xi(0)-\xi_{0}\right)^{T} \cdot \mathbb{H}_{\xi}\left(\xi(0)-\xi_{0}\right) \\
& +\left|(p(0), \xi(0))-\left(p_{0}, \xi_{0}\right)\right|^{2}
\end{aligned}
$$

for some given initial datum $\left(p_{0}, \xi_{0}\right) \in \mathbb{R}_{\text {dev }}^{3 \times 3} \times \mathbb{R}^{m}$ and $\varepsilon(u) \in L^{\infty}\left(0, T ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$.
In the situation of the quasi-static evolution, for some given initial datum $\left(u_{0}, p_{0}, \xi_{0}\right) \in Y$, a load $f \in L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$, and a traction $g \in L^{\infty}\left(0, T ; L^{2}\left(\Gamma_{\mathrm{tr}} ;\right.\right.$ $\left.\mathbb{R}^{3}\right)$ ), the functional reads (see (2.8)-(2.11))

$$
\begin{aligned}
F(u, p, \xi) & =\int_{0}^{T} \int_{\Omega}\left(R(\dot{p}, \dot{\xi})+R^{*}\left(\mathbb{C}(\varepsilon(u)-p)-\mathbb{H}_{p} p,-\mathbb{H}_{\xi} \xi\right)\right) \\
& -\int_{0}^{T} \int_{\Omega} f \cdot \dot{u}-\int_{0}^{T} \int_{\Gamma_{\operatorname{tr}}} g \cdot \dot{u} \mathrm{~d} \mathcal{H}^{2} \\
& +\int_{0}^{T} \int_{\Omega}\left((\varepsilon(u)-p): \mathbb{C}(\varepsilon(\dot{u})-\dot{p})+p: \mathbb{H}_{p} \dot{p}+\xi^{T} \cdot \mathbb{H}_{\xi} \dot{\xi}\right) \\
& +\frac{1}{2} \int_{\Omega}\left(\varepsilon\left(u(0)-u_{0}\right)-\left(p(0)-p_{0}\right)\right): \mathbb{C}\left(\varepsilon\left(u(0)-u_{0}\right)-\left(p(0)-p_{0}\right)\right) \\
& +\frac{1}{2} \int_{\Omega}\left(\left(p(0)-p_{0}\right): \mathbb{H}_{p}\left(p(0)-p_{0}\right)+\left(\xi(0)-\xi_{0}\right)^{T} \cdot \mathbb{H}_{\xi}\left(\xi(0)-\xi_{0}\right)\right) \\
& +\frac{1}{2} \int_{\Omega}\left|(u(0), p(0), \xi(0))-\left(u_{0}, p_{0}, \xi_{0}\right)\right|^{2}
\end{aligned}
$$

for all points $(u, p, \xi) \in Y$ such that

$$
\begin{aligned}
\int_{\Omega}(\varepsilon(u)-p): \mathbb{C} \varepsilon(v) & =\int_{\Omega} f \cdot v-\int_{\Gamma_{\mathrm{tr}}} g \cdot v \mathrm{~d} \mathcal{H}^{2} \\
\forall v \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right), \text { with } v & =0 \text { on } \Gamma_{\text {Dir }}, \text { a.e. in }(0, T),
\end{aligned}
$$

and $F(u, p, \xi)=\infty$ otherwise.
4. Properties of the minimizers. For the sake of illustrating the variational principle of Theorem 3.1, we shall collect here some properties of the trajectories belonging to the domain of the functional $F$ and, in particular, of the minimizers.

### 4.1. Trajectories are in $C$.

Lemma 4.1. Let $F(y)<\infty$. Then $y(t) \in C$ for all $t \in[0, T]$.
Proof. Since $F(y)<\infty$ we have $\dot{y} \in C$ a.e. in $(0, T)$. Hence, for all $t \in[0, T]$, we have $\int_{0}^{t} \dot{y} \in C$ by Jensen's inequality. On the other hand, $y_{0} \in C$ and $y(t)=y_{0}+\int_{0}^{t} \dot{y}$. The assertion follows by recalling that $C$ is a cone.
4.2. Stability at regular points of $\ell$. Assume that $\ell:[0, T] \rightarrow Y^{*}$ is given, and let the set of stable states $S(t) \subset Y$ for $t \in[0, T]$ be defined as

$$
S(t)=\{y \in Y: \phi(y)-\langle\ell(t), y\rangle \leq \phi(w)-\langle\ell(t), w\rangle+\psi(w-y) \quad \forall w \in Y\}
$$

In particular, one has $y \in S(t)$ iff it minimizes the convex functional $G: w \mapsto$ $\phi(w)-\langle\ell(t), w\rangle+\psi(w-y)$, namely,

$$
y \in S(t) \quad \text { iff } \quad 0 \in \partial G(y)=A y-\ell(t)+\partial \psi(0)
$$

Let us now check that indeed $\partial \psi(0)=C^{*}$. To this end, owing to (3.3), given $y^{*} \in C^{*}$ one has $\left\langle y^{*}, w\right\rangle \leq \psi(w)$ for all $w \in Y$. Namely, $C^{*} \subset \partial \psi(0)$. On the other hand, assume that there exists $\xi \in \partial \psi(0) \backslash C^{*}$. Hence, by the Hahn-Banach theorem one finds $y \in Y, \alpha \in \mathbb{R}$, and $\varepsilon>0$ such that

$$
\psi(y) \stackrel{\xi \in \partial \psi(0)}{\geq}\langle\xi, y\rangle \geq \alpha+\varepsilon>\alpha-\varepsilon \geq\left\langle y^{*}, y\right\rangle \quad \forall y^{*} \in C^{*}
$$

and, by passing to the supremum as $y^{*} \in C^{*}$, we obtain a contradiction. We may summarize this discussion as follows:

$$
y \in S(t) \quad \text { iff } \quad \ell(t)-A y \in C^{*}
$$

LEMMA 4.2 (stability of the minimizers). Let $\ell$ be either left- or right-weakly continuous at some point $t \in[0, T]$ and $F(y)<\infty$. Then $y(t) \in S(t)$.

Proof. Since $F(y)<\infty$, we have $\ell(t)-A y(t) \in C^{*}$ for all $t \in(0, T) \backslash N$, where $|N|=0$. Choose a sequence $t_{k} \in(0, T) \backslash N$ such that $t_{k} \rightarrow t$ (from the left or from the right) and $\ell\left(t_{k}\right) \rightarrow \ell(t)$ weakly in $Y^{*}$. Hence, $\ell\left(t_{k}\right)-A y\left(t_{k}\right) \rightarrow \ell(t)-A y(t)$ weakly in $Y^{*}$ and $\ell(t)-A y(t) \in C^{*}$.

In particular, if $\ell$ happens to be right-continuous at 0 , the functional $F$ will not attain the minimum value 0 unless the initial datum $y_{0}$ is stable, namely, $y_{0} \in S(0)$.
4.3. Equivalent formulations. Letting now $\ell \in W^{1,1}\left(0, T ; Y^{*}\right)$, problem (1.1) admits some alternative equivalent formulations [26, sec. 2.1]. We explicitly mention that $y \in W^{1,1}(0, T ; Y)$ is said to be an energetic solution if it solves the energetic formulation [32] of (1.1), namely,

$$
\begin{align*}
& y(t) \in S(t) \quad \forall t \in[0, T]  \tag{4.1}\\
& \phi(y(t))-\langle\ell(t), y(t)\rangle+\int_{0}^{t} \psi(\dot{y})=\phi(y(0))-\langle\ell(0), y(0)\rangle-\int_{0}^{t}\langle\dot{\ell}, y\rangle \\
& \quad \forall t \in[0, T]  \tag{4.2}\\
& y(0)=y_{0} \tag{4.3}
\end{align*}
$$

Mielke and Theil [32] proved that the latter is equivalent to (1.1) and hence, owing to the characterization of Theorem 3.1, to $F(y)=0=\min F$ (note that the analysis in [32] is much more general and is in particular allowing discontinuous in time evolutions by introducing the above notion of energetic solutions in the frame of functions of a bounded variation). For the aim of pointing out some features of our variational approach, we shall present here a direct proof of this fact.

LEMMA 4.3 (equivalence with the energetic formulation). Let $\ell \in W^{1,1}\left(0, T ; Y^{*}\right)$. Then $F(y)=0=\min F$ iff $y$ fulfills (4.1)-(4.3).

Proof. Owing to Lemma 4.2, we readily have that the stability condition (4.1) holds iff $\psi^{*}(\ell-A y)=0$ a.e.

Let $y$ be such that $F(y)=0$. Then (4.1) and (4.3) hold and $L(t, y(t), \dot{y}(t))=0$ for a.e. $t \in(0, T)$. In particular, for all $t \in[0, T]$,

$$
\begin{gathered}
0=\int_{0}^{t} L(s, y(s), \dot{y}(s)) \mathrm{d} s=\int_{0}^{t}(\psi(\dot{y})-\langle\ell, \dot{y}\rangle)+\left.\phi(y)\right|_{0} ^{t} \\
=\left.(\phi(y)-\langle\ell, y\rangle)\right|_{0} ^{t}+\int_{0}^{t} \psi(\dot{y})+\int_{0}^{t}\langle\dot{\ell}, y\rangle
\end{gathered}
$$

so that the energy equality (4.2) holds for all $t \in[0, T]$.
On the contrary, let $y \in W^{1,1}(0, T ; Y)$ fulfill (4.1)-(4.3). Then $\chi\left(y(0)-y_{0}\right)=0$ and $\psi^{*}(\ell-A y)=0$ a.e. (see above). Hence $F(y)=0$ follows from the energy equality (4.2) at time $T$ and an integration by parts.

Let us mention that the last lemma proves in particular that the energy equality (4.2) could be equivalently enforced at the final time $T$ only. Moreover, it proves that, as already commented in the introduction, all stable trajectories $t \mapsto y(t)$ (i.e., trajectories such that $y(t) \in S(t)$ for all $t \in[0, T])$ are such that the following energy inequality holds:

$$
\phi(y(t))-\langle\ell(t), y(t)\rangle+\int_{0}^{t} \psi(\dot{y}) \geq \phi(y(0))-\langle\ell(0), y(0)\rangle-\int_{0}^{t}\langle\dot{\ell}, y\rangle \quad \forall t \in[0, T]
$$

Hence, we have provided a proof to [26, Prop. 5.7] (note that the referred result is, however, more general as it is concerned with the $B V$ situation, the energy is implicitly depending on time, and no linear structure on $Y$ is required).

Before closing this subsection, let us explicitly remark that the above inferred equivalence between formulations has been obtained for the absolutely continuous case $\ell \in W^{1,1}\left(0, T ; Y^{*}\right)$ only, whereas the characterization of Theorem 3.1 holds more generally for bounded $\ell$.
4.4. The functional controls the uniform distance: Uniqueness. So far, we have simply reformulated known results in a variational fashion. Here we present some novel results instead.

Lemma 4.4 (uniform distance control via $F$ ). We have

$$
\begin{gather*}
\eta(1-\eta) \max _{t \in[0, T]} \phi(u(t)-v(t)) \leq \eta F(u)+(1-\eta) F(v) \\
\forall u, v \in W^{1,1}(0, T ; Y), \eta \in[0,1] \tag{4.4}
\end{gather*}
$$

Proof. The statement follows from the quadratic character of $\phi$. Fix $t \in[0, T]$, and define $F^{t}: W^{1,1}(0, t ; Y) \rightarrow[0, \infty]$ as

$$
\begin{aligned}
F^{t}(y) & =\int_{0}^{t} L(s, y(s), \dot{y}(s)) \mathrm{d} s+\chi\left(y(0)-y_{0}\right) \\
& =\int_{0}^{t}\left(\psi(\dot{y})+\psi^{*}(\ell-A y)-\langle\ell, \dot{y}\rangle\right) \\
& +\phi(y(t))+\phi\left(y_{0}\right)-\left\langle A y(0), y_{0}\right\rangle+\left|y(0)-y_{0}\right|^{2}
\end{aligned}
$$

Then, clearly, $y \mapsto G^{t}(y)=F^{t}(y)-\phi(y(t))$ is convex. Hence, by letting $w=\eta u+$ $(1-\eta) v$ we have

$$
\begin{gathered}
0 \leq F^{t}(w) \\
\leq \eta\left(G^{t}(u)+\phi(u(t))\right)+(1-\eta)\left(G^{t}(v)+\phi(v(t))\right)-\eta(1-\eta) \phi(u(t)-v(t)),
\end{gathered}
$$

whence the assertion follows.

The latter lemma exploits the quadratic character of $\phi$ only. In particular, no coercivity for $\phi$ is assumed. It should, however, be clear that its application (as the title of the lemma indeed suggests) will always be referred to the situation where the stronger (3.6) is required, namely, when the left-hand side of (4.4) controls

$$
\eta(1-\eta) \frac{\alpha}{2} \max _{[0, T]}|u-v|^{2}
$$

We now present two immediate corollaries of Lemma 4.4.
Corollary 4.5 (uniform distance from the minimizer). Let $F(y)=0$. Then

$$
\max _{t \in[0, T]} \phi(y(t)-v(t)) \leq F(v)
$$

This corollary encodes an interesting novel feature of our variational approach, for it provides a possible a posteriori error estimator to be used within approximation procedures. It is interesting to remark that the uniform distance of any stable trajectory from the minimizer is controlled by means of its energy production along the path only. Again, although Corollary 4.5 holds under no coercivity assumptions of $\phi$, let us mention that its application will be restricted to the frame of (3.6). Finally, we have uniqueness of the minimizers of $F$ attaining the value 0 .

Corollary 4.6 (uniqueness). Assume (3.6). Then there exists at most one trajectory $y$ such that $F(y)=0$.
4.5. Lipschitz bound. Throughout the remainder of the paper we shall tacitly assume that

$$
\begin{equation*}
\ell \in W^{1, \infty}\left(0, T ; Y^{*}\right), \quad y_{0} \in S(0) \tag{4.5}
\end{equation*}
$$

As already commented after Lemma 4.2, the above restriction on the initial datum is mandatory whenever $\ell$ admits a weak right limit in 0 .

As for $\ell$, the extra Lipschitz continuity assumption is motivated by the rate independence of the problem (every absolutely continuous datum can be time-rescaled to a Lipschitz continuous datum) and the following well known result.

Lemma 4.7 (Lipschitz bound). Assume (3.6), and let $\ell \in W^{1, \infty}\left(0, T ; Y^{*}\right)$ and $F(y)=0$. Then

$$
\begin{equation*}
\|\dot{y}\|_{L^{\infty}(0, T ; Y)} \leq \frac{1}{\alpha}\|\dot{\ell}\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \quad \text { a.e. in } \quad(0, T) \tag{4.6}
\end{equation*}
$$

The proof of the lemma is exactly the classical one [32, Thm. 7.5] but formulated by means of our variational arguments. We provide it for the sake of completeness.

Proof. Let $0 \leq s<t \leq T$ be fixed. Since $L(y, \dot{y})=0$ a.e. we have

$$
\int_{s}^{t}(\psi(\dot{y})+\langle\dot{\ell}, y\rangle)+\left.(\phi(y)-\langle\ell, y\rangle)\right|_{s} ^{t}=0
$$

On the other hand, owing to the strong monotonicity of $A$ and the fact that $y(s) \in S(s)$ (see Lemma 4.2), one obtains

$$
\begin{gathered}
\phi(y(t)-y(s)) \leq \phi(y(t))-\langle\ell(s), y(t)\rangle+\psi(y(t)-y(s))-\phi(y(s))-\langle\ell(s), y(s)\rangle \\
=\left.(\phi(y)-\langle\ell, u\rangle)\right|_{s} ^{t}+\int_{s}^{t}\langle\dot{\ell}(r), y(t)\rangle \mathrm{d} r+\psi(y(t)-y(s)) .
\end{gathered}
$$

By taking the sum of these two relations and recalling that, by Jensen,

$$
\psi(y(t)-y(s))=\psi\left(\int_{s}^{t} \dot{y}\right) \leq \int_{s}^{t} \psi(\dot{y})
$$

we get

$$
\phi(y(t)-y(s)) \leq \int_{s}^{t}\langle\dot{\ell}(r), y(t)-y(r)\rangle \mathrm{d} r
$$

Finally, an application of some extended Gronwall lemma (see [26, Thm. 3.4]) entails that

$$
\frac{\alpha}{2}|y(t)-y(s)|^{2} \leq \frac{1}{2}\|\dot{\ell}\|_{L^{\infty}\left(0, T ; Y^{*}\right)}|y(t)-y(s)|(t-s)
$$

and the assertion follows.
5. Space approximation and stability under data perturbation. We now apply the characterization results of Theorem 3.1 to the approximation of solutions of (1.1). As already commented in the introduction, we shall proceed via $\Gamma$-convergence [11]. The reader is referred to the monographs by Attouch [1] and Dal Maso [5] for some comprehensive discussion on this topic. Indeed, since Theorem 3.1 directly quantifies the value of the minimum to be 0 , what is actually needed for passing to limits are $\Gamma$-liminf inequalities only. We shall illustrate this fact by discussing the simple case of stability under data perturbation first.

Lemma 5.1 (stability under data perturbation). Assume (3.6), and let $\ell_{h} \rightarrow \ell$ strongly in $L^{1}\left(0, T ; Y^{*}\right)$ being uniformly Lipschitz continuous and $y_{0, h} \rightarrow y_{0}$. Moreover, let $F_{h}: W^{1,1}(0, T ; Y) \rightarrow[0, \infty]$ be defined as

$$
F_{h}(y)=\int_{0}^{T}\left(\psi(\dot{y})+\psi^{*}\left(\ell_{h}-A y\right)-\left\langle\ell_{h}-A y, \dot{y}\right\rangle\right)+\chi\left(y(0)-y_{0, h}\right)
$$

and let $F_{h}\left(y_{h}\right)=0$. Then $y_{h} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$ and $F(y)=0$.
Proof. Owing to Lemma 4.7, we find a (not relabeled) subsequence $y_{h}$ such that $y_{h} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$. Hence, we have by lower semicontinuity

$$
\begin{aligned}
0 \leq F(y) & \leq \liminf _{h \rightarrow 0}\left(\int_{0}^{T}\left(\psi\left(\dot{y}_{h}\right)+\psi^{*}\left(\ell_{h}-A y_{h}\right)-\left\langle\ell_{h}, \dot{y}_{h}\right\rangle\right)\right. \\
& \left.+\phi\left(y_{h}(T)\right)+\phi\left(y_{0, n}\right)-\left\langle A y_{h}(0), y_{0, h}\right\rangle+\left|y_{h}(0)-y_{0, h}\right|^{2}\right) \\
& =\liminf _{h \rightarrow 0} F_{h}\left(y_{h}\right)=0
\end{aligned}
$$

Hence, $F(y)=0, y$ is unique, and the assertion follows from the fact that the whole sequence converges.
5.1. Preliminaries on functional convergence. In order to move to more general approximation situations, we are forced to discuss a suitable functional convergence notion. We limit ourselves in introducing the relevant definitions, referring to the mentioned monographs for all of the necessary details.

Recall that $Y$ is a real reflexive Banach space. Letting $f_{n}, f: Y \rightarrow(-\infty, \infty]$ be convex, proper, and lower semicontinuous, we say that $f_{n} \rightarrow f$ in the Mosco sense in $Y[1,36]$ iff, for all $y \in Y$,

$$
\begin{gathered}
f(y) \leq \liminf _{n \rightarrow \infty} f_{n}\left(y_{n}\right) \quad \forall y_{n} \rightarrow y \text { weakly in } Y \\
\exists y_{n} \rightarrow y \text { strongly in } Y \text { such that } f(y)=\limsup _{n \rightarrow \infty} f_{n}\left(y_{n}\right) .
\end{gathered}
$$

In particular, $f_{n} \rightarrow f$ in the Mosco sense iff $f_{n} \rightarrow f$ in the sense of $\Gamma$-convergence with respect to both the weak and the strong topology in $Y$.

We will consider the situation of approximating functionals $\psi_{h}$. By [1, Thm. 3.18, p. 295], we have $\psi_{h} \rightarrow \psi$ in the Mosco sense in $Y$ iff $\psi_{h}^{*} \rightarrow \psi^{*}$ in the Mosco sense in $Y^{*}$. By assuming the functionals $\psi_{h}$ to be positively 1-homogeneous, it turns out that the Mosco convergence $\psi_{h} \rightarrow \psi$ in $Y$ is equivalent to the Mosco convergence of sets $C_{h}^{*} \rightarrow C^{*}$ in $Y^{*}$, which reads

$$
\begin{aligned}
& C_{n}^{*} \ni y_{n}^{*} \rightarrow y^{*} \quad \text { weakly in } Y^{*} \Rightarrow \quad y^{*} \in C^{*} \\
& \forall y^{*} \in C^{*}, \quad \exists y_{n}^{*} \in C_{n}^{*}: y_{n}^{*} \rightarrow y^{*} \quad \text { strongly in } Y^{*}
\end{aligned}
$$

Finally, we repeatedly use a lemma from [45] which we report it here, for the sake of completeness.

Lemma 5.2 ([45, Cor. 4.4]). Let $p \in[1, \infty]$ and $f_{h}, f: Y \rightarrow(-\infty, \infty]$ be convex, proper, and lower semicontinuous such that

$$
f(y) \leq \inf \left\{\liminf _{h \rightarrow 0} f_{h}\left(y_{h}\right): y_{h} \rightarrow y \text { weakly in } Y\right\} \quad \forall y \in Y
$$

Moreover, let $y_{h} \rightarrow y$ weakly in $W^{1, p}(0, T ; Y)$ (weakly star if $p=\infty$ ). Then we have

$$
\int_{0}^{T} f(y(t)) \mathrm{d} t \leq \liminf _{h \rightarrow 0} \int_{0}^{T} f_{h}\left(y_{h}(t)\right) \mathrm{d} t
$$

5.2. Space approximations. We now move to the analysis of some space approximation situation, indeed specifically tailored for the case of conformal finite elements. Let us list here our assumptions for the sake of later referencing.

We assume to be given
$Y_{h} \subset Y$ closed subspaces such that $h \mapsto Y_{h}$ increases
and $\cup_{h>0} Y_{h}$ is dense in $Y$,
$\phi_{h}(y)=\phi(y)$ if $y \in Y_{h}$ and $\phi_{h}(y)=\infty$ otherwise.
$\psi_{h}: Y \rightarrow(-\infty, \infty]$ convex, proper, and lower semicontinuous,
$\psi_{h}$ positively 1-homogeneous,
$\psi_{h} \rightarrow \psi \quad$ in the Mosco sense in $Y$,
$\phi(y) \geq \frac{\alpha}{2}|y|^{2} \quad \forall y \in C_{h}-C_{h} \quad$ where $\quad C_{h}=D\left(\psi_{h}\right)$,
$\ell_{h} \rightarrow \ell$ pointwise strongly in $Y^{*}$,
$\ell_{h}$ uniformly Lipschitz continuous,
$y_{0, h} \in Y_{h}, \quad y_{0, h} \rightarrow y_{0}$.

We shall mention that within the frame of conformal finite elements methods the subspaces $Y_{h}$ are obviously taken to be finite-dimensional and that the approximating functionals $\phi_{h}$ and $\psi_{h}$ are usually the restrictions of the functionals $\phi$ and $\psi$ on the subspace $Y_{h}$. This is exactly our choice here for $\phi_{h}$. In particular, one shall observe that $\phi_{h} \rightarrow \phi$ in the Mosco sense in $Y, D\left(\partial \phi_{h}\right)=Y_{h}$, and that

$$
\begin{equation*}
A_{h} y=\partial \phi_{h}(y)=\partial \phi(y)=D \phi(y)=A y \quad \forall y \in Y_{h} \tag{5.10}
\end{equation*}
$$

As for $\psi_{h}$ we are allowing some extra freedom (let us remark, however, that (5.6) follows from (3.6) as soon as $\psi_{h}$ is the restriction of $\psi$ to $Y_{h}$ since, in this case, $C_{h}=C \cap Y_{h}$ ). On the other hand, we are asking $\psi_{h}$ to be positively 1-homogeneous; namely, we are considering the case of some rate-independent approximation of (1.1) only. The reader is referred instead to Efendiev and Mielke [8], Mielke, Rossi, and Savaré [29, 28], Toader and Zanini [47], and Zanini [49] for some results in the direction of rate-dependent approximation of rate-independent processes.

Finally, we shall (re)define the approximating functionals as $F_{h}: W^{1,1}(0, T ; Y) \rightarrow$ $[0, \infty]$ as

$$
F_{h}(y)=\int_{0}^{T}\left(\psi_{h}(\dot{y})+\psi_{h}^{*}\left(\ell_{h}-A_{h} y\right)-\left\langle\ell_{h}-A_{h} y, \dot{y}\right\rangle\right)+\chi_{h}\left(y(0)-y_{0, h}\right)
$$

where $A_{h}=\partial \phi_{h}$ and $\chi_{h}(\cdot)=\phi_{h}(\cdot)+|\cdot|^{2}$. We have the following.
Theorem 5.3 (convergence of space approximations). Assume (5.1)-(5.9), and let $F_{h}\left(y_{h}\right)=0$. Then $y_{h} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$ and $F(y)=0$.

Proof. By Lemma 4.7, we find a (not relabeled) subsequence $y_{n} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$ and weakly pointwise. Since $F_{h}\left(y_{h}\right)=0$ we readily check that $y(t) \in Y_{h}$ for all $t \in[0, T]$. In particular, $A_{h} y_{h}=A y_{h}$ for all $t \in[0, T]$ owing to (5.10). Hence, by lower semicontinuity,

$$
\begin{aligned}
0 \leq F(y) & \leq \liminf _{h \rightarrow 0}\left(\int_{0}^{T}\left(\psi_{h}\left(\dot{y}_{h}\right)+\psi_{h}^{*}\left(\ell_{h}-A y_{h}\right)-\left\langle\ell_{h}, \dot{y}_{h}\right\rangle\right)\right. \\
& \left.+\phi\left(y_{h}(T)\right)+\phi\left(y_{0, h}\right)-\left\langle A y_{h}(0), y_{0, h}\right\rangle+\left|y_{h}(0)-y_{0, h}\right|^{2}\right) \\
& =\liminf _{h \rightarrow 0}\left(\int_{0}^{T}\left(\psi_{h}\left(\dot{y}_{h}\right)+\psi_{h}^{*}\left(\ell_{h}-A_{h} y_{h}\right)-\left\langle\ell_{h}, \dot{y}_{h}\right\rangle\right)\right. \\
& \left.+\phi_{h}\left(y_{h}(T)\right)-\phi_{h}\left(y_{h}(0)\right)\right) \\
& =\liminf _{h \rightarrow 0} F_{h}\left(y_{h}\right)=0
\end{aligned}
$$

Note that the integral terms containing $\psi$ and $\psi^{*}$ pass to the liminf by means of Lemma 5.2. $\quad$ ]

By inspecting the proof of Theorem 5.3 (which of course generalizes Lemma 5.1), one realizes that, whenever the weak-star precompactness in $W^{1, \infty}(0, T ; Y)$ of the sequence $y_{h}$ is assumed, the convergence statement holds more generally in the case $F_{h}\left(y_{h}\right) \rightarrow 0$. Namely, by directly asking for the above-mentioned compactness, one could consider the convergence of some approximated solutions $y_{h}$ such that, possibly, $F_{h}\left(y_{h}\right)>0$. We rephrase this fact in the following statement.

Lemma 5.4 ( $\Gamma$-liminf inequality for $F_{h}$ ). Assume (5.1)-(5.3), (5.5)-(5.7), and (5.9). Then

$$
F(u) \leq \inf \left\{\liminf _{h \rightarrow 0} F_{h}\left(y_{h}\right): y_{h} \rightarrow y \quad \text { weakly star in } \quad W^{1, \infty}(0, T ; Y)\right\} .
$$

Note that the homogeneity of $\psi_{h}$, the uniform convexity of $\phi_{h}$, and the Lipschitz continuity of $\ell_{h}$ play no role here.

Finally, again by looking carefully to the proof of Theorem 5.3, one could wonder if the requirement on the Mosco convergence of $\psi_{h}$ could be weakened. Indeed, what we are actually using is only that

$$
\begin{equation*}
\psi \leq \Gamma-\liminf _{h \rightarrow 0} \psi_{h} \quad \text { and } \quad \psi^{*} \leq \Gamma-\liminf _{h \rightarrow 0} \psi_{h}^{*} \tag{5.11}
\end{equation*}
$$

with respect to the weak topologies of $Y$ and $Y^{*}$, respectively. On the other hand, in our specific situation, [45, Lem. 4.1] entails that (5.11) and the fact that $\psi_{h} \rightarrow \psi$ in the Mosco sense in $Y$ are equivalent.

This observation motivates once again the belief that Mosco convergence is the right frame in order to pass to limits within rate-independent problems. For the sake of completeness, let us recall that a first result in the direction of the approximation of the play operator ( $Y$ Hilbert and $A$ coercive on $Y$ ) under the Hausdorff convergence of the characteristic sets $C_{h}^{*}=D\left(\psi_{h}^{*}\right)$ is contained in [16, Thm. 3.12, p. 34], whereas the extension of this result to the more general situation of Mosco converging sets as well as some application to parabolic PDEs with hysteresis is discussed in [46]. More recently, Mielke, Roubíček, and Stefanelli [30] addressed in full generality the issue of $\Gamma$-convergence and relaxation for the energetic solutions of rate-independent processes. An alternative convergence proof in the specific case of convex energies is obtained by means of the Brezis-Ekeland-Nayroles approach in [45].
6. Time discretization. Assume now that we are given the partitions $P_{n}=$ $\left\{0=t_{n}^{0}<t_{n}^{1}<\cdots<t_{n}^{N_{n}}=T\right\}$, and denote by $\tau_{n}^{i}=t_{n}^{i}-t_{n}^{i-1}$ the $i$ th time step and by $\tau_{n}=\max _{1 \leq i \leq N_{n}} \tau_{n}^{i}$ the diameter of the $n$th partition. No constraints are imposed on the possible choice of the time steps throughout this analysis besides $\tau_{n} \rightarrow 0$ as $n \rightarrow \infty$. Moreover, let the parameter $\theta \in[1 / 2,1]$ be given.

In the following we will make extensive use of the following notation: Letting $v=\left(v^{0}, \ldots, v^{N_{n}}\right)$ be a vector, we will denote by $\widehat{v}_{n}$ and $\bar{v}_{n}$ two functions of the time interval $[0, T]$ which interpolate the values of the vector $v$ piecewise linearly and backward constantly on the partition $P_{n}$, respectively. Namely,

$$
\begin{gathered}
\widehat{v}_{n}(0)=v^{0}, \quad \widehat{v}_{n}(t)=\gamma_{n}^{i}(t) v^{i}+\left(1-\gamma_{n}^{i}(t)\right) v^{i-1}, \\
\bar{v}_{n}(0)=v^{0}, \quad \bar{v}_{n}(t)=v^{i}, \quad \text { for } t \in\left(t_{n}^{i-1}, t_{n}^{i}\right], \quad i=1, \ldots, N_{n}
\end{gathered}
$$

where

$$
\gamma_{n}^{i}(t)=\left(t-t_{n}^{i-1}\right) / \tau_{n}^{i} \quad \text { for } t \in\left(t_{n}^{i-1}, t_{n}^{i}\right], \quad i=1, \ldots, N_{n} .
$$

Moreover, we let $\delta v^{i}=\left(v^{i}-v^{i-1}\right) / \tau_{n}^{i}$ for $i=1, \ldots, N_{n}$ (so that $\dot{\widehat{v}}_{n}=\overline{\delta v_{n}}$ ) and denote by $v_{\theta}$ the vector with components $v_{\theta}^{i}=\theta v^{i}+(1-\theta) v^{i-1}$.

Recall that $\ell \in W^{1, \infty}\left(0, T ; Y^{*}\right)$ and $y_{0} \in S(0)$. We shall be concerned with the so-called $\theta$-scheme for problem (1.1):

$$
\begin{align*}
& \partial \psi\left(\frac{y_{n}^{i}-y_{n}^{i-1}}{\tau_{n}^{i}}\right)+A\left(\theta y_{n}^{i}+(1-\theta) y_{n}^{i-1}\right) \ni \ell\left(\theta t_{n}^{i}+(1-\theta) t_{n}^{i-1}\right) \\
& \text { for } i=1, \ldots, N_{n}  \tag{6.1}\\
& y_{n}^{0}=y_{0} \tag{6.2}
\end{align*}
$$

One usually refers to the latter as the backward or implicit Euler scheme for the choice $\theta=1$ and as the Crank-Nicolson scheme for $\theta=1 / 2$.

Owing to the above-introduced notation, the latter scheme can be equivalently rewritten as

$$
\begin{equation*}
\partial \psi\left(y_{n}^{i}-y_{n}^{i-1}\right)+A y_{n, \theta}^{i} \ni \ell\left(t_{n, \theta}^{i}\right) \quad \text { for } \quad i=1, \ldots, N_{n}, \quad y_{n}^{0}=y_{0} \tag{6.3}
\end{equation*}
$$

Clearly, the $\theta$-scheme (6.3) is rate-independent. Namely, no time step appears in (6.3), and the choice of the partition affects the solution via the values of the load $\ell$ only. In this concern, our focus on variable time-step partition could be simplified by considering proper rescaled loads $\ell$ instead. We shall, however, keep up with it, especially in order to underline the possibility of adapting the partition according to some a posteriori analysis (see subsection 6.7).

Before moving on, let us comment that, for all $n$, the latter scheme is a unique solution. Indeed, given $y_{n}^{i-1} \in C$, it suffices to (uniquely) solve iteratively the incremental problem

$$
\begin{equation*}
y_{n}^{i} \in \operatorname{Arg} \min _{y \in Y}\left(\theta \phi(y)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n}^{i-1}, y\right\rangle+\psi\left(y-y_{n}^{i-1}\right)\right) . \tag{6.4}
\end{equation*}
$$

Note that, since $y_{n}^{i-1} \in C$, the functional under minimization turns out to be uniformly convex. Hence, by (3.5), the minimum problem has a unique solution. In particular, exactly as in Lemma 4.1 we have the following.

Lemma 6.1. $y_{n}^{i} \in C$ for all $i=0,1, \ldots, N_{n}$.
A crucial observation is that, as in the continuous case, the discrete trajectories show some sort of stability as well.

Lemma 6.2 (stability of the discrete trajectories). We have

$$
\begin{gather*}
y_{n}^{i} \in \operatorname{Arg} \min _{y \in Y}\left(\theta \phi(y)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n}^{i-1}, y\right\rangle+\psi\left(y-y_{n}^{i}\right)\right) \\
\text { for } i=1, \ldots, N_{n} \tag{6.5}
\end{gather*}
$$

In particular, if $\theta=1$, then $y_{n}^{i} \in S\left(t_{n}^{i}\right)$.
Proof. From the incremental formulation (6.4) and the triangle inequality for $\psi$, we get, for all $y \in Y$,

$$
\begin{gathered}
\theta \phi\left(y_{n}^{i}\right)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n}^{i-1}, y_{n}^{i}\right\rangle+\psi\left(y_{n}^{i}-y_{n}^{i-1}\right) \\
\leq \theta \phi(y)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n}^{i-1}, y\right\rangle+\psi\left(y-y_{n}^{i-1}\right) \\
\leq \theta \phi(y)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n}^{i-1}, y\right\rangle+\psi\left(y-y_{n}^{i}\right)+\psi\left(y_{n}^{i}-y_{n}^{i-1}\right),
\end{gathered}
$$

whence the assertion follows.
Again as in the continuous case, we readily check that

$$
\begin{equation*}
\text { (6.5) holds iff } \quad \ell\left(t_{n, \theta}^{i}\right)-A y_{n, \theta}^{i} \in C^{*} \tag{6.6}
\end{equation*}
$$

6.1. The discrete variational principle. We shall now present a discrete version of the variational principle of Theorem 3.1.

We define $L_{n}^{\theta, i}(y, z): Y \times Y \rightarrow[0, \infty]$ as

$$
\begin{aligned}
L_{n}^{\theta, i}(y, z) & =\psi\left(\frac{y-z}{\tau_{n}^{i}}\right)+\psi^{*}\left(\ell\left(t_{n, \theta}^{i}\right)-A(\theta y+(1-\theta) z)\right) \\
& -\left\langle\ell\left(t_{n, \theta}^{i}\right)-A(\theta y+(1-\theta) z), \frac{y-z}{\tau_{n}^{i}}\right\rangle
\end{aligned}
$$

and the functionals $F_{n}^{\theta}: Y^{N_{n}+1} \rightarrow[0, \infty]$ as

$$
F_{n}^{\theta}\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right)=\sum_{i=1}^{N_{n}} \tau_{n}^{i} L_{n}^{\theta, i}\left(y_{n}^{i}, y_{n}^{i-1}\right)+\chi\left(y_{n}^{0}-y_{0}\right)
$$

Lemma 6.3 (discrete variational principle). $\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right)$ solves (6.3) iff $F_{n}^{\theta}\left(y_{n}^{0}\right.$, $\left.\ldots, y_{n}^{N_{n}}\right)=0=\min F_{n}^{\theta}$.

Proof. Analogously to the continuous case, we have, for all $i=1, \ldots, N_{n}$,

$$
\partial \psi\left(\delta y_{n}^{i}\right)+A y_{n, \theta}^{i} \ni \ell\left(t_{n, \theta}^{i}\right) \quad \text { iff } \quad L_{n}^{\theta, i}\left(y_{n}^{i}, y_{n}^{i-1}\right)=0
$$

and $y_{n}^{0}=y_{0}$ iff $\chi\left(y_{n}^{0}-y_{0}\right)=0$.
Let us observe that the functional $F_{n}^{\theta}$ is convex and lower semicontinuous. Moreover, by the homogeneity of $\psi$ (see (3.2)), $F_{n}^{\theta}$ is actually independent of the time steps. In fact, we have

$$
\begin{gathered}
F_{n}^{\theta}\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right)=\sum_{i=1}^{N_{n}}\left(\psi\left(y_{n}^{i}-y_{n}^{i-1}\right)+\psi^{*}\left(\ell\left(t_{n, \theta}^{i}\right)-A y_{n, \theta}^{i}\right)\right. \\
\left.-\left\langle\ell\left(t_{n, \theta}^{i}\right)-A y_{n, \theta}^{i}, y_{n}^{i}-y_{n}^{i-1}\right\rangle\right)+\chi\left(y_{n}^{0}-y_{0}\right)
\end{gathered}
$$

The idea of dealing with time discretizations via a discrete variational principle closely relates our analysis to the theory of so-called variational integrators. The latter are numerical schemes stemming from the approximation of the action functional in Lagrangian mechanics. By referring the reader to the monograph [12] and the survey [25], we shall restrain here from giving a detailed presentation of the subject and limit ourselves to some (necessarily sketchy) considerations. By letting $(t, y, p) \in$ $[0, T] \times \mathbb{R}^{m} \times \mathbb{R}^{m} \mapsto \mathcal{L}(t, y, p)$ denote the Lagrangian of a (finite-dimensional, for simplicity) system, the Hamilton principle asserts that the actual trajectory $t \mapsto y(t)$ of the system minimizes the action functional

$$
y \mapsto \int_{0}^{T} \mathcal{L}(t, y(t), \dot{y}(t)) \mathrm{d} t
$$

among all curves with prescribed end points, thus solving the Lagrange equations

$$
\begin{equation*}
\partial_{y_{i}} \mathcal{L}-\frac{\mathrm{d}}{\mathrm{dt}} \partial_{p_{i}} \mathcal{L}=0 \quad \text { for } i=1, \ldots, m \tag{6.7}
\end{equation*}
$$

Hence, a natural idea is that of deriving numerical schemes for Lagrangian mechanics by applying some quadrature procedure to the action functional, i.e., discretizing

Hamilton's principle. The resulting discrete schemes show comparable performance with respect to other methods but generally enjoy some interesting extra (and often crucial) properties such as the conservation of suitable quantities [20]. Variational integrators have been intensively applied in finite-dimensional contexts and, more recently, to the situation of nonlinear wave equations [24] and nonequilibrium elasticity [19].

The present analysis may bear some resemblance to the above-mentioned theory. Indeed, the formulation of the $\theta$-scheme in the case $\theta=1 / 2$ stems exactly from the midpoint quadrature of the functional $F$ as

$$
\begin{aligned}
& \int_{t_{n}^{i-1}}^{t_{n}^{i}} L(t, \widehat{y}(t), \dot{\widehat{y}}(t)) \mathrm{d} t \\
= & \tau_{n}^{i} L\left(t_{n, 1 / 2}^{i}, \widehat{y}\left(t_{n, 1 / 2}^{i}\right), \dot{\hat{y}}\left(t_{n, 1 / 2}^{i}\right)\right) \\
= & \psi\left(y^{i}-y^{i-1}\right)+\psi^{*}\left(\ell\left(t_{n, 1 / 2}^{i}\right)-A\left(\frac{y^{i}+y^{i-1}}{2}\right)\right) \\
- & \left\langle\ell\left(t_{n, 1 / 2}^{i}\right)-A\left(\frac{y^{i}+y^{i-1}}{2}\right), y_{n}^{i}-y_{n}^{i-1}\right\rangle
\end{aligned}
$$

where $\widehat{y}$ is taken to be piecewise affine on the partition $P_{n}$.
On the other hand, our focus here is quite different. First of all, we are not dealing with the Hamilton principle (end points are not fixed) as we are not aimed at solving the Euler-Lagrange equations for $F$ (i.e., solving (6.7)). Second, we are specifically interested at infinite-dimensional situations, namely, PDEs. Finally, the only choice of $\theta$ which is directly related with a quadrature of $F$ is $\theta=1 / 2$, and we are not considering higher-order schemes.

Before closing this discussion, let us mention that some $\Gamma$-convergence techniques have been recently exploited in the (finite-dimensional) frame of variational integrators by Müller and Ortiz [37] (see also [23]).
6.2. Stability of the $\boldsymbol{\theta}$-scheme. It has been known since Han and Reddy $[15,13]$ that the choice $\theta<1 / 2$ in (6.3) leads to an unconditionally unstable scheme and that, on the contrary, for $\theta \in[1 / 2,1]$ the $\theta$-scheme is stable in $H^{1}(0, T ; Y)$ when $Y$ is a Hilbert space and the partitions are chosen to be uniform.

Here we shall provide an alternative stability proof by taking into account the Banach-space frame.

Lemma 6.4 (stability). Assume (3.6), and let $\theta \in[1 / 2,1]$. Then the solution to the $\theta$-scheme (6.3) fulfills

$$
\begin{equation*}
\left\|\dot{\widehat{y}}_{n, \theta}\right\|_{L^{\infty}(0, T ; Y)} \leq \frac{1}{\alpha}\|\dot{\ell}\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \quad \text { if } \quad \theta=1 \quad \text { or } \quad \theta=\frac{1}{2} \tag{6.8}
\end{equation*}
$$

Moreover, for constant time steps,

$$
\begin{equation*}
\left\|\dot{\widehat{y}}_{n, \theta}\right\|_{L^{\infty}(0, T ; Y)} \leq \frac{1}{\alpha(2 \theta-1)}\|\dot{\ell}\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \quad \text { if } \quad \frac{1}{2}<\theta<1 . \tag{6.9}
\end{equation*}
$$

Our argument coincides with that of [32, Thm. 4.4] in the case of the implicit Euler scheme, i.e., $\theta=1$, and it is an extension of the latter for the case $1 / 2<\theta<1$. Here we do not play with the variational inequality by choosing suitable tests but use the scalar relations $L_{n}^{\theta, i}\left(y_{n}^{i}, y_{n}^{i-1}\right)=0$ instead (this, however, makes no substantial
difference since the latter scalar relations are exactly the outcome of the test on the variational inequality in [32, Thm. 4.4]).

The stability proof for the Crank-Nicolson scheme $\theta=1 / 2$ is quite different from former arguments and stems as a direct outcome of our variational approach. In both cases $\theta=1$ and $\theta=1 / 2$, the stability constant $1 / \alpha$ is sharp (see Lemma 4.7).

We complement this analysis by providing the stability for the $\theta$-scheme for $1 / 2<$ $\theta<1$ in the case of constant time steps (likely with a nonoptimal, although explicit, stability constant).

Note that the stability estimates (6.8)-(6.9) do not hold in the classical parabolic situation (i.e., $\psi$ quadratic on a Hilbert space) unless the very restrictive compatibility assumption $A y_{0}=\ell(0)$ is made (and in this case, the proof below just goes through). Evidence of this failure is available even in the simplest scalar situation $(Y=\mathbb{R})$ of problem $\dot{y}(t)+y(t)=0$ for $t>0$ and $y(0)=y_{0}$. Indeed, the corresponding $\theta$-scheme fulfills (6.8)-(6.9) iff $y_{0}=0$ (and hence $y \equiv 0$ ). The current rate-independent situation turns out to be better behaved since the restriction $A y_{0}=\ell(0)$ of the parabolic case is replaced by the weaker $y_{0} \in S(0)$ (see (4.5)).

Proof. Let us prove the stability of the Crank-Nicolson scheme $\theta=1 / 2$ first. For this aim, it suffices to recall that

$$
\begin{gathered}
0=F_{n}^{1 / 2}\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right) \\
=\int_{0}^{T}\left(\psi\left(\dot{\widehat{y}}_{n}\right)+\psi^{*}\left(\widehat{\ell}_{n}-A \widehat{y}_{n}\right)-\left\langle\widehat{\ell}_{n}-A \widehat{y}_{n}, \dot{\widehat{y}}_{n}\right\rangle\right)+\chi\left(\widehat{y}_{n}(0)-y_{0}\right) .
\end{gathered}
$$

Hence $\widehat{y}_{n}$ minimizes the functional $F$ where $\ell$ is replaced by $\widehat{\ell}_{n}$. The stability estimate follows from Lemma 4.7.

Let us now move to the case $1 / 2<\theta \leq 1$. Relation (6.5) applied at level $i-1$ for some $i=2, \ldots, N_{n}$ along with the choice $y=y_{n}^{i}$ entails that

$$
\begin{aligned}
& \theta \phi\left(y_{n}^{i}-y_{n}^{i-1}\right)+\theta \phi\left(y_{n}^{i-1}\right)-\left\langle\ell\left(t_{n, \theta}^{i-1}\right)-(1-\theta) A y_{n}^{i-2}, y_{n}^{i-1}\right\rangle \\
& \leq \theta \phi\left(y_{n}^{i}\right)-\left\langle\ell\left(t_{n, \theta}^{i-1}\right)-(1-\theta) A y_{n}^{i-2}, y_{n}^{i}\right\rangle+\psi\left(y_{n}^{i}-y_{n}^{i-1}\right),
\end{aligned}
$$

where the extra term $\theta \phi\left(y_{n}^{i}-y_{n}^{i-1}\right)$ is obtained from the fact $\phi$ is quadratic. Hence, we have

$$
\begin{aligned}
& \theta \phi\left(y_{n}^{i}-y_{n}^{i-1}\right)+\theta \phi\left(y_{n}^{i-1}\right)-\theta \phi\left(y_{n}^{i}\right) \\
& \leq\left\langle\ell\left(t_{n, \theta}^{i-1}\right), y_{n}^{i-1}-y_{n}^{i}\right\rangle+(1-\theta)\left\langle A\left(y_{n}^{i-2}-y_{n}^{i-1}\right), y_{n}^{i}-y_{n}^{i-1}\right\rangle+\psi\left(y_{n}^{i}-y_{n}^{i-1}\right) \\
& +(1-\theta)\left\langle A y_{n}^{i-1}, y_{n}^{i}-y_{n}^{i-1}\right\rangle \\
& =\left\langle\ell\left(t_{n, \theta}^{i-1}\right), y_{n}^{i-1}-y_{n}^{i}\right\rangle+(1-\theta)\left\langle A\left(y_{n}^{i-2}-y_{n}^{i-1}\right), y_{n}^{i}-y_{n}^{i-1}\right\rangle+\psi\left(y_{n}^{i}-y_{n}^{i-1}\right) \\
& -(1-\theta)\left(\phi\left(y_{n}^{i-1}\right)+\phi\left(y_{n}^{i}-y_{n}^{i-1}\right)-\phi\left(y_{n}^{i}\right)\right),
\end{aligned}
$$

so that

$$
\begin{equation*}
\phi\left(e_{n}^{i}\right)+\phi\left(y_{n}^{i-1}\right)-\phi\left(y_{n}^{i}\right) \leq-\left\langle\ell\left(t_{n, \theta}^{i-1}\right), e_{n}^{i}\right\rangle+(\theta-1)\left\langle A e_{n}^{i-1}, e_{n}^{i}\right\rangle+\psi\left(e_{n}^{i}\right) \tag{6.10}
\end{equation*}
$$

where we have used $e_{n}^{i}=y_{n}^{i}-y_{n}^{i-1}$ in order to shorten notations.
Next, from $L_{n}^{\theta, i}\left(y_{n}^{i}, y_{n}^{i-1}\right)=0$ for $i=1, \ldots, N_{n}$, we obtain

$$
\begin{aligned}
0 & =\psi\left(e_{n}^{i}\right)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-A y_{n, \theta}^{i}, e_{n}^{i}\right\rangle \\
& =\psi\left(e_{n}^{i}\right)-\left\langle\ell\left(t_{n, \theta}^{i}\right), e_{n}^{i}\right\rangle+\theta\left(\phi\left(y_{n}^{i}\right)+\phi\left(e_{n}^{i}\right)-\phi\left(y_{n}^{i-1}\right)\right) \\
& -(1-\theta)\left(\phi\left(y_{n}^{i-1}\right)+\phi\left(e_{n}^{i}\right)-\phi\left(y_{n}^{i}\right)\right) .
\end{aligned}
$$

In particular, we have checked that

$$
\begin{equation*}
\psi\left(e_{n}^{i}\right)+\phi\left(y_{n}^{i}\right)-\phi\left(y_{n}^{i-1}\right)+(2 \theta-1) \phi\left(e_{n}^{i}\right)=\left\langle\ell\left(t_{n, \theta}^{i}\right), e_{n}^{i}\right\rangle \tag{6.11}
\end{equation*}
$$

We take the sum between the latter and (6.10) and get

$$
2 \theta \phi\left(e_{n}^{i}\right) \leq\left\langle\ell\left(t_{n, \theta}^{i}\right)-\ell\left(t_{n, \theta}^{i-1}\right), e_{n}^{i}\right\rangle+(\theta-1)\left\langle A e_{n}^{i-1}, e_{n}^{i}\right\rangle
$$

or, equivalently,

$$
\begin{equation*}
\left\langle A e_{n, \theta}^{i}, e_{n}^{i}\right\rangle \leq\left\langle\ell\left(t_{n, \theta}^{i}\right)-\ell\left(t_{n, \theta}^{i-1}\right), e_{n}^{i}\right\rangle \tag{6.12}
\end{equation*}
$$

Now, if $\theta=1$, we conclude that

$$
\left|e_{n}^{i}\right| \leq \frac{1}{\alpha}\left|\ell\left(t_{n, \theta}^{i}\right)-\ell\left(t_{n, \theta}^{i-1}\right)\right|_{*},
$$

and the assertion follows.
In case $1 / 2 \leq \theta<1$ and for a constant time-step partition, one proceeds from (6.12) by computing

$$
\begin{aligned}
& \tau_{n}\left\|\dot{\widehat{\ell}}_{n}\right\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \sqrt{\frac{2}{\alpha}} \sqrt{\phi\left(e_{n}^{i}\right)} \\
& \geq\left\langle\ell\left(t_{n, \theta}^{i}\right)-\ell\left(t_{n, \theta}^{i-1}\right), e_{n}^{i}\right\rangle \\
& \geq \theta\left\langle A e_{n}^{i}, e_{n}^{i}\right\rangle+(1-\theta)\left\langle A e_{n}^{i-1}, e_{n}^{i}\right\rangle \\
& =(2 \theta-1)\left\langle A e_{n}^{i}, e_{n}^{i}\right\rangle+(1-\theta)\left\langle A\left(e_{n}^{i}+e_{n}^{i-1}\right), e_{n}^{i}\right\rangle \\
& \geq 2(2 \theta-1) \phi\left(e_{n}^{i}\right)+(1-\theta)\left(\phi\left(e_{n}^{i}\right)-\phi\left(e_{n}^{i-1}\right)\right)
\end{aligned}
$$

Note that the coefficient $(2 \theta-1)$ is strictly positive as $\theta>1 / 2$. By using the fact that $y_{n}^{0}=y_{0} \in S(0)$ (recall (4.5)), we readily check that

$$
\begin{equation*}
\phi\left(e_{n}^{1}\right)+\phi\left(y_{n}^{0}\right)-\left\langle\ell(0), y_{n}^{0}\right\rangle \leq \phi\left(y_{n}^{1}\right)-\left\langle\ell(0), y_{n}^{1}\right\rangle+\psi\left(e_{n}^{1}\right) \tag{6.13}
\end{equation*}
$$

and, by adding the latter to $(6.11)$ for $i=1$, we have

$$
\begin{equation*}
2 \theta \phi\left(e_{n}^{1}\right) \leq\left\langle\ell\left(t_{n, \theta}^{1}\right)-\ell(0), e_{n}^{1}\right\rangle \leq \tau_{n}\left\|\dot{\widehat{\ell}}_{n}\right\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \sqrt{\frac{2}{\alpha}} \sqrt{\phi\left(e_{n}^{1}\right)} \tag{6.14}
\end{equation*}
$$

Let us define

$$
\begin{gathered}
a_{i}^{2}=\phi\left(\frac{y_{n}^{i}-y^{i-1}}{\tau_{n}}\right)=\phi\left(e_{n}^{i}\right) / \tau_{n}^{2} \\
C_{0}=\frac{2(2 \theta-1)}{1-\theta}, \quad C_{1}=\frac{1}{1-\theta} \sqrt{\frac{2}{\alpha}}\left\|\dot{\widehat{\ell}}_{n}\right\|_{L^{\infty}\left(0, T ; Y^{*}\right)}, \quad C_{2}=\frac{C_{1}}{C_{0}}
\end{gathered}
$$

so that, owing to (6.13) and (6.14) and by using the fact that $2(2 \theta-1)<2 \theta$,

$$
\begin{aligned}
\left(C_{0}+1\right) a_{i}^{2}-a_{i-1}^{2} & \leq C_{1} a_{i} \quad \text { for } \quad i=2, \ldots, N_{n} \\
a_{1} & \leq \frac{1}{2 \theta} \sqrt{\frac{2}{\alpha}}\left\|\dot{\widehat{\ell}}_{n}\right\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \leq \frac{1}{2(2 \theta-1)} \sqrt{\frac{2}{\alpha}}\left\|\dot{\widehat{\ell}}_{n}\right\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \\
& =\frac{1}{1-\theta} \sqrt{\frac{2}{\alpha}}\left\|\dot{\widehat{\ell}}_{n}\right\|_{L^{\infty}\left(0, T ; Y^{*}\right)} \frac{1-\theta}{2(2 \theta-1)} \\
& =\frac{C_{1}}{C_{0}}=C_{2}
\end{aligned}
$$

Now, since $\left(C_{0}+1\right) C_{2}^{2}-C_{1} C_{2}=C_{2}^{2}$, we easily prove by induction that $a_{i} \leq C_{2}$, and the assertion follows.
6.3. Convergence. We shall prove the weak-star $W^{1, \infty}(0, T ; Y)$ convergence for the $\theta$-method. This result has to be compared with that of Han and Reddy [14, Thm. 3.4], where the uniform convergence of the backward constant interpolations is obtained. Our result is weaker than that of [14, Thm. 3.4] since we are not providing strong convergence. On the other hand, we believe our half-page proof to be possibly more transparent than the long argument developed in [14]. Let us moreover mention that, in the Hilbertian case and for $A$ coercive on $Y$, the strong convergence in $W^{1, p}(0, T ; Y)$ for all $p<\infty$ of the Euler method $\theta=1$ has been proved in [16, Prop. 3.9, p. 33].

THEOREM 6.5 (convergence for the $\theta$-method). Assume (3.6), and let $F_{n}^{\theta}\left(y_{n}^{0}, \ldots\right.$, $\left.y_{n}^{N_{n}}\right)=0$. Then $\widehat{y}_{n} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$, where $F(y)=0=\min F$.

Proof. Owing to Lemma 6.4, we can extract a (not relabeled) subsequence such that $\widehat{y}_{n} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$ and hence weakly pointwise in $Y$. Moreover, we clearly have that both $\bar{y}_{n}$ and $\bar{y}_{n, \theta}$ converge at the same limit weakly star in $L^{\infty}(0, T ; Y)$. Finally, we directly check that $\bar{\ell}_{n, \theta} \rightarrow \ell$ strongly in $L^{\infty}\left(0, T ; Y^{*}\right)$. By observing that, since $\theta \geq 1 / 2$,

$$
\begin{aligned}
\tau_{n}^{i}\left\langle A\left(\theta y_{n}^{i}+(1-\theta) y_{n}^{i-1}\right), \delta y_{n}^{i}\right\rangle & =\phi\left(y_{n}^{i}\right)+(2 \theta-1) \phi\left(y_{n}^{i}-y_{n}^{i-1}\right)-\phi\left(y_{n}^{i-1}\right) \\
& \geq \phi\left(y_{n}^{i}\right)-\phi\left(y_{n}^{i-1}\right)
\end{aligned}
$$

we compute that

$$
\begin{aligned}
0 & =F_{n}^{\theta}\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right) \\
& \geq \int_{0}^{T}\left(\psi\left(\dot{\widehat{y}}_{n}\right)+\psi^{*}\left(\bar{\ell}_{n, \theta}-A \bar{y}_{n, \theta}\right)-\left\langle\bar{\ell}_{n, \theta}, \dot{\widehat{y}}_{n}\right\rangle\right) \\
& +\phi\left(\widehat{y}_{n}(T)\right)-\phi\left(\widehat{y}_{n}(0)\right)+\chi\left(\widehat{y}_{n}(0)-y_{0}\right) \\
& =\int_{0}^{T}\left(\psi\left(\dot{\widehat{y}}_{n}\right)+\psi^{*}\left(\bar{\ell}_{n, \theta}-A \bar{y}_{n, \theta}\right)-\left\langle\bar{\ell}_{n, \theta}, \dot{\widehat{y}}_{n}\right\rangle\right) \\
& +\phi\left(\widehat{y}_{n}(T)\right)+\phi\left(y_{0}\right)-\left\langle A \widehat{y}_{n}(0), y_{0}\right\rangle+\left|\widehat{y}_{n}(0)-y_{0}\right|^{2}
\end{aligned}
$$

Finally, it suffices to pass to the liminf above as $n \rightarrow \infty$ and exploit lower semicontinuity and the stated convergences in order to obtain $F(y) \leq 0$. Hence, by Theorem 3.1 and Corollary 4.6, $y$ is the only solution to (1.1), and the whole sequence $\widehat{y}_{n}$ converges.
6.4. The functional controls the uniform distance. We shall reproduce at the discrete level the results of subsection 4.6. We begin by showing how to possibly control the uniform distance of two vectors by means of the discrete functional $F_{n}^{\theta}$.

Lemma 6.6 (uniform distance control via $F_{n}^{\theta}$ ). Let the vectors $u=\left(u^{0}, \ldots, u^{N_{n}}\right)$ and $v=\left(v^{0}, \ldots, v^{N_{n}}\right) \in Y^{N_{n}+1}$ be given. Then

$$
\begin{gathered}
\eta(1-\eta) \max _{1 \leq i \leq N_{n}} \phi\left(u^{i}-v^{i}\right) \\
\leq \eta F_{n}^{\theta}\left(u^{0}, \ldots, u^{N_{n}}\right)+(1-\eta) F_{n}^{\theta}\left(v^{0}, \ldots, v^{N_{n}}\right) \quad \forall \eta \in[0,1] .
\end{gathered}
$$

Proof. This proof follows the same lines as that of Corollary 4.4. Let $1 \leq i \leq N_{n}$ be fixed, and define $F_{n}^{\theta, i}: Y^{i+1} \rightarrow[0, \infty]$ as

$$
\begin{aligned}
& F_{n}^{\theta, i}\left(y^{0}, \ldots, y^{i}\right) \\
& \quad=\sum_{j=1}^{i} \tau_{n}^{j} L_{n}^{\theta, j}\left(y^{j}, y^{j-1}\right)+\chi\left(y^{0}-y_{0}\right) \\
& \quad=\sum_{j=1}^{i} \psi\left(y^{j}-y^{j-1}\right)+\psi^{*}\left(\ell\left(t_{n, \theta}^{j}\right)-A y_{\theta}^{j}\right)-\left\langle\ell\left(t_{n, \theta}^{j}\right), y^{j}-y^{j-1}\right\rangle \\
& \quad+\phi\left(y^{i}\right)+(2 \theta-1) \sum_{j=1}^{i} \phi\left(y^{j}-y^{j-1}\right)+\phi\left(y_{0}\right)-\left\langle A y^{0}, y_{0}\right\rangle+\left|y^{0}-y_{0}\right|^{2} .
\end{aligned}
$$

Then, clearly, $y=\left(y^{0}, \ldots, y^{i}\right) \mapsto G_{n}^{\theta, i}(y)=F_{n}^{\theta, i}(y)-\phi\left(y^{i}\right)$ is convex. Hence, by letting $w=\eta u+(1-\eta) v$ for some $\eta \in[0,1]$, we have

$$
\begin{gathered}
0 \leq F_{n}^{\theta, i}(w) \\
\leq \eta\left(G_{n}^{\theta, i}(u)+\phi\left(u^{i}\right)\right)+(1-\eta)\left(G_{n}^{\theta, i}(v)+\phi\left(v^{i}\right)\right)-\eta(1-\eta) \phi\left(u^{i}-v^{i}\right)
\end{gathered}
$$

whence the assertion follows.
Again, note that the latter lemma controls the uniform norm of the distance only if the stronger (3.6) is required. The following corollary of Lemma 6.6 will be the starting point for some possible a posteriori error control procedure (see subsection 6.6).

Corollary 6.7 (uniform distance from the minimizer). Let $F_{n}^{\theta}\left(y^{0}, \ldots, y^{N_{n}}\right)=0$. Then

$$
\max _{1 \leq i \leq N_{n}} \phi\left(y^{i}-v^{i}\right) \leq F_{n}^{\theta}\left(v^{0}, \ldots, v^{N_{n}}\right) \quad \forall\left(v^{0}, \ldots, v^{N_{n}}\right) \in Y^{N_{n}+1} .
$$

Moreover, we reobtain a proof of the uniqueness of the solution of the $\theta$-method.
Corollary 6.8 (uniqueness of the minimizer). Assume (3.6). Then there exists at most one $y=\left(y^{0}, \ldots, y^{N_{n}}\right)$ such that $F_{n}^{\theta}(y)=0$.
6.5. The generalized $\boldsymbol{\theta}$-method. Although minimizers of $F_{n}^{\theta}$ and solutions of the $\theta$-scheme (6.3) coincide, minimizing sequences of $F_{n}^{\theta}$ need not solve (6.3). This extra freedom allows the minimization formulation to capture the convergence of some generalized $\theta$-method, where the relations in (6.3) are not solved exactly but rather are approximated. Namely, we shall look for vectors $u_{n}=\left(u_{n}^{0}, \ldots, u_{n}^{N_{n}}\right)$ such that

$$
F_{n}^{\theta}\left(u_{n}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

instead of $F_{n}^{\theta}\left(u_{n}\right)=0$ for all $n \in \mathbb{N}$.
From the computational viewpoint, note that the $\theta$-scheme consists in solving $N_{n}$ nonlinear equations in one unknown each, while checking for stationarity for $F_{n}^{\theta}$ implies the solution of a tridiagonal system of $N_{n}+1$ nonlinear equations with (up to) three unknowns each. This entails in particular that minimizing $F_{n}^{\theta}$ instead of solving (6.3) could be of a scarce interest if one is merely concerned in reproducing the $\theta$-scheme with no error. On the other hand, the issue of solving up to some tolerance turns out to be particularly relevant whenever one is aimed at implementing an optimization procedure for the solution of (6.3). Indeed, one should be prepared to run the algorithm (some descent method, say) until some given tolerance is reached.

Our starting point for a possible convergence analysis of the generalized $\theta$-method is the following classical error control result.

Theorem 6.9 (Mielke and Theil [32]). Assume (3.6). Then $\widehat{y}_{n} \rightarrow y$ uniformly and $F(y)=0$. In particular,

$$
\begin{equation*}
\max _{t \in[0, T]}\left|\left(\widehat{y}_{n}-y\right)(t)\right| \leq C_{e} \sqrt{\tau_{n}} \tag{6.15}
\end{equation*}
$$

where $C_{e}$ depends only on data and is independent of $n$.
More precisely, in [32] solely the case of the Euler scheme $\theta=1$ is discussed. However, an easy adaptation of the argument entails the result for $\theta \in[1 / 2,1)$ as well.

By explicitly comparing the minimizing sequence $u_{n}=\left(u_{n}^{0}, \ldots, u_{n}^{N_{n}}\right)$ with the corresponding solution $\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right)$ of the $\theta$-method, we have the following.

Theorem 6.10 (convergence for the generalized $\theta$-method). Assume (3.6), and let $F_{n}^{\theta}\left(u_{n}^{0}, \ldots, u_{n}^{N_{n}}\right) \rightarrow 0$. Then $\widehat{u}_{n} \rightarrow y$ uniformly, where $F(y)=0$. In particular,

$$
\begin{equation*}
\max _{t \in[0, T]}\left|\left(\widehat{u}_{n}-y\right)(t)\right| \leq C_{e} \sqrt{\tau_{n}}+\left(\frac{2}{\alpha} F_{n}^{\theta}\left(u_{n}^{0}, \ldots, u_{n}^{N_{n}}\right)\right)^{1 / 2} \tag{6.16}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
\max _{t \in[0, T]}\left|\left(y-\widehat{u}_{n}\right)(t)\right| & \leq \max _{t \in[0, T]}\left|\left(y-\widehat{y}_{n}\right)(t)\right|+\max _{t \in[0, T]}\left|\left(\widehat{y}_{n}-\widehat{u}_{n}\right)(t)\right| \\
& \leq C_{e} \sqrt{\tau_{n}}+\max _{1 \leq i \leq N_{n}}\left|u_{n}^{i}-y_{n}^{i}\right| \\
& \leq C_{e} \sqrt{\tau_{n}}+\left(\frac{2}{\alpha} \max _{1 \leq i \leq N_{n}} \phi\left(u_{n}^{i}-y_{n}^{i}\right)\right)^{1 / 2}
\end{aligned}
$$

and we conclude by applying Corollary 6.7.
6.6. A posteriori error control. Let us now exploit both Corollary 4.5 and Theorem 6.10 in order to provide some possible a posteriori estimates of the approximation error by means of solutions $u_{n}$ of the generalized $\theta$-method described above.

Lemma 6.11 (a posteriori error control via $F_{n}^{\theta}$ ). Assume (3.6), and let $F_{n}^{\theta}\left(u_{n}^{0}, \ldots\right.$, $\left.u_{n}^{N_{n}}\right) \sim \tau_{n}^{s}$ for some $s>0$ and $F(y)=0$. Then

$$
\max _{t \in[0, T]}\left|\left(\widehat{u}_{n}-y\right)(t)\right| \sim \tau_{n}^{r}, \quad \text { where } \quad 2 r=\max \{1, s\}
$$

Lemma 6.12 (a posteriori error control via $F$ ). Assume (3.6), and let $F\left(\widehat{u}_{n}\right) \sim \tau_{n}^{s}$ for some $s>0$ and $F(y)=0$. Then $\max _{t \in[0, T]}\left|\left(\widehat{u}_{n}-y\right)(t)\right| \sim \tau_{n}^{s / 2}$.

We are also in the position of proving the weak-star convergence of the time derivatives of solutions $u_{n}$ of the generalized $\theta$-method by comparing them with the corresponding derivatives of the exact solution of the $\theta$-method.

LEMMA 6.13 (improved convergence for the generalized $\theta$-method). Assume (3.6), and let $F_{n}^{\theta}\left(u_{n}^{0}, \ldots, u_{n}^{N_{n}}\right) \sim \tau_{n}^{2}$. Then $\widehat{u}_{n}$ is equibounded in $W^{1, \infty}(0, T ; Y)$. In particular, $\widehat{u}_{n} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$.

Proof. Let $\left(y_{n}^{0}, \ldots, y_{n}^{N_{n}}\right)$ be the solution of the $\theta$-scheme. By exploiting Lemma 6.7 , we check that

$$
\begin{aligned}
\left|u_{n}^{i}-u_{n}^{i-1}\right| & \leq\left|u_{n}^{i}-y_{n}^{i}\right|+\left|y_{n}^{i}-y_{n}^{i-1}\right|+\left|y_{n}^{i-1}-u_{n}^{i-1}\right| \\
& \leq \tau_{n}^{i}\left\|\dot{\hat{y}}_{n}\right\|_{L^{\infty}(0, T ; Y)}+2\left(\frac{2}{\alpha} F_{n}^{\theta}\left(u_{n}^{0}, \ldots, u_{n}^{N_{n}}\right)\right)^{1 / 2} .
\end{aligned}
$$

The uniform bound on $\left\|\widehat{u}_{n}\right\|_{W^{1, \infty}(0, T ; Y)}$ follows by dividing the latter by $\tau_{n}^{i}$, taking the maximum as $1 \leq i \leq N_{n}$, and recalling Lemma 6.4.
6.7. Adaptivity. By assuming (3.6), the above-introduced a posteriori error estimators can be exploited in order to develop an adaptive strategy. In particular, the error control in the uniform norm up to a given tolerance tol $>0$

$$
\max _{t \in[0, T]}\left|\left(y-\widehat{y}_{n}\right)(t)\right| \leq \text { tol }
$$

for some piecewise approximation $\widehat{y}_{n}$, with $\chi\left(\widehat{y}_{n}(0)-y_{0}\right) \leq \alpha \operatorname{tol}^{2} / 4$, can be inferred, for instance, by choosing time steps in such a way that

$$
\int_{t_{n}^{i-1}}^{t_{n}^{i}} L\left(t, \widehat{y}_{n}(t), \dot{\widehat{y}}_{n}(t)\right) \leq \frac{\alpha \operatorname{tol}^{2}}{4 N_{n}}
$$

namely, by uniformly distributing the error along the partition.
Alternatively, one could develop an adaptive strategy by considering just computed quantities at the discrete level by asking for

$$
\tau_{n}^{i} L_{n}^{\theta, i}\left(y_{n}^{i}, y_{n}^{i-1}\right) \leq \frac{\alpha \operatorname{tol}^{2}}{32 N_{n}} \quad \text { for } \quad \tau_{n} \leq \frac{\operatorname{tol}^{2}}{16 C_{e}^{2}}
$$

and exploiting Theorem 6.10.
7. Space-time approximations. Let us combine the results of the previous sections (and use the corresponding notation) in order to state and prove a result on the convergence of full space-time approximations. Our results have to be compared with the former convergence analysis by Han and Reddy [13]. Our approach leads to a convergence proof with respect to a weaker topology. However, it is, on the one hand, slightly more general (some assumptions on the spaces and the functionals-see (H1)-(H2) [13, p. 264]-are not required) and, on the other hand, has a much simpler proof.

THEOREM 7.1 (convergence of space-time approximations). Assuming (5.1)(5.9) and that $\theta \in[1 / 2,1]$, define $L_{n, h}^{\theta, i}(y, z): Y \times Y \rightarrow[0, \infty]$ as

$$
\begin{aligned}
L_{n, h}^{\theta, i}(y, z) & =\psi_{h}\left(\frac{y-z}{\tau_{n}^{i}}\right)+\psi_{h}^{*}\left(\ell_{h}\left(t_{n, \theta}^{i}\right)-A_{h}(\theta y+(1-\theta) z)\right) \\
& -\left\langle\ell_{h}\left(t_{n, \theta}^{i}\right)-A_{h}(\theta y+(1-\theta) z), \frac{y-z}{\tau_{n}^{i}}\right\rangle
\end{aligned}
$$

where $A_{h}=\partial \phi_{h}$, and let the functionals $F_{n, h}^{\theta}: Y^{N_{n}+1} \rightarrow[0, \infty]$ be defined as

$$
F_{n, h}^{\theta}\left(y^{0}, \ldots, y^{N_{n}}\right)=\sum_{i=1}^{N_{n}} \tau_{n}^{i} L_{n, h}^{\theta, i}\left(y^{i}, y^{i-1}\right)+\chi_{h}\left(y^{0}-y_{0}\right),
$$

where $\chi_{h}(\cdot)=\phi_{h}(\cdot)+|\cdot|^{2}\left(\right.$ note that $\left.D\left(F_{n, h}^{\theta}\right) \subset Y_{h}^{N_{n}+1}\right)$. Finally, let $F_{n, h}\left(y_{h}^{0}, \ldots, y_{h}^{N_{n}}\right)$ $=0$. We have the following:
(a) $\widehat{y}_{n, h} \rightarrow y_{h}$ weakly star in $W^{1, \infty}(0, T ; Y)$ as $(n, h) \rightarrow(\infty, h)$ and $F_{h}\left(y_{h}\right)=0$.
(b) $\widehat{y}_{n, h} \rightarrow \widehat{y}_{n}$ weakly star in $W^{1, \infty}(0, T ; Y)$ as $(n, h) \rightarrow(n, 0)$ and $F_{n}^{\theta}\left(y_{n}\right)=0$.
(c) $\widehat{y}_{n} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$ as $(n, 0) \rightarrow(\infty, 0)$ and $F(y)=0$.


Fig. 1. Convergences for space-time approximations (see Theorem 7.1).
(d) $y_{h} \rightarrow y$ weakly star $W^{1, \infty}(0, T ; Y)$ as $(\infty, h) \rightarrow(\infty, 0)$ and $F(y)=0$.
(e) $\widehat{y}_{n, h} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$ as $(n, h) \rightarrow(\infty, 0)$ and $F(y)=0$.

The thesis of the theorem is illustrated in Figure 1. In particular, we aim at showing that the space (or data) and time limit can be taken in any order. Note that limit (c) has been already checked in Theorem 6.5 and that the very same argument yields limit (a) as well (recall that $Y_{h}$ is closed). Moreover, limit (d) is discussed in Theorem 5.3. So what we are actually left to check are limits (b) and (e) only.

Proof. Limit (b). The assertion follows once we check that, for all $i=1, \ldots, N_{n}$, if $y_{n, h}^{i-1} \rightarrow y_{n}^{i-1}$ weakly in $Y$, one has the weak convergence $y_{n, h}^{i} \rightarrow y_{n}^{i}$ as well. Recall that

$$
\begin{aligned}
& y_{n, h}^{i} \in \operatorname{Arg} \min _{y \in Y}\left(\theta \phi_{h}(y)-\left\langle\ell_{h}\left(t_{n, \theta}^{i}\right)-(1-\theta) A_{h} y_{n, h}^{i-1}, y\right\rangle+\psi_{h}\left(y-y_{n, h}^{i-1}\right)\right) \\
& \quad=\operatorname{Arg} \min _{y \in Y_{h}}\left(\theta \phi(y)-\left\langle\ell_{h}\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n, h}^{i-1}, y\right\rangle+\psi_{h}\left(y-y_{n, h}^{i-1}\right)\right)
\end{aligned}
$$

Hence, since we have (5.6), the sequence $y_{n, h}^{i}$ is weakly precompact, and, up to the extraction of a (not relabeled) subsequence, $y_{n, h}^{i} \rightarrow \tilde{y}$ weakly in $Y$. Let us prove that $\tilde{y}$ solves the incremental problem (6.4). Indeed, we have

$$
\begin{aligned}
0 & \leq L_{n}^{\theta, i}\left(\tilde{y}, y_{n}^{i-1}\right) \\
& \leq \liminf _{h \rightarrow 0}\left(\psi_{h}\left(y_{n, h}^{i}-y_{n, h}^{i-1}\right)+\psi_{h}^{*}\left(\ell_{h}\left(t_{n, \theta}^{i}\right)-A y_{n, h, \theta}^{i}\right)\right. \\
& \left.-\left\langle\ell_{h}\left(t_{n, \theta}^{i}\right)-A y_{n, h, \theta}^{i}, y_{n, h}^{i}-y_{n, h}^{i-1}\right\rangle\right) \\
& =\liminf _{h \rightarrow 0} L_{n, h}^{\theta, i}\left(y_{n, h}^{i}, y_{n, h}^{i-1}\right)=0
\end{aligned}
$$

where we have used the Mosco convergence in (5.5) and the pointwise convergence of $\ell_{h}$ (5.7). Since the only solution of (6.4) is $y_{n}^{i}$, we have $\tilde{y}=y_{n}^{i}$, and the whole sequence converges.

Let us mention that, if the functionals $\psi_{h}$ are uniformly linearly bounded (which is quite common in practice), one could prove the latter convergence to be actually strong: Namely, $y_{n, h}^{i-1} \rightarrow y_{n}^{i-1}$ strongly in $Y$ implies the strong convergence $y_{n, h}^{i} \rightarrow y_{n}^{i}$. Indeed, let $w_{h}$ and $\tilde{w}_{h}$ be such that $w_{h}-y_{n, h}^{i} \rightarrow 0$ strongly in $Y, \psi_{h}\left(w_{h}-y_{n, h}^{i}\right) \rightarrow 0$,
$\tilde{w}_{h} \in Y_{h}$ and $\tilde{w}_{h}-w_{h} \rightarrow 0$ strongly in $Y$. Then

$$
\begin{gathered}
\theta \phi\left(y_{n, h}^{i}\right)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A_{h} y_{n, h}^{i-1}, y_{n, h}^{i}\right\rangle+\psi_{h}\left(y_{n, h}^{i}-y_{n, h}^{i-1}\right) \\
\leq \theta \phi_{h}\left(\tilde{w}_{h}\right)-\left\langle\ell\left(t_{n, \theta}^{i}\right)-(1-\theta) A y_{n, h}^{i-1}, \tilde{w}_{h}\right\rangle+\psi_{h}\left(\tilde{w}_{h}-w_{h}\right)+\psi_{h}\left(w_{h}-y_{n, h}^{i}\right) .
\end{gathered}
$$

If $\psi_{h}$ are uniformly linearly bounded above, then $\psi_{h}\left(\tilde{w}_{h}-w_{h}\right) \rightarrow 0$, with $h \rightarrow 0$. Then, by passing to the limsup in the latter, we check that $\lim \sup _{h \rightarrow 0} \phi\left(y_{n, h}^{i}\right) \leq$ $\phi\left(y_{n}^{i}\right)$, which together with lower semicontinuity gives $\phi\left(y_{n, h}^{i}\right) \rightarrow \phi\left(y_{n}^{i}\right)$, and the strong convergence follows from the reflexivity of $Y$.

Limit (e). Lemma 6.4, the uniform Lipschitz continuity of $\ell_{h}$ (5.8), and the initial datum convergence (5.9) entail that $\widehat{y}_{n, h}$ are uniformly Lipschitz continuous as well. Hence, by extracting a (not relabeled) subsequence, $\widehat{y}_{n, h} \rightarrow y$ weakly star in $W^{1, \infty}(0, T ; Y)$. In order to check that $y$ solves (1.1), let us remark that, since $\ell_{n, h, \theta}^{i}=\ell_{h}\left(t_{n, \theta}^{i}\right)$,

$$
\bar{\ell}_{n, h, \theta} \rightarrow \ell \quad \text { strongly in } L^{1}\left(0, T ; Y^{*}\right)
$$

and that, by [45, Cor. 4.4],

$$
\begin{gathered}
\int_{0}^{T} \psi(\dot{y}) \leq \liminf _{h \rightarrow 0} \int_{0}^{T} \psi_{h}\left(\dot{\widehat{y}}_{n, h}\right) \\
\int_{0}^{T} \psi^{*}(\ell-A y) \leq \liminf _{h \rightarrow 0} \int_{0}^{T} \psi_{h}^{*}\left(\bar{\ell}_{n, h, \theta}-A \bar{y}_{n, h, \theta}\right)
\end{gathered}
$$

and compute that

$$
\begin{aligned}
0 & \leq F(y) \\
& \leq \liminf _{h \rightarrow 0}\left(\int_{0}^{T}\left(\psi_{h}\left(\dot{\widehat{y}}_{n, h}\right)+\psi_{h}^{*}\left(\bar{\ell}_{n, h, \theta}-A \bar{y}_{n, h, \theta}\right)-\left\langle\bar{\ell}_{n, h, \theta}, \dot{\widehat{y}}_{n, h}\right\rangle\right)\right. \\
& \left.+\phi\left(\widehat{y}_{n, h}(T)\right)+\phi\left(y_{0, h}\right)-\left\langle A \widehat{y}_{n, h}(0), y_{0, h}\right\rangle+\left|\widehat{y}_{n, h}(0)-y_{0, h}\right|^{2}\right) \\
& \leq \liminf _{h \rightarrow 0} F_{n, h}^{\theta}\left(y_{n, h}^{0}, \ldots, y_{n, h}^{N_{n}}\right)=0
\end{aligned}
$$

and we have $F(y)=0$.
We shall conclude by briefly mentioning some further results which can be obtained by suitably adapting to the current fully discretized situation the arguments developed above for time discretizations. First, in the same spirit of Lemma 6.6, one could consider the possibility of estimating the distance of a vector from the minimizer of $F_{n, h}^{\theta}$ by means of the functional itself. Second, the use of Corollary 4.5 would entail the possibility of an a posteriori error control, and some adaptive strategy along the lines of subsection 6.7 could be considered. Finally, by relying on the known convergence estimates for full space-time discretized problems [13], one could obtain a convergence and an a posteriori error control result for some generalized space-time approximated problem where $F_{n, h}^{\theta}$ are not exactly minimized and one considers minimizing sequences instead (see subsection 6.5). We shall develop these considerations elsewhere.
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#### Abstract

We prove estimates in hyperbolic Sobolev spaces $H^{s, \delta}\left(R^{1+d}\right), d \geq 3$, for velocity averages over spheres of solutions to the kinetic transport equation $\partial_{t} f+v \cdot \nabla_{x} f=\Omega_{v}^{i, j} g$, where $\Omega_{v}^{i, j} g$ are tangential velocity derivatives of $g$. Our results extend to all dimensions earlier results of Bournaveas and Perthame in dimension two [J. Math. Pures Appl., 9 (2001), pp. 517-534]. We construct counterexamples to test the optimality of our results.
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1. Introduction. Consider the kinetic transport equation

$$
\partial_{t} f+v \cdot \nabla_{x} f=g
$$

where $f, g: R_{t} \times R_{x}^{d} \times R_{v}^{d} \rightarrow R$. It is well known that averaging with respect to the velocity variable $v$ has a smoothing effect which can be measured in classical Sobolev spaces. For example, in all dimensions, the average over the unit ball

$$
\rho_{B}(t, x)=\int_{|v| \leq 1} f(t, x, v) d v
$$

is smoother than $f$ by $1 / 2$ derivatives in $L^{2}$, and we have the estimate

$$
\left\|\rho_{B}\right\|_{H^{1 / 2}\left(R^{1+d}\right)} \leq C\left(\|f\|_{L^{2}\left(R^{1+2 d}\right)}+\|g\|_{L^{2}\left(R^{1+2 d}\right)}\right) .
$$

Results of this type are known as averaging lemmas. They were first discovered in $[24,23]$ and developed further by many authors $[4,5,9,11,12,13,14,15,17,19,20$, $21,25,26,27,28,29,33,34,37]$. We refer the reader to $[3,35]$ for a review and an extensive bibliography.

Averages over spheres

$$
\rho_{S}(t, x)=\int_{S^{d-1}} f(t, x, v) d \sigma(v)
$$

were first studied in [7] and later in [8]. These averages appear in the equation of radiative transfer, a phenomenon that describes the scattering of photons in a hot medium $[1,2,10,22,36]$. They also appear in certain kinetic models of chemotaxis when the velocity of the cells is normalized to $|v|=1$ [16]. It turns out that in

[^33]dimensions $d \geq 3$ averages over spheres gain $1 / 2$ derivatives in $L^{2}[7$, Theorem 1] and we have the estimate
\[

$$
\begin{equation*}
\left\|\rho_{S}\right\|_{H^{1 / 2}\left(R^{1+d}\right)} \leq C\left(\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}\right) . \tag{1.1}
\end{equation*}
$$

\]

Thus, if $d \geq 3, \rho_{S}$ gains the same amount of regularity as averages over balls, although it is an average over a lower-dimensional set. Moreover, the estimate for spheres implies the estimate for balls (see Remark 1 in [7]).

In dimension $d=2$ averages over spheres gain only $1 / 4$ derivatives, but the "missing" regularity can be recovered in the so-called hyperbolic Sobolev spaces $H^{s, \delta}\left(R^{1+d}\right)$ $[6,30,31,32,38]$. More precisely [7, Theorem 2],

$$
\left\|\rho_{S}\right\|_{H^{1 / 4,1 / 4}\left(R^{1+2}\right)} \leq C\left(\|f\|_{L^{2}\left(R \times R^{2} \times S^{1}\right)}+\|g\|_{L^{2}\left(R \times R^{2} \times S^{1}\right)}\right)
$$

where

$$
\begin{equation*}
\|F\|_{H^{s, \delta}\left(R^{1+d}\right)}=\left\|w_{+}(\tau, \xi)^{s} w_{-}(\tau, \xi)^{\delta} \widehat{F}(\tau, \xi)\right\|_{L^{2}\left(R_{\tau} \times R_{\xi}^{d}\right)} \tag{1.2}
\end{equation*}
$$

$w_{ \pm}(\tau, \xi)=1+||\tau| \pm|\xi||$, and $\widehat{F}$ is the space-time Fourier transform of $F$.
In [8] these spaces were used to further improve estimate (1.1). We have [8, Theorem 1], when $d \geq 3, d \neq 7$,

$$
\begin{equation*}
\left\|\rho_{S}\right\|_{H^{s, \delta}\left(R^{1+d}\right)} \leq C\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)} \tag{1.3a}
\end{equation*}
$$

provided that

$$
\begin{equation*}
s+\delta \leq 1 / 2, s \leq \min \left\{\frac{d-1}{4}, 1\right\} \tag{1.3b}
\end{equation*}
$$

This allows us to take $s$ larger than the classical $1 / 2$, provided that we compensate by using a negative $\delta$. Moreover, in regions where $\| \tau|-|\xi||$ is small (near the cone $|\tau|=|\xi|$ ) we have $w_{+}^{s} w_{-}^{\delta} \simeq w_{+}^{s}$, and we gain $s \geq 1 / 2$ derivatives. When $d=7$ we have the same estimate but with a logarithmic loss:

$$
\left\|\rho_{S}\right\|_{H_{\log }^{s, \delta}\left(R^{1+d}\right)} \leq C\left(\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}\right), \quad d=7
$$

where

$$
\|F\|_{H_{\log }^{s, \delta}\left(R^{1+d}\right)}=\left\|\frac{w_{+}(\tau, \xi)^{s} w_{-}(\tau, \xi)^{\delta}}{\left(1+\log \frac{w_{+}(\tau, \xi)}{w_{-}(\tau, \xi)}\right)^{1 / 2}} \widehat{F}(\tau, \xi)\right\|_{L^{2}\left(R_{\tau} \times R_{\xi}^{d}\right)}
$$

Now we turn our attention to equations with right-hand sides containing derivatives with respect to the velocity variable:

$$
\partial_{t} f+v \cdot \nabla_{x} f=\partial_{v}^{m} g
$$

This case is of great interest in applications. For example, the Vlasov part of the Vlasov-Maxwell system has this structure with $m=1$. It is well known (see [24, 23]) that in this case averages of the form $\int_{R^{d}} f(t, x, v) \phi(v) d v$, where $\phi(v)$ is a smooth cut-off function, gain $\frac{1}{2(m+1)}$ derivatives in $L^{2}$. In particular, if $m=1$, then the gain is $1 / 4$ derivatives. The proof of these results uses an integration by parts which removes the velocity derivatives from the function $g$.

Consider now the case of spheres. In order to be able to integrate by parts on spheres we are forced to restrict ourselves to equations with tangential $v$-derivatives in the right-hand side:

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=\Omega_{v}^{i, j} g \tag{1.4}
\end{equation*}
$$

where

$$
\Omega_{v}^{i, j} g=v_{i} \frac{\partial g}{\partial v_{j}}-v_{j} \frac{\partial g}{\partial v_{i}}, \quad 1 \leq i, j \leq d
$$

In this case, if $d \geq 3$, the optimal gain is $1 / 4$ derivatives (the same gain as for balls) [7, Theorem 3]. In view of the discussion above, one would expect the gain in $d=2$ dimensions to be $1 / 8$ derivatives. However, the tangential derivatives introduce a special structure (see, for example, (2.3) below and the discussion in [8]) reminiscent of the Klainerman null forms structure for the wave equation [30, 31, 32], which allows for better estimates. By using this observation the expected classical gain of $1 / 8$ derivatives was improved in [7] to $1 / 7$ derivatives and further improved in [8] to $1 / 6$ derivatives, and it was also shown that this result is optimal.

If one considers the hyperbolic Sobolev spaces, it is also possible to prove estimates with a total of $s+\delta=1 / 4$ derivatives. In this setting, the two-dimensional case has been previously considered in [7, 8]. More precisely, in [7] it was shown that $\rho_{S} \in H^{1 / 16,3 / 16}\left(R^{1+2}\right)$. This was improved in [8] to $\rho_{S} \in H^{1 / 8,1 / 8}\left(R^{1+2}\right)$, and it was also shown that this is optimal.

In this paper we study the regularity of velocity averages over spheres for solutions of (1.4) in hyperbolic Sobolev spaces in dimensions $d \geq 3$. Recall first the following result from [7].

Let $d \geq 3$, and let $f \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$ be a solution of (1.4) with $g \in$ $L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$. Then the velocity average over the unit sphere $\rho_{S}(t, x)=$ $\int_{S^{d-1}} f(t, x, v) d \sigma(v)$ satisfies

$$
\begin{equation*}
\left\|\rho_{S}\right\|_{H^{1 / 4}\left(R \times R^{d}\right)} \leq C\left[\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}\right] \tag{1.5}
\end{equation*}
$$

We shall improve this result by showing that $\rho_{S} \in H^{s, \delta}$ for certain choices of $(s, \delta)$ depending on the dimension $d$. More precisely we have the following.

THEOREM 1.1. Let $d \geq 3$, and let $f \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$ be a solution of (1.4) with $g \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{\overline{d-1}}\right)$. Define

$$
\begin{align*}
& (s, \delta)=\left(\frac{d-1}{6},-\frac{2 d-5}{12}\right) \quad \text { if } d \in\{3,4,5\} \\
& (s, \delta)=\left(\frac{4}{5},-\frac{11}{20}\right) \quad \text { if } d=6 \\
& (s, \delta)=\left(1,-\frac{3}{4}\right), \quad \text { if } d \geq 7 \tag{1.6}
\end{align*}
$$

Then the velocity average $\rho_{S}(t, x)=\int_{S^{d-1}} f(t, x, v) d \sigma(v)$ satisfies

$$
\begin{align*}
& \left\|\rho_{S}\right\|_{H^{s, \delta}\left(R^{1+d}\right)} \leq C\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}, d \neq 5,7  \tag{1.7a}\\
& \left\|\rho_{S}\right\|_{H_{\log \left(R^{s}, d\right)}^{s, \delta}(1)} \leq C\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}, d=5,7 . \tag{1.7b}
\end{align*}
$$

Notice that in all cases we have $s+\delta=1 / 4$, with $s>1 / 4$ and $\delta<0$. By comparing this result to the classical estimate (1.5) we see that it is possible to improve on the
"good derivative" $w_{+}$, provided that we make a sacrifice in the derivative $w_{-}$. Observe also that since $\delta=1 / 4-s$ and $s>1 / 4$ we have

$$
w_{+}^{s} w_{-}^{\delta}=w_{+}^{\frac{1}{4}}\left(\frac{w_{+}}{w_{-}}\right)^{s-\frac{1}{4}} \geq w_{+}^{\frac{1}{4}},
$$

and therefore estimate (1.7) implies estimate (1.5). Moreover, near the cone $|\tau|=|\xi|$ we have $w_{+}^{s} w_{-}^{\delta} \simeq w_{+}^{s}$, because $w_{-} \simeq 1$, and therefore our estimate says that we gain $s>1 / 4$ derivatives in this region. Notice also that, in contrast to (1.3), we gain even in $d=3$ dimensions. This is due to the fact that we have not only the usual averaging smoothing effect and the flexibility of the $H^{s, \delta}$-spaces but also the special structure of the tangential derivatives.

It is possible to extend the validity of estimate (1.7) to a whole region of pairs $(s, \delta)$. We have the following.

Theorem 1.2. Let $d \geq 3$, and let $f \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$ be a solution of (1.4) with $g \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$. Let $s, \delta \in R$ be such that

$$
\begin{align*}
& s+\delta \leq \frac{1}{4},  \tag{1.8a}\\
& s \leq \frac{d-1}{6} \quad \text { if } d \in\{3,4,5\},  \tag{1.8b}\\
& s \leq \frac{4}{5} \quad \text { if } d=6,  \tag{1.8c}\\
& s \leq 1 \quad \text { if } d \geq 7 . \tag{1.8d}
\end{align*}
$$

Then estimates (1.7) are true.
In the region $\{|\tau|>|\xi|\}$ in phase space the symbol of the operator $\partial_{t}+v \cdot \nabla_{x}$ satisfies $|\tau+v \cdot \xi| \geq|\tau|-|\xi|>0$, and therefore it is reasonable to expect better estimates. Indeed, improved estimates in this region are contained in [7, 8]. We shall establish the following improvements to the results of Theorem 1.1. First, estimates (1.7) are valid in $\{|\tau|>|\xi|\}$ with the same $s$ and with $\delta=0$ (instead of a negative $\delta$ ).

Theorem 1.3. Let $d \geq 3$, and let $f \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$ be a solution of (1.4) with $g \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$. Define

$$
\begin{align*}
& s=\frac{d-1}{6} \quad \text { if } d \in\{3,4,5\},  \tag{1.9a}\\
& s=\frac{4}{5} \quad \text { if } d=6,  \tag{1.9b}\\
& s=1 \quad \text { if } d \geq 7 . \tag{1.9c}
\end{align*}
$$

Then the velocity average $\rho_{S}(t, x)=\int_{S^{d-1}} f(t, x, v) d \sigma(v)$ satisfies the following estimates in the classical Sobolev spaces $H^{s}(\{|\tau|>|\xi|\})$.

If $d \neq 5,7$,

$$
\begin{align*}
& \left\|w_{+}(\tau, \xi)^{s} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}(\{|\tau|>|\xi|\})}  \tag{1.10a}\\
& \quad \leq C\left(\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}\right) . \tag{1.10b}
\end{align*}
$$

If $d=5,7$,

$$
\begin{align*}
& \left\|w_{+}(\tau, \xi)^{s}\left[1+\log \frac{w_{+}(\tau, \xi)}{w_{-}(\tau, \xi)}\right]^{-1 / 2} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}(\{|\tau|>|\xi|\})}  \tag{1.10c}\\
& \quad \leq C\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)} . \tag{1.10d}
\end{align*}
$$

Moreover, it is possible to prove $H^{s, \delta}$-estimates in all dimensions $d \geq 3$ with $s+\delta=1$ and $s, \delta \geq 0$. Precisely, we have the following.

ThEOREM 1.4. Under the same assumptions and notation as in Theorem 1.3 and with

$$
\begin{align*}
& (s, \delta)=\left(\frac{d-3}{4}, \frac{7-d}{4}\right) \quad \text { if } d \in\{3,4,5\}  \tag{1.11a}\\
& (s, \delta)=\left(\frac{3}{4}, \frac{1}{4}\right) \quad \text { if } d=6  \tag{1.11b}\\
& (s, \delta)=(1,0) \quad \text { if } d \geq 7 \tag{1.11c}
\end{align*}
$$

we have

$$
\begin{align*}
& \left\|w_{+}(\tau, \xi)^{s} w_{-}(\tau, \xi)^{\delta} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}(\{|\tau|>|\xi|\})}  \tag{1.12a}\\
& \leq C\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)} \text { if } d \neq 5,7  \tag{1.12b}\\
& \left\|w_{+}(\tau, \xi)^{s} w_{-}(\tau, \xi)^{\delta}\left[1+\log \frac{w_{+}(\tau, \xi)}{w_{-}(\tau, \xi)}\right]^{-1 / 2} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}(\{|\tau|>|\xi|\})}  \tag{1.12c}\\
& \leq C\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)}+C\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)} \quad \text { if } d=5,7 \tag{1.12d}
\end{align*}
$$

Remark. Regarding the optimality of the conditions on $s$ and $\delta$ we will show in the last section that all of the upper bounds for $s$ and $s+\delta$ are optimal with the possible exception of the bound $s \leq 4 / 5$ in dimension $d=6$. In some cases it is possible to have improved estimates if we allow weights of the form $w_{+}^{s_{1}} w_{-}^{\delta_{1}}+w_{+}^{s_{2}} w_{-}^{\delta_{2}}$; see page 664 for details. The logarithmic divergence in some of the estimates is due to the logarithmic divergence in Lemmas 3.2 and 3.3 in [8].

Notation. We define the weights $w_{ \pm}$by $w_{ \pm}(\tau, \xi)=1+\|\tau| \pm| \xi\|$. We denote the classical Sobolev spaces by $H^{s}$ and the hyperbolic Sobolev spaces (see (1.2)) by $H^{s, \delta}$. We use ${ }^{\wedge}$ for the Fourier transform in space-time denoting the dual variables by $(\tau, \xi)$. We will always average the solution $f$ over the unit sphere $S^{d-1}$ in $R^{d}$ and denote the average by $\rho_{s}$.
2. Proofs of Theorems 1.1 and 1.2. In this section we prove Theorems 1.1 and 1.2. We need the following result from [8].

Proposition 2.1. Let $m>-1, l>1 / 2$, and define

$$
\begin{equation*}
J_{l}^{m}(\tau, \xi)=\int_{0}^{\pi} \frac{(\sin \theta)^{m}}{\left[1+(\tau+|\xi| \cos \theta)^{2}\right]^{l}} d \theta, \quad \tau \in R, \xi \in R^{d} \tag{2.1}
\end{equation*}
$$

Let $\alpha=\min \left\{\frac{m+1-4 l}{2}, 0\right\}$. Then the integrals $J_{l}^{m}(\tau, \xi)$ satisfy the following pointwise estimates:

$$
\begin{aligned}
& J_{l}^{m}(\tau, \xi) \leq C \frac{w_{-}(\tau, \xi)^{2 l-1+\alpha}}{w_{+}(\tau, \xi)^{2 l+\alpha}} \text { if } m+1 \neq 4 l \\
& J_{l}^{m}(\tau, \xi) \leq C \frac{w_{-}(\tau, \xi)^{2 l-1}}{w_{+}(\tau, \xi)^{2 l}}\left(1+\log \frac{w_{+}(\tau, \xi)}{w_{-}(\tau, \xi)}\right) \text { if } m+1=4 l
\end{aligned}
$$

Proof of Theorem 1.1. By taking the space-time Fourier transform of (1.4) and adding $\lambda \widehat{f}(\tau, \xi, v)$ to both sides, where $\lambda=\lambda(\tau, \xi)>0$ will be determined later,
we get

$$
\widehat{f}(\tau, \xi, v)=\frac{\Omega_{v}^{i, j} \widehat{g}(\tau, \xi, v)}{\lambda+i(\tau+v \cdot \xi)}+\lambda \frac{\widehat{f}(\tau, \xi, v)}{\lambda+i(\tau+v \cdot \xi)}
$$

By averaging in $v$ and integrating by parts we obtain

$$
\begin{aligned}
\widehat{\rho}(\tau, \xi) & =\int_{S^{d-1}} \frac{\Omega_{v}^{i, j} \widehat{g}(\tau, \xi, v)}{\lambda+i(\tau+v \cdot \xi)} d \sigma(v)+\lambda \int_{S^{d-1}} \frac{\widehat{f}(\tau, \xi, v)}{\lambda+i(\tau+v \cdot \xi)} d \sigma(v) \\
& =i \int_{S^{d-1}} \frac{v_{i} \xi_{j}-v_{j} \xi_{i}}{[\lambda+i(\tau+v \cdot \xi)]^{2}} \widehat{g}(\tau, \xi, v) d \sigma(v)+\lambda \int_{S^{d-1}} \frac{\widehat{f}(\tau, \xi, v) d \sigma(v)}{\lambda+i(\tau+v \cdot \xi)}
\end{aligned}
$$

By using the Cauchy-Schwarz inequality we get

$$
\begin{align*}
|\widehat{\rho}(\tau, \xi)| & \leq\left(\int_{S^{d-1}}|\widehat{g}(\tau, \xi, v)|^{2} d \sigma(v)\right)^{1 / 2} \cdot K(\tau, \xi) \\
& +\left(\int_{S^{d-1}}|\widehat{f}(\tau, \xi, v)|^{2} d \sigma(v)\right)^{1 / 2} \cdot L(\tau, \xi) \tag{2.2}
\end{align*}
$$

where

$$
\begin{align*}
K(\tau, \xi) & =\left(\int_{S^{d-1}} \frac{\left|v_{i} \xi_{j}-v_{j} \xi_{i}\right|^{2}}{|\lambda+i(\tau+v \cdot \xi)|^{4}} d \sigma(v)\right)^{1 / 2}  \tag{2.3}\\
L(\tau, \xi) & =\left(\lambda^{2} \int_{S^{d-1}} \frac{d \sigma(v)}{|\lambda+i(\tau+v \cdot \xi)|^{2}}\right)^{1 / 2}
\end{align*}
$$

We estimate $K(\tau, \xi)$ and $L(\tau, \xi)$ as follows. Set $\tau^{\prime}=\frac{\tau}{\lambda}, \xi^{\prime}=\frac{\xi}{\lambda}$, and let $\theta$ be the angle between $\xi$ and $v$. Then

$$
\begin{aligned}
K(\tau, \xi) & =\left(\int_{S^{d-1}} \frac{\left|v_{i} \xi_{j}-v_{j} \xi_{i}\right|^{2}}{|\lambda+i(\tau+v \cdot \xi)|^{4}} d \sigma(v)\right)^{1 / 2} \\
& =\left(\int_{S^{d-1}} \frac{\left|v_{i} \xi_{j}-v_{j} \xi_{i}\right|^{2}}{\left|\lambda^{2}+(\tau+v \cdot \xi)^{2}\right|^{2}} d \sigma(v)\right)^{1 / 2} \\
& =\frac{|\xi|}{\lambda^{2}}\left(\int_{S^{d-1}} \frac{\left|v_{i} \frac{\xi_{j}}{|\xi|}-v_{j} \frac{\xi_{i}|\xi|}{|\xi|}\right|^{2}}{\left|1+\left(\tau^{\prime}+v \cdot \xi^{\prime}\right)^{2}\right|^{2}} d \sigma(v)\right)^{1 / 2} \\
& \simeq \frac{|\xi|}{\lambda^{2}}\left(\int_{0}^{\pi} \frac{(\sin \theta)^{2}(\sin \theta)^{d-2}}{\left|1+\left(\tau^{\prime}+\left|\xi^{\prime}\right| \cos \theta\right)^{2}\right|^{2}} d \theta\right)^{1 / 2} \\
& =\frac{|\xi|}{\lambda^{2}} J_{2}^{d}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2},
\end{aligned}
$$

and

$$
\begin{align*}
L(\tau, \xi) & =\left(\lambda^{2} \int_{S^{d-1}} \frac{d \sigma(v)}{\lambda^{2}+(\tau+v \cdot \xi)^{2}}\right)^{1 / 2} \\
& =\left(\int_{S^{d-1}} \frac{d \sigma(v)}{1+\left(\tau^{\prime}+v \cdot \xi^{\prime}\right)^{2}}\right)^{1 / 2} \\
& \simeq\left(\int_{0}^{\pi} \frac{(\sin \theta)^{d-2}}{1+\left(\tau^{\prime}+\left|\xi^{\prime}\right| \cos \theta\right)^{2}} d \theta\right)^{1 / 2} \\
& =J_{1}^{d-2}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2} . \tag{2.5}
\end{align*}
$$

We start with the case $d \in\{3,4,5\}$. From (2.4) we have $K(\tau, \xi) \leq C \frac{|\xi|}{\lambda^{2}} J_{2}^{d}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}$. Proposition 2.1 with $m=d, l=2$ gives

$$
\begin{aligned}
K(\tau, \xi) & \leq C \frac{|\xi|}{\lambda^{2}} \frac{\left(1+\left|\left|\tau^{\prime}\right|-\left|\xi^{\prime}\right|\right|\right)^{\frac{d-1}{4}}}{\left(1+\left|\tau^{\prime}\right|+\left|\xi^{\prime}\right|\right)^{\frac{d+1}{4}}} \\
& =C \frac{|\xi|}{\lambda^{\frac{3}{2}}} \frac{(\lambda+||\tau|-|\xi||)^{\frac{d-1}{4}}}{(\lambda+|\tau|+|\xi|)^{\frac{d+1}{4}}} \\
& \leq C \frac{(\lambda+||\tau|-|\xi||)^{\frac{d-1}{4}}}{\lambda^{\frac{3}{2}}}(\lambda+|\tau|+|\xi|)^{\frac{d-3}{4}} \\
& \leq C \frac{\left(\lambda+w_{-}\right)^{\frac{d-1}{4}}}{\lambda^{\frac{3}{2}}\left(w_{+}\right)^{\frac{d-3}{4}}}
\end{aligned}
$$

where we have set $w_{ \pm}=1+\| \tau| \pm|\xi||$ and we have used the fact that $\lambda>1$ (this will be guaranteed by the choice of $\lambda$; see (2.9)).

Next we deal with $L(\tau, \xi)$. From estimate (2.5) we have $L(\tau, \xi) \leq J_{1}^{d-2}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}$, and we now apply Proposition 2.1 with $m=d-2$ and $l=1$. Notice that $m+1=4 l$ when $d=5$, and hence there is an extra logarithmic term in this case. For $d \in\{3,4\}$ we get

$$
\begin{align*}
L(\tau, \xi) & \leq C \frac{\left(1+\| \tau^{\prime}\left|-\left|\xi^{\prime}\right|\right|\right)^{\frac{d-3}{4}}}{\left(1+\left|\tau^{\prime}\right|+\left|\xi^{\prime}\right|\right)^{\frac{d-1}{4}}} \\
& =C \frac{\lambda^{1 / 2}(\lambda+||\tau|-|\xi||)^{\frac{d-3}{4}}}{(\lambda+|\tau|+|\xi|)^{\frac{d-1}{4}}} \\
& \leq C \frac{\lambda^{1 / 2}\left(\lambda+w_{-}\right)^{\frac{d-3}{4}}}{\left(w_{+}\right)^{\frac{d-1}{4}}} \tag{2.6a}
\end{align*}
$$

and for $d=5$ we get

$$
\begin{equation*}
L(\tau, \xi) \leq C \frac{\lambda^{1 / 2}\left(\lambda+w_{-}\right)^{\frac{d-3}{4}}}{\left(w_{+}\right)^{\frac{d-1}{4}}}\left(1+\log \frac{\lambda+|\tau|+|\xi|}{\lambda+||\tau|-|\xi||}\right)^{1 / 2} \tag{2.6~b}
\end{equation*}
$$

We choose $\lambda=\lambda(\tau, \xi)$ such that

$$
\begin{equation*}
\frac{\left(\lambda+w_{-}\right)^{\frac{d-1}{4}}}{\lambda^{\frac{3}{2}}\left(w_{+}\right)^{\frac{d-3}{4}}}=\frac{\lambda^{1 / 2}\left(\lambda+w_{-}\right)^{\frac{d-3}{4}}}{\left(w_{+}\right)^{\frac{d-1}{4}}} \tag{2.7}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\lambda^{4}-w_{+} \lambda-w_{+} w_{-}=0 \tag{2.8}
\end{equation*}
$$

We need to know that such a $\lambda$ exists, and we also need an estimate of $\lambda$ in terms of the weights $1+\| \tau| \pm|\xi||$.

Consider the function $f(\lambda):=\lambda^{4}-w_{+} \lambda-w_{+} w_{-}$. Clearly, $f(1)<0$. On the other hand,

$$
\begin{aligned}
f\left(2 w_{+}^{1 / 3} w_{-}^{1 / 6}\right) & =16 w_{+}^{4 / 3} w_{-}^{2 / 3}-2 w_{+}^{4 / 3} w_{-}^{1 / 6}-w_{+} w_{-} \\
& =\left(8 w_{+}^{4 / 3} w_{-}^{2 / 3}-2 w_{+}^{4 / 3} w_{-}^{1 / 6}\right)+\left(8 w_{+}^{4 / 3} w_{-}^{2 / 3}-w_{+} w_{-}\right) \\
& =2 w_{+}^{4 / 3} w_{-}^{1 / 6}\left(4 w_{-}^{1 / 2}-1\right)+w_{+} w_{-}^{2 / 3}\left(8 w_{+}^{1 / 3}-w_{-}^{1 / 3}\right) \\
& >0
\end{aligned}
$$

It follows that there exists a $\lambda$ with

$$
\begin{equation*}
1<\lambda<2 w_{+}^{1 / 3} w_{-}^{1 / 6} \tag{2.9}
\end{equation*}
$$

such that (2.7) and (2.8) are satisfied. From (2.8) we have $\lambda+w_{-}=\frac{\lambda^{4}}{w_{+}}$; therefore

$$
\begin{equation*}
\lambda+w_{-}<\frac{\left(2 w_{+}^{1 / 3} w_{-}^{1 / 6}\right)^{4}}{w_{+}} \leq C w_{+}^{1 / 3} w_{-}^{2 / 3} \tag{2.10}
\end{equation*}
$$

It follows that the right-hand side of (2.7) is bounded by

$$
\frac{\left(2 w_{+}^{1 / 3} w_{-}^{1 / 6}\right)^{1 / 2}\left(w_{+}^{1 / 3} w_{-}^{2 / 3}\right)^{\frac{d-3}{4}}}{\left(w_{+}\right)^{\frac{d-1}{4}}} \leq C w_{+}^{-\frac{d-1}{6}} w_{-}^{\frac{2 d-5}{12}}
$$

Moreover $1<\lambda \leq C w_{+}$, and therefore in (2.6b)

$$
1+\log \frac{\lambda+|\tau|+|\xi|}{\lambda+||\tau|-|\xi||} \leq C\left(1+\log \frac{w_{+}}{w_{-}}\right)
$$

We conclude that $K(\tau, \xi)$ satisfies

$$
K(\tau, \xi) \leq C w_{+}^{-\frac{d-1}{6}} w_{-}^{\frac{2 d-5}{12}}, \quad d \in\{3,4,5\}
$$

while $L(\tau, \xi)$ satisfies

$$
L(\tau, \xi) \leq C w_{+}^{-\frac{d-1}{6}} w_{-}^{\frac{2 d-5}{12}}, \quad d \in\{3,4\}
$$

and

$$
L(\tau, \xi) \leq C w_{+}^{-\frac{d-1}{6}} w_{-}^{\frac{2 d-5}{12}}\left(1+\log \frac{w_{+}}{w_{-}}\right)^{1 / 2}, d=5
$$

Next we deal with all dimensions $d \geq 7$. From estimate (2.4) we have $K(\tau, \xi) \leq$ $C \frac{|\xi|}{\lambda^{2}} J_{2}^{d}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}$. Proposition 2.1 with $m=d$ and $l=2$ now gives

$$
\alpha=\min \left\{\frac{m+1-4 l}{2}, 0\right\}=\min \left\{\frac{d-7}{2}, 0\right\}=0
$$

Notice, however, that $m+1=4 l$ when $d=7$, and therefore there is a logarithmic loss in this case. We get

$$
\begin{aligned}
K(\tau, \xi) & \leq C \frac{|\xi|}{\lambda^{2}}\left(\frac{\left(1+\left|\left|\tau^{\prime}\right|-\left|\xi^{\prime}\right|\right|\right)^{3}}{\left(1+\left|\xi^{\prime}\right|+\left|\tau^{\prime}\right|\right)^{4}}\right)^{1 / 2} \\
& =C \frac{|\xi|}{\lambda^{2}} \cdot \frac{\lambda^{2}(\lambda+||\tau|-|\xi||)^{3 / 2}}{\lambda^{3 / 2}(\lambda+|\tau|+|\xi|)^{2}} \\
& \leq C \frac{(\lambda+||\tau|-|\xi||)^{3 / 2}}{\lambda^{3 / 2}(\lambda+|\tau|+|\xi|)} \quad \text { if } d>7
\end{aligned}
$$

and

$$
K(\tau, \xi) \leq C \frac{(\lambda+||\tau|-|\xi||)^{3 / 2}}{\lambda^{3 / 2}(\lambda+|\tau|+|\xi|)}\left(1+\log \frac{\lambda+|\tau|+|\xi|}{\lambda+||\tau|-|\xi||}\right)^{1 / 2} \quad \text { if } d=7
$$

From (2.5) we have $L(\tau, \xi) \leq C J_{1}^{d-2}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}$. By applying Proposition 2.1, this time with $m=d-2, l=1$, and $\alpha=\min \left\{\frac{m+1-4 l}{2}, 0\right\}=0$ (notice that $m+1 \neq 4 l$, so there is no logarithmic loss for $L$ ), we get

$$
\begin{aligned}
L(\tau, \xi) & \leq C\left(\frac{1+\left|\left|\tau^{\prime}\right|-\left|\xi^{\prime}\right|\right|}{\left(1+\left|\tau^{\prime}\right|+\left|\xi^{\prime}\right|\right)^{2}}\right)^{1 / 2} \\
& =C \frac{\lambda^{1 / 2}(\lambda+||\tau|-|\xi||)^{1 / 2}}{(\lambda+|\tau|+|\xi|)}
\end{aligned}
$$

We need to choose $\lambda$ such that

$$
\begin{equation*}
\frac{(\lambda+\| \tau|-|\xi||)^{3 / 2}}{\lambda^{3 / 2}(\lambda+|\tau|+|\xi|)}=\frac{\lambda^{1 / 2}(\lambda+||\tau|-|\xi||)^{1 / 2}}{(\lambda+|\tau|+|\xi|)} \tag{2.11}
\end{equation*}
$$

or, equivalently, $\lambda^{2}-\lambda-\| \tau|-|\xi||=0$. We choose $\lambda=\frac{1+\sqrt{1+4 \||\tau|-|\xi| \mid}}{2}$. Notice that $\lambda \geq 1$ and that $\lambda \leq C(+\sqrt{||\tau|-|\xi||})$, and therefore

$$
\lambda+||\tau|-|\xi|| \leq C(1+\sqrt{\| \tau|-|\xi||}+\| \tau|-|\xi||) \simeq 1+\| \tau|-|\xi||
$$

Therefore the right-hand side of (2.11) is bounded by

$$
\begin{equation*}
\frac{(1+\sqrt{||\tau|-|\xi||})^{1 / 2}(1+||\tau|-|\xi||)^{1 / 2}}{1+|\tau|+|\xi|} \leq C \frac{(1+||\tau|-|\xi||)^{3 / 4}}{1+|\tau|+|\xi|} \tag{2.12}
\end{equation*}
$$

Moreover, since $1<\lambda \leq C(1+|\tau|+|\xi|)$, we have

$$
\begin{equation*}
\log \frac{\lambda+|\tau|+|\xi|}{\lambda+||\tau|-|\xi||} \leq C \log \frac{1+|\tau|+|\xi|}{1+||\tau|-|\xi||} \tag{2.13}
\end{equation*}
$$

By putting everything together we conclude that

$$
\begin{array}{ll}
K(\tau, \xi) \leq C \frac{(1+\| \tau|-|\xi||)^{3 / 4}}{1+|\tau|+|\xi|} & \text { if } d>7 \\
K(\tau, \xi) \leq C \frac{(1+||\tau|-|\xi||)^{3 / 4}}{1+|\tau|+|\xi|}\left(1+\log \frac{1+|\tau|+|\xi|}{1+||\tau|-|\xi||}\right)^{1 / 2}, & \text { if } d=7
\end{array}
$$

and

$$
L(\tau, \xi) \leq C \frac{(1+\| \tau|-|\xi||)^{3 / 4}}{1+|\tau|+|\xi|}, d \geq 7
$$

This completes the proof in the case $d \geq 7$.
It remains to deal with the intermediate case $d=6$. In this case we have the extra difficulty that $K$ still behaves as in the lower-dimensional case but $L$ behaves as in the higher-dimensional case. Indeed, we have $K(\tau, \xi) \leq C \frac{|\xi|}{\lambda^{2}} J_{2}^{d}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}$, and Proposition 2.1 gives $\alpha=\min \left\{\frac{d-7}{2}, 0\right\}=-\frac{1}{2}$; therefore

$$
\begin{aligned}
K(\tau, \xi) & \leq C \frac{|\xi|}{\lambda^{2}} \cdot \frac{\left(1+\left|\left|\tau^{\prime}\right|-\left|\xi^{\prime}\right|\right|\right)^{5 / 4}}{\left(1+\left|\tau^{\prime}\right|+\left|\xi^{\prime}\right|\right)^{7 / 4}} \\
& =\frac{|\xi|}{\lambda^{2}} \cdot \frac{\lambda^{7 / 4}(\lambda+||\tau|-|\xi||)^{5 / 4}}{\lambda^{5 / 4}(\lambda+|\tau|+|\xi|)^{7 / 4}} \\
& \leq C \frac{(\lambda+||\tau|-|\xi||)^{5 / 4}}{\lambda^{3 / 2}(\lambda+|\tau|+|\xi|)^{3 / 4}}
\end{aligned}
$$

For $L(\tau, \xi)$ we have $L(\tau, \xi) \leq C J_{1}^{d-2}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}$, and Proposition 2.1 now gives $\alpha=$ $\min \left\{\frac{d-5}{2}, 0\right\}=0$. We get

$$
\begin{aligned}
L(\tau, \xi) & \leq C \frac{\left(1+\| \tau^{\prime}\left|-\left|\xi^{\prime}\right|\right|\right)^{1 / 2}}{1+\left|\tau^{\prime}\right|+\left|\xi^{\prime}\right|} \\
& =C \frac{\lambda^{1 / 2}(\lambda+||\tau|-|\xi||)^{1 / 2}}{\lambda+|\tau|+|\xi|}
\end{aligned}
$$

We need to choose $\lambda$ so that

$$
\begin{equation*}
\frac{(\lambda+||\tau|-|\xi||)^{5 / 4}}{\lambda^{3 / 2}(\lambda+|\tau|+|\xi|)^{3 / 4}}=\frac{\lambda^{1 / 2}(\lambda+||\tau|-|\xi||)^{1 / 2}}{\lambda+|\tau|+|\xi|} \tag{2.14}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\lambda^{8}-(\lambda+||\tau|-|\xi||)^{3}(\lambda+|\tau|+|\xi|)=0 \tag{2.15}
\end{equation*}
$$

To see that such a $\lambda$ exists and to obtain estimates for it, consider the function

$$
f:[1, \infty) \rightarrow R, \quad f(\lambda)=\lambda^{8}-(\lambda+||\tau|-|\xi||)^{3}(\lambda+|\tau|+|\xi|)
$$

Then, on the one hand, $f(1) \leq 0$ and, on the other hand, with $w_{ \pm}=1+\| \tau| \pm|\xi||$, we have
(2.16) $f\left(2 w_{-}^{4 / 5} w_{+}^{1 / 5}\right)=2^{8} w_{-}^{32 / 5} w_{+}^{8 / 5}$

$$
\begin{equation*}
-\left(2 w_{-}^{4 / 5} w_{+}^{1 / 5}+\|\tau|-| \xi\|\right)^{3}\left(2 w_{-}^{4 / 5} w_{+}^{1 / 5}+|\tau|+|\xi|\right) \tag{2.17}
\end{equation*}
$$

We have

$$
2 w_{-}^{4 / 5} w_{+}^{1 / 5}+|\xi|-|\tau| \leq 2 w_{-}^{4 / 5} w_{+}^{1 / 5}+w_{-} \leq 3 w_{-}^{4 / 5} w_{+}^{1 / 5}
$$

and

$$
2 w_{-}^{4 / 5} w_{+}^{1 / 5}+|\xi|+|\tau| \leq 3 w_{+}
$$

and therefore

$$
\begin{aligned}
f\left(2 w_{-}^{4 / 5} w_{+}^{1 / 5}\right) & \geq 2^{8} w_{-}^{32 / 5} w_{+}^{8 / 5}-\left(3 w_{-}^{4 / 5} w_{+}^{1 / 5}\right)^{3} \cdot 3 w_{+} \\
& =2^{8} w_{-}^{32 / 5} w_{+}^{8 / 5}-3^{4} w_{-}^{12 / 5} w_{+}^{8 / 5} \\
& =w_{+}^{8 / 5}\left(2^{8} w_{-}^{32 / 5}-3^{4} w_{-}^{12 / 5}\right) \\
& >0
\end{aligned}
$$

It follows that there exists a $\lambda$ with $1 \leq \lambda \leq 2 w_{-}^{4 / 5} w_{+}^{1 / 5}$ such that both (2.14) and (2.15) are satisfied. Notice that for this $\lambda$ we have

$$
\begin{equation*}
\lambda+||\tau|-| \xi \| \leq 2 w_{-}^{4 / 5} w_{+}^{1 / 5}+w_{-} \leq 3 w_{-}^{4 / 5} w_{+}^{1 / 5} \tag{2.18}
\end{equation*}
$$

Moreover, from (2.15) we get

$$
\begin{equation*}
\lambda=(\lambda+\| \tau|-|\xi||)^{3 / 8}(\lambda+|\tau|+|\xi|)^{1 / 8} \tag{2.19}
\end{equation*}
$$

By using first (2.19) we find that the right-hand side of (2.14) is bounded by

$$
\begin{aligned}
& \frac{\left((\lambda+||\tau|-|\xi||)^{3 / 8}(\lambda+|\tau|+|\xi|)^{1 / 8}\right)^{1 / 2}(\lambda+||\tau|-|\xi||)^{1 / 2}}{\lambda+|\tau|+|\xi|} \\
= & \frac{(\lambda+||\tau|-|\xi||)^{11 / 16}}{(\lambda+|\tau|+|\xi|)^{15 / 16}}
\end{aligned}
$$

Next we use (2.18) for the numerator and $\lambda \geq 1$ for the denominator to get

$$
\cdots \leq C \frac{\left(w_{-}^{4 / 5} w_{+}^{1 / 5}\right)^{11 / 16}}{w_{+}^{15 / 16}}=C \frac{w_{-}^{11 / 20}}{w_{+}^{4 / 5}}
$$

We conclude that

$$
K(\tau, \xi) \leq C \frac{w_{-}^{11 / 20}}{w_{+}^{4 / 5}}, \quad L(\tau, \xi) \leq C \frac{w_{-}^{11 / 20}}{w_{+}^{4 / 5}}
$$

This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. Let $\left(s_{0}, \delta_{0}\right)$ be defined by

$$
\begin{align*}
& \left(s_{0}, \delta_{0}\right)=\left(\frac{d-1}{6},-\frac{2 d-5}{12}\right) \quad \text { if } d \in\{3,4,5\}  \tag{2.20a}\\
& \left(s_{0}, \delta_{0}\right)=\left(\frac{4}{5},-\frac{11}{20}\right) \quad \text { if } d=6  \tag{2.20b}\\
& \left(s_{0}, \delta_{0}\right)=\left(1,-\frac{3}{4}\right) \quad \text { if } d \geq 7 \tag{2.20c}
\end{align*}
$$

Notice that in all cases we have $s_{0}+\delta_{0}=\frac{1}{4}$. Then the conditions (1.8) in Theorem 1.2 amount to $s+\delta \leq \frac{1}{4}$ and $s \leq s_{0}$. We have

$$
w_{+}^{s} w_{-}^{\delta} \leq w_{+}^{s} w_{-}^{1 / 4-s}=w_{+}^{s_{0}} w_{-}^{\delta_{0}} \frac{w_{-}^{1 / 4-\delta_{0}-s}}{w_{+}^{s_{0}-s}}=w_{+}^{s_{0}} w_{-}^{\delta_{0}}\left(\frac{w_{-}}{w_{+}}\right)^{s_{0}-s} \leq w_{+}^{s_{0}} w_{-}^{\delta_{0}}
$$

The result then follows from Theorem 1.1.
Remark. It is possible to improve the estimates in this section if we allow weights of the form $w_{+}^{s_{1}} w_{-}^{\delta_{1}}+w_{+}^{s_{2}} w_{-}^{\delta_{2}}$. Consider, for example, the case $d \in\{3,4,5\}$. In the proof of Theorem 1.1 we bounded both $K$ and $L$ by

$$
B:=\frac{\lambda^{\frac{1}{2}}\left(\lambda+w_{-}\right)^{\frac{d-3}{4}}}{w_{+}^{\frac{d-1}{4}}}
$$

with a logarithmic loss if $d=5$. From (2.8), $\lambda=\left(\lambda+w_{-}\right)^{1 / 4} w_{+}^{1 / 4}$, and hence

$$
B \leq C \frac{\left(\lambda+w_{-}\right)^{\frac{2 d-5}{8}}}{w_{+}^{\frac{2 d-3}{8}}}
$$

By using $\left(\lambda+w_{-}\right)^{2 d-5} \leq C \lambda^{2 d-5}+w_{-}^{2 d-5}$ and $\lambda \leq C w_{-}^{1 / 6} w_{+}^{1 / 3}$ (see (2.9)) we get

$$
B \leq C \frac{w_{-}^{\frac{2 d-5}{48}}}{w_{+}^{\frac{d-1}{6}}}+\frac{w_{-}^{\frac{2 d-5}{8}}}{w_{+}^{\frac{2 d-3}{8}}}
$$

Each of these fractions is smaller than

$$
\frac{w_{-}^{\frac{2 d-5}{12}}}{w_{+}^{\frac{d-1}{6}}}
$$

3. Improved estimates in the region $\{|\tau|>|\xi|\}$. In this section we prove Theorems 1.3 and 1.4.

Proof of Theorems 1.3 and 1.4. By arguing, and using the same notation, as in the proof of Theorem 1.1, we have (see (2.2)-(2.5))

$$
\begin{align*}
|\widehat{\rho}(\tau, \xi)| \leq & \left(\int_{S^{d-1}}|\widehat{g}(\tau, \xi, v)|^{2} d \sigma(v)\right)^{1 / 2} \cdot K(\tau, \xi) \\
& +\left(\int_{S^{d-1}}|\widehat{f}(\tau, \xi, v)|^{2} d \sigma(v)\right)^{1 / 2} \cdot L(\tau, \xi) \tag{3.1}
\end{align*}
$$

where

$$
K(\tau, \xi) \simeq \frac{|\xi|}{\lambda^{2}} J_{2}^{d}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}, \quad L(\tau, \xi) \simeq J_{1}^{d-2}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2}
$$

with $\tau^{\prime}=\tau / \lambda$ and $\xi^{\prime}=\xi / \lambda$.
In what follows we will reduce to proving pointwise estimates for $K(\tau, \xi)$ and $L(\tau, \xi)$. As in the proof of Theorem 1.1, the estimates announced in Theorems 1.3 and 1.4 are a direct consequence of these estimates and (3.1), so we will omit the details here.

Recall from [8] that, when $|\tau|>|\xi|$, the integrals $J_{l}^{m}(\tau, \xi)$ defined in (2.1) satisfy

$$
\begin{aligned}
& J_{l}^{m}(\tau, \xi) \simeq \frac{(1+|\tau|-|\xi|)^{\alpha}}{(1+|\tau|+|\xi|)^{2 l+\alpha}} \text { if } m+1 \neq 4 l \\
& J_{l}^{m}(\tau, \xi) \simeq \frac{1}{(1+|\tau|+|\xi|)^{2 l}}\left(1+\log \frac{1+|\tau|+|\xi|}{1+|\tau|-|\xi|}\right) \text { if } m+1=4 l
\end{aligned}
$$

where $\alpha=\min ((m+1-4 l) / 2,0)$.
We may assume that $|\tau| \geq 1$. First, observe that if $|\tau| \geq 2|\xi|$, then

$$
J_{l}^{m}(\tau, \xi) \simeq \frac{(1+|\tau|-|\xi|)^{\alpha}}{(1+|\tau|+|\xi|)^{2 l+\alpha}} \simeq \frac{1}{|\tau|^{2 l}}
$$

and $1+\log \frac{1+|\tau|+|\xi|}{1+|\tau|-|\xi|} \simeq 1$; therefore in all dimensions (use $\lambda=1$ ) we have

$$
K(\tau, \xi) \simeq|\xi| J_{2}^{d}(\tau, \xi)^{1 / 2} \simeq \frac{|\xi|}{|\tau|^{2}} \leq C \frac{1}{|\tau|}
$$

and

$$
L(\tau, \xi) \simeq J_{1}^{d-2}(\tau, \xi)^{1 / 2} \leq C \frac{1}{|\tau|}
$$

which is stronger than all estimates in (1.10) and (1.12). Thus we may assume that $|\xi|<|\tau|<2|\xi|$, in which case $1+|\tau|+|\xi| \simeq|\xi|$.

Suppose that $d \in\{3,4,5\}$. Then we have

$$
K(\tau, \xi) \simeq \frac{|\xi|}{\lambda^{2}} J_{2}^{d}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2} \leq C \frac{1}{(\lambda+|\tau|-|\xi|)^{\frac{7-d}{4}}|\xi|^{\frac{d-3}{4}}}
$$

Similarly,

$$
L(\tau, \xi) \simeq J_{1}^{d-2}\left(\tau^{\prime}, \xi^{\prime}\right)^{1 / 2} \leq C \frac{\lambda}{(\lambda+|\tau|-|\xi|)^{\frac{5-d}{4}}|\xi|^{\frac{d-1}{4}}} \quad \text { if } \quad d=3,4
$$

and the same estimate with a logarithmic loss if $d=5$. Choose $\lambda=1$ to get the estimates in Theorem 1.4. On the other hand, there exists a $\lambda$ such that

$$
\begin{equation*}
\frac{1}{(\lambda+|\tau|-|\xi|)^{\frac{7-d}{4}}|\xi|^{\frac{d-3}{4}}}=\frac{\lambda}{(\lambda+|\tau|-|\xi|)^{\frac{5-d}{4}}|\xi|^{\frac{d-1}{4}}} \tag{3.2}
\end{equation*}
$$

Indeed, this is equivalent to

$$
\begin{equation*}
\lambda(\lambda+|\tau|-|\xi|)^{\frac{1}{2}}=|\xi|^{\frac{1}{2}} \tag{3.3}
\end{equation*}
$$

i.e., $\varphi(\lambda)=0$, where $\varphi(\lambda)=\lambda^{3}+(|\tau|-|\xi|) \lambda^{2}-|\xi|$. We have $\varphi(0)=-|\xi|<0$ and $\varphi\left(|\xi|^{1 / 3}\right)=(|\tau|-|\xi|)|\xi|^{2 / 3}>0$, and therefore there exists a $\lambda \in\left(0,|\xi|^{1 / 3}\right)$ such that (3.2) is satisfied. For this $\lambda$, (3.3) gives $\lambda+|\tau|-|\xi|=\frac{|\xi|}{\lambda^{2}} \geq|\xi|^{1 / 3}$, and therefore the left-hand side of (3.2) is no greater than

$$
\frac{1}{|\xi|^{\frac{1}{3} \cdot \frac{7-d}{4}}|\xi|^{\frac{d-3}{4}}}=\frac{1}{|\xi|^{\frac{d-1}{6}}}
$$

This gives the estimates in Theorem 1.3.

Consider next $d=6$. By working as above we get

$$
K(\tau, \xi) \leq C \frac{1}{(\lambda+|\tau|-|\xi|)^{1 / 4}|\xi|^{3 / 4}} \quad \text { and } \quad L(\tau, \xi) \leq C \frac{\lambda}{|\xi|}
$$

Use $\lambda=1$ to get the estimates of Theorem 1.4. Alternatively, find $\lambda \in\left(0,|\xi|^{1 / 5}\right)$ such that

$$
\frac{1}{(\lambda+|\tau|-|\xi|)^{1 / 4}|\xi|^{3 / 4}}=\frac{\lambda}{|\xi|},
$$

and work as above to get the estimates in Theorem 1.3. In the case $d \geq 7$ we are already covered by (1.9c).

Remark. We can obtain more estimates in $H^{s, \delta}$-spaces by interpolating between (1.9) and (1.11). For example, if $d \in\{3,4,5\}$, we have that for all $\alpha \in[0,1]$ estimates (1.10) hold true with $s=\alpha \frac{d-1}{6}+(1-\alpha) \frac{d-3}{4}$ and $\delta=(1-\alpha) \frac{7-d}{4}$, with similar results in all other dimensions.
4. Counterexamples. In this section we discuss the optimality of our results. We use the following notation: We fix $i, j \in\{1, \ldots, d\}$, with $i \neq j$. Given a vector $\xi \in$ $R^{d}$, we denote by $\xi^{\prime} \in R^{d-2}$ the vector resulting from $\xi$ if the $i$ th and $j$ th coordinates are removed, i.e., $\xi^{\prime}=\left(\xi_{i}, \ldots, \xi_{i-1}, \xi_{i+1}, \ldots, \xi_{j-1}, \xi_{j+1}, \ldots, \xi_{n}\right)$. We denote by $\mu$ the Lebesgue measure in $R^{d}$ and by $\sigma$ the corresponding surface measure on $S^{d-1}$.

Proposition 4.1. The condition $s+\delta \leq 1 / 4$ in Theorem 1.2 is necessary.
Proof. Fix $N \gg 1$, and define

$$
A=\left\{(\tau, \xi): 5 \leq \tau \leq 10,-2 N^{1 / 2} \leq \xi_{i} \leq-N^{1 / 2}, N / 2 \leq \xi_{j} \leq N,\left|\xi^{\prime}\right| \leq 1\right\}
$$

Let $\phi: S^{d-1} \rightarrow R$ be defined by $\phi(v)=\phi_{i}\left(v_{i}\right) \phi_{j}\left(v_{j}\right)$, where $\phi_{i}, \phi_{j}: R \rightarrow[0,1]$ are smooth cutoff functions such that

$$
\begin{gathered}
\phi_{i}\left(v_{i}\right)=1 \text { for }-\frac{9}{10} \leq v_{i} \leq-\frac{3}{5} \\
\phi_{i}\left(v_{i}\right)=0 \text { for } v_{i} \geq-\frac{1}{2} \\
\phi_{j}\left(v_{j}\right)=1 \text { for } \frac{1}{10 N^{1 / 2}} \leq v_{j} \leq \frac{3}{20 N^{1 / 2}}, \\
\phi_{j}\left(v_{j}\right)=0 \text { for } v_{j} \leq 0 \text { or } v_{j} \geq \frac{1}{4 N^{1 / 2}} .
\end{gathered}
$$

In particular

$$
\operatorname{supp} \phi_{i} \subseteq[-1,-1 / 2], \quad \operatorname{supp} \phi_{j} \subseteq\left[0,1 / 4 N^{1 / 2}\right]
$$

For $(\tau, \xi) \in A$ and $u \in \operatorname{supp} \phi$ we have

$$
\begin{aligned}
& \tau+v \cdot \xi=\tau+v_{i} \xi_{i}+v_{j} \xi_{j}+v^{\prime} \cdot \xi^{\prime} \leq 10+\frac{18}{10 N^{1 / 2}}+\frac{3}{20 N^{1 / 2}} N+1 \leq 11+2 N^{1 / 2} \\
& \tau+v \cdot \xi=\tau+v_{i} \xi_{i}+v_{j} \xi_{j}+v^{\prime} \cdot \xi^{\prime} \geq 5+\frac{3 N^{1 / 2}}{5}+0-1=4+\frac{3 N^{1 / 2}}{5}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\tau+v \cdot \xi \simeq N^{1 / 2} \tag{4.1}
\end{equation*}
$$

Also,

$$
\begin{aligned}
v_{j} \xi_{i}-v_{i} \xi_{j} & \leq 0+\frac{9 N}{10} \leq N \\
v_{j} \xi_{i}-v_{i} \xi_{j} & \geq-\frac{6}{20}+\frac{3 N}{10}=\frac{3(N-1)}{10}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
v_{j} \xi_{i}-v_{i} \xi_{j} \simeq N \tag{4.2}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\left|\frac{\Omega_{v}^{i, j} \phi(v)}{\tau+v \cdot \xi}\right| \leq \frac{\left|v_{i}\right|\left|\phi_{i}\right|\left|\frac{\partial \phi_{j}}{\partial v_{j}}\right|+\left|v_{j}\right|\left|\phi_{j}\right|\left|\frac{\partial \phi_{i}}{\partial v_{i}}\right|}{|\tau+v \cdot \xi|} \leq C \frac{N^{1 / 2}+N^{-1 / 2}}{N^{1 / 2}} \leq C \tag{4.3}
\end{equation*}
$$

We define $f(t, x, v)$ and $g(t, x, v) \in L^{2}\left(R \times R^{d} \times S^{d-1}\right)$ by

$$
\widehat{f}(\tau, \xi, v)=\frac{\Omega_{v}^{i, j} \widehat{g}(\tau, \xi, v)}{i(\tau+v \cdot \xi)} \quad \text { and } \quad \widehat{g}(\tau, \xi, v)=\chi_{A}(\tau, \xi) \phi(v)
$$

Then $f$ and $g$ are well defined (recall (4.1)) and $\partial_{t} f+v \cdot \nabla_{x} f=\Omega_{v}^{i, j} g$. The definition of $f$ and integration by parts yield

$$
\begin{aligned}
\widehat{\rho_{S}}(\tau, \xi) & =\int_{S^{d-1}} \widehat{f}(\tau, \xi, v) d \sigma v \\
& =-i \chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{\Omega_{v}^{i, j} \phi(v)}{\tau+v \cdot \xi} d \sigma v \\
& =i \chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{v_{j} \xi_{i}-v_{i} \xi_{j}}{(\tau+v \cdot \xi)^{2}} \phi(v) d \sigma(v) .
\end{aligned}
$$

Since $\phi \geq 0$ and $v_{j} \xi_{i}-v_{i} \xi_{j} \geq 0$ we have

$$
\left|\widehat{\rho_{S}}(\tau, \xi)\right|=\chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{v_{j} \xi_{i}-v_{i} \xi_{j}}{(\tau+v \cdot \xi)^{2}} \phi(v) d \sigma(v)
$$

and, by using (4.1) and (4.2),

$$
\left|\widehat{\rho_{S}}(\tau, \xi)\right| \simeq \chi_{A}(\tau, \xi) \int_{S^{d-1}} \phi(v) d \sigma(v) \geq c \chi_{A}(\tau, \xi) \frac{1}{N^{1 / 2}}
$$

For $(\tau, \xi) \in A$ we have $1+\| \tau| \pm|\xi|| \simeq N$, and therefore

$$
\begin{align*}
&\left\|\rho_{S}\right\|_{H^{s, \delta}}=\|(1+|\tau|+|\xi|)^{s}\left(1+\left\|\tau|-|\xi \||)^{\delta} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}}\right. \\
& \geq c N^{s+\delta-1 / 2} \mu(A)^{1 / 2} \tag{4.4}
\end{align*}
$$

On the other hand, by using (4.3),

$$
\begin{align*}
\|f\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)} & =\left(\int_{R^{1+d}} \int_{S^{d-1}}\left|\frac{\chi_{A}(\tau, \xi) \Omega_{v}^{i, j} \phi(v)}{i(\tau+v \cdot \xi)}\right|^{2} d \sigma(v) d \tau d \xi\right)^{1 / 2} \\
& \leq C \mu(A)^{1 / 2} \sigma(\operatorname{supp} \phi)^{1 / 2} \\
& \leq C \mu(A)^{1 / 2} \frac{1}{N^{1 / 4}} \tag{4.5}
\end{align*}
$$

Finally,

$$
\begin{align*}
\|g\|_{L^{2}\left(R \times R^{d} \times S^{d-1}\right)} & =\left(\int_{R^{1+d}} \int_{S^{d-1}} \chi_{A}(\tau, \xi)^{2} \phi(v)^{2} d \sigma(v) d \tau d \xi\right)^{1 / 2} \\
& \leq C \mu(A)^{1 / 2} \sigma(\operatorname{supp} \phi)^{1 / 2} \\
& \leq C \mu(A)^{1 / 2} \frac{1}{N^{1 / 4}} \tag{4.6}
\end{align*}
$$

If for some $(s, \delta)$ we have $\left\|\rho_{S}\right\|_{H^{s, \delta}} \leq C\left(\|f\|_{L^{2}}+\|g\|_{L^{2}}\right)$, then (4.4)-(4.6) imply that $N^{s+\delta-1 / 2} \leq C N^{-1 / 4}$, and therefore $s+\delta \leq 1 / 4$ as required. We get exactly the same result if we have $H_{\log }^{s, \delta}$ instead of $H^{s, \delta}$. $\quad \square$

Proposition 4.2. The condition $s \leq 1$ in Theorem 1.2 is necessary.
Proof. Fix $N \gg 1$. Define

$$
A=\left\{(\tau, \xi): N \leq \xi_{i} \leq 2 N,-1 \leq \xi_{j} \leq 0,\left|\xi^{\prime}\right| \leq 1,|\xi| \leq \tau \leq|\xi|+1\right\}
$$

Let $\phi: R \rightarrow R$ be a smooth cutoff function, with $0 \leq \phi \leq 1$ and $\phi=1$ on $[1 / 20,1 / 10]$ and $\phi=0$ outside [ $1 / 21,1 / 9]$. Define

$$
\widehat{g}(\tau, \xi, v)=\chi_{A}(\tau, \xi) \phi\left(v_{i}\right) \phi\left(v_{j}\right), \widehat{f}(\tau, \xi, v)=\frac{\Omega_{v}^{i, j} \widehat{g}(\tau, \xi, v)}{i(\tau+v \cdot \xi)}
$$

Notice that for $(\tau, \xi) \in A$ and $v \in S^{d-1}$ such that $v_{i}, v_{j} \in \operatorname{supp} \phi$ we have

$$
\tau+v \cdot \xi \leq|\tau|+|\xi| \leq C N
$$

and, since $v_{i} \xi_{i} \geq 0$ and $v_{j} \xi_{j} \geq-1$,

$$
\tau+v \cdot \xi=\tau+v_{i} \xi_{i}+v_{j} \xi_{j}+v^{\prime} \cdot \xi^{\prime} \geq N+0-1-1 \geq c N
$$

Therefore $\tau+v \cdot \xi>0$ and

$$
\tau+v \cdot \xi \simeq N
$$

It follows that $f$ is well defined and, moreover,

$$
\begin{gathered}
|\widehat{f}(\tau, \xi, v)| \leq \frac{\chi_{A}(\tau, \xi)\left[\left|v_{i}\right| \phi\left(v_{i}\right)\left|\phi^{\prime}\left(v_{j}\right)\right|+\left|v_{j}\right|\left|\phi^{\prime}\left(v_{i}\right)\right| \phi\left(v_{j}\right)\right]}{|\tau+v \cdot \xi|} \\
\leq C \frac{\chi_{A}(\tau, \xi)}{N} ;
\end{gathered}
$$

therefore

$$
\|f\|_{L^{2}} \leq C \frac{\mu(A)^{1 / 2}}{N}
$$

Also,

$$
\|g\|_{L^{2}} \leq C \mu(A)^{1 / 2}
$$

and therefore

$$
\begin{equation*}
\|f\|_{L^{2}}+\|g\|_{L^{2}} \leq C \mu(A)^{1 / 2} \tag{4.7}
\end{equation*}
$$

On the other hand, by using integration by parts we find

$$
\widehat{\rho_{S}}(\tau, \xi)=i \chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{v_{j} \xi_{i}-v_{i} \xi_{j}}{(\tau+v \cdot \xi)^{2}} \phi\left(v_{i}\right) \phi\left(v_{j}\right) d \sigma(v)
$$

Since $v_{i} \geq 0$ and $\xi_{j} \leq 0$ we have $v_{j} \xi_{i}-v_{i} \xi_{j} \geq v_{j} \xi_{i} \geq \frac{N}{21} \geq c N$, and therefore

$$
\begin{aligned}
\left|\widehat{\rho_{S}}(\tau, \xi)\right| & =\chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{v_{j} \xi_{i}-v_{i} \xi_{j}}{(\tau+v \cdot \xi)^{2}} \phi\left(v_{i}\right) \phi\left(v_{j}\right) d \sigma(v) \\
& \geq c \chi_{A}(\tau, \xi) \frac{N}{N^{2}} \int_{S^{d-1}} \phi\left(v_{i}\right) \phi\left(v_{j}\right) d \sigma(v) \\
& \geq c \frac{\chi_{A}(\tau, \xi)}{N}
\end{aligned}
$$

Moreover, for $(\tau, \xi) \in A, 1+|\tau|+|\xi| \simeq N$ and $1+||\tau|-|\xi|| \simeq 1$; therefore

$$
\begin{align*}
\|(1+|\tau|+|\xi|)^{s}(1+ & ||\tau|-|\xi||)^{\delta}\left|\widehat{\rho_{S}}(\tau, \xi)\right| \|_{L^{2}} \\
& \geq c N^{s} \frac{\mu(A)^{1 / 2}}{N}=N^{s-1} \mu(A)^{1 / 2} \tag{4.8}
\end{align*}
$$

If $\left\|\rho_{S}\right\|_{H^{s, \delta}} \leq C\left(\|f\|_{L^{2}}+\|g\|_{L^{2}}\right)$ is satisfied, then (4.7) and (4.8) imply that $N^{s-1} \leq$ $C$; therefore $s \leq 1$. We get exactly the same result if we have $H_{\log }^{s, \delta}$ instead of $H^{s, \delta}$.

Proposition 4.3. The condition $s \leq \frac{d-1}{6}$ in Theorem 1.2 is necessary.
Proof. For simplicity of notation we use $i=1$ and $j=d$. Then $\xi^{\prime}=\left(\xi_{2}, \ldots, \xi_{d-1}\right)$. Fix $N \gg 1$, and define

$$
\begin{equation*}
A=\left\{(\tau, \xi): 1 \leq \tau-|\xi| \leq 2,0 \leq \xi_{1} \leq 1,-2 N \leq \xi_{d} \leq-N,\left|\xi^{\prime}\right| \leq 1\right\} \tag{4.9}
\end{equation*}
$$

Notice that if $(\tau, \xi) \in A$, then

$$
\begin{align*}
& 1+||\tau|-|\xi|| \simeq 1  \tag{4.10}\\
& 1+|\tau|+|\xi| \simeq N  \tag{4.11}\\
& \frac{1}{2} \leq \frac{-\xi_{d}}{|\xi|} \leq 1
\end{align*}
$$

Let $\phi: R \rightarrow[0,1]$ be a smooth cutoff function, with $\operatorname{supp} \phi \subseteq\left[N^{-\frac{1}{3}}, 2 N^{-\frac{1}{3}}\right]$ and $\phi \equiv 1$ on $\left[\frac{5}{4} N^{-\frac{1}{3}}, \frac{3}{2} N^{-\frac{1}{3}}\right]$. Let $\psi: R \rightarrow[0,1]$ be a smooth cutoff function, with $\operatorname{supp} \psi \subseteq\left[1-4 N^{-\frac{2}{3}}, 1-N^{-\frac{2}{3}}\right]$ and $\psi \equiv 1$ on $\left[1-3 N^{-\frac{2}{3}}, 1-2 N^{-\frac{2}{3}}\right]$. Define

$$
\begin{equation*}
B=\left\{v \in S^{d-1}: v_{1} \in \operatorname{supp} \phi, v_{d} \in \operatorname{supp} \psi\right\} \tag{4.12}
\end{equation*}
$$

For $(\tau, \xi) \in A$ and $v \in B$ we then have $v_{d}, \xi_{1} \geq 0$ and $\xi_{d} \leq 0$; therefore

$$
\begin{equation*}
v_{d} \xi_{1}-v_{1} \xi_{d} \geq 0+v_{1}\left|\xi_{d}\right| \geq N^{\frac{2}{3}} \tag{4.13}
\end{equation*}
$$

Also

$$
\begin{equation*}
\tau+v \cdot \xi=\tau-|\xi|+|\xi|\left(1+v_{d} \frac{\xi_{d}}{|\xi|}\right)+\sum_{i=1}^{d-1} v_{i} \xi_{i} \tag{4.14}
\end{equation*}
$$

We have $\tau-|\xi| \simeq 1$ and $\left|\sum_{i=1}^{d-1} v_{i} \xi_{i}\right| \leq C 1$. Moreover,

$$
1+v_{d} \frac{\xi_{d}}{|\xi|}=\left(1+\frac{\xi_{d}}{|\xi|}\right)+\left(1-v_{d}\right) \frac{-\xi_{d}}{|\xi|} \geq 0+N^{-\frac{2}{3}} \cdot \frac{1}{2} \geq c N^{-\frac{2}{3}}
$$

and therefore

$$
|\xi|\left(1+v_{d} \frac{\xi_{d}}{|\xi|}\right) \geq c N^{\frac{1}{3}}
$$

As a consequence,

$$
\tau+v \cdot \xi \geq c N^{\frac{1}{3}}
$$

Notice also that

$$
|\xi|\left(1+v_{d} \frac{\xi_{d}}{|\xi|}\right)=\left(|\xi|+\xi_{d}\right)+\left(1-v_{d}\right) \cdot\left(-\xi_{d}\right)
$$

with

$$
\left(1-v_{d}\right) \cdot\left(-\xi_{d}\right) \leq 4 N^{-\frac{2}{3}} \cdot 2 N \leq C N^{\frac{1}{3}}
$$

and

$$
|\xi|+\xi_{d}=\frac{|\xi|^{2}-\xi_{d}^{2}}{|\xi|-\xi_{d}}=\frac{\sum_{k=1}^{d-1} \xi_{k}^{2}}{|\xi|+\left|\xi_{d}\right|} \leq C \frac{1}{N} \leq C
$$

Thus

$$
|\xi|\left(1+v_{d} \frac{\xi_{d}}{|\xi|}\right) \leq C N^{\frac{1}{3}}
$$

By using this in (4.14) we get

$$
\tau+v \cdot \xi \leq C N^{\frac{1}{3}}
$$

We have shown that, for $(\tau, \xi) \in A$ and $v \in B$,

$$
\begin{equation*}
\tau+v \cdot \xi \simeq N^{\frac{1}{3}} \tag{4.15}
\end{equation*}
$$

Next define $f$ and $g \in L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)$ by

$$
\widehat{f}(\tau, \xi, v)=\frac{\Omega_{v}^{1, d} \widehat{g}(\tau, \xi, v)}{i(\tau+v \cdot \xi)} \quad \text { and } \quad \widehat{g}(\tau, \xi, v)=\chi_{A}(\tau, \xi) \phi\left(v_{1}\right) \psi\left(v_{d}\right)
$$

We have

$$
\begin{equation*}
\|g\|_{L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)} \leq \mu(A)^{1 / 2} \sigma(B)^{1 / 2} \tag{4.16}
\end{equation*}
$$

Also

$$
\begin{gathered}
|\widehat{f}(\tau, \xi, v)| \leq \frac{\chi_{A}(\tau, \xi)}{|\tau+v \cdot \xi|}\left[v_{1} \phi\left(v_{1}\right)\left|\psi^{\prime}\left(v_{d}\right)\right|+v_{d}\left|\phi^{\prime}\left(v_{1}\right)\right| \psi\left(v_{d}\right)\right] \\
\leq C \frac{\chi_{A}(\tau, \xi) \chi_{B}(v)}{N^{\frac{1}{3}}}\left[N^{-\frac{1}{3}} \cdot 1 \cdot N^{\frac{2}{3}}+1 \cdot N^{\frac{1}{3}} \cdot 1\right] \\
\leq C \chi_{A}(\tau, \xi) \chi_{B}(v)
\end{gathered}
$$

so that

$$
\begin{equation*}
\|f\|_{L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)} \leq C \mu(A)^{1 / 2} \sigma(B)^{1 / 2} . \tag{4.17}
\end{equation*}
$$

Now observe that $B$ is contained in the set $\left\{v \in S^{d-1}: 1-4 N^{-\frac{2}{3}} \leq v_{d} \leq 1\right\}$, which is a "cap" centered at the North pole of the sphere. It is easy to check that its area is $\leq C N^{-\frac{d-1}{3}}$, and therefore $\sigma(B) \leq C N^{-\frac{d-1}{3}}$. Then, from (4.16), (4.17), and previous observation, we get

$$
\begin{equation*}
\|f\|_{L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)}+\|g\|_{L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)} \leq C \mu(A)^{1 / 2} N^{-(d-1) / 6} . \tag{4.18}
\end{equation*}
$$

For $\rho_{s}$ we integrate by parts to get

$$
\begin{aligned}
\widehat{\rho_{S}}(\tau, \xi) & =\int_{S^{d-1}} \frac{\Omega_{v}^{1, d} \widehat{g}(\tau, \xi, v)}{i(\tau+v \cdot \xi)} d \sigma(v) \\
& =i \chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{v_{d} \xi_{1}-v_{1} \xi_{d}}{(\tau+v \cdot \xi)^{2}} \phi\left(v_{1}\right) \psi\left(v_{d}\right) d \sigma(v) .
\end{aligned}
$$

Since $\phi, \psi \geq 0$ and $v_{d} \xi_{1}-v_{1} \xi_{d} \geq 0$ we have

$$
\left|\widehat{\rho_{S}}(\tau, \xi)\right|=\chi_{A}(\tau, \xi) \int_{S^{d-1}} \frac{v_{d} \xi_{1}-v_{1} \xi_{d}}{(\tau+v \cdot \xi)^{2}} \phi\left(v_{1}\right) \psi\left(v_{d}\right) d \sigma(v)
$$

and therefore, by using (4.13) and (4.15),

$$
\begin{equation*}
\left|\widehat{\rho_{S}}(\tau, \xi)\right| \geq c \chi_{A}(\tau, \xi) \int_{S^{d-1}} \phi\left(v_{1}\right) \psi\left(v_{d}\right) d \sigma(v) \tag{4.19}
\end{equation*}
$$

we claim that

$$
\begin{equation*}
\int_{S^{d-1}} \phi\left(v_{1}\right) \psi\left(v_{d}\right) d \sigma(v) \geq c N^{-(d-1) / 3} \tag{4.20}
\end{equation*}
$$

We have (recall that $v^{\prime}$ denotes the vector $\left(v_{2}, \ldots, v_{d-1}\right) \in R^{d-2}$ )

$$
\begin{gather*}
\int_{S^{d-1}} \phi\left(v_{1}\right) \psi\left(v_{d}\right) d \sigma(v) \\
=c \int_{v_{1}^{2}+\left|v^{\prime}\right|^{2} \leq 1} \phi\left(v_{1}\right) \psi\left(\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}\right) d v_{1} d v^{\prime} \\
\geq c \int_{X} \phi\left(v_{1}\right) \psi\left(\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}\right) d v_{1} d v^{\prime}, \tag{4.21}
\end{gather*}
$$

where $X=\left\{\frac{5}{4} N^{-1 / 3} \leq v_{1} \leq \frac{3}{2} N^{-1 / 3}, \frac{\sqrt{39}}{4} N^{-1 / 3} \leq\left|v^{\prime}\right| \leq \frac{3}{2} N^{-1 / 3}\right\}$. Clearly, in the domain of integration in (4.21) we have $\phi\left(v_{1}\right)=1$. We claim that we also have $\psi\left(\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}\right)=1$. Indeed,

$$
1-\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}=\frac{v_{1}^{2}+\left|v^{\prime}\right|^{2}}{1+\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}} \leq \frac{\frac{9}{4} N^{-2 / 3}+\frac{9}{4} N^{-2 / 3}}{\frac{3}{2}}=3 N^{-2 / 3}
$$

and therefore

$$
1-3 N^{-2 / 3} \leq \sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}
$$

Moreover,

$$
1-\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}=\frac{v_{1}^{2}+\left|v^{\prime}\right|^{2}}{1+\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}}} \geq \frac{\frac{25}{16} N^{-2 / 3}+\frac{39}{16} N^{-2 / 3}}{2}=2 N^{-2 / 3}
$$

and therefore

$$
\sqrt{1-v_{1}^{2}-\left|v^{\prime}\right|^{2}} \leq 1-2 N^{-2 / 3}
$$

It follows that

$$
\int_{S^{d-1}} \phi\left(v_{1}\right) \psi\left(v_{d}\right) d \sigma(v) \geq c \int_{X} 1 d v_{1} d v^{\prime} \geq c N^{-(d-1) / 3} .
$$

This proves (4.20). By using (4.20) in (4.19) we get

$$
\left|\widehat{\rho_{S}}(\tau, \xi)\right| \geq c \chi_{A}(\tau, \xi) N^{-\frac{d-1}{3}}
$$

and therefore, by using (4.10) and (4.11),

$$
\begin{equation*}
\left\|w_{+}(\tau, \xi)^{s} w_{-}(\tau, \xi)^{\delta} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}\left(R \times R^{d}\right)} \geq \mu(A)^{1 / 2} N^{s-\frac{d-1}{3}} . \tag{4.22}
\end{equation*}
$$

If the estimate

$$
\begin{aligned}
& \left\|w_{+}(\tau, \xi)^{s} w_{-}(\tau, \xi)^{\delta} \widehat{\rho_{S}}(\tau, \xi)\right\|_{L^{2}\left(R \times R^{d}\right)} \\
& \quad \leq C\left(\|f\|_{L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)}+\|g\|_{L^{2}\left(R_{t} \times R_{x}^{d} \times S_{v}^{d-1}\right)}\right)
\end{aligned}
$$

is valid, then it follows from (4.22) and (4.18) that

$$
N^{s-(d-1) / 3} \leq C N^{-(d-1) / 6}
$$

for $N \gg 1$ which gives

$$
s \leq \frac{d-1}{6} \text {. }
$$

We have exactly the same bound for $s$ if $H^{s, \delta}$ is replaced by $H_{\log }^{s, \delta}$.
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#### Abstract

We characterize the equilibrium states for the two-phase Stefan problem with surface tension and with or without kinetic undercooling, and we analyze their stability in terms of dependence on physical and geometric quantities.
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1. Introduction. The Stefan problem is a model for phase transitions in solidliquid systems. In this paper, we consider the two-phase Stefan problem with the modified Gibbs-Thomson law

$$
\begin{equation*}
u=\sigma H+\delta V \quad \text { on } \quad \Gamma(t), \quad \sigma>0, \quad \delta \geq 0 \tag{1.1}
\end{equation*}
$$

and the kinetic condition

$$
\begin{equation*}
\left[d \partial_{\nu} u\right]=(\ell-[\kappa] u) V \quad \text { on } \quad \Gamma(t) . \tag{1.2}
\end{equation*}
$$

Here $\Gamma(t)$ denotes the unknown moving hypersurface that separates the liquid from the solid phase, $u$ is the temperature, $H$ the mean curvature of $\Gamma(t), \sigma$ the surface tension coefficient, $\delta$ the coefficient of kinetic undercooling, $V$ the normal velocity of $\Gamma(t), \ell$ the latent heat, $[\kappa]$ the jump of the heat capacities across $\Gamma(t)$, and $\left[d \partial_{\nu} u\right]$ the jump of the heat fluxes across $\Gamma(t)$. Note that in case $\sigma=\delta=0$, i.e., for the classical Stefan problem, we have $u=0$ at the interface, and then the kinetic condition becomes the classical Stefan condition.

Under appropriate boundary conditions we will show that spheres (together with constant temperature distributions) are the only equilibrium states for this system, and we will characterize the stability of these equilibria in terms of dependence on physical and geometric quantities.

In order to formulate the Stefan problem we introduce the following notation. Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{n}$ whose boundary $\partial \Omega$ consists of two disjoint components, an "interior" part $J_{1}$ and an "exterior" part $J_{2}$. We think of $\Omega$ as a homogeneous medium which is occupied by a liquid and a solid phase, say water and ice, that initially occupy the regions $\Omega_{0}^{1}$ and $\Omega_{0}^{2}$, and that are separated by a sharp interface $\Gamma_{0}$. More precisely, we assume that $\Gamma_{0} \subset \Omega$ is a compact closed hypersurface, and that $\Omega_{0}^{1}$ and $\Omega_{0}^{2}$ are disjoint open sets such that $\bar{\Omega}=\overline{\Omega_{0}^{1}} \cup \overline{\Omega_{0}^{2}}$, and such that $\partial \Omega_{0}^{i}=J_{i} \cup \Gamma_{0}$ for $i=1,2$. For the sake of definiteness we consider the open set $\Omega_{0}^{1}$ as

[^34]the region occupied by the liquid phase. Consequently, the component $J_{1}$ is in contact with the liquid phase, and $J_{2}$ is in contact with the solid phase. The boundaries $J_{1}$ and $J_{2}$, corresponding for instance to the walls of a container, are fixed, whereas $\Gamma_{0}$ will change as time evolves, due to solidification or liquidation of the two different phases.

Given $t \geq 0$, let $\Gamma(t)$ be the position of $\Gamma_{0}$ at time $t$, and let $V(\cdot, t)$ and $H(\cdot, t)$ be the normal velocity and the mean curvature of $\Gamma(t)$. Moreover, let $\Omega_{1}(t)$ and $\Omega_{2}(t)$ be the two regions in $\Omega$ separated by $\Gamma(t)$. According to our assumption, $\Omega_{1}(t)$ is the region occupied by the liquid phase, and $\Gamma(t)$ is a sharp interface which separates the liquid from the solid phase. Let $\nu(\cdot, t)$ be the outer unit normal field on $\Gamma(t)$ with respect to $\Omega_{1}(t)$. We shall use the convention that the normal velocity is positive if $\Omega_{1}(t)$ is expanding, and that the mean curvature is positive if the intersection of $\Omega_{1}(t)$ with a small ball centered at $\Gamma(t)$ is convex. Consequently, the normal velocity is positive if the liquid region is growing, $\nu$ points into the solid phase, and $H$ is positive for a water ball surrounded by ice, and negative for an ice ball surrounded by water.

Here we concentrate on the case $J_{1}=\emptyset$. Let $\Gamma_{0}$ and $u_{0}^{i}: \Omega_{0}^{i} \rightarrow \mathbb{R}$ be given, where $u_{0}^{1}$ and $u_{0}^{2}$ denote the initial temperatures of the liquid and solid phase, respectively. The strong formulation of the two-phase Stefan problem with surface tension and kinetic undercooling consists of finding a family $\Gamma:=\{\Gamma(t) ; t \geq 0\}$ of hypersurfaces and functions $u_{i}: \cup_{t \geq 0}\left(\Omega_{i}(t) \times\{t\}\right) \rightarrow \mathbb{R}$, satisfying

$$
\left\{\begin{align*}
\kappa_{i} \partial_{t} u_{i}-d_{i} \Delta u_{i} & =0 & & \text { in } \Omega_{i}(t)  \tag{1.3}\\
\partial_{\nu} u_{2} & =0 & & \text { on } J_{2} \\
u_{i} & =\sigma H_{\Gamma}+\delta V & & \text { on } \Gamma(t) \\
{\left[d \partial_{\nu} u\right] } & =(\ell-[\kappa] u) V & & \text { on } \Gamma(t) \\
u_{i}(0) & =u_{0}^{i} & & \text { in } \Omega_{0}^{i} \\
\Gamma(0) & =\Gamma_{0}, & &
\end{align*}\right.
$$

where $\kappa_{i} \geq 0$ is the heat capacity of phase $i, d_{i}$ is its thermal conductivity coefficient, $\ell>0$ is the latent heat per unit mass absorbed or released for melting or solidifying, $\sigma>0$ is the surface tension, and $\delta \geq 0$ is the speed of kinetic undercooling. Moreover,

$$
\begin{aligned}
& {[\kappa] }: \\
& {\left[d \partial_{\nu} u\right] }:=\kappa_{2}-\kappa_{2} \\
& \partial_{\nu} u_{2}-d_{1} \partial_{\nu} u_{1}
\end{aligned}
$$

denote the jump of the heat capacities and the heat fluxes, respectively, across the interface $\Gamma(t)$. Note that $[\kappa]=\kappa_{2}-\kappa_{1}<0$ is physically reasonable since in the liquid phase there are more degrees of freedom than in the solid phase; hence, the liquid phase can absorb more energy per unit mass. However, we do not assume $[\kappa]<0$ in what follows. The condition $u_{i}=\sigma H_{\Gamma}$ on the free interface is usually called the Gibbs-Thomson law, and $u_{i}=\sigma H_{\Gamma}+\delta V$ the modified Gibbs-Thomson law, or the Gibbs-Thomson law with kinetic undercooling; see [2, 3, 16, 17, 19, 21, 24, 25, 32] for more information.

We refer to $[12,13,14,22,23,28,29]$ for existence and regularity results for the Stefan problem with the Gibbs-Thomson law $u_{i}=\sigma H_{\Gamma}$ in case $\kappa_{1}=\kappa_{2}$. The Stefan problem with surface tension and kinetic undercooling in case $\kappa_{1}=\kappa_{2}$ has been studied in [5, 28, 29, 31]; see also [20] for the one-phase case.

It will be shown in [26] that the Stefan problem (1.3) has a unique local solution which is analytic in space and time, provided that the well-posedness condition

$$
\begin{equation*}
\ell-\sigma[\kappa] H_{\Gamma_{0}}>0 \quad \text { in case } \quad \delta=0 \tag{1.4}
\end{equation*}
$$

is satisfied. On the other hand, if $\delta=0$ and $\kappa_{1}>\kappa_{2}$, problem (1.3) is not well-posed if $H_{\Gamma_{0}}$ is too negative, that is, in case the solid region sharply protrudes into the liquid. Associated to the Stefan problem (1.3) is the energy functional

$$
\begin{equation*}
E(u(t), \Gamma(t)):=\int_{\Omega} \kappa u d x+\ell\left|\Omega_{1}(t)\right|=\int_{\Omega_{1}(t)} \kappa_{1} u_{1} d x+\int_{\Omega_{2}(t)} \kappa_{1} u_{2} d x+\ell\left|\Omega_{1}(t)\right| \tag{1.5}
\end{equation*}
$$

where $\left|\Omega_{1}(t)\right|$ is the volume of the region $\Omega_{1}(t)$. If $(u, \Gamma)$ is a sufficiently smooth solution of (1.3), then we obtain

$$
\begin{align*}
\frac{d}{d t} E(u(t), \Gamma(t)) & =\int_{\Omega_{1}(t)} \kappa_{1} \partial_{t} u_{1} d x+\int_{\Omega_{2}(t)} \kappa_{1} \partial_{t} u_{2} d x-[\kappa] \int_{\Gamma(t)} u V d s+\ell \int_{\Gamma(t)} V d s  \tag{1.6}\\
& =\int_{\Gamma(t)}\left(-\left[d \partial_{\nu} u\right]-[\kappa] u V+\ell V\right) d s=0
\end{align*}
$$

thus showing that energy is conserved.
If $\kappa_{1}=\kappa_{2}=0$ and $\delta=0$, then the resulting problem is the quasi-stationary Stefan problem with surface tension, which has also been termed the Mullins-Sekerka model (or the Hele-Shaw model with surface tension). Existence, uniqueness, regularity, and global existence of solutions for the quasi-stationary approximation have been investigated in $[1,4,6,8,9,10,11,15]$. Existence and global existence of classical solutions for the quasi-stationary approximation with $\sigma>0$ and $\delta>0$ have been studied in [33, 20].

A major difficulty in the mathematical treatment of the Stefan problem (1.3) is due to fact that the boundary $\Gamma(t)$, and thus the geometry, is unknown and ever changing. A widely used method to overcome this inherent difficulty is to choose a fixed reference surface $\Sigma$ and then represent the moving surface $\Gamma(t)$ as the graph of a function (which we will denote by $\rho=\rho(s, t)$ ) in normal direction of $\Sigma$. In this way, one obtains a time-dependent (unknown) diffeomorphism from $\Sigma$ onto $\Gamma(t)$, and in the next step this diffeomorphism is extended to a diffeomorphism of fixed reference regions $D^{i}$ onto the unknown domains $\Omega_{i}(t)$. The treatment of the moving boundary problem (1.3) then proceeds by transforming the equations into a new system of equations defined on the fixed domain $D_{1} \cup D_{2}$ from which both the solution and the parameterizing function $\rho$ have to be determined. In the context of the Stefan problem this approach has first been used by Hanzawa [18].

The same approach has also been used in $[10,11]$ for the quasi-stationary approximation of the Stefan problem with surface tension, and in [26] for the Stefan problem with surface tension. Once the transformed system has been obtained, one can study the mapping properties of the nonlinearities involved, and in particular, one can determine their linearizations; see [26] for more details.

In this paper, we assume that $\Gamma(t)$ does not touch the fixed boundary $J_{2}=\partial \Omega$. Under this assumption, we will characterize all of the equilibrium states $\left(u_{1}, u_{2}, \Sigma\right)$ of (1.3). In fact, it is easy to see that the equilibria are precisely given by

$$
\Sigma=\bigcup_{j=1}^{m} S_{R}\left(x_{j}\right), \quad u_{1}=u_{2}=\sigma / R
$$

where $S_{R}\left(x_{j}\right)$ denotes disjoint spheres of the same radius $R$ and centers $x_{j}$. This can be seen by the following arguments: the equilibria $\left(u_{1}, u_{2}, \Sigma\right)$ of the Stefan problem (1.3)
are given by the system of equations

$$
\left\{\begin{array}{rlrl}
-d_{i} \Delta u_{i} & =0 & & \text { in } \quad \Omega_{i},  \tag{1.7}\\
\partial_{\nu} u_{2} & =0 & & \text { on } \\
u_{i} & =\sigma \Omega, \\
{\left[d \partial_{\nu} u\right]} & =0 & & \text { on } \quad \Sigma, \\
& & \text { on } \quad \Sigma .
\end{array}\right.
$$

Taking the inner product of $(1.7)_{1}$ with $u_{i}$, the divergence theorem and condition $(1.7)_{4}$ yield

$$
\int_{\Omega_{i}}\left|\nabla u_{i}\right|^{2} d x=0
$$

hence $u_{i}$ is constant on $\Omega_{i}$. Equation $(1.7)_{3}$, in turn, shows that $u_{1}=u_{2}$ and also that $H=u / \sigma$ is constant on $\Sigma$. But then, since $\Omega$ is bounded, $\Sigma$ must be a sphere $S_{R}\left(x_{0}\right)$ centered at some point $x_{0} \in \Omega$ with radius $R>0$, if the phases are connected. Otherwise, again due to the boundedness of $\Omega, \Sigma$ is the union of finitely many spheres of the same radius $R>0$. Here we concentrate on the case of connected phases. Thus there is an $(n+1)$-parameter family of equilibria, the parameters being the $n$ coordinates of the center $x_{0}$ and the radius $R$.

We want to discuss the stability of those equilibria. The linearized problem (associated to the transformed equations) at such an equilibrium state is given by

$$
\left\{\begin{align*}
\kappa \partial_{t} v-d \Delta v & =f & & \text { in }(\Omega \backslash \Sigma) \times \mathbb{R}_{+},  \tag{1.8}\\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
v & =\sigma \mathcal{A}_{\Sigma} \rho+\delta \partial_{t} \rho+g & & \text { on } \Sigma \times \mathbb{R}_{+}, \\
l \partial_{t} \rho-\left[d \partial_{\nu} v\right] & =h & & \text { on } \Sigma \times \mathbb{R}_{+}, \\
v(0) & =v_{0} & & \text { in } \Omega \backslash \Sigma, \\
\rho(0) & =\rho_{0} & & \text { on } \Sigma ;
\end{align*}\right.
$$

see [26]. Here, $l=\ell-[\kappa] \sigma / R$, and the operator $\mathcal{A}_{\Sigma}$ is given by

$$
\mathcal{A}_{\Sigma}=-\frac{1}{n-1}\left(\frac{n-1}{R^{2}}+\Delta_{\Sigma}\right)
$$

where $\Delta_{\Sigma}$ denotes the Laplace-Beltrami operator on $\Sigma$. This is the linearization of the mean curvature $H^{\prime}(0)$ at the sphere $\Sigma$; cf., e.g., Escher and Simonett [11]. Here we use the notation $v=v_{1} \chi_{\Omega_{1}}+v_{2} \chi_{\Omega_{2}}$, where $\chi_{G}$ denotes the characteristic function of a set $G$, and similarly $\kappa=\kappa_{1} \chi_{\Omega_{1}}+\kappa_{2} \chi_{\Omega_{2}}$ and $d=d_{1} \chi_{\Omega_{1}}+d_{2} \chi_{\Omega_{2}}$. Associated to the linearization (1.8) is the following eigenvalue problem:

$$
\left\{\begin{align*}
\lambda \kappa v-d \Delta v & =0 & & \text { in } \Omega \backslash \Sigma,  \tag{1.9}\\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega \\
v & =\sigma \mathcal{A}_{\Sigma} \rho+\lambda \delta \rho & & \text { on } \Sigma, \\
\lambda l \rho-\left[d \partial_{\nu} v\right] & =0 & & \text { on } \Sigma,
\end{align*}\right.
$$

where as before $l=\ell-[\kappa] \sigma / R$. We will now state the main results of this paper. We will formulate our results for a domain in $\mathbb{R}^{n}$ for $n \in \mathbb{N}, n>1$, although the physically relevant dimensions, naturally, are $n=2,3$.

Theorem 1.1. Suppose that the phases in the Stefan problem are connected. Then the following assertions hold:
(a) The equilibrium states (without boundary contact) for problem (1.3) are given by

$$
(u, \Sigma), \quad \text { where } \quad \Sigma=S_{R}\left(x_{0}\right) \quad \text { and } \quad u=\sigma / R,
$$

with $S_{R}\left(x_{0}\right) \subset \Omega$ being the sphere with radius $R$ and center $x_{0}$.
(b) For $l>0$, the eigenvalue problem (1.9) has countably many real eigenvalues of finite algebraic multiplicity.
(c) 0 is an eigenvalue of (1.9) with geometric multiplicity $(n+1)$. The (geometric) eigenspace is spanned by

$$
\left(-1, Y_{0}\right),\left(0, Y_{1}\right), \ldots,\left(0, Y_{n}\right),
$$

where $Y_{0}=R^{2} / \sigma$, and where $Y_{j}, 1 \leq j \leq n$, are the spherical harmonics of degree 1 (normalized by the orthogonality condition $\left(Y_{i} \mid Y_{j}\right)_{\Sigma}=\delta_{i j}$ ).
(d) If $\sigma(\kappa \mid 1)_{\Omega} \leq l|\Sigma| R^{2}$, then (1.9) has no positive eigenvalues.
(e) If $\sigma(\kappa \mid 1)_{\Omega}>l|\Sigma| R^{2}>0$, then (1.9) has exactly one positive, algebraically simple eigenvalue.
(f) If $l<0$ and $\delta>0$, then (1.9) has at least one positive eigenvalue.
(g) If $l<0$ and $\delta=0$, then the linearized problem (1.8) is not well-posed.

Proof. The assertion in (a) has been proved above. We refer to Theorem 2.1 for a proof of assertions (b)-(e), and for additional information about the eigenvalue problem (1.9), for the case $l>0$. The proof of (f) is given at the end of section 5 , and (g) follows from $[7]$.

Remark 1.2. (a) If $l<0$, then all equilibrium states are linearly unstable (and the linearized problem (1.8) is not even well-posed in case $\delta=0$ ). Therefore we mainly concentrate on the case $l>0$. Define then

$$
\zeta:=\frac{\sigma(\kappa \mid 1)_{\Omega}}{l|\Sigma| R^{2}}, \quad \text { where } \quad l=\ell-\frac{\sigma[\kappa]}{R}, \quad(\kappa \mid 1)_{\Omega}:=\int_{\Omega} \kappa d x .
$$

According to Theorem 1.1.(d)-(e), we know that all eigenvalues of (1.9) are nonpositive if $\zeta \leq 1$, and that there exists exactly one positive simple eigenvalue if $\zeta>1$. We will refer to the case $\zeta \leq 1$ as a stability condition.

Observe that neither the thermal conductivity coefficients $d_{i}$ nor the kinetic coefficient $\delta$ enters this stability condition, as it depends only on the heat capacities $\kappa_{i}$, the latent heat $\ell$, the surface tension $\sigma$, and on the geometry. In particular, decreasing the size of a ball decreases its stability, as does increasing surface tension; see also Remark 1.5(a). We also mention that the stability condition $\zeta \leq 1$ is always valid in the quasi-stationary case $\kappa_{i}=0$, i.e., for the Mullins-Sekerka problem.
(b) It will be shown in the forthcoming paper [27] that solutions for the Stefan problem (1.3) that start out close to an equilibrium $(u, \Sigma)$ exist globally and converge towards an equilibrium state $\left(u^{\prime}, \Sigma^{\prime}\right)$ as time goes to infinity, provided that $l>0$ and $\zeta<1$. This gives justice to the wording stability condition for the case $\zeta<1$. We note again that $\zeta=0$ if the heat capacities $\kappa_{i}$ are zero, that is, in the quasi-stationary case. In this case, global existence and convergence to equilibria were obtained in [11, 20] by using a center-manifold analysis; see also [15] for a different approach in the one-phase case.
(c) If the Gibbs-Thomson condition on the free interface $\Gamma(t)$ is replaced by $u_{i}=0$, then (1.3) is called the (classical) Stefan model. It should be observed that,
in contrast to the problem with surface tension, the classical Stefan problem does not admit nontrivial equilibrium states.

For $l>0$, the results in Theorem 1.1 suggest that one eigenvalue, $\lambda_{*}$, crosses the imaginary axis at 0 as the quantity $\zeta$ increases and exceeds 1 . According to part (c) of Theorem 1.1, 0 is always an eigenvalue with geometric multiplicity $(n+1)$. This suggests that as the eigenvalue $\lambda_{*}$ crosses through 0 , the algebraic multiplicity of 0 raises by one, and then drops again as soon as the eigenvalue has crossed. This is exactly what happens, as will be proved in Theorem 2.1.

Another way to view and understand this situation can be gained from considering the following parameter-dependent eigenvalue problem:

$$
\left\{\begin{align*}
\lambda_{*} s \kappa v-d \Delta v & =0 & & \text { in } \Omega \backslash \Sigma  \tag{1.10}\\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega \\
v & =\sigma \mathcal{A}_{\Sigma} \rho+\lambda_{*} \delta \rho & & \text { on } \Sigma \\
\lambda_{*} l \rho-\left[d \partial_{\nu} v\right] & =0 & & \text { on } \Sigma
\end{align*}\right.
$$

The following result will be proved in section 6 .
THEOREM 1.3. Let $l>0$ and set $s_{0}:=l|\Sigma| R^{2} / \sigma(\kappa \mid 1)_{\Omega}$. Then the following hold:
(a) The eigenvalue problem (1.10) has an analytic curve of solutions

$$
\left[s \mapsto\left(\lambda_{*}(s), v(s), \rho(s)\right)\right], \quad s \in\left(s_{0}-\varepsilon_{0}, \infty\right)
$$

such that $\lambda_{*}(s)>0$ iff $s>s_{0}$, where $\varepsilon_{0}$ is an appropriate positive number.
(b) $\lambda_{*}(s)$ crosses the imaginary axis with positive speed at $s=s_{0}$.
(c) $\left[s \mapsto \lambda_{*}(s)\right]$ is strictly increasing.
(d) If $\delta>0$, then $\lambda_{*}(s)$ is bounded above by $\sigma / \delta R^{2}$.
(e) If $\delta=0$, then $\lambda_{*}(s) \rightarrow \infty$ as $s \rightarrow \infty$.

Clearly, the eigenvalues of the modified problem (1.10) coincide with the eigenvalues of (1.9) if $s=1$. In case $\zeta>1$ we have $s_{0}<1$ and see that $\lambda=\lambda_{*}(1)$ is a (the only) positive eigenvalue of (1.9).

According to (1.5) an equilibrium state $\left(\sigma / R, S_{R}\left(x_{0}\right)\right)$ for the Stefan problem (1.3) has energy

$$
\begin{align*}
\phi(R): & =E\left(\frac{\sigma}{R}, S_{R}\left(x_{0}\right)\right)=\frac{\sigma}{R}(\kappa \mid 1)_{\Omega}+\ell\left|\Omega_{1}\right|  \tag{1.11}\\
& =\frac{\sigma}{R}\left(\kappa_{1}\left|\Omega_{1}\right|+\kappa_{2}\left|\Omega_{2}\right|\right)+\ell\left|\Omega_{1}\right|
\end{align*}
$$

where $\left|\Omega_{1}\right|=R^{n}|B|$ and $\left|\Omega_{2}\right|=|\Omega|-R^{n}|B|$, with $|B|$ the volume of the unit ball. A straightforward computation shows that the function $\phi$ has a unique minimum. It is attained at the point $R_{*}$, where $R_{*}$ is the unique solution of

$$
\begin{equation*}
\frac{\sigma(\kappa \mid 1)_{\Omega}}{R^{2}}=\left(\ell-\frac{\sigma[\kappa]}{R}\right)\left|S_{R}\right| \tag{1.12}
\end{equation*}
$$

with $\left|S_{R}\right|=\left|S_{R}\left(x_{0}\right)\right|$ being the area of the sphere $S_{R}\left(x_{0}\right)$.
In the following, we denote by $R_{*}$ the point where $\phi$ attains its (unique) minimum and by $R^{*}$ the largest number $R$ such that $\bar{B}_{R}\left(x_{0}\right) \subset \bar{\Omega}$, and we suppose that $R_{*}<R^{*}$. Then we have the following result; see also the stability diagram in Figure 1.


Fig. 1. Stability diagram for $\kappa_{1}<\kappa_{2}$ and $\delta=0$; circled: ill-posed, dotted: unstable.

Corollary 1.4. Let $c_{*}=\phi\left(R_{*}\right)$ be the minimum value of $\phi$, and let $c^{*}=\phi\left(R^{*}\right)$. Moreover, let $c_{0}=E\left(u_{0}, \Gamma_{0}\right)=\phi(R)$ be a given energy level.
(a) If $c_{0}<c_{*}$, then problem (1.3) does not admit equilibrium states.
(b) If $c_{*}<c_{0}<c^{*}$, then (1.3) admits two branches of equilibrium states. The branch of equilibria $\left(\sigma / R, S_{R}\left(x_{0}\right)\right)$ with $0<R<R_{*}$ is linearly unstable, whereas the branch with $R_{*}<R<R^{*}$ is linearly stable.
(d) In case $c_{0}=c_{*}$ or $c_{0}>c^{*}$, the Stefan problem (1.3) admits one family of equilibrium states. All equilibria $\left(\sigma / R, S_{R}\left(x_{0}\right)\right)$ with $\phi(R)>c^{*}$ are linearly unstable.
(e) If $R_{0}:=[\kappa] \sigma / \ell>0$ and $\delta=0$, then the linearized problem is ill-posed for $R<R_{0}$.
Proof. This follows from Remark 1.2(a), (1.12), and the fact that $\phi^{\prime}(R)$ is negative for $R<R_{*}$ and positive for $R_{*}<R<R^{*}$.

Remark 1.5. (a) We can show that $R_{*}$ is increasing with respect to $\sigma$ (and, for that matter, also with respect to $[\kappa])$. In order to see this, let $R_{*}(\sigma)$ denote the unique solution of (1.12). Then we have $R_{*}^{\prime}(\sigma)>0$. For this we note that (1.12) can be written as

$$
\begin{equation*}
n \ell|B| R_{*}^{n+1}(\sigma)-\sigma\left(\kappa_{2}|\Omega|+(n-1)[\kappa]|B| R_{*}^{n}(\sigma)\right)=0 \tag{1.13}
\end{equation*}
$$

Taking the derivative of this equation with respect to $\sigma$ yields

$$
\begin{aligned}
& n(n+1) \ell|B| R_{*}^{n-1}\left(R_{*}-\frac{(n-1)}{(n+1)} \frac{\sigma[\kappa]}{\ell}\right) R_{*}^{\prime}(\sigma) \\
& =\kappa_{2}|\Omega|+(n-1)[\kappa]|B| R_{*}^{n}=(\ell / \sigma) n|B| R_{*}^{n+1}(\sigma)>0
\end{aligned}
$$

Note that we have used (1.13) for the last equality. It remains to be observed that the parenthetical expression in front of $R_{*}^{\prime}(\sigma)$ is always positive. This is clear in case $[\kappa] \leq 0$ and follows from the fact that $R_{*}$ is always greater than $R_{0}=\sigma[\kappa] / l$ in case $[\kappa]>0$. We therefore see that increasing $\sigma$ increases $R_{*}(\sigma)$, showing that spheres with a fixed radius $R$ can lose stability as $\sigma$ increases.
(b) If one considers the case where the domain $\Omega_{1}$ is occupied by the solid phase, and $\Omega_{2}$ by the fluid phase, then the third and fourth lines in (1.3) must be replaced
by

$$
\begin{array}{rlrl}
u_{i} & =-\sigma H_{\Gamma}-\delta V & & \text { on } \quad \Gamma(t), \\
-\left[d \partial_{\nu} u\right] & =(\ell+[\kappa] u) V & & \text { on }  \tag{1.14}\\
\Gamma(t),
\end{array}
$$

and the energy functional by

$$
E(u(t), \Gamma(t)):=\int_{\Omega} \kappa u d x+\ell\left|\Omega_{2}(t)\right|=\int_{\Omega_{1}(t)} \kappa_{1} u_{1} d x+\int_{\Omega_{2}(t)} \kappa_{1} u_{2} d x+\ell\left|\Omega_{2}(t)\right|
$$

while all other conventions are left unchanged. Thus, one formally has to switch signs in the normal $\nu$ and in $\ell$ and $[\kappa]$. Then all of the results and assertions stated in this paper remain valid for the equilibrium states $\left(-\sigma / R, S_{R}\left(x_{0}\right)\right)$.

The plan of this paper is the following. In section 2 we will state a more general and concise version of Theorem 1.1; its proof will be given in sections 3-5. Finally, in section 6 we will prove Theorem 1.3.
2. Main theorem. In this section we will introduce an appropriate functional analytic setting to study the eigenvalue problem (1.9). We always assume $l>0$ except when proving (f) of Theorem 1.1.

For the case $\delta=0$ we define the operator $L_{0}$ on $E_{0}:=L_{p}(\Omega) \times W_{p}^{2-2 / p}(\Sigma)$ by means of

$$
\begin{gathered}
D\left(L_{0}\right):=\left\{(v, \rho) \in W_{p}^{2}(\Omega \backslash \Sigma) \times W_{p}^{4-1 / p}(\Sigma):\left[d \partial_{\nu} v\right] \in W_{p}^{2-2 / p}(\Sigma),\right. \\
\left.\partial_{\nu} v=0 \text { on } \partial \Omega,[v]=0 \text { on } \Sigma, v=\sigma \mathcal{A}_{\Sigma} \rho \text { on } \Sigma\right\} \\
L_{0}(v, \rho):=\left((d / \kappa) \Delta v,\left[(d / l) \partial_{\nu} v\right]\right), \quad(v, \rho) \in D\left(L_{0}\right)
\end{gathered}
$$

In case $\delta>0$, we instead set $E_{\delta}:=L_{p}(\Omega) \times W_{p}^{1-1 / p}(\Sigma)$, and we define $L_{\delta}$ by

$$
\begin{aligned}
D\left(L_{\delta}\right):= & \left\{(v, \rho) \in W_{p}^{2}(\Omega \backslash \Sigma) \times W_{p}^{3-1 / p}(\Sigma):\right. \\
& \left.\partial_{\nu} v=0 \text { on } \partial \Omega,[v]=0 \text { on } \Sigma, v-(\delta / l)\left[d \partial_{\nu} v\right]=\sigma \mathcal{A}_{\Sigma} \rho \text { on } \Sigma\right\} \\
L_{\delta}(v, \rho):= & \left((d / \kappa) \Delta v,\left[(d / l) \partial_{\nu} v\right]\right), \quad(v, \rho) \in D\left(L_{\delta}\right)
\end{aligned}
$$

We remark that $L_{0}$ and $L_{\delta}$ differ only by their respective domains of definition. It will be shown in [7] that the operators $L_{\delta}$ generate an analytic semigroup on $E_{\delta}$. This property, in conjunction with the spectral information contained in the next theorem, will be crucial in proving global existence and convergence of solutions for problem (1.3) that start out close to an equilibrium, which will be provided in [27]; see also Remark 1.2(c).

Theorem 2.1. Suppose $1<p<\infty$, and let $l>0$. For $\delta \geq 0$ let $L_{\delta}$ be defined as above.
(a) The spectrum of $L_{\delta}$ consists of countably many real eigenvalues of finite algebraic multiplicity and is independent of $p$.
(b) 0 is an eigenvalue of $L_{\delta}$ with geometric multiplicity $(n+1)$. The null space of $L_{\delta}$ is spanned by

$$
\begin{equation*}
\left(-1, Y_{0}\right),\left(0, Y_{1}\right), \ldots,\left(0, Y_{n}\right) \tag{2.1}
\end{equation*}
$$

where $Y_{0}=R^{2} / \sigma$, and where $Y_{j}, 1 \leq j \leq n$, are the spherical harmonics of degree 1 (normalized by the orthogonality condition $\left.\left(Y_{i} \mid Y_{j}\right)_{\Sigma}=\delta_{i j}\right)$.
(c) Suppose that the degeneracy condition

$$
\begin{equation*}
(\kappa \mid 1)_{\Omega}:=\kappa_{1}\left|\Omega_{1}\right|+\kappa_{2}\left|\Omega_{2}\right|=l|\Sigma| R^{2} / \sigma \tag{2.2}
\end{equation*}
$$

holds. Then the eigenvalue 0 has algebraic multiplicity $(n+2)$.
(d) If the degeneracy condition (2.2) does not hold, then 0 is semi-simple; that is, $N\left(L_{\delta}^{2}\right)=N\left(L_{\delta}\right)$.
(e) If $\sigma(\kappa \mid 1)_{\Omega} \leq l|\Sigma| R^{2}$, then $L_{\delta}$ has no positive eigenvalues.
(f) If $\sigma(\kappa \mid 1)_{\Omega}>l|\Sigma| R^{2}$, then $L_{\delta}$ has exactly one positive simple eigenvalue.

Proof. (a) By the compact embeddings $D\left(L_{\delta}\right) \hookrightarrow E_{\delta}$, the spectrum of $L_{\delta}$ consists of eigenvalues of finite algebraic multiplicity. The assertion that all eigenvalues are real will be proved in section 4 .

Let $1<p<\infty$ be fixed, and suppose that $\lambda$ is an eigenvalue of $L_{\delta}$ with a corresponding eigenfunction $(v, \rho)$. Then $v \in W_{p}^{2}(\Omega \backslash \Sigma)$, and $v$ solves the elliptic transmission problem

$$
\left\{\begin{aligned}
\kappa \lambda v-d \Delta v & =0 & & \text { in } \Omega \backslash \Sigma \\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega \\
{[v] } & =0 & & \text { on } \Sigma \\
-\left[d \partial_{\nu} v\right] & =-\lambda l \rho & & \text { on } \Sigma
\end{aligned}\right.
$$

with $\rho \in W_{p}^{4-\operatorname{sign}(\delta)-1 / p}(\Sigma)$, where $\operatorname{sign}(\delta)=1$ if $\delta>0$, and $\operatorname{sign}(\delta)=0$ if $\delta=0$. Due to Sobolev's imbedding theorem we have that $\rho \in W_{p_{1}}^{1-1 / p_{1}}(\Sigma)$, where $p_{1} \in(p, \infty)$ is appropriately chosen. Proposition 5.1 then yields $v \in W_{p_{1}}^{2}(\Omega \backslash \Sigma)$. Next, we recall that $\rho$ satisfies

$$
\sigma \mathcal{A}_{\Sigma} \rho=v-(\delta / l)\left[d \partial_{\nu} v\right]=: h \quad \text { on } \quad \Sigma
$$

Since $v \in W_{p_{1}}^{2}(\Omega \backslash \Sigma)$ we see that $h \in W_{p_{1}}^{2-\operatorname{sign}(\delta)-1 / p_{1}}(\Sigma)$, and we obtain from the properties of the elliptic differential operator $\mathcal{A}_{\Sigma}$ that $\rho \in W_{p_{1}}^{4-\operatorname{sign}(\delta)-1 / p_{1}}(\Sigma)$. The arguments given above can now be iterated a finite number of times to show that

$$
(v, \rho) \in W_{q}^{2}(\Omega \backslash \Sigma) \times W_{q}^{4-\operatorname{sign}(\delta)-1 / q}(\Sigma)
$$

for any fixed $q>p$. Clearly, this is also true for any $q<p$. We have, thus, shown that the spectrum of $L_{\delta}$ is independent of $p$. The properties listed in (b)-(d) are proved in section 3, and assertion (e) is shown in section 4 while ( f ) is established in section 5.

Proposition 2.2. Let $1<p<\infty$. Suppose that $(\lambda, v, \rho) \in \mathbb{R} \times W_{p}^{2}(\Omega \backslash \Sigma) \times W_{p}^{2}(\Sigma)$ solves the eigenvalue problem (1.9). Then the functions $(v, \rho)$ are smooth; that is,

$$
\left.v\right|_{\Omega_{i}} \in C^{\infty}\left(\bar{\Omega}_{i}\right), \quad \rho \in C^{\infty}(\Sigma)
$$

Proof. This follows from a similar bootstrapping argument as in the proof of Theorem 2.1(a), based on regularity properties of the elliptic transmission problems (3.4) and (5.2), and regularity properties of the differential operator $\mathcal{A}_{\Sigma}$.

Due to Theorem 2.1 and Proposition 2.2 we may restrict our attention to the eigenvalue problem (1.9) in the Hilbert space setting of $L_{2}(\Omega) \times L_{2}(\Sigma)$. In the following, we use the notation $(\cdot \mid \cdot)_{\Omega}$ and $\|\cdot\|_{\Omega}$ for the inner product and the norm in $L_{2}(\Omega)$, respectively, and similarly for $L_{2}(\Sigma)$.
3. The trivial eigenvalue. Let us first look at the eigenvalue problem (1.9) with $\lambda=0$. Obviously, here $l \in \mathbb{R}$ can be arbitrary, and also $\delta \in \mathbb{R}$. For this purpose we recall some properties of the operator $\mathcal{A}_{\Sigma}$.

Proposition 3.1. Let $\Sigma=S_{R}\left(x_{0}\right) \subset \mathbb{R}^{n}$ be a sphere of radius $R$ and center $x_{0}$, and let

$$
A_{\Sigma}=-\frac{1}{n-1}\left(\frac{n-1}{R^{2}}+\Delta_{\Sigma}\right)
$$

be defined on $L_{2}(\Sigma)$ with domain $W_{2}^{2}(\Sigma)$. Then the following assertions hold:
(a) $A_{\Sigma}$ is self-adjoint. Its spectrum consists of countably many eigenvalues $\lambda_{k}=$ $\frac{1}{(n-1) R^{2}}(k(k+n-2)-(n-1))$ with $k \geq 0$. The eigenfunctions are given by the spherical harmonics of degree $k$.
(b) The kernel of $A_{\Sigma}$ is given by $N\left(A_{\Sigma}\right)=\operatorname{span}\left\{Y_{1}, \ldots, Y_{n}\right\}$, where $Y_{j}$ denotes the spherical harmonics of degree 1 on $\Sigma$, normalized by $\left(Y_{i} \mid Y_{j}\right)_{\Sigma}=\delta_{i j}$.
(c) The range of $A_{\Sigma}, R\left(A_{\Sigma}\right)$ is closed, and we have $L_{2}(\Sigma)=N\left(A_{\Sigma}\right) \oplus R\left(A_{\Sigma}\right)$.
(d) There is precisely one negative eigenvalue, namely $-1 / R^{2}$, with eigenfunction 1, which is simple.
(e) $A_{\Sigma}$ is positive semi-definite on $L_{2,0}(\Sigma)=\left\{\rho \in L_{2}(\Sigma):(\rho \mid 1)_{\Sigma}=0\right\}$ and positive definite on

$$
L_{2,0}(\Sigma) \cap R\left(A_{\Sigma}\right)=\left\{\rho \in L_{2}(\Sigma):(\rho \mid 1)_{\Sigma}=\left(\rho \mid Y_{j}\right)_{\Sigma}=0, j=1, \ldots, n\right\}
$$

Proof. We can assume, without loss of generality, that $\Sigma=S_{R}(0)=R \mathbb{S}^{n-1}$, where $\mathbb{S}^{n-1}$ denotes the standard unit sphere in $\mathbb{R}^{n}$. Let $\Phi: \Sigma \rightarrow \mathbb{S}^{n-1}$ be defined by $p \mapsto(1 / R) p$. Then $\Phi$ is a smooth diffeomorphism of $\Sigma$ into $\mathbb{S}^{n-1}$, and one readily verifies that

$$
\begin{equation*}
(g \mid h)_{L_{2}(\Sigma)}=R^{n-1}\left(\Phi_{*} g \mid \Phi_{*} h\right)_{L_{2}\left(\mathbb{S}^{n-1}\right)}, \quad \Delta_{\Sigma}=\left(1 / R^{2}\right) \Phi^{*} \Delta_{\mathbb{S}^{n-1}} \Phi_{*} \tag{3.1}
\end{equation*}
$$

where $\Phi^{*}$ and $\Phi_{*}$ are the pull-back and push-forward operators, respectively. We then have

$$
\begin{equation*}
\left(\lambda-A_{\Sigma}\right) \rho=0 \Longleftrightarrow\left(\lambda+\frac{1}{(n-1) R^{2}}\left((n-1)+\Delta_{\mathbb{S}^{n}-1}\right)\right) \Phi_{*} \rho=0 \tag{3.2}
\end{equation*}
$$

which shows that $\lambda$ is an eigenvalue of $A_{\Sigma}$ iff

$$
\begin{equation*}
\lambda=\frac{1}{(n-1) R^{2}}(\mu-(n-1)) \tag{3.3}
\end{equation*}
$$

with $\mu$ an eigenvalue of $-\Delta_{\mathbb{S}^{n-1}}$. The assertions in (a)-(b) and (d)-(e) follow now from (3.1)-(3.3) and well-known results for the Laplace-Beltrami operator on $\mathbb{S}^{n-1}$; see, for instance, [30, section 31]. Since $A_{\Sigma}$ has compact resolvent we conclude that $R\left(A_{\Sigma}\right)$ is closed, and the fact that $A_{\Sigma}$ is self-adjoint then implies the remaining assertion in (c).

Before we proceed we need the following result on the elliptic transmission problem:

$$
\left\{\begin{align*}
-d \Delta v=f & \text { in } \quad \Omega \backslash \Sigma  \tag{3.4}\\
\partial_{\nu} v=0 & \text { on } \quad \partial \Omega \\
{[v]=0 } & \text { on } \quad \Sigma \\
-\left[d \partial_{\nu} v\right]=g & \text { on } \quad \Sigma
\end{align*}\right.
$$

Proposition 3.2. Let $1<p<\infty$. Then the following hold:
(a) The transmission problem (3.4) has a solution $v \in W_{p}^{2}(\Omega \backslash \Sigma)$ if and only if $(f, g) \in L_{p}(\Omega) \times W_{p}^{1-1 / p}(\Sigma)$ and the compatibility condition

$$
(f \mid 1)_{\Omega}+(g \mid 1)_{\Sigma}=0
$$

is satisfied. The solution is unique with the normalization $(\kappa \mid v)_{\Omega}=0$.
(b) Let $v=T_{0} g$ be the unique solution of (3.4) with $f=0,(g \mid 1)_{\Sigma}=0$, and $(\kappa \mid v)_{\Omega}=0$. Then $T_{0}$ is self-adjoint and positive definite on $L_{2}(\Sigma)$; that is, there exists a positive constant $c=c\left(d_{i}, \Omega_{i}\right)$ such that

$$
\left(T_{0} g \mid g\right)_{L_{2}(\Sigma)} \geq c\|g\|_{L_{2}(\Sigma)}^{2}, \quad g \in W_{2}^{1 / 2}(\Sigma)
$$

Proof. (a) This proof follows from known results in elliptic theory since the Lopatinskii-Shapiro conditions are satisfied.
(b) Let $g, h \in W_{2}^{1 / 2}(\Sigma)$ be given. Then we have

$$
\begin{aligned}
\left(T_{0} g \mid h\right)_{\Sigma}=\left(T_{0} g \mid\left[-d \partial_{\nu} T_{0} h\right]\right)_{\Sigma} & =\left(d \nabla T_{0} g \mid \nabla T_{0} h\right)_{\Omega} \\
& =\left(-\left[d \partial_{\nu} T_{0} g\right] \mid T_{0} h\right)_{\Sigma}=\left(g \mid T_{0} h\right)_{\Sigma}
\end{aligned}
$$

thus showing that $T_{0}$ is symmetric. For $v:=T_{0} g$ the computation above yields

$$
\left(T_{0} g \mid g\right)_{\Sigma}=(d \nabla v \mid \nabla v)_{\Omega}
$$

On the other hand, setting $v_{i}=\left.v\right|_{\Omega_{i}}$ we obtain

$$
\begin{aligned}
\|g\|_{L_{2}(\Sigma)} & =\left\|d_{1} \partial_{\nu} v_{1}-d_{2} \partial_{\nu} v_{2}\right\|_{L_{2}(\Sigma)} \leq c\left(\left\|v_{1}\right\|_{W_{2}^{2}\left(\Omega_{1}\right)}+\left\|v_{2}\right\|_{W_{2}^{2}\left(\Omega_{2}\right)}\right) \\
& \leq c\left(\left\|v_{1}\right\|_{L_{2}\left(\Omega_{1}\right)}+\left\|\Delta v_{1}\right\|_{L_{2}\left(\Omega_{1}\right)}+\left\|v_{2}\right\|_{L_{2}\left(\Omega_{2}\right)}+\left\|\Delta v_{2}\right\|_{L_{2}\left(\Omega_{2}\right)}\right) \\
& =c\|v\|_{L_{2}(\Omega)} \leq c\|v\|_{W_{2}^{1}(\Omega)} \leq c\|\nabla v\|_{L_{2}(\Omega)} \leq c\left(T_{0} g \mid g\right)_{\Sigma}^{1 / 2}
\end{aligned}
$$

Here we used the fact that

$$
v=T_{0} g \in W_{2}^{1}(\Omega) \cap W_{2}^{2}(\Omega \backslash \Sigma)
$$

Moreover, we used that $\left(\|\cdot\|_{L_{2}\left(\Omega_{i}\right)}+\|\Delta \cdot\|_{L_{2}\left(\Omega_{i}\right)}\right)$ defines an equivalent norm on $W_{2}^{2}\left(\Omega_{i}\right)$, and also that $\|\nabla u\|_{L_{2}(\Omega)}$ defines an equivalent norm on $W_{2}^{1}(\Omega)$ for all functions $u \in W_{2}^{1}(\Omega)$ with $(\kappa \mid u)_{\Omega}=0$. This completes the proof of Proposition 3.2.

We are now ready to establish the assertions (b)-(d) of Theorem 2.1.
(b) Suppose that $(v, \rho)$ is a solution of (1.9) with $\lambda=0$. Then, taking the inner product of $(1.9)_{1}$ with $v$, the divergence theorem and (1.9) ${ }_{2,4}$ show that $v$ is constant on $\Omega \backslash \Sigma$; hence, $v$ is constant on $\Omega$ and $v=\sigma \mathcal{A}_{\Sigma} \rho$ due to (1.9) $)_{3}$. A special solution of this problem is $\rho_{0}=-R^{2} v / \sigma$, and the solutions of the corresponding homogeneous equation are the spherical harmonics $Y_{j}$ on $\Sigma$ for $j=1, \ldots, n$. Thus we obtain an $(n+1)$-dimensional null space spanned by(2.1), which proves Theorem 2.1(b).

This null space is tangent to the $(\mathrm{n}+1)$-dimensional manifold of equilibria, where $\left(0, Y_{j}\right)$ corresponds to the center $x_{0}$, and $\left(-1, Y_{0}\right)$ corresponds to the radius $R$. Note that the null spaces of $L_{0}$ and $L_{\delta}, \delta>0$, coincide.
(c) Suppose that (2.2) holds. Then there exists a pair $\left(v^{*}, \rho^{*}\right) \in N\left(L_{\delta}^{2}\right) \backslash N\left(L_{\delta}\right)$. Indeed, this can be seen as follows: we first solve (3.4) with $(f, g)=\left(-\kappa, l R^{2} / \sigma\right)$. According to Proposition 3.2, this problem has a unique solution $v_{0}$ with $\left(\kappa \mid v_{0}\right)_{\Omega}=0$ since the necessary compatibility condition is precisely (2.2).

Set $v^{*}=v_{0}+l \sum_{j=1}^{n} \alpha_{j} T_{0} Y_{j}$. Then $v^{*}$ satisfies

$$
\left\{\begin{align*}
-(d / \kappa) \Delta v^{*} & =-1 & & \text { in } \Omega \backslash \Sigma  \tag{3.5}\\
\partial_{\nu} v^{*} & =0 & & \text { on } \partial \Omega \\
{\left[v^{*}\right] } & =0 & & \text { on } \Sigma, \\
-\left[(d / l) \partial_{\nu} v^{*}\right] & =R^{2} / \sigma+\Sigma_{j=1}^{n} \alpha_{j} Y_{j} & & \text { on } \Sigma
\end{align*}\right.
$$

We now want to solve $v^{*}=\sigma A_{\Sigma} \rho+(\delta / l)\left[d \partial_{\nu} v^{*}\right]$ in terms of $\rho$; that is, we consider the problem

$$
\sigma A_{\Sigma} \rho=v^{*}-(\delta / l)\left[d \partial_{\nu} v^{*}\right]=: h .
$$

According to Proposition 3.1(b)-(c) this problem has a solution $\rho^{*}$ iff $\left(h \mid Y_{i}\right)_{\Sigma}=0$ for $i=1, \ldots, n$. The conditions $\left(h \mid Y_{i}\right)_{\Sigma}=0$ will then be employed to determine the coefficients $\alpha_{j}$. A short computation yields

$$
\left(h \mid Y_{i}\right)_{\Sigma}=0 \quad \Leftrightarrow \quad \delta \alpha_{i}+\sum_{j=1}^{n} l\left(T_{0} Y_{j} \mid Y_{i}\right)_{\Sigma} \alpha_{j}=-\left(v_{0} \mid Y_{i}\right)_{\Sigma}, \quad i=1, \ldots, n
$$

Since $T_{0}$ is self-adjoint and positive definite on $L_{2}(\Sigma)$, there exists a unique solution of this system, as we shall see in (6.7). Due to $\sigma A_{\Sigma}\left(R^{2} / \sigma+\sum_{j=1}^{n} \alpha_{j} Y_{j}\right)=-1$ (see Proposition 3.1), we conclude that $\left(v^{*}, \rho^{*}\right) \in D\left(L_{\delta}^{2}\right)$. It is then easy to see that $L_{\delta}\left(v^{*}, \rho^{*}\right) \neq(0,0)$ and $L_{\delta}^{2}\left(v^{*}, \rho^{*}\right)=(0,0)$. These facts in combination with part (b) show that

$$
\begin{equation*}
N\left(L_{\delta}^{2}\right)=N\left(L_{\delta}\right) \oplus \operatorname{span}\left\{\left(v^{*}, \rho^{*}\right)\right\} \tag{3.6}
\end{equation*}
$$

in the degenerate case where (2.2) holds.
Next we show, still in the degenerate case (2.2), that $N\left(L_{\delta}^{3}\right)=N\left(L_{\delta}^{2}\right)$. In fact, if $(v, \rho) \in N\left(L_{\delta}^{3}\right)$, then $L_{\delta}(v, \rho)=\left(v_{N}, \rho_{N}\right)+\beta\left(v^{*}, \rho^{*}\right)$ for some $\left(v_{N}, \rho_{N}\right) \in N\left(L_{\delta}\right)$ and some scalar $\beta$. For solvability of this equation, the compatibility condition

$$
\left(\kappa\left(v_{N}+\beta v^{*}\right) \mid 1\right)_{\Omega}+l\left(\rho_{N}+\beta \rho^{*} \mid 1\right)_{\Sigma}=0
$$

must be valid. Due to the degeneracy condition we have $\left(\kappa v_{N} \mid 1\right)_{\Omega}+l\left(\rho_{N} \mid 1\right)_{\Sigma}=0$, and the compatibility condition is reduced to $\left.\beta\left\{\left(\kappa v^{*}\right) \mid 1\right)_{\Omega}+l\left(\rho^{*} \mid 1\right)_{\Sigma}\right\}=0$. Using the property that $-(d / \kappa) \Delta v^{*}=-1$ (see (3.5)), we obtain

$$
\begin{aligned}
& -\left\{\left(\kappa v^{*} \mid 1\right)_{\Omega}+l\left(\rho^{*} \mid 1\right)_{\Sigma}\right\}=-\left(d \Delta v^{*} \mid v^{*}\right)_{\Omega}-l\left(\rho^{*} \mid 1\right)_{\Sigma} \\
& \quad=\left\|\sqrt{d} \nabla v^{*}\right\|_{\Omega}^{2}+\left(\left[d \partial_{\nu} v^{*}\right] \mid v^{*}\right)_{\Sigma}-l\left(\rho^{*} \mid 1\right)_{\Sigma} \\
& \quad=\left\|\sqrt{d} \nabla v^{*}\right\|_{\Omega}^{2}-l\left(R^{2} / \sigma+\sum_{j=1}^{n} \alpha_{j} Y_{j} \mid \sigma A_{\Sigma} \rho^{*}\right)_{\Sigma}+(\delta / l)\left\|\left[d \partial_{\nu} v^{*}\right]\right\|_{\Sigma}^{2}-l\left(\rho^{*} \mid 1\right)_{\Sigma} \\
& \quad=\left\|\sqrt{d} \nabla v^{*}\right\|_{\Omega}^{2}+(\delta / l)\left\|\left[d \partial_{\nu} v^{*}\right]\right\|_{\Sigma}^{2}
\end{aligned}
$$

since $A_{\Sigma}$ is self-adjoint on $L_{2}(\Sigma)$ and $\sigma A_{\Sigma}\left(R^{2} / \sigma+\sum_{j=1}^{n} \alpha_{j} Y_{j}\right)=-1$; see Proposition 3.1. This implies $\beta=0$, i.e., $(v, \rho) \in N\left(L_{\delta}^{2}\right)$, thus establishing Theorem 2.1(c).
(d) Let us examine when the eigenvalue $\lambda_{0}=0$ of $L_{\delta}$ is semi-simple. Assume that $(v, \rho) \in D\left(L_{\delta}^{2}\right)$ is such that $L_{\delta}^{2}(v, \rho)=0$. Then

$$
L_{\delta}(v, \rho)=\alpha_{0}\left(-1, Y_{0}\right)+\sum_{j=1}^{n} \alpha_{j}\left(0, Y_{j}\right)
$$

This implies that

$$
\left\{\begin{aligned}
-(d / \kappa) \Delta v & =\alpha_{0} & & \text { in } \Omega \backslash \Sigma, \\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega, \\
{[v] } & =0 & & \text { on } \Sigma, \\
-\left[(d / l) \partial_{\nu} v\right] & =-\sum_{j=0}^{n} \alpha_{j} Y_{j} & & \text { on } \Sigma, \\
v & =\sigma \mathcal{A}_{\Sigma} \rho+(\delta / l)\left[d \partial_{\nu} v\right] & & \text { on } \Sigma .
\end{aligned}\right.
$$

According to Proposition 3.2 we necessarily have

$$
\alpha_{0}\left(\kappa_{1}\left|\Omega_{1}\right|+\kappa_{2}\left|\Omega_{2}\right|\right)=l \sum_{j=0}^{n} \alpha_{j}\left(Y_{j} \mid 1\right)_{\Sigma}=l \alpha_{0}|\Sigma| R^{2} / \sigma
$$

since the mean value of $Y_{j}$ over $\Sigma$ is zero for $j \geq 1$. Assuming the nondegeneracy condition

$$
\begin{equation*}
(\kappa \mid 1)_{\Omega}:=\kappa_{1}\left|\Omega_{1}\right|+\kappa_{2}\left|\Omega_{2}\right| \neq l|\Sigma| R^{2} / \sigma \tag{3.7}
\end{equation*}
$$

we conclude that $\alpha_{0}=0$. But then

$$
0=-\int_{\Omega} d \Delta v v d x=\int_{\Omega} d|\nabla v|^{2} d x+\int_{\Sigma}\left[d \partial_{\nu} v\right] v d s
$$

which further yields

$$
0=\|\sqrt{d} \nabla v\|_{\Omega}^{2}+l \sigma \sum_{j=1}^{n} \alpha_{j}\left(Y_{j} \mid \mathcal{A}_{\Sigma} \rho\right)_{\Sigma}+(\delta / l)\left\|\left[d \partial_{\nu} v\right]\right\|_{\Sigma}^{2}=\|\sqrt{d} \nabla v\|_{\Omega}^{2}+(\delta / l)\left\|\left[d \partial_{\nu} v\right]\right\|_{\Sigma}^{2}
$$

since $\mathcal{A}_{\Sigma}$ is self-adjoint on $L_{2}(\Sigma)$ and $A_{\Sigma} Y_{j}=0$ for $j \geq 1$. We conclude that $v$ is constant in $\Omega$ and that $0=\left[d \partial_{\nu} v\right]=l \sum_{j=1}^{n} \alpha_{j} Y_{j}$; hence, $\alpha_{j}=0$ for all $j$. This shows that $\lambda_{0}=0$ is a semi-simple eigenvalue of $L_{\delta}$, that is, $N\left(L_{\delta}^{2}\right)=N\left(L_{\delta}\right)$ for $\delta \geq 0$, provided the nondegeneracy condition (3.7) is valid, and this proves the assertion of Theorem 2.1(d).
4. Nontrivial eigenvalues. Now we consider the eigenvalue problem (1.9) for $\lambda \in \mathbb{C}, \lambda \neq 0$, in case $l>0$. Suppose that $\lambda \neq 0$ is an eigenvalue with nontrivial eigenfunction $(v, \rho)$. Taking the inner product in $L_{2}(\Omega)$ of the first equation in (1.9) with $v$ and using the divergence theorem, we get

$$
\begin{aligned}
\lambda\|\sqrt{\kappa} v\|_{\Omega}^{2}=(d \Delta v \mid v)_{\Omega} & =-\|\sqrt{d} \nabla v\|_{\Omega}^{2}-\left(\left[d \partial_{\nu} v\right] \mid v\right)_{\Sigma} \\
& =-\|\sqrt{d} \nabla v\|_{\Omega}^{2}-(\delta / l)\left\|\left[d \partial_{\nu} v\right]\right\|_{\Sigma}^{2}-\lambda l \sigma\left(\rho \mid A_{\Sigma} \rho\right)_{\Sigma}
\end{aligned}
$$

hence, we obtain the identity

$$
\begin{equation*}
\lambda\left(\|\sqrt{\kappa} v\|_{\Omega}^{2}+l \sigma\left(\rho \mid A_{\Sigma} \rho\right)_{\Sigma}\right)+\|\sqrt{d} \nabla v\|_{\Omega}^{2}+(\delta / l)\left\|\left[d \partial_{\nu} v\right]\right\|_{\Sigma}^{2}=0 \tag{4.1}
\end{equation*}
$$

If $\operatorname{Im} \lambda \neq 0$, then $\|\sqrt{\kappa} v\|_{\Omega}^{2}+l \sigma\left(\rho \mid A_{\Sigma} \rho\right)_{\Sigma}=0$; hence, $\|\sqrt{d} \nabla v\|_{\Omega}^{2}+(\delta / l)\left\|\left[d \partial_{\nu}\right]\right\|_{\Sigma}^{2}=0$. We conclude that $v$ is constant and $(1.9)_{1,4}$ now implies that $(v, \rho)=(0,0)$ since
$\lambda \neq 0$. Therefore the eigenvalues and eigenfunctions are real, thus establishing Theorem 2.1(a).

Using $\lambda l \rho=\left[d \partial_{\nu} v\right]$ and the fact that $\lambda$ is real, we may rewrite (4.1) as

$$
\begin{equation*}
\lambda\left(\|\sqrt{\kappa} v\|_{\Omega}^{2}+l \sigma\left(\rho \mid A_{\Sigma} \rho\right)_{\Sigma}+\lambda l \delta\|\rho\|_{\Sigma}^{2}\right)+\|\sqrt{d} \nabla v\|_{\Omega}^{2}=0 \tag{4.2}
\end{equation*}
$$

Integrating the eigenvalue equation (1.9) we obtain

$$
\lambda(v \mid \kappa)_{\Omega}=(d \Delta v \mid 1)_{\Omega}=-\left(\left[d \partial_{\nu} v\right] \mid 1\right)_{\Sigma}=-\lambda l(\rho \mid 1)_{\Sigma}
$$

hence, dividing by $\lambda$,

$$
\begin{equation*}
(v \mid \kappa)_{\Omega}+l(\rho \mid 1)_{\Sigma}=0 \tag{4.3}
\end{equation*}
$$

Splitting $\rho=\rho_{0}+\bar{\rho}$ and $v=v_{0}+\bar{v}$, where $\left(\rho_{0} \mid 1\right)_{\Sigma}=\left(v_{0} \mid \kappa\right)_{\Omega}=0$, from (4.2) and (4.3) we derive an identity equivalent to (4.2), namely,

$$
\begin{align*}
\lambda\left(\left\|\sqrt{\kappa} v_{0}\right\|_{\Omega}^{2}+l \sigma\left(\rho_{0} \mid A_{\Sigma} \rho_{0}\right)_{\Sigma}\right. & \left.+\lambda l \delta\left\|\rho_{0}\right\|_{\Sigma}^{2}\right)+\|\sqrt{d} \nabla v\|_{\Omega}^{2} \\
& +\lambda\left(\lambda \delta+\frac{l|\Sigma|}{(\kappa \mid 1)_{\Omega}}-\frac{\sigma}{R^{2}}\right) l|\Sigma| \bar{\rho}^{2}=0 \tag{4.4}
\end{align*}
$$

Since $A_{\Sigma}$ is positive semi-definite on $L_{2,0}(\Sigma)$, the $L_{2}$-functions with mean zero, we see that in case $\lambda>0$, (4.4) implies $v=$ constant, and hence $(v, \rho)=(0,0)$, provided that

$$
\begin{equation*}
(\kappa \mid 1)_{\Omega} \leq l|\Sigma| R^{2} / \sigma \tag{4.5}
\end{equation*}
$$

Consequently, (1.9) cannot have positive eigenvalues if the stability condition (4.5) is satisfied, thus proving the assertion of Theorem 2.1(e).
5. The unstable eigenvalue. As far as we know, for $l>0$ and

$$
\begin{equation*}
\zeta:=\frac{\sigma(\kappa \mid 1)_{\Omega}}{l|\Sigma| R^{2}} \leq 1 \tag{5.1}
\end{equation*}
$$

there are no positive eigenvalues; however, the algebraic eigenspace of $L_{\delta}$ rises in dimension by one when $\zeta$ becomes 1 . This indicates that for $\zeta>1$ there is exactly one algebraically simple eigenvalue $\lambda_{*}>0$. We want to prove that this is indeed the case. In order to do so, we consider the following transmission problem:

$$
\left\{\begin{align*}
\lambda \kappa v-d \Delta v=f & \text { in } \quad \Omega \backslash \Sigma  \tag{5.2}\\
\partial_{\nu} v=0 & \text { on } \quad \partial \Omega \\
{[v]=0 } & \text { on } \quad \Sigma, \\
-\left[d \partial_{\nu} v\right]=g & \text { on } \quad \Sigma
\end{align*}\right.
$$

Then the following result holds.
Proposition 5.1. Let $1<p<\infty$ and $\operatorname{Re} \lambda>0$. Then the following hold:
(a) Problem (5.2) has precisely one solution $v \in W_{p}^{1}(\Omega) \cap W_{p}^{2}(\Omega \backslash \Sigma)$ iff $(f, g) \in$ $L_{p}(\Omega) \times W_{p}^{1-1 / p}(\Sigma)$.
(b) Let $T_{\lambda}$ be the solution operator for (5.2) with $f=0$. Given any number $\theta \in(0, \pi)$, there exist positive numbers $\lambda_{0}=\lambda_{0}\left(\theta, d_{i}, \kappa_{i}, \Omega_{i}\right)$ and $M_{0}=$ $M_{0}\left(\theta, d_{i}, \kappa_{i}, \Omega_{i}\right)$ such that

$$
\left\|T_{\lambda} g\right\|_{L_{p}(\Sigma)} \leq M_{0}|\lambda|^{-1 / 2}\|g\|_{L_{p}(\Sigma)}
$$

for $g \in W_{p}^{1-1 / p}(\Sigma)$, whenever $|\lambda| \geq \lambda_{0}$ and $|\arg \lambda| \leq \theta$.
(c) For $\lambda>0, T_{\lambda}$ is positive definite on $L_{2}(\Sigma)$; that is, there exists a positive constant $\beta=\beta\left(d_{i}, \kappa_{i}, \Omega_{i}\right)$ such that

$$
\left(T_{\lambda} g \mid g\right)_{L_{2}(\Sigma)} \geq \beta \frac{\sqrt{\lambda}}{1+\lambda}\|g\|_{L_{2}(\Sigma)}^{2}, \quad g \in W_{2}^{1 / 2}(\Sigma)
$$

Proof. (a) This proof follows from known results in elliptic theory.
(b) Suppose that $\Omega_{1}=\mathbb{R}_{-}^{n}$ and $\Omega_{2}=\mathbb{R}_{+}^{n}$, with $\mathbb{R}_{ \pm}^{n}=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}: \pm x_{n}<0\right\}$.

Then one readily obtains that

$$
\left.T_{\lambda} g\right|_{\mathbb{R}^{n-1} \times\{0\}}=\mathcal{F}^{-1}\left(m_{\lambda} \mathcal{F} g\right)
$$

where $\mathcal{F}$ denotes the Fourier transform in the tangential variables, and where

$$
m_{\lambda}(\xi)=\frac{1}{\sqrt{d_{1}} \sqrt{\kappa_{1} \lambda+d_{1}|\xi|^{2}}+\sqrt{d_{2}} \sqrt{\kappa_{2} \lambda+d_{2}|\xi|^{2}}}
$$

The assertion then follows from Mikhlin's multiplier theorem. The general case can be obtained by the usual procedure of localization.
(c) Let $g, h \in W_{2}^{1 / 2}(\Sigma)$ be given. Then we have

$$
\begin{aligned}
\left(T_{\lambda} g \mid h\right)_{\Sigma}=\left(T_{\lambda} g \mid\left[-d \partial_{\nu} T_{\bar{\lambda}} h\right]\right)_{\Sigma} & =\lambda\left(\kappa T_{\lambda} g \mid T_{\bar{\lambda}} h\right)_{\Omega}+\left(d \nabla T_{\lambda} g \mid \nabla T_{\bar{\lambda}} h\right)_{\Omega} \\
& =\left(-\left[d \partial_{\nu} T_{\lambda} g\right] \mid T_{\bar{\lambda}} h\right)_{\Sigma}=\left(g \mid T_{\bar{\lambda}} h\right)_{\Sigma}
\end{aligned}
$$

showing that $T_{\lambda}^{*}=T_{\bar{\lambda}}$, in particular, that $T_{\lambda}$ is symmetric for $\lambda>0$. For $v:=T_{\lambda} g$, $\lambda>0$, the computation above yields

$$
\begin{equation*}
\left(T_{\lambda} g \mid g\right)_{\Sigma}=\lambda(\kappa v \mid v)_{\Omega}+(d \nabla v \mid \nabla v)_{\Omega} \tag{5.3}
\end{equation*}
$$

Setting $v_{i}=\left.v\right|_{\Omega_{i}}$ we conclude similarly as in the proof of Proposition 3.2 that

$$
\begin{aligned}
\|g\|_{L_{2}(\Sigma)} & =\left\|d_{1} \partial_{\nu} v_{1}-d_{2} \partial_{\nu} v_{2}\right\|_{L_{2}(\Sigma)} \leq c\left(\left\|d_{1} v_{1}\right\|_{W_{2}^{2}\left(\Omega_{1}\right)}+\left\|d_{2} v_{2}\right\|_{W_{2}^{2}\left(\Omega_{2}\right)}\right) \\
& \leq c\left(\left\|d_{1} v_{1}\right\|_{L_{2}\left(\Omega_{1}\right)}+\left\|d_{1} \Delta v_{1}\right\|_{L_{2}\left(\Omega_{1}\right)}+\left\|d_{2} v_{2}\right\|_{L_{2}\left(\Omega_{2}\right)}+\left\|d_{2} \Delta v_{2}\right\|_{L_{2}\left(\Omega_{2}\right)}\right) \\
& =c\left(\left\|d_{1} v_{1}\right\|_{L_{2}\left(\Omega_{1}\right)}+\lambda\left\|\kappa_{1} v_{1}\right\|_{L_{2}\left(\Omega_{1}\right)}+\left\|d_{2} v_{2}\right\|_{L_{2}\left(\Omega_{2}\right)}+\lambda\left\|\kappa_{2} v_{2}\right\|_{L_{2}\left(\Omega_{2}\right)}\right) \\
& \leq c_{\lambda} \sqrt{\lambda}\|v\|_{L_{2}(\Omega)} \leq c_{\lambda}\left(\sqrt{\lambda}\|v\|_{L_{2}(\Omega)}+\|\nabla v\|_{L_{2}(\Omega)}\right) \leq c_{\lambda}\left(T_{\lambda} g \mid g\right)_{\Sigma}^{1 / 2},
\end{aligned}
$$

where $c_{\lambda}=c\left(d_{i}, \kappa_{i}, \Omega_{i}\right)(1+\lambda) / \sqrt{\lambda}$. In the estimates above we have used that $v=$ $T_{\lambda} g \in W_{2}^{1}(\Omega) \cap W_{2}^{2}(\Omega \backslash \Sigma)$, and that $\left(\|\cdot\|_{L_{2}\left(\Omega_{i}\right)}+\|\Delta \cdot\|_{L_{2}\left(\Omega_{i}\right)}\right)$ defines an equivalent norm on $W_{2}^{2}\left(\Omega_{i}\right)$ and, lastly, we employed (5.3). This completes the proof of Proposition 5.1.

We assume now that $\lambda>0$ is a fixed number. For given $\rho \in W_{2}^{1 / 2}(\Sigma)$, let $v$ be the solution of the transmission problem

$$
\left\{\begin{align*}
\lambda \kappa v-d \Delta v & =0 & & \text { in } \Omega \backslash \Sigma  \tag{5.4}\\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega \\
{[v] } & =0 & & \text { on } \Sigma \\
-\left[d \partial_{\nu} v\right] & =-\lambda l \rho & & \text { on } \quad \Sigma
\end{align*}\right.
$$

Then $v=T_{\lambda}(-\lambda l \rho)=-\lambda l T_{\lambda} \rho$ with $T_{\lambda}$ being the solution operator introduced above. By inserting this representation of $v$ into the equation $v=\sigma A_{\Sigma} \rho+\lambda \delta \rho$, we obtain the problem

$$
\begin{equation*}
\lambda \delta \rho+\lambda l T_{\lambda} \rho+\sigma A_{\Sigma} \rho=0 \tag{5.5}
\end{equation*}
$$

which is equivalent to the eigenvalue problem.
Setting $B_{\lambda}(s):=\lambda \delta I+\lambda l T_{\lambda}+s \sigma A_{\Sigma}$ for $s>0$ and employing Proposition 5.1(c), we obtain the estimate

$$
\begin{aligned}
\left(B_{\lambda}(s) \rho \mid \rho\right)_{\Sigma} & \geq \lambda(\delta+\gamma l)\|\rho\|_{\Sigma}^{2}+s \sigma\left(A_{\Sigma} \rho \mid \rho\right)_{\Sigma} \\
& =\lambda(\delta+\gamma l)\left\|\rho_{0}\right\|_{\Sigma}^{2}+s \sigma\left(A_{\Sigma} \rho_{0} \mid \rho_{0}\right)_{\Sigma}+\left\{\lambda(\delta+\gamma l)-s \sigma / R^{2}\right\}|\Sigma| \bar{\rho}^{2}
\end{aligned}
$$

where $\gamma=\beta \sqrt{\lambda} /(1+\lambda)$ and $\rho=\rho_{0}+\bar{\rho}$ with $\left(\rho_{0} \mid 1\right)_{\Sigma}=0$. Since $\left(A_{\Sigma} \rho_{0} \mid \rho_{0}\right)_{\Sigma} \geq 0$ we see that all of the terms in the previous line are nonnegative, provided $\lambda(\delta+\gamma l) \geq s \sigma / R^{2}$, i.e., for small $s$. Hence, for small $s>0$, the operator $B_{\lambda}(s)$ is positive definite, which means that $\lambda$ cannot be an eigenvalue of (1.9), where in the third line of (1.9) $\sigma$ is replaced by $s \sigma$. On the other hand, choosing $\rho=1$ we have

$$
\left(B_{\lambda}(s) 1 \mid 1\right)_{\Sigma}=\lambda \delta|\Sigma|+\lambda l\left(T_{\lambda} 1 \mid 1\right)_{\Sigma}-s \sigma|\Sigma| / R^{2}<0
$$

if $s$ becomes large. Now we set

$$
s_{*}:=s_{*}(\lambda):=\sup \left\{s>0: B_{\lambda}(s) \text { is positive definite }\right\} .
$$

Then $B_{\lambda}\left(s_{*}\right)$ is still semi-definite, but not definite, and hence, by compactness of the resolvent, has a nontrivial kernel. Therefore, for a given $\lambda>0$ there is an $s_{*}=s_{*}(\lambda)$ such that $\lambda$ is an eigenvalue of (1.9), where $\sigma A_{\Sigma}$ is replaced by $s_{*} \sigma A_{\Sigma}$ in the third line.

Next, we show that positive eigenvalues are simple. Rewrite (5.5) as

$$
\lambda \delta \rho_{0}+\lambda l T_{\lambda} \rho_{0}+\sigma A_{\Sigma} \rho_{0}=-\left\{\lambda \delta+\lambda l T_{\lambda} 1-\sigma / R^{2}\right\} \bar{\rho}
$$

Since $B_{\lambda}$ is positive definite on $L_{2,0}(\Sigma)$, this equation has precisely one solution for given $\bar{\rho}$, which shows that the eigenspace $N\left(\lambda-L_{\delta}\right)$ is at most one-dimensional for any given $\lambda>0$.

To show that nontrivial eigenvalues are semi-simple, suppose that

$$
\left(\lambda-L_{\delta}\right)(v, \rho)=\left(v_{1}, \rho_{1}\right), \quad\left(\lambda-L_{\delta}\right)\left(v_{1}, \rho_{1}\right)=0
$$

Then by Green's formula

$$
\begin{aligned}
\left\|\sqrt{\kappa} v_{1}\right\|_{\Omega}^{2}= & \left(\lambda \kappa v-d \Delta v \mid v_{1}\right)_{\Omega} \\
= & \left(v \mid \lambda \kappa v_{1}-d \Delta v_{1}\right)_{\Omega}+\left(\left[d \partial_{\nu} v\right] \mid v_{1}\right)_{\Sigma}-\left(v \mid\left[d \partial_{\nu} v_{1}\right]\right)_{\Sigma} \\
= & (\delta / l)\left(\left[d \partial_{\nu} v\right] \mid\left[d \partial_{\nu} v_{1}\right]\right)_{\Sigma}+l \sigma\left(\lambda \rho-\rho_{1} \mid A_{\Sigma} \rho_{1}\right)_{\Sigma} \\
& -(\delta / l)\left(\left[d \partial_{\nu} v\right] \mid\left[d \partial_{\nu} v_{1}\right]\right)_{\Sigma}-\lambda l \sigma\left(A_{\Sigma} \rho \mid \rho_{1}\right)_{\Sigma} \\
= & -l \sigma\left(\rho_{1} \mid A_{\Sigma} \rho_{1}\right)
\end{aligned}
$$

which yields

$$
\left\|\sqrt{\kappa} v_{1}\right\|_{\Omega}^{2}+l \sigma\left(\rho_{1} \mid A_{\Sigma} \rho_{1}\right)
$$

It follows now from (4.1) that $v_{1}$ is constant on $\Omega \backslash \Sigma$. Since $\lambda \neq 0$, we then obtain from (1.9) that $\left(v_{1}, \rho_{1}\right)=(0,0)$. Thus any nontrivial eigenvalue is semi-simple, and, in particular, positive eigenvalues are algebraically simple.

We want to show that for $\zeta>1$ there is precisely one positive eigenvalue $\lambda_{*}>0$. For this purpose we fix the parameters $d, l, \sigma, \delta$ as well as $R$, but replace $\kappa$ by $s \kappa$
in the first line of (1.9). Fixing $\mu=\lambda s$ and scaling $\rho \mapsto \rho / s$, we obtain the scaling $\sigma \mapsto s \sigma$. The argument given previously then shows that there is $s_{*}>0$ such that $\mu$ is a simple eigenvalue of the scaled problem; hence, $\lambda_{*}=\mu / s_{*}>0$ is a simple positive eigenvalue for (1.9) with $\kappa$ replaced by $s_{*} \kappa$ in the first line. Since $\lambda_{*}=\lambda_{*}\left(s_{*}\right)$ is simple, the eigenvalue problem

$$
\left\{\begin{align*}
\lambda_{*} s \kappa v-d \Delta v & =0 & & \text { in } \Omega \backslash \Sigma  \tag{5.6}\\
\partial_{\nu} v & =0 & & \text { on } \partial \Omega \\
v & =\sigma \mathcal{A}_{\Sigma} \rho+\lambda_{*} \delta \rho & & \text { on } \Sigma \\
\lambda_{*} l \rho-\left[d \partial_{\nu} v\right] & =0 & & \text { on } \Sigma
\end{align*}\right.
$$

has a smooth (analytic) family $\left[s \mapsto\left(\lambda_{*}(s), v(s), \rho(s)\right)\right.$ ] of solutions, which exists as long as $\lambda_{*}(s)$ remains a simple eigenvalue. As $\zeta(s):=s \sigma(\kappa \mid 1)_{\Omega} / l|\Sigma| R^{2}$ approaches the value $\zeta=1$ from above, we must have $\lambda_{*}(s) \rightarrow 0$ from the right. This means that at the value

$$
\begin{equation*}
s=s_{0}:=\frac{l|\Sigma| R^{2}}{\sigma(\kappa \mid 1)_{\Omega}} \tag{5.7}
\end{equation*}
$$

the eigenvalue $\lambda_{*}(s)$ passes through the origin, in accordance with the jump of the algebraic multiplicity by 1 of the eigenvalue 0 for $L_{\delta}$ at $\zeta=1=\zeta\left(s_{0}\right)$. This shows that there can be only one positive eigenvalue for (5.6), independently of the values of the parameters, and there is precisely one iff $\zeta>1$.

If $\zeta=\sigma(\kappa \mid 1) \Omega / l|\Sigma| R^{2}>1$, then we have that $s_{0}<1$. The argument given above shows that the modified eigenvalue problem (5.6) has for each $s>s_{0}$ exactly one simple eigenvalue. This is, in particular, true for $s=1$, thus establishing Theorem 2.1(f).

Now we turn our attention to the case $l<0$. As before, we conclude that the operator $L_{\delta}$ has countably many eigenvalues. We note that the argument given in section 4 also applies to the case $l<0$ and $\delta=0$, showing that all eigenvalues of (1.9) are real in this case.

In the following, we assume that $l<0$ and $\delta>0$. In order to show Theorem 1.1(f), we consider the operators $B_{\lambda}:=\lambda \delta I+\lambda l T_{\lambda}+\sigma A_{\Sigma}$ for $\lambda>0$. By Proposition 5.1 we have

$$
\left(B_{\lambda} \rho \mid \rho\right)_{\Sigma} \geq\left(\delta \lambda-|l| M_{0} \lambda^{1 / 2}-\sigma / R^{2}\right)\|\rho\|_{\Sigma}^{2} \geq\|\rho\|_{\Sigma}^{2}
$$

provided that $\lambda \geq \mu_{0}$, for some $\mu_{0} \geq \lambda_{0}$. Hence, $B_{\lambda}$ is positive definite for large $\lambda>0$. On the other hand we have

$$
\left(B_{\lambda} 1 \mid 1\right)_{\Sigma}=\lambda \delta|\Sigma|-\lambda|l|\left(T_{\lambda} 1 \mid 1\right)_{\Sigma}-\sigma|\Sigma| / R^{2} \leq \lambda \delta|\Sigma|-\sigma|\Sigma| / R^{2}
$$

Thus for $\lambda$ small we see that $B_{\lambda}$ is not positive. Let

$$
\lambda_{*}:=\inf \left\{\lambda>0: B_{\mu} \text { is positive definite for all } \mu \geq \lambda\right\}
$$

Then $B_{\lambda_{*}}$ is still semi-definite, but not definite, and hence, by compactness of the resolvent, has a nontrivial kernel. This shows that $\lambda_{*}$ is an eigenvalue of (1.9), proving Theorem 1.1(f).

Remark 5.2. Suppose $l<0$ and $\delta>0$.
(a) While it is still true that all nontrivial eigenvalues of (1.9) are semi-simple, we cannot conclude that positive eigenvalues are simple.
(b) We do not know whether all eigenvalues of (1.9) are real if $l<0$ and $\delta>0$. We can, however, prove that every sector $[|\arg \lambda| \leq \theta]$ can only contain finitely many eigenvalues for a fixed $\theta \in(0, \pi)$. This can be shown as follows. Let $\theta \in(\pi / 2, \pi)$ be fixed, and suppose that $|\arg \lambda| \leq \theta$. Moreover, let $\alpha \in(0, \pi / 2)$ be an arbitrary fixed number. Then one verifies that

$$
|\lambda+\mu| \geq \min \{\sin \alpha, \sin (\pi-\theta)\}|\lambda|, \quad \text { whenever } \mu \in \mathbb{R}, \alpha \leq|\arg \lambda| \leq \theta,
$$

and this shows that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left|\lambda \delta+\sigma\left(A_{\Sigma} \rho \mid \rho\right)_{\Sigma}\right| \geq c|\lambda|, \quad \alpha \leq|\arg \lambda| \leq \theta . \tag{5.8}
\end{equation*}
$$

Using that $\sigma\left(A_{\Sigma} \rho \mid \rho\right) \geq-\sigma / R^{2}\|\rho\|_{\Sigma}^{2}$, we see that

$$
\begin{equation*}
\left|\lambda \delta+\sigma\left(A_{\Sigma} \rho \mid \rho\right)_{\Sigma}\right| \geq(\delta / 2)|\lambda|, \quad\|\rho\|_{\Sigma}=1, \quad \operatorname{Re} \lambda \geq 2 \sigma / \delta R^{2} . \tag{5.9}
\end{equation*}
$$

Combining (5.8)-(5.9) yields

$$
\begin{equation*}
\left|\lambda \delta(\rho \mid \rho)_{\Sigma}+\sigma\left(A_{\Sigma} \rho \mid \rho\right)_{\Sigma}\right| \geq k|\lambda|, \quad\|\rho\|_{\Sigma}=1, \quad|\arg \lambda| \leq \theta, \quad|\lambda| \geq \eta, \tag{5.10}
\end{equation*}
$$

where $k=\min \{c, \delta / 2\}$ and $\eta=\left(2 \sigma / \delta R^{2}\right)(1 / \cos \alpha)$. Let $\lambda_{0}$ and $M_{0}$ be as in Proposition 5.1. Suppose that $\lambda \in \mathbb{C} \backslash\{0\}$ with $|\arg \lambda| \leq \theta$ is an eigenvalue of (1.9) with eigenfunction $(v, \rho)$. Then we have

$$
\begin{equation*}
\lambda \delta \rho+\sigma A_{\Sigma} \rho=\lambda|l| T_{\lambda} \rho \tag{5.11}
\end{equation*}
$$

and we can assume, without loss of generality, that $\|\rho\|_{\Sigma}=1$. If $|\lambda| \geq \max \left\{\lambda_{0}, \eta\right\}$, then we conclude from (5.10)-(5.11) and Proposition 5.1 that

$$
k|\lambda| \leq M_{0}|l||\lambda|^{1 / 2}
$$

and so $|\lambda|$ is bounded by $\left(M_{0} l / k\right)^{2}$. Clearly, if $|\lambda| \leq \max \left\{\lambda_{0}, \eta\right\}$, we have a trivial bound. This shows that all possible eigenvalues in the sector $[|\arg \lambda| \leq \theta]$ are bounded. Since eigenvalues cannot accumulate in a bounded set, we see that (1.9) can only have finitely many eigenvalues in the sector $[|\arg \lambda| \leq \theta]$.
6. Analysis of the unstable eigenvalue. In this section we analyze the properties of the unstable eigenvalue $\lambda_{*}$ of problem (5.6) in case $l>0$ in more detail. In particular, we study the behavior of $\lambda_{*}(s)$ and the corresponding eigenfunctions near the critical value 1 of $\zeta(s)$, i.e., for $s$ near $s_{0}$; see (5.7).

Proof Theorem 1.3. (a) We will first analyze the behavior of $\left(\lambda_{*}(s), v(s), \rho(s)\right)$ for $s$ near $s_{0}$. In order to do so we use the following ansatz:

$$
\begin{align*}
& \lambda_{*}(s)=\left(s-s_{0}\right) \lambda_{1}(s), \\
& v(s)=-1+\left(s-s_{0}\right) \lambda_{1}(s) v_{1}(s), \\
& \rho(s)=\rho_{0}+\left(s-s_{0}\right) \eta+\left(s-s_{0}\right) \lambda_{1}(s)\left(\rho_{1}(s)+\vec{\beta}(s) \cdot \vec{y}\right),  \tag{6.1}\\
& \left(v_{1}(s) \mid \kappa\right)_{\Omega}=0, \quad\left(\rho_{1}(s) \mid 1\right)_{\Sigma}=\left(\rho_{1}(s) \mid Y_{j}\right)=0,1 \leq j \leq n,
\end{align*}
$$

with

$$
\begin{equation*}
\rho_{0}:=R^{2} / \sigma+\vec{\alpha} \cdot \vec{y}, \quad \eta:=(\kappa \mid 1)_{\Omega} / l \Sigma, \tag{6.2}
\end{equation*}
$$

where $\vec{\alpha}, \vec{\beta}(s) \in \mathbb{R}^{n}$ and $\vec{y}=\left(Y_{1}, \ldots, Y_{n}\right)$. Setting $r=s-s_{0}$ and inserting this ansatz into the eigenvalue problem (5.6), we obtain the following system of equations:

$$
\left\{\begin{align*}
-d \Delta v_{1} & =s_{0} \kappa+r \kappa\left(1-s \lambda_{1} v_{1}\right) & & \text { in } \Omega \backslash \Sigma,  \tag{6.3}\\
\partial_{\nu} v_{1} & =0 & & \text { on } \partial \Omega, \\
{\left[v_{1}\right] } & =0 & & \text { on } \Sigma, \\
-\left[d \partial_{\nu} v_{1}\right] & =-l \rho_{0}-r l \eta-r \lambda_{1} l\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right) & & \text { on } \Sigma, \\
\sigma A_{\Sigma} \rho_{1} & =\frac{\sigma \eta}{R^{2} \lambda_{1}}-\delta \rho_{0}+v_{1}-r \delta \eta-r \lambda_{1} \delta\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right) & & \text { on } \Sigma .
\end{align*}\right.
$$

We first observe that due to $(5.7),(6.1)_{4},(6.2)$, and the fact that $\left(Y_{i} \mid 1\right)_{\Sigma}=0$, the compatibility condition

$$
\begin{equation*}
\left(1 \mid s_{0} \kappa+r \kappa\left(1-s \lambda_{1} v_{1}\right)\right)_{\Omega}-l\left(1 \mid \rho_{0}+r \eta+r \lambda_{1}\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right)\right)_{\Sigma}=0 \tag{6.4}
\end{equation*}
$$

holds. It is our intention to apply the implicit function theorem to find a smooth (analytic) curve of solutions

$$
\left[s \mapsto\left(\lambda_{1}(s), v_{1}(s), \rho_{1}(s), \vec{\beta}(s)\right)\right]
$$

of (6.3) for $s$ near $s_{0}$. The idea is to use the $(n+1)$ orthogonality conditions

$$
\left(A_{\Sigma} \rho_{1} \mid 1\right)=\left(A_{\Sigma} \rho_{1} \mid Y_{j}\right)=0, \quad 1 \leq j \leq n
$$

to determine the $(n+1)$ scalar functions $\lambda_{1}$ and $\beta_{j}$. In order to do so, we will first derive an expression for $\vec{\alpha}$ and $\vec{\beta}$. Taking the inner product of $(6.3)_{5}$ with $Y_{j}$ yields

$$
\begin{equation*}
0=-\delta \vec{\alpha}+\left(v_{1} \mid \vec{y}\right)_{\Sigma}-r \delta \lambda_{1} \vec{\beta} \tag{6.5}
\end{equation*}
$$

where $\left(v_{1} \mid \vec{y}\right)_{\Sigma}$ denotes the vector in $\mathbb{R}^{n}$ with components $\left(v_{1} \mid Y_{j}\right)_{\Sigma}, 1 \leq j \leq n$. Due to Proposition 3.2 we have

$$
\begin{aligned}
\left(v_{1} \mid Y_{j}\right)_{\Sigma} & =\left(v_{1} \mid-\left[d \partial_{\nu} T_{0} Y_{j}\right]\right)_{\Sigma}=\int_{\Omega} d \operatorname{div}\left(v_{1} T_{0} Y_{j}\right) d x \\
& =\left(d \nabla v_{1} \mid \nabla T_{0} Y_{j}\right)_{\Omega}=\left(-d \Delta v_{1} \mid T_{0} Y_{j}\right)_{\Omega}+\left(-\left[d \partial_{\nu} v_{1}\right] \mid T_{0} Y_{j}\right)_{\Sigma} \\
& =\left(s_{0} \kappa+r \kappa\left(1-s \lambda_{1} v_{1}\right) \mid T_{0} Y_{j}\right)_{\Omega}-l\left(\rho_{0}+r \eta+r \lambda_{1}\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right) \mid T_{0} Y_{j}\right)_{\Sigma} \\
& =-r s \lambda_{1}\left(\kappa v_{1} \mid T_{0} Y_{j}\right)_{\Omega}-l\left(\rho_{0}+r \eta+r \lambda_{1}\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right) \mid T_{0} Y_{j}\right)_{\Sigma}
\end{aligned}
$$

for $j=1, \ldots, n$. Setting first $r=0$ yields an equation for $\vec{\alpha}$, namely,

$$
0=-\delta \vec{\alpha}-\left(l R^{2} / \sigma\right)\left(1 \mid T_{0} \vec{y}\right)_{\Sigma}-l\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma} \vec{\alpha}
$$

i.e.,

$$
\begin{equation*}
\vec{\alpha}=-\left(\delta I+l\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma}\right)^{-1}\left(l R^{2} / \sigma\right)\left(1 \mid T_{0} \vec{y}\right)_{\Sigma} \tag{6.6}
\end{equation*}
$$

where $\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma}$ denotes the symmetric matrix with entries $\left[\left(T_{0} Y_{i} \mid Y_{j}\right)_{\Sigma}\right]_{1 \leq i, j \leq n}$. Here we remind the reader that

$$
\begin{equation*}
\left\langle\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma} \xi \mid \xi\right\rangle=\sum_{i, j=1}^{n} \xi_{i} \xi_{j}\left(T_{0} Y_{i} \mid Y_{j}\right)_{\Sigma}=\left(T_{0}(\xi \cdot \vec{y}) \mid(\xi \cdot \vec{y})\right)_{\Sigma} \geq c\|\xi\|^{2} \tag{6.7}
\end{equation*}
$$

for $\xi \in \mathbb{R}^{n}$, where $\langle\cdot \mid \cdot\rangle$ denotes the Euclidean inner product on $\mathbb{R}^{n}$. This shows that the matrix $\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma}$ is positive definite, and hence $\delta I+l\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma}$ is invertible for any $\delta \geq 0$. Next, we obtain for $\vec{\beta}$ that

$$
\begin{equation*}
\vec{\beta}=-\left(\delta I+l\left(T_{0} \vec{y} \mid \vec{y}\right)_{\Sigma}\right)^{-1}\left\{s\left(\kappa v_{1} \mid T_{0} \vec{y}\right)_{\Omega}+l\left(\eta / \lambda_{1}+\rho_{1} \mid T_{0} \vec{y}\right)_{\Sigma}\right\} \tag{6.8}
\end{equation*}
$$

Thus we have a function $\vec{\beta}=\vec{\beta}\left(\lambda_{1}, v_{1}, \rho_{1}, s\right)$. Finally, we obtain an equation for $\lambda_{1}$ by taking the inner product of $(6.3)_{5}$ with 1 :

$$
\begin{equation*}
0=\sigma \eta|\Sigma| / R^{2} \lambda_{1}-\delta R^{2}|\Sigma| / \sigma+\left(v_{1} \mid 1\right)_{\Sigma}-r \delta|\Sigma| \eta \tag{6.9}
\end{equation*}
$$

Employing the relation $\left(\kappa \mid v_{1}\right)_{\Omega}=0$ and $(6.3)_{1,4}$ as well as (6.5) yields

$$
\begin{aligned}
& -r s \lambda_{1}\left(\kappa v_{1} \mid v_{1}\right)_{\Omega}=\left(s_{0} \kappa+r \kappa\left(1-s \lambda_{1} v_{1}\right) \mid v_{1}\right)_{\Omega} \\
& \quad=\left(-d \Delta v_{1} \mid v_{1}\right)_{\Omega}=\left\|\sqrt{d} \nabla v_{1}\right\|_{\Omega}^{2}+\left(\left[d \partial_{\nu} v_{1}\right] \mid v_{1}\right)_{\Sigma} \\
& \quad=\left\|\sqrt{d} \nabla v_{1}\right\|_{\Omega}^{2}+\left(l \rho_{0}+r l \eta+r \lambda_{1} l\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right) \mid v_{1}\right)_{\Sigma} \\
& \quad=\left\|\sqrt{d} \nabla v_{1}\right\|_{\Omega}^{2}+\left\{l R^{2} / \sigma+r l \eta\right\}\left(v_{1} \mid 1\right)_{\Sigma}+l \delta\left|\vec{\alpha}+r \lambda_{1} \vec{\beta}\right|^{2}+r \lambda_{1} l\left(\rho_{1} \mid v_{1}\right)_{\Sigma}
\end{aligned}
$$

This leads to

$$
\begin{align*}
0= & \left\|\sqrt{d} \nabla v_{1}\right\|_{\Omega}^{2}-\left\{l R^{2} / \sigma+r l \eta\right\}\left\{\left(\sigma|\Sigma| \eta / R^{2} \lambda_{1}\right)-\delta R^{2}|\Sigma| / \sigma-r \delta|\Sigma| \eta\right\}  \tag{6.10}\\
& +l \delta\left|\vec{\alpha}+r \lambda_{1} \vec{\beta}\right|^{2}+r \lambda_{1}\left\{l\left(\rho_{1} \mid v_{1}\right)_{\Sigma}+s\left(\kappa v_{1} \mid v_{1}\right)_{\Omega}\right\}
\end{align*}
$$

where we used (6.9).
Suppose now that $v_{1}$ solves the first four equations of (6.3). Then one easily verifies that (6.5) is equivalent to (6.6) and (6.8). Moreover, assuming once again that $v_{1}$ satisfies the first four equations of (6.3), and that $\vec{\alpha}$ and $\vec{\beta}$ satisfy (6.6) and (6.8), one verifies that

$$
\begin{equation*}
(6.9) \Longleftrightarrow(6.10) \tag{6.11}
\end{equation*}
$$

For $r=0$, that is, for $s=s_{0}$, we obtain from (6.10)

$$
\begin{equation*}
\lambda_{1}\left(s_{0}\right)=l \Sigma \eta /\left\{\left\|\sqrt{d} \nabla v_{1}\left(s_{0}\right)\right\|_{\Omega}^{2}+l \delta\left(|\vec{\alpha}|^{2}+R^{4}|\Sigma| / \sigma^{2}\right)\right\} \tag{6.12}
\end{equation*}
$$

where $v_{1}\left(s_{0}\right)$ is the unique solution of problem (3.4) with $(f, g)=\left(s_{0} \kappa,-l \rho_{0}\right)$ and $\left(\kappa \mid v_{1}\left(s_{0}\right)\right)_{\Omega}=0$; see Proposition 3.2. This shows that $\lambda_{1}\left(s_{0}\right)$ is uniquely defined and strictly positive. Moreover, we also know from (6.11) that

$$
0=\left(\sigma \eta|\Sigma| / R^{2} \lambda_{1}\left(s_{0}\right)\right)-\delta R^{2}|\Sigma| / \sigma+\left(v_{1}\left(s_{0}\right) \mid 1\right)_{\Sigma}-r \delta|\Sigma| \eta
$$

We obtain $\rho_{1}\left(s_{0}\right)$ by solving

$$
\sigma A_{\Sigma} \rho_{1}=\sigma \eta / R^{2} \lambda_{1}\left(s_{0}\right)-\delta \rho_{0}+v_{1}\left(s_{0}\right)
$$

for $\rho_{1}$, which is possible since we chose $\lambda_{1}\left(s_{0}\right)$ and $\vec{\alpha}$ in such a way that the necessary orthogonality conditions of Proposition 3.1(d) hold. Equation (6.8) shows that the mapping

$$
\begin{align*}
& I \times\left\{v \in W_{2}^{2}(\Omega \backslash \Sigma):[v]=0 \text { on } \Sigma\right\} \times W_{2}^{2}(\Sigma) \times \mathbb{R} \rightarrow \mathbb{R}^{n}  \tag{6.13}\\
& {\left[\left(\lambda_{1}, v_{1}, \rho_{1}, s\right) \mapsto \vec{\beta}\left(\lambda_{1}, v_{1}, \rho_{1}, s\right)\right]}
\end{align*}
$$

is analytic where $I \subset \mathbb{R}$ is an open interval that contains $\lambda_{1}\left(s_{0}\right)$ but does not contain 0 .
We are now in a position to apply the implicit function theorem at the point $\left(v_{1}\left(s_{0}\right), \rho_{1}\left(s_{0}\right), s_{0}\right)$ to solve the first four equations in (6.3) and (6.9) for $\left(\lambda_{1}, v_{1}\right)$ in terms of $\left(\rho_{1}, s\right)$. We choose the functional analytic setting

$$
\begin{aligned}
X_{1} & :=\left\{v \in W_{2}^{2}(\Omega \backslash \Sigma): \partial_{\nu} v=0 \text { on } \partial \Omega,[v]=0 \text { on } \Sigma,(\kappa \mid v)_{\Omega}=0\right\} \\
X_{2} & :=\left\{\rho \in W_{2}^{2}(\Sigma):(\rho \mid 1)_{\Sigma}=\left(\rho \mid Y_{j}\right)_{\Sigma}=0,1 \leq j \leq n\right\}, \\
X & :=\mathbb{R} \times X_{1} \times X_{2} \times \mathbb{R}, \\
Y & :=\mathbb{R} \times\left\{(f, g) \in L_{2}(\Omega) \times W_{2}^{1 / 2}(\Sigma):(f \mid 1)_{\Omega}+(g \mid 1)_{\Sigma}=0\right\}
\end{aligned}
$$

and we define $F: V \subset X \rightarrow Y$ by means of

$$
F\left(\lambda_{1}, v_{1}, \rho_{1}, s\right):=\left(\begin{array}{c}
\sigma \eta|\Sigma| / R^{2} \lambda_{1}-\delta R^{2}|\Sigma| / \sigma+\left(v_{1} \mid 1\right)_{\Sigma}-r \delta|\Sigma| \eta \\
-d \Delta v_{1}-s_{0} \kappa-r \kappa\left(1-s \lambda_{1} v_{1}\right) \\
-\left[d \partial_{\nu} v_{1}\right]+l\left(\rho_{0}+r \eta+r \lambda_{1}\left(\rho_{1}+\vec{\beta} \cdot \vec{y}\right)\right)
\end{array}\right)
$$

where $V:=I \times X_{1} \times X_{2} \times \mathbb{R}$.
Equation (6.4) implies that $F$ maps $V$ into $Y$, and (6.13) and the definition of $F$ show that

$$
\left[\left(\lambda_{1}, v_{1}, \rho_{1}, s\right) \mapsto F\left(\lambda_{1}, v_{1}, \rho_{1}, s\right)\right] \in C^{\omega}(V, Y)
$$

Clearly, the first four equations of (6.3) together with (6.9) are equivalent to $F\left(\lambda_{1}, v_{1}, \rho_{1}, s\right)=(0,0,0)$. Since we already know that

$$
F\left(\lambda_{1}\left(s_{0}\right), v_{1}\left(s_{0}\right), \rho_{1}\left(s_{0}\right), s_{0}\right)=(0,0,0)
$$

we are left with verifying that the derivative of $F$ at the point $\left(v_{1}\left(s_{0}\right), \rho_{1}\left(s_{0}\right), s_{0}\right)$ w.r.t. $\left(\rho_{1}, v_{1}\right)$ is an isomorphism, i.e.,

$$
\mathbb{D}_{1} F\left(\lambda_{1}\left(s_{0}\right), v_{1}\left(s_{0}\right), \rho_{1}\left(s_{0}\right), s_{0}\right) \in \operatorname{Isom}\left(\mathbb{R} \times X_{1}, Y\right)
$$

It follows from Proposition 3.2(a) that the problem

$$
\mathbb{D}_{1} F\left(\lambda_{1}\left(s_{0}\right), v_{1}\left(s_{0}\right), \rho_{1}\left(s_{0}\right), s_{0}\right)(\lambda, w)=(\mu, f, g)
$$

has for each $(\mu, f, g) \in Y$ a unique solution $(\lambda, w) \in \mathbb{R} \times X_{1}$, namely,

$$
w=R_{0}(f, g), \quad \lambda=\frac{R^{2} \lambda_{1}^{2}\left(s_{0}\right)}{\sigma \eta|\Sigma|}\left(\left(R_{0}(f, g) \mid 1\right)_{\Sigma}-\mu\right)
$$

where $w=R_{0}(f, g)$ is the unique solution of (3.4) with $(\kappa \mid w)_{\Omega}=0$.
The implicit function theorem then yields a neighborhood $U$ of $\left(\rho_{1}\left(s_{0}\right), s_{0}\right)$ in $X_{2} \times \mathbb{R}$ such that

$$
\begin{align*}
& {\left[\left(\rho_{1}, s\right) \mapsto\left(\lambda_{1}\left(\rho_{1}, s\right), v_{1}\left(\rho_{1}, s\right)\right)\right] \in C^{\omega}\left(U, \mathbb{R} \times X_{1}\right)} \\
& F\left(\lambda_{1}\left(\rho_{1}, s\right) v_{1}\left(\rho_{1}, s\right), \rho_{1}, s\right)=(0,0,0), \quad\left(\rho_{1}, s\right) \in U \tag{6.14}
\end{align*}
$$

Combining all of the above results, we conclude that

$$
\begin{equation*}
\left[\left(\rho_{1}, s\right) \mapsto\left(\lambda_{1}\left(\rho_{1}, s\right), v_{1}\left(\rho_{1}, s\right), \vec{\beta}\left(\rho_{1}, s\right)\right)\right] \in C^{\omega}\left(U, \mathbb{R} \times X_{1} \times \mathbb{R}^{n}\right) \tag{6.15}
\end{equation*}
$$

and that the functions $\left(\lambda_{1}\left(\rho_{1}, s\right), v_{1}\left(\rho_{1}, s\right), \vec{\alpha}, \vec{\beta}\left(\rho_{1}, s\right)\right)$ satisfy the first four equations of (6.3) as well as (6.5) and (6.9). We now insert these functions into the equation for $\rho_{1}$ which gives an equation of the form

$$
G\left(\rho_{1}, s\right):=\sigma A_{\Sigma} \rho_{1}-\sigma \eta / R^{2} \lambda_{1}\left(s_{0}\right)+\delta \rho_{0}-v_{1}\left(s_{0}\right)-\left(s-s_{0}\right) R\left(\rho_{1}, s\right)=0
$$

where $\left[\left(\rho_{1}, s\right) \mapsto R\left(\rho_{1}, s\right)\right] \in C^{\omega}\left(U, L_{2}(\Sigma)\right)$. By (6.5) and (6.9) we know that

$$
G: X_{2} \times \mathbb{R} \rightarrow Z:=\left\{g \in L_{2}(\Sigma):(g \mid 1)_{\Sigma}=\left(g \mid Y_{j}\right)=0,1 \leq j \leq n\right\}
$$

Moreover, we also know that $G\left(\rho_{1}\left(s_{0}\right), s_{0}\right)=0$. The derivative of $G$ with respect to $\rho_{1}$ at $\left(\rho_{1}\left(s_{0}\right), s_{0}\right)$ is $\sigma A_{\Sigma}$, and Proposition 3.1(d) and the implicit function theorem then yield an analytic curve

$$
\left[s \mapsto \rho_{1}(s)\right] \in C^{\omega}\left(\left(s_{0}-\varepsilon_{0}, s_{0}+\varepsilon_{0}\right), X_{2}\right)
$$

such that $G\left(\rho_{1}(s), s\right)=0$.
Combining all of the results, we obtain an analytic curve of solutions

$$
\left[s \mapsto\left(\lambda_{*}(s), v(s), \rho(s)\right)\right]
$$

of (5.6) for $s \in\left(s_{0}-\varepsilon_{0}, s_{0}+\varepsilon_{0}\right)$. If $s>s_{0}$, then the statement in (a) follows from the considerations in section 5 .
(b) The proof of part (a) shows that the eigenvalue curve $\left[s \mapsto \lambda_{*}(s)\right]$ is analytic near the critical value $s=s_{0}$ and crosses the imaginary axis at $s=s_{0}$ with positive speed $\lambda_{1}\left(s_{0}\right)$; see (6.12).
(c) We show that $\lambda_{*}(s)$ is strictly increasing. To see this, we differentiate (5.6) w.r.t. $s$ and form the inner product of the resulting equation in $\Omega$ with $v=v(s)$. This yields with Green's formula

$$
\begin{aligned}
-\left(s \lambda_{*}(s)\right)^{\prime}\|\sqrt{\kappa} v\|_{\Omega}^{2}= & s \lambda_{*}\left(\kappa v^{\prime} \mid v\right)_{\Omega}-\left(d \Delta v^{\prime} \mid v\right)_{\Omega} \\
= & \left(v^{\prime} \mid s \lambda_{*} \kappa v-d \Delta v\right)_{\Omega}+\left(\left[d \partial_{\nu} v^{\prime}\right] \mid v\right)_{\Sigma}-\left(v^{\prime} \mid\left[d \partial_{\nu} v\right]\right)_{\Sigma} \\
= & (\delta / l)\left(\left[d \partial_{\nu} v^{\prime}\right] \mid\left[d \partial_{\nu} v\right]\right)_{\Sigma}+\left(\lambda_{*} l \rho^{\prime}+\lambda_{*}^{\prime} l \rho \mid \sigma A_{\Sigma} \rho\right)_{\Sigma} \\
& -(\delta / l)\left(\left[d \partial_{\nu} v\right] \mid\left[d \partial_{\nu} v^{\prime}\right]\right)_{\Sigma}-\left(\lambda_{*} l \rho \mid \sigma A_{\Sigma} \rho^{\prime}\right)_{\Sigma} \\
= & \lambda_{*}^{\prime} l \sigma\left(A_{\Sigma} \rho \mid \rho\right)_{\Sigma}
\end{aligned}
$$

hence

$$
\lambda_{*}\|\sqrt{\kappa} v\|_{\Omega}^{2}+\lambda_{*}^{\prime}\left\{\|\sqrt{s \kappa} v\|_{\Omega}^{2}+l \sigma\left(A_{\Sigma} \rho \mid \rho\right)_{\Sigma}\right\}=0
$$

Employing (4.1) once more (with $\kappa$ replaced by $s \kappa$ ), we obtain

$$
\lambda_{*}^{\prime}(s)=\lambda_{*}^{2}(s)\|\sqrt{\kappa} v\|_{\Omega}^{2} /\left\{\|\sqrt{d} \nabla v\|_{\Omega}^{2}+(\delta / l)\left\|\left[d \partial_{\nu} v\right]\right\|_{\Sigma}^{2}\right\}
$$

which yields $\lambda_{*}^{\prime}(s)>0$ for $s \neq s_{0}$. If $s=s_{0}$, then we have already established in (b) that $\lambda_{*}^{\prime}\left(s_{0}\right)>0$, and this shows the assertion of Theorem 1.3(c).
(d) If the stability condition (5.1) is violated, then we can conclude from the identity (4.4), where $\kappa$ is now replaced with $s \kappa$ and $\lambda$ is replaced with $\lambda_{*}$, that

$$
\left(\lambda_{*}(s) l \delta|\Sigma|+\frac{l^{2}|\Sigma|^{2}}{s(\kappa \mid 1)_{\Omega}}-\frac{l \sigma|\Sigma|}{R^{2}}\right) \leq 0
$$

which shows that $\lambda_{*}(s) \leq \frac{\sigma}{\delta R^{2}}(1-1 / \zeta(s))$ provided that $\delta>0$, i.e., if kinetic undercooling is present.
(e) To show that $\lambda_{*}(s) \rightarrow \infty$ as $s \rightarrow \infty$ in case $\delta=0$, we employ the estimate in Proposition $5.1(\mathrm{~b})$. We first observe that due to the fact that $\lambda_{*}(s)$ is increasing in $s$, there exists a number $s_{1}>s_{0}$ such that $s \lambda_{*}(s) \geq \lambda_{0}$ for $s \geq s_{1}$, where $\lambda_{0}$ is the number occurring in Proposition 5.1(b). It then follows from the relation $\lambda_{*} T_{s \lambda_{*}} \rho+\sigma A_{\Sigma} \rho=0$ that

$$
\begin{align*}
\sigma^{2}\left\|A_{\Sigma} \rho\right\|_{\Sigma}^{2}=\sigma^{2}\left\|A_{\Sigma} \rho_{0}\right\|_{\Sigma}^{2}+\left(\sigma^{2}|\Sigma| / R^{2}\right) \bar{\rho}^{2} & =\lambda_{*}^{2}\left\|T_{s \lambda_{*}} \rho\right\|_{\Sigma}^{2} \\
& \leq M_{1}\|\rho\|_{\Sigma}^{2} \lambda_{*}(s) / s, \quad s \geq s_{1} \tag{6.16}
\end{align*}
$$

where we write $\rho=\rho_{0}+\bar{\rho}$ with $\left(\rho_{0} \mid 1\right)_{\Sigma}=0$. Multiplying the eigenvalue problem (5.6) with $\left(s \lambda_{*} v-(d / \kappa) \Delta v\right)$ and using the divergence theorem and (6.16), we get

$$
\begin{aligned}
\left(s \lambda_{*}\right)^{2}\|\sqrt{\kappa} v\|_{\Omega}^{2} & +2 s \lambda_{*}\|\sqrt{d} \nabla v\|_{\Omega}^{2}+\|(d / \sqrt{\kappa}) \Delta v\|_{\Omega}^{2}+2 s \lambda_{*}^{2} l \sigma\left(\rho_{0} \mid A_{\Sigma} \rho_{0}\right)_{\Sigma} \\
& =\left(2 s \lambda_{*}^{2} l \sigma|\Sigma| / R^{2}\right) \bar{\rho}^{2} \leq M_{2}\|\rho\|_{\Sigma}^{2} \lambda_{*}^{3}, \quad s \geq s_{1} .
\end{aligned}
$$

The relation $\lambda_{*} l \rho=\left[d \partial_{\nu} v\right]$ and the inequality above yield

$$
\begin{aligned}
\lambda_{*}^{2}\|\rho\|_{\Sigma}^{2} & =(1 / l)^{2}\left\|\left[d \partial_{\nu} v\right]\right\|_{\Sigma}^{2} \leq C\|v\|_{W_{2}^{3 / 2+\varepsilon}(\Omega \backslash \Sigma)}^{2} \leq C\|v\|_{\Omega}^{(1 / 2-\varepsilon)}\|v\|_{W_{2}^{2}(\Omega \backslash \Sigma)}^{3 / 2+\varepsilon} \\
& \leq C\left\{\|v\|_{\Omega}^{2}+\|v\|_{\Omega}^{(1 / 2-\varepsilon)}\|\Delta v\|_{\Omega}^{3 / 2+\varepsilon}\right\} \leq C\|\rho\|_{\Sigma}^{2} \lambda_{*}^{3}\left\{\frac{1}{\left(s \lambda_{*}\right)^{2}}+\frac{1}{\left(s \lambda_{*}\right)^{1 / 2-\varepsilon}}\right\} \\
& \leq C\|\rho\|_{\Sigma}^{2} \lambda_{*}^{3} /\left(s \lambda_{*}\right)^{1 / 2-\varepsilon}=C\|\rho\|_{\Sigma}^{2} \lambda_{*}^{5 / 2+\varepsilon} / s^{1 / 2-\varepsilon}
\end{aligned}
$$

for $s \geq s_{1}$, where $C$ is a generic constant that may change from line to line. Dividing by $\lambda_{*}^{2}$ and by $\|\rho\|_{\Sigma}^{2}$ implies

$$
\lambda_{*}(s) \geq c s^{(1-2 \varepsilon) /(1+2 \varepsilon)}, \quad s \geq s_{1}
$$

Thus we can conclude that $\liminf _{s \rightarrow \infty} \lambda_{*}(s) / s^{\theta}=\infty$ for each $\theta<1$.
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#### Abstract

The Khokhlov-Zabolotskaya-Kuznetsov model is a PDE describing the wave profile of an acoustic beam in a nonlinear medium. The paper treats the existence and uniqueness questions for this equation in the case of nonconstant coefficients. For the case of rapidly oscillating coefficients the asymptotic behavior of the solution is studied.
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1. Introduction. The so-called Khokhlov-Zabolotskaya-Kuznetsov (KZK) equation $[8,13]$ belongs to the set of nonlinear acoustics models, such as the wellknown Riemann wave equation (or the nonlinear transfer equation), the Burgers equation, the Korteweg-de Vries equation, the Khokhlov-Zabolotskaya equation (see [2, 8, 10, 11, 14]), the Zakharov-Kuznetsov equation [5, 6], and the Rudenko-Sukhorukov equation $[7,9,12]$. These models are derived from the linear or nonlinear wave equation for the acoustic pressure, usually under the hypothesis of small variations of this pressure. More precisely the KZK equation has the form

$$
\begin{equation*}
\alpha u_{z \tau}=\left(f\left(u_{\tau}\right)\right)_{\tau}+\beta u_{\tau \tau \tau}+\gamma u_{\tau}+\Delta_{x} u \tag{1.1}
\end{equation*}
$$

where $u_{\tau}=u_{\tau}(z, x, \tau)$ is the acoustic pressure, $(z, x) \in \mathbb{R} \times \mathbb{R}^{d}, d=1,2$, are space variables, and $\tau$ is the retarded time.

The nonlinear function $f$ in the KZK equation is quadratic, i.e., $f(s)=\theta s^{2}$, although for the description of space-limited beams subject to the diffraction and self-action effects it can be taken as cubic: $f(s)=\theta s^{3}$ (see [13]).

In the real physical setting, $f$ may have a more complicated shape. On the other hand, all of these models are derived under the assumption of small oscillations of the pressure, and so one can always consider $f$ as quadratic for $|s| \leq s^{*}$ and anything different for $|s|>s^{*}$ with some finite $s^{*}$. If $\left|u_{\tau}\right|$ is smaller than $s^{*}$, then the two models (with $f(s)=\theta s^{2} \forall s$ and $f(s)=\theta s^{2}$ for $|s| \leq s^{*}$ ) coincide. The advantage of this modified shape of $f$ is that (as it will be proved below) we can get the global existence theorem as soon as $f$ has a bounded derivative.

These arguments motivate us to consider the "KZK-type equation," that is, (1.1) with a nonlinearity $f$ admitting a bounded derivative. Let us emphasize that this shape gives a more convenient physical description than the classical quadratic shape.

Another particularity of the model we consider in the present paper is that the coefficients are rapidly oscillating functions of $z$. This corresponds to the heterogeneous (stratified in the direction of the axis $z$ ) acoustic media. In this case (1.1) takes

[^35]the form
$$
u_{z t}=r(z, z / \epsilon)\left(\phi\left(u_{\tau}\right)\right)_{\tau}+b(z, z / \epsilon) u_{\tau \tau \tau}+g(z, z / \epsilon) u_{\tau}+\Delta_{x} u
$$
where $\epsilon$ is a small parameter representing the ratio between the microscale and the macroscale, while the coefficients $r, b, g$ are oscillating with respect to the second variable. In particular, they may be 1-periodic functions of this variable. This feature complicates the problem, although it allows us to apply the homogenization method (see [1]) to obtain the homogenized model. Its solution is close to the one of the initial problem.

It seems that so far there was not any publication on the existence and uniqueness of the solution for the KZK (or KZK-type) equation, although the authors discovered that independently and simultaneously these questions (as well as the derivation of the KZK equation form the Navier-Stokes model) in the case of constant coefficients were studied by Bardos and Rozanova [3, 4]. They consider the KZK equation in the whole space $\left(x \in \mathbb{R}^{d}\right)$ in the case of constant coefficients. In the present study we shall consider the varying (and even rapidly oscillating) coefficients of the KZK-type equation set for $x \in \omega$, where $\omega \subset \mathbb{R}^{d}$ is a bounded domain. The boundedness of $f^{\prime}$ will ensure the global existence, while in $[3,4]$ it is proved for small initial data only. In the case of stratified media we homogenize the KZK-type equation and prove the closeness of the solutions of the homogenized and initial models.

The main results of the present paper were announced by the authors in [15].
2. Problem setting. Let $\omega$ be a bounded open domain in $\mathbb{R}^{d}$ with a smooth boundary $\partial \omega$. For a real function $u=u(z, x, \tau)$ of the variables $z \in[0, Z], \tau \in \mathbb{R}$, and $x \in \omega$, consider the following PDE:

$$
\begin{equation*}
\alpha u_{z \tau}=\left(f\left(u_{\tau}\right)\right)_{\tau}+\beta u_{\tau \tau \tau}+\gamma u_{\tau}+\Delta u, \tag{2.1}
\end{equation*}
$$

where the Laplace operator $\Delta$ (as well as $\nabla$ below) derives with respect to the variable $x \in \omega$. The positive coefficients $\alpha, \beta$, and $\gamma$ are functions of $z$ and $x$. The nonlinearity $f$ may depend on $z$ and $x$ as well, but neither depends on $\tau$.

In the mathematical setting, the variable $z$ is considered as the evolutionary variable, while $x$ and $\tau$ shall be called space variables. Let us impose the following boundary conditions on $u$ :

$$
\begin{gather*}
u \text { is } 2 \pi \text {-periodic with respect to } \tau,  \tag{2.2}\\
\nu \cdot \nabla u=0 \quad \text { on } \partial \omega, \tag{2.3}
\end{gather*}
$$

where $\nu$ denotes the unit normal vector of $\omega$. It is clear that these conditions are not sufficient to ensure the uniqueness. Indeed, if the coefficients are constant, then any function $u$ depending only on $z$ solves (2.1)-(2.3). This liberty is eliminated by the additional orthogonality condition

$$
\begin{equation*}
\int_{0}^{2 \pi} u(z, x, \tau) d \tau=0 \quad \forall x, \forall z \tag{2.4}
\end{equation*}
$$

Finally, the evolutionary problem (2.1)-(2.4) requires an initial condition

$$
\begin{equation*}
u(0, x, \tau)=u_{0}(x, \tau) . \tag{2.5}
\end{equation*}
$$

To avoid heavy notation, in the estimates below we shall denote by $M$ any large positive constant depending only on $\omega, f, \alpha, \beta, \gamma$, and $Z$. By "large" we mean that the estimate stays true with $M$ replaced by any larger value.

Here is the list of assumptions under which the existence and uniqueness result for problem (2.1)-(2.5) will be established.
$(\omega) \omega \subset \mathbb{R}^{d}$ is an open bounded set. Its boundary $\partial \omega$ is twice continuously differentiable.
$(f 1) f(s)=f(s, z, x)$ is continuously differentiable with respect to $s$, and its partial derivative $f^{\prime} \equiv f_{s}(s, z, x)$ is uniformly bounded on $\mathbb{R} \times \mathbb{R}_{+} \times \omega$.
(f2) $f(0, z, x)=0$ for all $z \in \mathbb{R}_{+}$and $x \in \omega$. As is easy to see, this is not a constraint (otherwise, one can always replace $f(s, z, x)$ by $f(s, z, x)-f(0, z, x)$, leaving the equation intact). Together with the previous assumption this one implies that $|f(s, z, x)| \leq M|s|$. Moreover, we assume that $f$ is continuously differentiable with respect to $z$ and its derivative $f_{z}$ satisfies $\left|f_{z}(s, z, x)\right| \leq$ $M|s|$.
(f3) Denote by $F$ the primitive of $f$ with respect to the first argument such that $F(0, z, x)=0$. Clearly, $|F(s, z, x)| \leq M|s|^{2}$. We shall assume that $F$ is differentiable with respect to $z$ and $\left|F_{z}(v, z, x)\right| \leq M|v|^{2}$.
$(\alpha \beta \gamma) \alpha=\alpha(z, x), \beta=\beta(z, x), \gamma=\gamma(z, x)$ are bounded functions defined on $\mathbb{R}_{+} \times \omega$. The functions $\alpha$ and $\beta$ are positive and uniformly bounded away from zero. The derivatives $\alpha_{z}, \alpha_{x}, \beta_{z}$, and $\beta_{x}$ are assumed to be bounded functions.
These conditions are assumed to hold throughout sections $2-5$.
The above list has to be completed by an assumption concerning the regularity of $u_{0}$. It will be given along with the definition of a solution.
3. Notation and preliminaries. Let us introduce some functional spaces. First consider the spaces of functions of the variables $x$ and $\tau$. Set $\Omega=\omega \times(0,2 \pi)$. The scalar product and the norm in $L_{2}(\Omega)$ are denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively.

Let $D_{\Omega}$ be the set of infinitely smooth real functions $v=v(x, \tau)$ defined on $\bar{\Omega}$ and satisfying

$$
\begin{gather*}
\int_{0}^{2 \pi} v(x, \tau) d \tau=0 \quad \forall x \in \bar{\omega} \quad \text { (orthogonality) }  \tag{3.1}\\
\frac{\partial^{k}}{\partial \tau^{k}} v(x, 0)=\frac{\partial^{k}}{\partial \tau^{k}} v(x, 2 \pi) \quad \forall x \in \bar{\omega}, \quad \forall k=0,1, \ldots \quad \text { (periodicity), }  \tag{3.2}\\
\nu(x) \cdot \nabla v(x, \tau)=0 \quad \forall x \in \partial \omega, \quad \forall \tau \in[0,2 \pi] \quad \text { (Neumann condition). } \tag{3.3}
\end{gather*}
$$

Denote by $X_{0}$ the closure of $D_{\Omega}$ in the $L_{2}(\Omega)$-norm. Given a function $v \in X_{0}$, we shall denote by $\tilde{v}$ its (unique in $X_{0}$ ) primitive with respect to $\tau$, that is,

$$
\tilde{v}_{\tau}=v \quad \text { and } \quad \int_{0}^{2 \pi} \tilde{v} d \tau=0
$$

The Poincaré inequality yields

$$
\|\tilde{v}\| \leq\|v\| \leq\left\|v_{\tau}\right\| \leq\left\|v_{\tau \tau}\right\|
$$

for all $v \in D_{\Omega}$. Note also that the mappings $v \mapsto v_{\tau}$ and $v \mapsto \tilde{v}$ are both antisymmetric, that is,

$$
\left\langle v, v_{\tau}\right\rangle=0 \quad \text { and } \quad\langle v, \tilde{v}\rangle=0
$$

for all $v$ in $X_{0}$ for which these expressions make sense.
The closures of $D_{\Omega}$ with respect to the norms

$$
\begin{aligned}
& \|v\|_{1}^{2}=\left\|v_{\tau}\right\|^{2}+\|\nabla v\|^{2} \\
& \|v\|_{2}^{2}=\left\|v_{\tau \tau}\right\|^{2}+\|\Delta \tilde{v}\|^{2}
\end{aligned}
$$

are denoted by $X_{1}$ and $X_{2}$, respectively. Recall that, as well as the Laplace operator, the gradient is assumed to derive only with respect to $x \in \omega$. The continuous embeddings $X_{2} \subset X_{1} \subset X_{0}$ take place, the first one following from the estimate

$$
2\|\nabla v\|^{2}=2\left\langle v_{\tau}, \Delta \tilde{v}\right\rangle \leq\left\|v_{\tau}\right\|^{2}+\|\Delta \tilde{v}\|^{2} \leq\|v\|_{2}^{2}
$$

while the second is the classical Poincaré inequality. Moreover, by the Rellich theorem, the embedding $X_{1} \subset X_{0}$ is compact, and therefore the embedding $X_{2} \subset X_{0}$ is also compact.

Now let us consider spaces of functions of three variables. For a given positive $Z$, set $Q=(0, Z) \times \omega \times(0,2 \pi)$. We shall use the triple bars to denote the $L_{2}(Q)$-norm:

$$
\|u\|^{2}=\int_{0}^{Z}\|u(z, \cdot, \cdot)\|^{2} d z
$$

Let $D_{Q}$ be the set of infinitely smooth real functions $u=u(z, x, \tau)$ defined on $\bar{Q}$ such that $u(z, \cdot, \cdot) \in D_{\Omega}$ for all $z \in[0, Z]$. The closure of $D_{Q}$ in $L_{2}(Q)$ is denoted $U_{0}$.

We shall seek for weak solutions of problem (2.1)-(2.5) in the space $U_{1}$, which is defined as the closure of $D_{Q}$ in the norm

$$
\|u\|_{1}^{2}=\left\|u_{\tau \tau}\right\|^{2}+\left\|\nabla u_{\tau}\right\|^{2}
$$

while $U_{2}$ stands for the space of strong solutions and is defined as the closure of $D_{Q}$ with respect to the norm

$$
\|u\|_{2}^{2}=\left\|u_{z \tau}\right\|^{2}+\left\|u_{\tau \tau \tau}\right\|^{2}+\|\Delta u\|^{2}
$$

The continuous embedding $U_{2} \subset U_{1}$ is proved similarly to the case of $X_{2} \subset X_{1}$ and implies the inequality

$$
\begin{equation*}
\left\|u_{z \tau}\right\|^{2}+\left\|u_{\tau \tau}\right\|^{2}+\left\|\nabla u_{\tau}\right\|^{2} \leq 2\|u\|_{2}^{2} \tag{3.4}
\end{equation*}
$$

which we shall need in what follows.
4. Strong solutions: Definition and existence. If $u \in U_{2}$, then (2.1) writes down for $u$ as an equality of functions in $U_{0}$. Note also that the functions of $U_{2}$ belong to $C\left([0, Z], X_{0}\right)$, so that the initial condition $u(0, \cdot, \cdot)=u_{0}$ can be understood as an identity in $X_{0}$. These two observations justify the following definition.

Definition 4.1. For given $u_{0} \in X_{2}$ and $Z>0$, a function $u \in U_{2}$ is called a strong solution to problem (2.1)-(2.5) on $[0, Z]$ if (2.1) holds almost everywhere in $Q$ and $u(0, \cdot, \cdot)=u_{0}$ almost everywhere in $\Omega$.

From now on we shall consider the real functions of $(z, x, \tau) \in Q$ as $X_{0}$-valued functions of the variable $z$ and write $u(z)$ instead of $u(z, x, \tau)$.

Proposition 4.2. For any $u_{0} \in X_{2}$ and any $Z>0$, problem (2.1)-(2.5) admits a strong solution $u$ satisfying

$$
\sup _{z}\left[\left\|u_{\tau \tau}\right\|^{2}+\left\|u_{z}\right\|^{2}\right]+\left\|u_{\tau \tau \tau}\right\|^{2}+\left\|u_{z \tau}\right\|^{2}+\|\Delta u\|^{2} \leq M\left\|u_{0 \tau \tau}\right\|^{2}+M\left\|\Delta \tilde{u}_{0}\right\|^{2}
$$

Proof. Denote by $\psi_{k}$ the eigenfunctions of the following spectral problem:

$$
-\psi_{\tau \tau}-\Delta \psi=\lambda \psi, \quad \psi \in X_{2}
$$

The functions $\psi_{k}$ form an orthogonal basis in $X_{0}$ as well as in $X_{1}$ and $X_{2}$. Let $P_{m}$ stand for the orthogonal projection onto the subspace of $X_{0}$ spanned by $\psi_{1}, \ldots, \psi_{m}$. The above spectral problem can be solved by the separation of variables, so that $P_{m}$ commutes not only with $-\partial^{2} / \partial \tau^{2}-\Delta$ but also with $-\partial^{2} / \partial \tau^{2}$ and $-\Delta$. The Galerkin approximations for problem (2.1)-(2.5) are defined as continuously differentiable functions $u^{m}:[0, Z] \rightarrow P_{m} X_{0}$ satisfying

$$
\begin{gather*}
P_{m} \alpha u_{z \tau}^{m}=P_{m}\left(f\left(u_{\tau}^{m}\right)\right)_{\tau}+P_{m} \beta u_{\tau \tau \tau}^{m}+P_{m} \gamma u_{\tau}^{m}+\Delta u^{m}  \tag{4.1}\\
u^{m}(0)=P_{m} u_{0} \tag{4.2}
\end{gather*}
$$

which is equivalent to a Cauchy problem for a system of $m$ ODEs.
First let us prove that the sequence $u^{m}$ is bounded in $U_{2}$. Multiply (4.1) by $u_{\tau \tau \tau}^{m}$, and observe that $\left\langle\Delta u^{m}, u_{\tau \tau \tau}^{m}\right\rangle=\left\langle\nabla u_{\tau}^{m}, \nabla u_{\tau \tau}^{m}\right\rangle=0$ to obtain

$$
-\left\langle\alpha u_{z \tau \tau}^{m}, u_{\tau \tau}^{m}\right\rangle=\left\langle f^{\prime}\left(u_{\tau}^{m}\right) u_{\tau \tau}^{m}, u_{\tau \tau \tau}^{m}\right\rangle+\left\langle\beta u_{\tau \tau \tau}^{m}, u_{\tau \tau \tau}^{m}\right\rangle-\left\langle\gamma u_{\tau \tau}^{m}, u_{\tau \tau}^{m}\right\rangle
$$

After some obvious transformations using assumptions $(f 1),(f 2)$, and $(\alpha \beta \gamma)$ as well as the Cauchy-Young inequality, the latter relation becomes

$$
\frac{d}{d z}\left\langle\alpha u_{\tau \tau}^{m}, u_{\tau \tau}^{m}\right\rangle+M^{-1}\left\|u_{\tau \tau \tau}^{m}\right\|^{2} \leq M\left\|u_{\tau \tau}^{m}\right\|^{2}
$$

and therefore the Gronwall lemma along with the equivalence of the norms $\left\langle\alpha u_{\tau \tau}^{m}, u_{\tau \tau}^{m}\right\rangle$ and $\left\|u_{\tau \tau}^{m}\right\|^{2}$ implies that

$$
\begin{equation*}
\sup _{z}\left\|u_{\tau \tau}^{m}\right\|^{2}+\left\|u_{\tau \tau \tau}^{m}\right\|^{2} \leq M\left\|u_{\tau \tau}^{m}(0)\right\|^{2} \leq M\left\|u_{0 \tau \tau}\right\|^{2} \tag{4.3}
\end{equation*}
$$

In particular, estimate (4.3) guarantees the existence of the functions $u^{m}$ satisfying (4.1)-(4.2).

In order to obtain a bound on $\left\|u_{z \tau}^{m}\right\|$, take the primitive of (4.1) with respect to $\tau$, and then derive the result in $z$. This yields the relation

$$
\begin{gather*}
P_{m} \alpha_{z} u_{z}^{m}+P_{m} \alpha u_{z z}^{m} \\
=P_{m}\left(f\left(u_{\tau}^{m}\right)\right)_{z}+P_{m} \beta_{z} u_{\tau \tau}^{m}+P_{m} \beta u_{z \tau \tau}^{m}+P_{m} \gamma_{z} u^{m}+P_{m} \gamma u_{z}^{m}+\Delta \tilde{u}_{z}^{m}+c \tag{4.4}
\end{gather*}
$$

where the integration constant $c$ may depend on $z$ and $x$ but not on $\tau$. Let us see now what happens when this identity is multiplied by $u_{z}^{m}$. The last two terms on the right will disappear. On the left, keep the second term and half of the first one:

$$
\frac{1}{2}\left\langle\alpha_{z} u_{z}^{m}, u_{z}^{m}\right\rangle+\left\langle\alpha u_{z z}^{m}, u_{z}^{m}\right\rangle=\frac{1}{2} \frac{d}{d z}\left\langle\alpha u_{z}^{m}, u_{z}^{m}\right\rangle
$$

The other half of $\left\langle\alpha_{z} u_{z}^{m}, u_{z}^{m}\right\rangle$ goes to the right and is estimated by $\left\|u_{z}^{m}\right\|^{2}$. The third term on the right goes to the left and, after the integration by parts, admits the following lower bound:

$$
-\left\langle\beta u_{z \tau \tau}^{m}, u_{z}^{m}\right\rangle=\left\langle\beta u_{z \tau}^{m}, u_{z \tau}^{m}\right\rangle \geq M^{-1}\left\|u_{z \tau}^{m}\right\|^{2}
$$

As for the first term on the right of (4.4), use the Cauchy-Young inequality and assumption $(f 2)$ to obtain the estimate

$$
\begin{aligned}
\left\langle\left(f\left(u_{\tau}^{m}\right)\right)_{z}, u_{z}^{m}\right\rangle & =\left\langle f^{\prime}\left(u_{\tau}^{m}\right) u_{z \tau}^{m}, u_{z}^{m}\right\rangle+\left\langle f_{z}\left(u_{\tau}^{m}\right), u_{z}^{m}\right\rangle \\
& \leq \delta\left\|u_{z \tau}^{m}\right\|^{2}+\frac{M}{\delta}\left\|u_{z}^{m}\right\|^{2}+\left\|u_{z}^{m}\right\|^{2}+M\left\|u_{\tau}^{m}\right\|^{2}
\end{aligned}
$$

which is valid for any positive $\delta$. Quite similarly, for the second term on the right, we have

$$
\left\langle\beta_{z} u_{\tau \tau}^{m}, u_{z}^{m}\right\rangle=-\left\langle\beta_{z} u_{\tau}^{m}, u_{z \tau}^{m}\right\rangle \leq \delta\left\|u_{z \tau}^{m}\right\|^{2}+\frac{M}{\delta}\left\|u_{\tau}^{m}\right\|^{2}
$$

The treatment of the remaining terms of (4.4) is evident. By putting the pieces together and choosing $\delta$ sufficiently small, we finally arrive at

$$
\frac{d}{d z}\left\langle\alpha u_{z}^{m}, u_{z}^{m}\right\rangle+M^{-1}\left\|u_{z \tau}^{m}\right\|^{2} \leq M\left\|u_{z}^{m}\right\|^{2}+M\left\|u_{\tau}^{m}\right\|^{2}
$$

As in the case of estimate (4.3), apply the Gronwall lemma to obtain

$$
\begin{equation*}
\sup _{z}\left\|u_{z}^{m}\right\|^{2}+\left\|u_{z \tau}^{m}\right\|^{2} \leq M\left\|u_{z}^{m}(0)\right\|^{2}+M\left\|u_{\tau}^{m}\right\|^{2} \tag{4.5}
\end{equation*}
$$

On the other hand, the multiplication of (4.1) by $-\tilde{u}_{z}^{m}$, after the appropriate integration by parts, yields

$$
\left\langle\alpha u_{z}^{m}, u_{z}^{m}\right\rangle=\left\langle f\left(u_{\tau}^{m}\right), u_{z}^{m}\right\rangle+\left\langle\beta u_{\tau \tau}^{m}, u_{z}^{m}\right\rangle+\left\langle\gamma u^{m}, u_{z}^{m}\right\rangle+\left\langle\Delta \tilde{u}^{m}, u_{z}^{m}\right\rangle
$$

By applying the Cauchy-Young inequality in each of the terms on the right, we have

$$
\left\|u_{z}^{m}\right\|^{2} \leq M\left\|u_{\tau \tau}^{m}\right\|^{2}+M\left\|\Delta \tilde{u}^{m}\right\|^{2}
$$

which allows us to eliminate $\left\|u_{z}^{m}(0)\right\|^{2}$ from the right-hand side of (4.5). By taking (4.3) into account, we can rewrite estimate (4.5) as

$$
\begin{equation*}
\sup _{z}\left\|u_{z}^{m}\right\|^{2}+\left\|u_{z \tau}^{m}\right\|^{2} \leq M\left\|u_{0 \tau \tau}\right\|^{2}+M\left\|\Delta \tilde{u}_{0}\right\|^{2} \tag{4.6}
\end{equation*}
$$

The missing bound on $\left\|\Delta u^{m}\right\|$ can be obtained directly from (4.1) with the help of estimates (4.3) and (4.6):

$$
\begin{align*}
\left\|\Delta u^{m}\right\|^{2} & \leq M\left\|u_{z \tau}^{m}\right\|^{2}+M\left\|u_{\tau \tau \tau}^{m}\right\|^{2}+M\left\|u_{\tau \tau}^{m}\right\|^{2}+M\left\|u_{\tau}^{m}\right\|^{2} \\
& \leq M\left\|u_{0 \tau \tau}\right\|^{2}+M\left\|\Delta \tilde{u}_{0}\right\|^{2} . \tag{4.7}
\end{align*}
$$

Note that, according to the convention of section 3, we use the symbol $M$ to denote any constant, although it is clear that the values of $M$ in the first and in the second line of (4.7) cannot be the same.

By putting together the estimates (4.3), (4.6), and (4.7) we obtain

$$
\begin{gather*}
\sup _{z}\left[\left\|u_{\tau \tau}^{m}\right\|^{2}+\left\|u_{z}^{m}\right\|^{2}\right]+\left\|u_{\tau \tau \tau}^{m}\right\|^{2}+\left\|u_{z \tau}^{m}\right\|^{2}+\left\|\Delta u^{m}\right\|^{2}  \tag{4.8}\\
\leq M\left\|u_{0 \tau \tau}\right\|^{2}+M\left\|\Delta \tilde{u}_{0}\right\|^{2} .
\end{gather*}
$$

Thus the sequence $u^{m}$ is bounded in $U_{2}$ and therefore contains a subsequence $u^{m_{j}}$ such that

$$
u_{\tau \tau \tau}^{m_{j}} \xrightarrow{U_{0}} u_{\tau \tau \tau}, \quad u_{\tau}^{m_{j}} \xrightarrow{U_{0}} u_{\tau}, \quad u_{z \tau}^{m_{j}} \stackrel{U_{0}}{\longrightarrow} u_{z \tau}, \quad \Delta u^{m_{j}} \xrightarrow{U_{0}} \Delta u
$$

where $u \in U_{2}$. In order to show the convergence in the nonlinear term, notice that by (3.4) the sequence $u_{\tau}^{m}$ is bounded in $H^{1}(Q)$, and hence $u_{\tau}^{m_{j}} \rightarrow u_{\tau}$ strongly in $U_{0}$.

By the Lipschitzness of $f$ we also have that $f\left(u_{\tau}^{m_{j}}\right) \rightarrow f\left(u_{\tau}\right)$ in $L_{2}(Q)$. Moreover, the sequence $\left(f\left(u_{\tau}^{m_{j}}\right)\right)_{\tau}=f^{\prime}\left(u_{\tau}^{m_{j}}\right) u_{\tau \tau}^{m_{j}}$ is bounded in $U_{0}$, and therefore

$$
\left(f\left(u_{\tau}^{m_{j}}\right)\right)_{\tau} \xrightarrow{U_{0}}\left(f\left(u_{\tau}\right)\right)_{\tau}
$$

Thus we can pass to the $U_{0}$-weak limit in (4.1) and obtain

$$
\alpha u_{z \tau}=\left(f\left(u_{\tau}\right)\right)_{\tau}+\beta u_{\tau \tau \tau}+\gamma u_{\tau}+\Delta u
$$

as an identity in $U_{0}$. The compact embedding $U_{2} \subset C\left([0, Z], X_{0}\right)$ implies the convergence $u^{m_{j}}(z) \rightarrow u(z)$ in $X_{0}$ for each $z$. In particular, $u(0)=u_{0}$. Finally, pass to the limit as $m \rightarrow \infty$ in estimate (4.8) to complete the proof.
5. Strong solutions: Further properties. The next two statements establish further properties of strong solutions and prepare the proof of the existence result for the weak solutions.

Proposition 5.1. Each strong solution $u$ of problem (2.1)-(2.5) satisfies

$$
\begin{equation*}
\sup _{z}\left[\left\|u_{\tau}\right\|^{2}+\|\nabla u\|^{2}\right]+\left\|u_{\tau \tau}\right\|^{2}+\left\|\nabla u_{\tau}\right\|^{2} \leq M\left[\left\|u_{0 \tau}\right\|^{2}+\left\|\nabla u_{0}\right\|^{2}\right] \tag{5.1}
\end{equation*}
$$

Proof. Multiply the equation

$$
\alpha u_{z \tau}=\left(f\left(u_{\tau}\right)\right)_{\tau}+\beta u_{\tau \tau \tau}+\gamma u_{\tau}+\Delta u
$$

by $u_{\tau}$, and integrate the result over $\Omega$. The first and the last terms on the right will disappear. After obvious transformations in the remaining terms we obtain for almost all $z \in(0, Z)$ the inequality

$$
\begin{equation*}
\frac{d}{d z}\left\langle\alpha u_{\tau}, u_{\tau}\right\rangle+M^{-1}\left\|u_{\tau \tau}\right\|^{2} \leq M\left\|u_{\tau}\right\|^{2} \tag{5.2}
\end{equation*}
$$

The multiplication of the equation by $-u_{z}$ suppresses the left-hand side and thus yields

$$
\begin{equation*}
0=\left\langle f\left(u_{\tau}\right), u_{z \tau}\right\rangle+\left\langle\beta u_{\tau \tau}, u_{z \tau}\right\rangle-\left\langle\gamma u_{\tau}, u_{z}\right\rangle+\frac{1}{2} \frac{d}{d z}\|\nabla u\|^{2} \tag{5.3}
\end{equation*}
$$

The first term on the right of (5.3) can be transformed as follows:

$$
\begin{equation*}
\left\langle f\left(u_{\tau}\right), u_{z \tau}\right\rangle=\frac{d}{d z}\left\langle F\left(u_{\tau}\right), 1\right\rangle-\left\langle F_{z}\left(u_{\tau}\right), 1\right\rangle \geq \frac{d}{d z}\left\langle F\left(u_{\tau}\right), 1\right\rangle-M\left\|u_{\tau}\right\|^{2} \tag{5.4}
\end{equation*}
$$

(here we have used assumption $(f 3)$ ). In order to eliminate the term $\left\langle\beta u_{\tau \tau}, u_{z \tau}\right\rangle$ from relation (5.3), multiply the equation by $\alpha^{-1} \beta u_{\tau \tau}$. This time the second and the third terms on the right vanish, and thus we have

$$
\begin{align*}
\left\langle\beta u_{\tau \tau}, u_{z \tau}\right\rangle & =\left\langle\alpha^{-1} \beta f^{\prime}\left(u_{\tau}\right) u_{\tau \tau}, u_{\tau \tau}\right\rangle+\left\langle\nabla\left(\alpha^{-1} \beta u_{\tau}\right), \nabla u_{\tau}\right\rangle \\
& \geq-M\left\|u_{\tau \tau}\right\|^{2}+M^{-1}\left\|\nabla u_{\tau}\right\|^{2}-M\left\|\nabla u_{\tau}\right\|\left\|u_{\tau}\right\|  \tag{5.5}\\
& \geq-M\left\|u_{\tau \tau}\right\|^{2}+M^{-1}\left\|\nabla u_{\tau}\right\|^{2} .
\end{align*}
$$

Recall that, according to the convention about the use of $M$, its value may change from line to line.

Similarly, to get rid of $\left\langle\gamma u_{\tau}, u_{z}\right\rangle$ in (5.3), the proper multiplier is $\alpha^{-1} \gamma u$. It follows that

$$
\begin{align*}
-\left\langle\gamma u_{\tau}, u_{z}\right\rangle & =-\left\langle\alpha^{-1} \gamma f\left(u_{\tau}\right), u_{\tau}\right\rangle-\left\langle\nabla\left(\alpha^{-1} \gamma u\right), \nabla u\right\rangle  \tag{5.6}\\
& \geq-M\left\|u_{\tau}\right\|^{2}-M\|\nabla u\|^{2}
\end{align*}
$$

By summing up relations (5.3)-(5.6), we arrive at

$$
\begin{equation*}
\frac{d}{d z}\left[\|\nabla u\|^{2}+2\left\langle F\left(u_{\tau}\right), 1\right\rangle\right]+M^{-1}\left\|\nabla u_{\tau}\right\|^{2} \leq M\left\|u_{\tau \tau}\right\|^{2}+M\|\nabla u\|^{2} \tag{5.7}
\end{equation*}
$$

Choose a positive $\mu$ sufficiently large so that (5.2) and (5.7) imply that

$$
\begin{gather*}
\frac{d}{d z}\left[\mu\left\langle\alpha u_{\tau}, u_{\tau}\right\rangle+\|\nabla u\|^{2}+2\left\langle F\left(u_{\tau}\right), 1\right\rangle\right]+M^{-1}\left\|u_{\tau \tau}\right\|^{2}+M^{-1}\left\|\nabla u_{\tau}\right\|^{2}  \tag{5.8}\\
\leq M\left\|u_{\tau}\right\|^{2}+M\|\nabla u\|^{2}
\end{gather*}
$$

Make $\mu$ even larger, if necessary, to ensure that

$$
\mu\left\langle\alpha u_{\tau}, u_{\tau}\right\rangle+2\left\langle F\left(u_{\tau}\right), 1\right\rangle \geq\left\|u_{\tau}\right\|^{2}
$$

Now the Gronwall lemma applied to (5.8) yields the desired estimate (5.1).
Proposition 5.2. Let $u^{1}$ and $u^{2}$ be two strong solutions of problem (2.1)-(2.5) corresponding to the initial conditions $u^{1}(0)=u_{0}^{1}$ and $u^{2}(0)=u_{0}^{2}$, respectively. Then

$$
\begin{equation*}
\sup _{z}\left\|u_{\tau}^{1}-u_{\tau}^{2}\right\|^{2}+\left\|u_{\tau \tau}^{1}-u_{\tau \tau}^{2}\right\|^{2} \leq M\left\|u_{0 \tau}^{1}-u_{0 \tau}^{2}\right\|^{2} \tag{5.9}
\end{equation*}
$$

In particular, this estimate proves the uniqueness of the strong solution.
Proof. The difference $w=u^{1}-u^{2}$ satisfies the equation

$$
\begin{equation*}
\alpha w_{z \tau}=\left(\bar{f} w_{\tau}\right)_{\tau}+\beta w_{\tau \tau \tau}+\gamma w_{\tau}+\Delta w \tag{5.10}
\end{equation*}
$$

where $\bar{f}=\left(f\left(u_{\tau}^{1}\right)-f\left(u_{\tau}^{2}\right)\right) /\left(u_{\tau}^{1}-u_{\tau}^{2}\right)$ is a bounded function. Multiply it by $w_{\tau}$, and integrate the result over $\Omega$. The last term on the right of (5.10) disappears, and we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d z}\left\langle\alpha w_{\tau}, w_{\tau}\right\rangle+\left\langle\beta w_{\tau \tau}, w_{\tau \tau}\right\rangle & =\frac{1}{2}\left\langle\alpha_{z} w_{\tau}, w_{\tau}\right\rangle-\left\langle\bar{f} w_{\tau}, w_{\tau \tau}\right\rangle+\left\langle\gamma w_{\tau}, w_{\tau}\right\rangle \\
& \leq M\left\|w_{\tau}\right\|\left\|w_{\tau \tau}\right\|+M\left\|w_{\tau}\right\|^{2} \\
& \leq \frac{1}{2}\left\langle\beta w_{\tau \tau}, w_{\tau \tau}\right\rangle+M\left\|w_{\tau}\right\|^{2}
\end{aligned}
$$

Apply the Gronwall lemma to complete the proof.
Remark. Inequality (5.9) is obtained from (5.10) with the help of an argument similar to the one used in the first step of the proof of Proposition 5.1 (estimate (5.2)). However, the equivalent of (5.1) does not appear to be possible for (5.10) because of the special treatment required for the nonlinear term (see (5.4)).
6. Weak solutions. We have already qualified $U_{1}$ as the space of weak solutions. In order to introduce the weak solutions we also need the space of test functions. Let $\hat{Y}$ be the closure of $D_{Q}$ with respect to the $H^{1}(Q)$-norm. Denote by $Y$ the set of all functions $\eta \in \hat{Y}$ such that $\eta(Z)=0$. The latter condition makes sense because of the continuous (and even compact) embedding $\hat{Y} \subset C\left([0, Z], X_{0}\right)$.

Definition 6.1. For a given $u_{0} \in X_{1}$, a function $u \in U_{1}$ is called a weak solution of problem (2.1)-(2.5) if the identity

$$
\begin{gather*}
-\left\langle\alpha(0) u_{0 \tau}, \eta(0)\right\rangle-\int_{0}^{Z}\left\langle u_{\tau},(\alpha \eta)_{z}\right\rangle d z \\
=\int_{0}^{Z}\left[-\left\langle f\left(u_{\tau}\right), \eta_{\tau}\right\rangle-\left\langle\beta u_{\tau \tau}, \eta_{\tau}\right\rangle+\left\langle\gamma u_{\tau}, \eta\right\rangle-\langle\nabla u, \nabla \eta\rangle\right] d z \tag{6.1}
\end{gather*}
$$

holds for any $\eta \in Y$.
By multiplying (2.1) by $\eta$ and integrating by parts where necessary, one easily shows that each strong solution is also a weak one.

Proposition 6.2. For any $u_{0} \in X_{1}$ problem (2.1)-(2.5) admits a weak solution u satisfying

$$
\begin{equation*}
\sup _{z}\left[\left\|u_{\tau}\right\|^{2}+\|\nabla u\|^{2}\right]+\left\|u_{\tau \tau}\right\|^{2}+\left\|\nabla u_{\tau}\right\|^{2} \leq M\left[\left\|u_{0 \tau}\right\|^{2}+\left\|\nabla u_{0}\right\|^{2}\right] \tag{6.2}
\end{equation*}
$$

Proof. Let $u_{0}^{m}, m=1,2, \ldots$, be a sequence in $X_{2}$ such that $u_{0}^{m} \rightarrow u_{0}$ in $X_{1}$ as $m \rightarrow \infty$. For each $m$ denote by $u^{m}$ the strong solution corresponding to the initial condition $u^{m}(0)=u_{0}^{m}$. It is also a weak solution, that is,

$$
\begin{gather*}
-\left\langle\alpha(0) u_{0 \tau}^{m}, \eta(0)\right\rangle-\int_{0}^{Z}\left\langle u_{\tau}^{m},(\alpha \eta)_{z}\right\rangle d z \\
=\int_{0}^{Z}\left[-\left\langle f\left(u_{\tau}^{m}\right), \eta_{\tau}\right\rangle-\left\langle\beta u_{\tau \tau}^{m}, \eta_{\tau}\right\rangle+\left\langle\gamma u_{\tau}^{m}, \eta\right\rangle-\left\langle\nabla u^{m}, \nabla \eta\right\rangle\right] d z \tag{6.3}
\end{gather*}
$$

for any $\eta \in Y$. By Proposition 5.2,

$$
\left\|u_{\tau \tau}^{m}-u_{\tau \tau}^{n}\right\|^{2} \leq M\left\|u_{0 \tau}^{m}-u_{0 \tau}^{n}\right\|^{2} \underset{m, n \rightarrow \infty}{\longrightarrow} 0
$$

so that there exists an element $u \in U_{0}$ such that $u_{\tau \tau} \in U_{0}$ and $u_{\tau \tau}^{m} \rightarrow u_{\tau \tau}$ in $U_{0}$ as $m \rightarrow \infty$. This also implies that $u_{\tau}^{m} \rightarrow u_{\tau}$ in $U_{0}$ and therefore $f\left(u_{\tau}^{m}\right) \rightarrow f\left(u_{\tau}\right)$ in $L_{2}(Q)$ as well. Finally notice that, by Proposition 5.1,

$$
\begin{equation*}
\sup _{z}\left[\left\|u_{\tau}^{m}\right\|^{2}+\left\|\nabla u^{m}\right\|^{2}\right]+\left\|u_{\tau \tau}^{m}\right\|^{2}+\left\|\nabla u_{\tau}^{m}\right\|^{2} \leq M\left[\left\|u_{0 \tau}^{m}\right\|^{2}+\left\|\nabla u_{0}^{m}\right\|^{2}\right] \tag{6.4}
\end{equation*}
$$

so that the sequence $\nabla u^{m}$ is bounded in $U_{0}$, and therefore $\nabla u^{m}$ converges to $\nabla u$ weakly in $U_{0}$. Thus we can pass to the limit in (6.3) to obtain (6.1).

In order to establish estimate (6.2), first observe that the sequence $\nabla u_{\tau}^{m}$ is bounded in $U_{0}$ and therefore contains a subsequence weakly convergent to $\nabla u_{\tau}$ in $U_{0}$. Similarly, the sequences $u_{\tau}^{m}$ and $\nabla u^{m}$ contain subsequences $*$-weakly convergent, respectively, to $u_{\tau}$ and $\nabla u$ in $L_{\infty}\left([0, Z], X_{0}\right)$. One can therefore justify the limit as $m \rightarrow \infty$ in (6.4) and thus obtain (6.2).

Proposition 6.3. The weak solution is unique.
Proof. Let $u^{1}$ and $u^{2}$ be two weak solutions corresponding to the same initial condition $u^{1}(0)=u^{2}(0)=u_{0} \in X_{1}$. Their difference $w=u^{1}-u^{2}$ satisfies the identity

$$
\begin{gather*}
-\int_{0}^{Z}\left\langle w_{\tau},(\alpha \eta)_{z}\right\rangle d z \\
=\int_{0}^{Z}\left[-\left\langle\bar{f} w_{\tau}, \eta_{\tau}\right\rangle-\left\langle\beta w_{\tau \tau}, \eta_{\tau}\right\rangle+\left\langle\gamma w_{\tau}, \eta\right\rangle-\langle\nabla w, \nabla \eta\rangle\right] d z \tag{6.5}
\end{gather*}
$$

for any $\eta \in Y$. As well as in the proof of Proposition 5.2, here $\bar{f}$ stands for the bounded function $\left(f\left(u_{\tau}^{1}\right)-f\left(u_{\tau}^{2}\right)\right) /\left(u_{\tau}^{1}-u_{\tau}^{2}\right)$.

Formally, the estimate we are going to obtain for $w$ is quite simple and resembles much the one of Proposition 5.2. However, the direct approach of the proof of Proposition 5.2 is not valid any more since it requires the manipulation of objects which no longer exist in the case of the weak solutions. In particular, the weak solutions have no derivatives with respect to $z$.

Let the functions $\psi_{k}$ and the projections $P_{m}$ be those defined in the proof of Proposition 4.2. Given a function $\phi \in C_{0}^{\infty}([0, Z])$, set $\eta=\alpha^{-1} \phi \tilde{\psi}_{k}$ in (6.5). After some obvious transformations this yields

$$
\left|\int_{0}^{Z} \phi_{z}\left\langle w, \psi_{k}\right\rangle d z\right| \leq C \int_{0}^{Z}|\phi| d z \quad \forall \phi \in C_{0}^{\infty}([0, Z]),
$$

with some positive $C$ depending on $w$ and $k$ but independent of $\phi$. By the Riesz theorem, this proves the existence of a function $\theta \in L_{\infty}([0, Z])$ such that

$$
\int_{0}^{Z} \phi_{z}\left\langle w, \psi_{k}\right\rangle d z=-\int_{0}^{Z} \phi \theta d z \quad \forall \phi \in C_{0}^{\infty}([0, Z])
$$

and thus the function $\left\langle w, \psi_{k}\right\rangle$ admits a derivative $\left\langle w, \psi_{k}\right\rangle_{z} \in L_{\infty}([0, Z])$ understood in the sense of distributions. Therefore, for any $m$, the function $w^{m} \equiv P_{m} w$ also admits a bounded derivative with respect to $z$.

Fix positive numbers $s<Z, \delta<s$, and set

$$
\sigma(z)= \begin{cases}1 & \text { if } z \leq s-\delta \\ (s-z) / \delta & \text { if } s-\delta<z \leq s \\ 0 & \text { if } z>s\end{cases}
$$

By taking into account the existence of a bounded derivative $w_{z}^{m}$, it is easy to see that the function $\sigma \alpha^{-1} P_{m}\left(\alpha w_{\tau}^{m}\right)$ belongs to the class $Y$. Inject it in (6.5) instead of $\eta$. The integrand at the left becomes

$$
\begin{gathered}
-\left\langle w_{\tau},(\alpha \eta)_{z}\right\rangle=-\left\langle w_{\tau}, P_{m}\left(\sigma \alpha w_{\tau}^{m}\right)_{z}\right\rangle=-\left\langle w_{\tau}^{m},\left(\sigma \alpha w_{\tau}^{m}\right)_{z}\right\rangle \\
=-\frac{1}{2} \sigma_{z}\left\langle\alpha w_{\tau}^{m}, w_{\tau}^{m}\right\rangle-\frac{\sigma}{2}\left\langle\alpha_{z} w_{\tau}^{m}, w_{\tau}^{m}\right\rangle-\frac{1}{2} \frac{d}{d z}\left[\sigma\left\langle\alpha w_{\tau}^{m}, w_{\tau}^{m}\right\rangle\right] .
\end{gathered}
$$

By integrating over $[0, Z]$ and recalling the definition of $\sigma$, one obtains for the left-hand side of (6.5) the following lower bound:

$$
\begin{gathered}
-\int_{0}^{Z}\left\langle w_{\tau},(\alpha \eta)_{z}\right\rangle d z \\
\geq \frac{1}{2 \delta} \int_{s-\delta}^{s}\left\langle\alpha w_{\tau}^{m}, w_{\tau}^{m}\right\rangle d z-M \int_{0}^{s}\left\|w_{\tau}^{m}\right\|^{2} d z+\frac{1}{2}\left\langle\alpha(0) w_{\tau}^{m}(0), w_{\tau}^{m}(0)\right\rangle \\
\geq \frac{1}{2 \delta} \int_{s-\delta}^{s}\left\langle\alpha w_{\tau}^{m}, w_{\tau}^{m}\right\rangle d z-M \int_{0}^{s}\left\|w_{\tau}^{m}\right\|^{2} d z
\end{gathered}
$$

As for the right-hand side of (6.5), the first and the third terms of the integrand admit the estimate

$$
-\left\langle\bar{f} w_{\tau}, \eta_{\tau}\right\rangle+\left\langle\gamma w_{\tau}, \eta\right\rangle \leq \sigma M\left\|w_{\tau}\right\|\left\|w_{\tau \tau}^{m}\right\|
$$

while the other two terms will be kept intact for the moment. By summing up and passing to the limit as $\delta \rightarrow \infty$, we have

$$
\begin{gathered}
\frac{1}{2}\left\langle\alpha(s) w_{\tau}^{m}(s), w_{\tau}^{m}(s)\right\rangle \\
\leq \int_{0}^{s}\left[M\left\|w_{\tau}\right\|\left\|w_{\tau \tau}^{m}\right\|-\left\langle\beta w_{\tau \tau}, \alpha^{-1} P_{m}\left(\alpha w_{\tau \tau}^{m}\right)\right\rangle-\left\langle\nabla w, \nabla \alpha^{-1} P_{m}\left(\alpha w_{\tau}^{m}\right)\right\rangle\right] d z
\end{gathered}
$$

The left-hand side of this relation admits no limit as $m \rightarrow \infty$, so first let us integrate it once more with respect to $s$ :

$$
\begin{gathered}
\frac{1}{2} \int_{0}^{\xi}\left\langle\alpha(s) w_{\tau}^{m}(s), w_{\tau}^{m}(s)\right\rangle d s \\
\leq \int_{0}^{\xi} \int_{0}^{s}\left[M\left\|w_{\tau}\right\|\left\|w_{\tau \tau}^{m}\right\|-\left\langle\beta w_{\tau \tau}, \alpha^{-1} P_{m}\left(\alpha w_{\tau \tau}^{m}\right)\right\rangle-\left\langle\nabla w, \nabla \alpha^{-1} P_{m}\left(\alpha w_{\tau}^{m}\right)\right\rangle\right] d z d s
\end{gathered}
$$

Recall that $w \in U_{1}$ and therefore $w^{m} \rightarrow w$ in $U_{1}$. Thus one can pass to the limit as $m \rightarrow \infty$ in all terms to obtain

$$
\frac{1}{2} \int_{0}^{\xi}\left\langle\alpha(s) w_{\tau}(s), w_{\tau}(s)\right\rangle d s \leq \int_{0}^{\xi} \int_{0}^{s}\left[M\left\|w_{\tau}\right\|\left\|w_{\tau \tau}\right\|-\left\langle\beta w_{\tau \tau}, w_{\tau \tau}\right\rangle\right] d z d s
$$

With the help of the Cauchy-Young inequality this can be rewritten as

$$
\int_{0}^{\xi}\left\langle\alpha w_{\tau}, w_{\tau}\right\rangle d z \leq M \int_{0}^{\xi} \int_{0}^{s}\left\langle\alpha w_{\tau}, w_{\tau}\right\rangle d z d s
$$

It remains to apply the Gronwall lemma to obtain $w=0$.
7. Stratified media. The present section is devoted to the study of the asymptotic behavior of the solutions to problem (2.1)-(2.5) as its coefficients rapidly oscillate. This study will be undertaken under the following additional assumptions:
$(\beta \gamma)$ The coefficients $\alpha, \beta$, and $\gamma$ depend only on $z$. It is clear that in this case the replacement of $z$ by the new variable $\tilde{z}=\int_{0}^{z} \alpha(s) d s$ will bring the equation to the form with $\alpha=1$. Thus we assume that $\alpha=1$ throughout the section. The regularity of $\beta$ and $\gamma$ is the same as above; that is, $\beta, \beta_{z}$, and $\gamma$ are bounded, while $\beta$ is also positive and bounded away from zero.
(f4) The nonlinear function $f$ is of the form $f(s, z, x)=\rho(z) \phi(s)$, where $\rho$ is bounded with a bounded derivative, while $\phi$ satisfies the same assumptions as $f$ in $(f 1)-(f 3)$, that is, $\phi$ admits a bounded continuous derivative and $\phi(0)=0$. We shall denote by $\Phi$ the primitive of $\phi$ satisfying $\Phi(0)=0$.
Thus the equation we study takes the form

$$
\begin{equation*}
u_{z \tau}=\rho\left(\phi\left(u_{\tau}\right)\right)_{\tau}+\beta u_{\tau \tau \tau}+\gamma u_{\tau}+\Delta u \tag{7.1}
\end{equation*}
$$

The existence and uniqueness results of sections 4-6 remain valid.
In order to introduce the oscillating character of the coefficients, let us assume that they are of the form

$$
\rho(z)=r(z, z / \epsilon), \quad \beta(z)=b(z, z / \epsilon), \quad \gamma(z)=g(z, z / \epsilon)
$$

where $\epsilon<1$ is a small parameter. The last assumption we introduce is the following.
( $\rho \beta \gamma$ ) The functions $r(z, \zeta), b(z, \zeta)$, and $g(z, \zeta)$ are bounded as well as the derivatives $r_{z}, r_{\zeta}, b_{z}$, and $b_{\zeta}$. The function $b$ is positive and bounded away from zero. Finally, the functions $r(z, z / \epsilon), b(z, z / \epsilon)$, and $g(z, z / \epsilon)$ admit limits as $\epsilon \rightarrow 0$ in the following weak sense: There exists $q>1 / 2$ such that for any $Z>0$ we have

$$
\begin{aligned}
& \int_{0}^{Z}(r(z, z / \epsilon)-\bar{\rho}(z)) d z=O\left(\epsilon^{q}\right) \\
& \int_{0}^{Z}(b(z, z / \epsilon)-\bar{\beta}(z)) d z=O\left(\epsilon^{q}\right), \\
& \int_{0}^{Z}(g(z, z / \epsilon)-\bar{\gamma}(z)) d z=O\left(\epsilon^{q}\right),
\end{aligned}
$$

where the functions $\bar{\rho}(z), \bar{\beta}(z)$, and $\bar{\gamma}(z)$ as well as the derivatives $\bar{\rho}_{z}(z)$, and $\bar{\beta}_{z}(z)$ are bounded, while $\bar{\rho}(z)$ are $\bar{\beta}(z)$ are also positive and bounded away from zero.
Note that if $r, b$, and $g$ are Lipschitzian with respect to the first argument and periodic with respect to the second one, then the above convergence conditions hold with $q=1$ (see [1, 7, 9]).
The asymptotic study of the solutions to (7.1) as $\epsilon \rightarrow 0$ require a few estimates. The convention concerning the use of the symbol $M$ introduced in section 2 is still valid with the following remark: the constants $M$ are independent of $\epsilon$.

The first estimate we need is similar to the one of Proposition 5.1.
Proposition 7.1. Let $u$ be the strong solution of (7.1) corresponding to the initial condition $u(0)=u_{0} \in X_{2}$. Then

$$
\begin{gathered}
\sup _{z}\|\nabla u\|^{2}+\frac{1}{\epsilon} \sup _{z}\left\|u_{\tau}\right\|^{2}+M^{-1} \int_{0}^{Z}\left\|u_{\tau \tau}\right\|^{2} d z+M^{-1} \int_{0}^{Z}\left\|\nabla u_{\tau}\right\|^{2} d z \\
\leq M\left\|\nabla u_{0}\right\|^{2}+\frac{M}{\epsilon}\left\|u_{0 \tau}\right\|^{2}
\end{gathered}
$$

Proof. Multiply (7.1) by $u_{\tau}$ to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d z}\left\|u_{\tau}\right\|^{2}=-\left\langle\beta u_{\tau \tau}, u_{\tau \tau}\right\rangle+\left\langle\gamma u_{\tau}, u_{\tau}\right\rangle \leq-M^{-1}\left\|u_{\tau \tau}\right\|^{2}+M\left\|u_{\tau}\right\|^{2} \tag{7.2}
\end{equation*}
$$

The multiplication of (7.1) by $u_{z}$ yields

$$
\begin{align*}
\frac{1}{2} \frac{d}{d z}\|\nabla u\|^{2}+\frac{d}{d z}\left\langle\rho \Phi\left(u_{\tau}\right), 1\right\rangle & =-\left\langle\beta u_{\tau \tau}, u_{\tau z}\right\rangle+\left\langle\rho_{z} \Phi\left(u_{\tau}\right), 1\right\rangle+\left\langle\gamma u_{\tau}, u_{z}\right\rangle  \tag{7.3}\\
& \leq-\left\langle\beta u_{\tau \tau}, u_{\tau z}\right\rangle+M \epsilon^{-1}\left\|u_{\tau}\right\|^{2}+\left\langle\gamma u_{\tau}, u_{z}\right\rangle
\end{align*}
$$

In order to eliminate the first term on the right-hand side of (7.3), multiply (7.1) by $\beta u_{\tau \tau}$ :

$$
\begin{align*}
\left\langle\beta u_{\tau \tau}, u_{\tau z}\right\rangle & =\left\langle\rho \beta \phi^{\prime}\left(u_{\tau}\right) u_{\tau \tau}, u_{\tau \tau}\right\rangle+\left\langle\beta \nabla u_{\tau}, \nabla u_{\tau}\right\rangle \\
& \geq-M\left\|u_{\tau \tau}\right\|^{2}+M^{-1}\left\|\nabla u_{\tau}\right\|^{2} \tag{7.4}
\end{align*}
$$

Similarly, after the multiplication of (7.1) by $\gamma u$, we have

$$
\begin{equation*}
\left\langle\gamma u_{\tau}, u_{z}\right\rangle \leq M\left\|u_{\tau}\right\|^{2}+M\|\nabla u\|^{2} \tag{7.5}
\end{equation*}
$$

By combining (7.3)-(7.5), we have

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d z}\|\nabla u\|^{2}+\frac{d}{d z}\left\langle\rho \Phi\left(u_{\tau}\right), 1\right\rangle+M^{-1}\left\|\nabla u_{\tau}\right\|^{2}  \tag{7.6}\\
\quad \leq M\left\|u_{\tau \tau}\right\|^{2}+M\|\nabla u\|^{2}+M \epsilon^{-1}\left\|u_{\tau}\right\|^{2}
\end{array}
$$

For a given positive $\mu$, set

$$
E=\frac{1}{2}\|\nabla u\|^{2}+\left\langle\rho \Phi\left(u_{\tau}\right), 1\right\rangle+\frac{\mu}{\epsilon}\left\|u_{\tau}\right\|^{2}
$$

If the parameter $\mu$ is sufficiently large, then

$$
E \geq \frac{1}{2}\|\nabla u\|^{2}+\frac{\mu}{2 \epsilon}\left\|u_{\tau}\right\|^{2}
$$

Fix $\mu$ even larger, if necessary, so that the inequalities (7.2) and (7.6) imply that

$$
\frac{d E}{d z}+M^{-1}\left\|u_{\tau \tau}\right\|^{2}+M^{-1}\left\|\nabla u_{\tau}\right\|^{2} \leq M E
$$

It remains to apply the Gronwall lemma to obtain the claimed estimate. $\quad \mathrm{\square}$
The next estimate requires some new notation. The operator $I-\Delta: L_{2}(\omega) \rightarrow$ $L_{2}(\omega)$ defined on $H^{2}(\omega)$ with the Neumann boundary conditions is self-adjoint and positive definite. Denote it by $A^{2}$. Thus $A$ is its square root, which is also positive definite. Clearly, we have $M^{-1}\left\|A^{-1} u\right\| \leq\|u\| \leq M\|A u\|$. Note also that

$$
\|A u\|^{2}=\left\langle A^{2} u, u\right\rangle=\langle u-\Delta u, u\rangle=\|u\|^{2}+\|\nabla u\|^{2}
$$

On $X_{1}$, the norm $\|A u\|$ is equivalent to $\|\nabla u\|$.
Proposition 7.2. Let $u$ be the strong solution of (7.1) corresponding to the initial condition $u(0)=u_{0} \in X_{2}$. Then

$$
\begin{equation*}
\sup _{z}\left\|A^{-1} u_{\tau \tau}\right\|^{2}+\int_{0}^{Z}\left\|A^{-1} u_{z \tau}\right\|^{2} d z \leq M\left\|\nabla u_{0}\right\|^{2}+\frac{M}{\epsilon}\left\|u_{0 \tau}\right\|^{2}+\left\|A^{-1} u_{0 \tau \tau}\right\|^{2} \tag{7.7}
\end{equation*}
$$

Proof. The multiplication of (7.1) by $A^{-2} u_{z \tau}$ yields

$$
\begin{gathered}
\left\|A^{-1} u_{z \tau}\right\|^{2}+\beta \frac{d}{d z}\left\|A^{-1} u_{\tau \tau}\right\|^{2} \\
\leq M\left\|u_{\tau \tau}\right\|\left\|A^{-2} u_{z \tau}\right\|+M\left\|u_{\tau}\right\|\left\|A^{-2} u_{z \tau}\right\|+M\left\|A^{-1} \Delta u\right\|\left\|A^{-1} u_{z \tau}\right\| \\
\leq M\left\|u_{\tau \tau}\right\|\left\|A^{-1} u_{z \tau}\right\|+M\|\nabla u\|\left\|A^{-1} u_{z \tau}\right\|
\end{gathered}
$$

which implies, after the division by $\beta$, that

$$
\beta^{-1}\left\|A^{-1} u_{z \tau}\right\|^{2}+\frac{d}{d z}\left\|A^{-1} u_{\tau \tau}\right\|^{2} \leq M\left\|u_{\tau \tau}\right\|^{2}+M\|\nabla u\|^{2}
$$

Integrate with respect to $z$ to obtain

$$
\sup _{z}\left\|A^{-1} u_{\tau \tau}\right\|^{2}+\int_{0}^{Z}\left\|A^{-1} u_{z \tau}\right\|^{2} d z \leq M \int_{0}^{Z}\left[\left\|u_{\tau \tau}\right\|^{2}+\|\nabla u\|^{2}\right] d z+\left\|A^{-1} u_{0 \tau \tau}\right\|^{2}
$$

Finally, make use of Proposition 7.1 to complete the proof.

We can now state and prove the main result of this section.
Theorem 7.3. Let $u$ be the strong solution of (7.1) corresponding to the initial condition $u(0)=u_{0} \in X_{2}$. Denote by $v$ the strong solution of the equation

$$
\begin{equation*}
v_{z \tau}=\bar{\rho}\left(\phi\left(v_{\tau}\right)\right)_{\tau}+\bar{\beta} v_{\tau \tau \tau}+\bar{\gamma} v_{\tau}+\Delta v \tag{7.8}
\end{equation*}
$$

satisfying the same initial condition as $u$. Then

$$
\sup _{z}\|u-v\|^{2} \leq M \epsilon^{q-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right] .
$$

Proof. It is clear that $v$ is subject to the same type of estimates as $u$ but with the coefficients independent of $\epsilon$. In particular,

$$
\begin{gather*}
\sup _{z}\|\nabla v\|^{2}+\sup _{z}\left\|v_{\tau}\right\|^{2}+M^{-1} \int_{0}^{Z}\left\|v_{\tau \tau}\right\|^{2} d z+M^{-1} \int_{0}^{Z}\left\|\nabla v_{\tau}\right\|^{2} d z  \tag{7.9}\\
\leq M\left\|\nabla u_{0}\right\|^{2}+M\left\|u_{0 \tau}\right\|^{2} .
\end{gather*}
$$

The difference $w=u-v$ satisfies the relation

$$
\begin{align*}
w_{z \tau}= & \rho\left[\phi\left(u_{\tau}\right)-\phi\left(v_{\tau}\right)\right]_{\tau}+\beta w_{\tau \tau \tau}+\gamma w_{\tau}+\Delta w  \tag{7.10}\\
& -(\bar{\rho}-\rho)\left(\phi\left(v_{\tau}\right)\right)_{\tau}+(\bar{\beta}-\beta) v_{\tau \tau \tau}+(\bar{\gamma}-\gamma) v_{\tau} .
\end{align*}
$$

Multiply it by $-\tilde{w}$ to obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d z}\|w\|^{2}= & \left\langle\rho\left[\phi\left(u_{\tau}\right)-\phi\left(v_{\tau}\right)\right], w\right\rangle-\left\langle\beta w_{\tau}, w_{\tau}\right\rangle+\langle\gamma w, w\rangle \\
& +(\bar{\rho}-\rho) P+(\bar{\beta}-\beta) Q+(\bar{\gamma}-\gamma) R  \tag{7.11}\\
\leq & M\|w\|^{2}+(\bar{\rho}-\rho) P+(\bar{\beta}-\beta) Q+(\bar{\gamma}-\gamma) R,
\end{align*}
$$

where $P, Q$, and $R$ stand for the residual terms:

$$
P=\left\langle\phi\left(v_{\tau}\right), u-v\right\rangle, \quad Q=\left\langle v_{\tau \tau}, u-v\right\rangle, \quad R=\langle v, u-v\rangle .
$$

The integration of (7.11) over $z \in[0, s]$ yields

$$
\frac{1}{2}\|w(s)\|^{2} \leq M \int_{0}^{s}\|w\|^{2} d z+\int_{0}^{s}[(\bar{\alpha}-\alpha) P+(\bar{\beta}-\beta) Q+(\bar{\gamma}-\gamma) R] d z .
$$

By integrating by parts in the second term on the right and making use of assumption ( $\rho \beta \gamma$ ), we arrive at

$$
\begin{equation*}
\frac{1}{2}\|w(s)\|^{2} \leq M \int_{0}^{s}\|w\|^{2} d z+M \epsilon^{q} \int_{0}^{s}\left(\left|P_{z}\right|+\left|Q_{z}\right|+\left|R_{z}\right|\right) d z . \tag{7.12}
\end{equation*}
$$

The expressions $P_{z}, Q_{z}$, and $R_{z}$ need to be estimated separately. The most difficult estimate is required by the term $\left|\left\langle v_{\tau \tau}, u_{z}\right\rangle\right|$ appearing in $\left|Q_{z}\right|$. We have

$$
\begin{gather*}
\quad\left|\left\langle v_{\tau \tau}, u_{z}\right\rangle\right|=\left|\left\langle(I-\Delta) v_{\tau}, A^{-2} u_{z \tau}\right\rangle\right| \\
\leq\left|\left\langle v_{\tau}, A^{-2} u_{z \tau}\right\rangle\right|+\left|\left\langle\nabla v_{\tau}, \nabla A^{-2} u_{z \tau}\right\rangle\right|  \tag{7.13}\\
\leq\left\|A^{-1} v_{\tau}\right\|\| \| A^{-1} u_{z \tau}\|+\| \nabla v_{\tau}\| \| \nabla A^{-2} u_{z \tau} \| .
\end{gather*}
$$

On the other hand,

$$
\begin{gathered}
\left\|\nabla A^{-2} u_{z \tau}\right\|^{2}=-\left\langle\Delta A^{-2} u_{z \tau}, A^{-2} u_{z \tau}\right\rangle=\left\langle\left(A^{2}-I\right) A^{-2} u_{z \tau}, A^{-2} u_{z \tau}\right\rangle \\
=\left\langle A^{-1} u_{z \tau}, A^{-1} u_{z \tau}\right\rangle-\left\langle A^{-2} u_{z \tau}, A^{-2} u_{z \tau}\right\rangle \leq\left\|A^{-1} u_{z \tau}\right\|^{2} .
\end{gathered}
$$

Thus (7.13) becomes

$$
\left|\left\langle v_{\tau \tau}, u_{z}\right\rangle\right| \leq\left(\left\|v_{\tau}\right\|+\left\|\nabla v_{\tau}\right\|\right)\left\|A^{-1} u_{z \tau}\right\|
$$

Now with the help of (7.7) and (7.9) we obtain

$$
\begin{gathered}
\int_{0}^{s}\left|\left\langle v_{\tau \tau}, u_{z}\right\rangle\right| d z \leq M\left[\int_{0}^{s}\left(\left\|v_{\tau}\right\|^{2}+\left\|\nabla v_{\tau}\right\|^{2}\right) d z\right]^{1 / 2}\left[\int_{0}^{s}\left\|A^{-1} u_{z \tau}\right\|^{2} d z\right]^{1 / 2} \\
\leq M\left[\left\|\nabla u_{0}\right\|^{2}+\left\|u_{0 \tau}\right\|^{2}\right]^{1 / 2}\left[\left\|\nabla u_{0}\right\|^{2}+\frac{1}{\epsilon}\left\|u_{0 \tau}\right\|^{2}+\left\|A^{-1} u_{0 \tau \tau}\right\|^{2}\right]^{1 / 2} \\
\leq M \epsilon^{-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right]
\end{gathered}
$$

The latter inequality follows from the boundedness of the operator $A^{-1}$ and the fact that $\left\|\nabla u_{0}\right\|^{2}=\left\langle\nabla u_{0}, \nabla u_{0}\right\rangle=-\left\langle\nabla \tilde{u}_{0}, \nabla u_{0 \tau}\right\rangle=\left\langle\Delta \tilde{u}_{0}, u_{0 \tau}\right\rangle \leq \frac{1}{2}\left(\left\|\Delta \tilde{u}_{0}\right\|^{2}+\left\|u_{0 \tau}\right\|^{2}\right)$. Quite similarly to (7.14) one establishes the same upper bound on the term $\left|\left\langle v_{\tau \tau}, v_{z}\right\rangle\right|$, and therefore

$$
\int_{0}^{s}\left|\left\langle v_{\tau \tau}, u_{z}-v_{z}\right\rangle\right| d z \leq M \epsilon^{-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right]
$$

Now let us note that

$$
\begin{gather*}
\int_{0}^{s}\left|Q_{z}\right| d z \leq \int_{0}^{s}\left|\left\langle v_{\tau \tau}, u-v\right\rangle_{z}\right| d z \\
\leq \int_{0}^{s}\left|\left\langle v_{\tau \tau}, u_{z}-v_{z}\right\rangle\right| d z+\int_{0}^{s}\left|\left\langle v_{z}, u_{\tau \tau}\right\rangle\right| d z+\int_{0}^{s}\left|\left\langle v_{z}, v_{\tau \tau}\right\rangle\right| d z \tag{7.15}
\end{gather*}
$$

The term involving $u_{z}$ having already been estimated, let us treat the second term on the right of (7.15). Recall that $v$ is a strong solution to (7.8) whose coefficients are independent of $\epsilon$. Therefore, by Proposition 4.2,

$$
\begin{equation*}
\sup _{z}\left[\left\|v_{\tau \tau}\right\|^{2}+\left\|v_{z}\right\|^{2}\right]+\left\|v_{\tau \tau \tau}\right\|^{2}+\left\|v_{z \tau}\right\|^{2}+\|\Delta v\|^{2} \leq M\left\|u_{0 \tau \tau}\right\|^{2}+M\left\|\Delta \tilde{u}_{0}\right\|^{2} \tag{7.16}
\end{equation*}
$$

Along with Proposition 7.1 the latter inequality implies that

$$
\begin{aligned}
& \int_{0}^{s}\left|\left\langle v_{z}, u_{\tau \tau}\right\rangle\right| d z \leq\left[\int_{0}^{s}\left\|v_{z}\right\|^{2} d z\right]^{1 / 2}\left[\int_{0}^{s}\left\|u_{\tau \tau}\right\|^{2} d z\right]^{1 / 2} \\
\leq & M\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right]^{1 / 2} \times \epsilon^{-1 / 2}\left[\left\|\nabla u_{0}\right\|^{2}+\left\|u_{0 \tau}\right\|^{2}\right]^{1 / 2}
\end{aligned}
$$

As has been mentioned above, $\left\|\nabla u_{0}\right\|^{2} \leq \frac{1}{2}\left(\left\|\Delta \tilde{u}_{0}\right\|^{2}+\left\|u_{0 \tau}\right\|^{2}\right)$ and $\left\|u_{0 \tau}\right\|^{2} \leq\left\|u_{0 \tau \tau}\right\|^{2}$. So we obtain

$$
\int_{0}^{s}\left|\left\langle v_{z}, u_{\tau \tau}\right\rangle\right| d z \leq M \epsilon^{-1 / 2}\left(\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right)
$$

The last term on the right of (7.15) admits the same estimate, and we finally obtain

$$
\int_{0}^{s}\left|Q_{z}\right| d z \leq M \epsilon^{-1 / 2}\left(\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right)
$$

The estimate on $\left|P_{z}\right|$ is simpler. We have

$$
P_{z}=\left\langle\phi^{\prime}\left(v_{\tau}\right) v_{z \tau}, u-v\right\rangle+\left\langle\phi\left(v_{\tau}\right), u_{z}-v_{z}\right\rangle
$$

Estimate (7.16) together with Proposition 7.1 yields

$$
\begin{equation*}
\int_{0}^{s}\left|P_{z}\right| d z \leq M \epsilon^{-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right]+\int_{0}^{s}\left|\left\langle\phi\left(v_{\tau}\right), u_{z}\right\rangle\right| d z \tag{7.17}
\end{equation*}
$$

The last term on the right should be treated with the help of Proposition 7.2. First note that

$$
\begin{gathered}
\left|\left\langle\phi\left(v_{\tau}\right), u_{z}\right\rangle\right|=\left|\left\langle A \phi\left(v_{\tau}\right), A^{-1} u_{z}\right\rangle\right| \leq\left\|A \phi\left(v_{\tau}\right)\right\|\left\|A^{-1} u_{z}\right\| \\
\leq M\left\|\nabla \phi\left(v_{\tau}\right)\right\|\left\|A^{-1} u_{z}\right\|=M\left\|\phi^{\prime}\left(v_{\tau}\right) \nabla v_{\tau}\right\|\left\|A^{-1} u_{z}\right\| \\
\leq M\left\|\nabla v_{\tau}\right\|\left\|A^{-1} u_{z}\right\| \leq M\left[\|\Delta v\|^{2}+\left\|v_{\tau \tau}\right\|^{2}\right]^{1 / 2}\left\|A^{-1} u_{z}\right\|
\end{gathered}
$$

Now the integration over $z \in[0, s]$ and the use of Proposition 7.2 along with estimate (7.16) yield

$$
\int_{0}^{s}\left|\left\langle\phi\left(v_{\tau}\right), u_{z}\right\rangle\right| d z \leq M \epsilon^{-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right] .
$$

We omit the details concerning the treatment of the term involving $R_{z}$ in the second integral on the right of (7.12). It is quite similar to the case of $Q_{z}$ since $v=\tilde{\tilde{v}}_{\tau \tau}$. Thus we finally obtain

$$
\begin{equation*}
\frac{1}{2}\|w(s)\|^{2} \leq M \int_{0}^{s}\|w\|^{2} d z+M \epsilon^{q-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right] \tag{7.18}
\end{equation*}
$$

By the Gronwall lemma we have

$$
\int_{0}^{s}\|w\|^{2} d z \leq M \epsilon^{q-1 / 2}\left[\left\|u_{0 \tau \tau}\right\|^{2}+\left\|\Delta \tilde{u}_{0}\right\|^{2}\right]
$$

Reinject the latter inequality into (7.18) to complete the proof.
8. Concluding remarks. The obtained global existence and uniqueness results for (2.1) for the case of nonlinearity $f$ with bounded derivative show that this formulation may have some mathematical advantages in comparison with the classical KZK equation (see [3, 4]), although for small variations of the acoustic pressure (which is one of the assumptions of the physical model used to derive the equation) these two models coincide.

The introduction of the varying coefficients allows us to model the acoustic beam propagation in a stratified heterogeneous media (for example, in the atmosphere), while the asymptotic analysis by means of the homogenization techniques simplifies reducing it to the case of constant coefficients, when in some situations an analytical solution is possible.
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# EXISTENCE OF WEAK SOLUTIONS FOR THE UNSTEADY INTERACTION OF A VISCOUS FLUID WITH AN ELASTIC PLATE* 
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#### Abstract

We consider a three-dimensional viscous incompressible fluid governed by the NavierStokes equations, interacting with an elastic plate located on one part of the fluid boundary. We do not neglect the deformation of the fluid domain which consequently depends on the displacement of the structure. The purpose of this work is to study the solutions of this unsteady fluid-structure interaction problem, as the coefficient modeling the viscoelasticity (resp., the rotatory inertia) of the plate tends to zero. As a consequence, we obtain the existence of at least one weak solution for the limit problem (Navier-Stokes equation coupled with a plate in flexion) as long as the structure does not touch the bottom of the fluid cavity.
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1. Introduction. Many physical phenomena deal with a fluid interacting with a moving or deformable structure. These kinds of problems have a lot of important applications, for instance, in areolasticity, biomechanics, hydroelasticity, sedimentation, etc. From the mathematical point of view they have been studied extensivelly over the past few years. Here we consider a viscous incompressible three-dimensional (3D) fluid described by the Navier-Stokes equations interacting with a two-dimensional elastic plate in flexion.

One already knows that if a viscous term or the rotatory inertia are taken into account in the plate equations, there exists at least one weak solution to this problem (see [4]). From the mechanical point of view, adding a viscous term is a way to introduce dissipation in the plate model, and, from the mathematical point of view, this is a way to regularize the structure velocity. Here the dissipation coming from the fluid enables us to control the space high frequencies of the structure velocity and to pass to the limit in the coupled system as the additional viscous plate coefficient tends to zero and, thus, obtain the existence of weak solutions of the limit problem. This limit system can also be obtained as the limit of the plate-Navier-Stokes system (with a regularized initial plate velocity) as the coefficient of the rotatory inertia tends to zero. In most of the previous studies the structure velocity is quite regular because of the model or because of the presence of a regularization operator in the equations. The existing results are concerned mainly with rigid body motions [5], [10], [11], [13], [16], [17], [18], [21], [22], [24], [25] or with the motion of a structure described by a finite number of modal functions [12] or a structure with additional "viscous" terms [2], [4], [8]. Recently, a significant breakthrough has been made by Coutand and Shkoller. In [6], [7] they prove the existence, locally in time, of a unique regular solution (assuming that the data are smooth enough and satisfy suitable compatibility conditions) for the Navier-Stokes equations coupled with linearized elasticity or quasilinear elasticity. These are the only existence results where the full 3D elasticity is

[^36]considered and that don't require additional viscous terms. Nevertheless, despite these new important results, the case of fluid-plate or fluid-shell interaction problems is not, as far as we know, solved. Here, by assuming that the in-plane motions can be neglected and taking advantage of the transverse-only motions of the plate and of the fact that the plate equations enable some regularity of the boundary of the fluid domain, we prove the existence of weak solutions for a fluid-plate interaction problem. Note that the same proof does not apply for general plate or shell models. Yet, even if we consider here a rather simple structure model, this is, to our knowledge, the first existence result of weak solutions in this direction. Note, moreover, that no compatibility assumptions are required and the existence result holds as long as the plate does not touch the bottom of the fluid cavity. Finally, the same results hold for a 2 D viscous flow interacting with a one-dimensional membrane.

In the first section we give the equations of the fluid-structure problem for which we derive a priori energy estimates. Next, definitions and properties of the energy spaces are detailed, and the weak formulation of the problem is given. In particular, we build suitable extensions of the fluid test functions and liftings of the structure test functions. In the second section, we state our main results, the third section being devoted to the derivation of compactness properties that enable us to pass to the limit in the equations as the "viscous" plate coefficient tends to zero (section 4).
1.1. Presentation of the problem. We assume that the fluid fills a threedimensional cavity and interacts with a thin elastic structure, located on a part of the boundary of the fluid, the other part being rigid. For the sake of simplicity, we assume that, in the reference state, the elastic part of the fluid boundary is $\omega \times\{1\}$, where $\omega$ denotes a Lipschitz domain in $\mathbb{R}^{2}$. In the initial state the fluid occupies the domain $\Omega_{\eta_{I}}$ :

$$
\Omega_{\eta_{I}}=\left\{(x, y, z) \in \mathbb{R}^{3},(x, y) \in \omega, 0<z<1+\eta_{I}(x, y)\right\}
$$

where $\eta_{I}$ is a given initial displacement of the elastic part. The rigid part of $\partial \Omega_{\eta_{I}}$ is denoted by $\Gamma_{0}$. Note that we could also have considered the case of a fluid between two elastic plates or the case where $\omega \times\{1\}$ is a part of a smooth fluid domain boundary and obtained the same kind of results. We model the deformable part of the boundary by the classical linear plate theory for tranverse motions. We take its edge to be clamped. Note that the equations describing the tranverse motion and the in-plane motions of a plate are decoupled. Here we ignore in-plane motions. From a mechanical point of view, this assumption is justified (at least for small enough deformations) since the membrane stiffness of a plate is much larger than its flexion stiffness. We denote by $\eta_{\varepsilon}(t, x, y)$ the vertical displacement with respect to the rest configuration. The subscript $\varepsilon$ underlines the dependence of the solution with respect to the parameter $\varepsilon \geq 0$, which measures the "viscosity" of the plate (or the rotatory inertia). Then the equations describing the evolution of the transversal displacement $\eta_{\varepsilon}\left(\eta_{\varepsilon}=\eta_{\varepsilon}(t, x, y) \in \mathbb{R}\right)$ are

$$
\left\{\begin{array}{l}
\partial_{t t} \eta_{\varepsilon}+\Delta^{2} \eta_{\varepsilon}+\varepsilon \Delta^{2} \partial_{t} \eta_{\varepsilon}=g+\left(T_{f}^{\varepsilon}\right)_{3} \text { in } \omega  \tag{1}\\
\eta_{\varepsilon}=\frac{\partial \eta_{\varepsilon}}{\partial n}=0 \text { on } \partial \omega \\
\eta_{\varepsilon}(0)=\eta_{I}, \partial_{t} \eta_{\varepsilon}(0)=\dot{\eta}_{I}
\end{array}\right.
$$

where $g$ denotes the given body force on the plate and $T_{f}^{\varepsilon}$ the surface force exerted by the fluid on the structure. The definition of $T_{f}^{\varepsilon}$ will be made precise later on. Instead
of the additional viscosity term, we could have added $-\varepsilon \Delta \partial_{t t} \eta_{\varepsilon}$, which models the inertia of rotation. The domain occupied by the fluid at time $t$ is denoted by $\Omega_{\eta_{\varepsilon}}(t)$ :

$$
\begin{equation*}
\Omega_{\eta_{\varepsilon}}(t)=\left\{(x, y, z) \in \mathbb{R}^{3},(x, y) \in \omega, 0<z<1+\eta_{\varepsilon}(t, x, y)\right\} \tag{2}
\end{equation*}
$$

The classical forms of the governing equations for the fluid are

$$
\begin{cases}\partial_{t} \mathbf{u}_{\varepsilon}+\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}_{\varepsilon}-\nu \Delta \mathbf{u}_{\varepsilon}+\nabla p_{\varepsilon}=\mathbf{f} & \text { in } \Omega_{\eta_{\varepsilon}}(t)  \tag{3}\\ \operatorname{div} \mathbf{u}_{\varepsilon}=0 & \text { in } \Omega_{\eta_{\varepsilon}}(t), \\ \mathbf{u}_{\varepsilon}(t, \cdot)=\mathbf{0} & \text { on } \Gamma_{0}, \\ \mathbf{u}_{\varepsilon}(0, \cdot)=\mathbf{u}_{I} & \text { in } \Omega_{\eta_{I}},\end{cases}
$$

where $\mathbf{u}_{\varepsilon}$ denotes the fluid velocity and $p_{\varepsilon}$ the pressure field. The body force $\mathbf{f}$ and the initial velocity $\mathbf{u}_{I}$ are given.

Since the fluid is viscous, it adheres to the plate, and thus the velocities coincide (in a sense to be defined) at the interface. This is written, since we assume that the plate motion is vertical:

$$
\begin{equation*}
\mathbf{u}_{\varepsilon}\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=\left(0,0, \partial_{t} \eta_{\varepsilon}(t, x, y)\right)^{T}, \quad(x, y) \in \omega \tag{4}
\end{equation*}
$$

This condition, together with the incompressibility of the fluid, leads to

$$
\begin{equation*}
\int_{\omega} \partial_{t} \eta_{\varepsilon}=0 \tag{5}
\end{equation*}
$$

Condition (5) states that the global volume of the cavity is preserved. The surface force $T_{f}$ exerted by the fluid on the plate can be defined by

$$
\begin{equation*}
\int_{\omega} T_{f}^{\varepsilon} \cdot \overline{\mathbf{v}}=\int_{\partial \Omega_{\eta_{\varepsilon}(t) \backslash \Gamma_{0}}}\left(-2 \nu D\left(\mathbf{u}_{\varepsilon}\right) \cdot \mathbf{n}_{t}^{\varepsilon}+p_{\varepsilon} \mathbf{n}_{t}^{\varepsilon}\right) \cdot \mathbf{v} \quad \forall \mathbf{v} \tag{6}
\end{equation*}
$$

where $D\left(\mathbf{u}_{\varepsilon}\right)=\left(\nabla \mathbf{u}_{\varepsilon}+\left(\nabla \mathbf{u}_{\varepsilon}\right)^{T}\right) / 2$ is the strain tensor, $\mathbf{n}_{t}^{\varepsilon}$ denotes the outer unit normal at $\partial \Omega_{\eta_{\varepsilon}}(t) \backslash \Gamma_{0}\left(\mathbf{n}_{t}^{\varepsilon}=\frac{1}{\sqrt{1+\left(\partial_{x} \eta_{\varepsilon}\right)^{2}+\left(\partial_{y} \eta_{\varepsilon}\right)^{2}}}\left(-\partial_{x} \eta_{\varepsilon},-\partial_{y} \eta_{\varepsilon}, 1\right)^{T}\right)$, and $\overline{\mathbf{v}}(t, x, y)=$ $\mathbf{v}\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right) \forall(x, y) \in \omega$. Note here that the pressure $p_{\varepsilon}$ is not defined up to a constant but is uniquely defined. Its average value ensures the global volume conservation of the fluid cavity. This average is in fact the Lagrange multiplier associated with the compatibility condition (5). Note that if Neumann boundary conditions had been imposed on $\Gamma_{0}$, then the plate displacement should not verify an additional "volume-preserving" constraint. As noted in [4], the third component of $T_{f}^{\varepsilon}$ can be rewritten thanks to

$$
2\left(D\left(\mathbf{u}_{\varepsilon}\right) \cdot \mathbf{n}_{t}^{\varepsilon}\right)_{3}=\left(\nabla \mathbf{u}_{\varepsilon} \cdot \mathbf{n}_{t}^{\varepsilon}\right)_{3} .
$$

This simplification comes from the fact that the displacement at the fluid-structure interface is only transverse and from the incompressibility of the fluid.

Thus $\forall \mathbf{v}$, such that $v_{i}\left(t, x, 1+\eta_{\varepsilon}(t, x, y)\right)=0, i=1,2,(t, x, y) \in(0, T) \times \omega$, we have

$$
\begin{equation*}
\int_{\omega} T_{f}^{\varepsilon} \cdot \hat{\mathbf{v}}=\int_{\Gamma_{\eta_{\varepsilon}(t)}}\left(-\nu \nabla \mathbf{u}_{\varepsilon} \cdot \mathbf{n}_{t}^{\varepsilon}+p_{\varepsilon} \mathbf{n}_{t}^{\varepsilon}\right)_{3} v_{3} \tag{7}
\end{equation*}
$$

Note moreover that the two first components of $T_{f}^{\varepsilon}$ correspond to the Lagrange multiplier associated to the vertical velocity constrain that the fluid has to verify at the interface.
1.2. A priori estimates. In this subsection we recall the a priori estimates satisfied by any solution, assuming that it is smooth enough. We multiply the NavierStokes equations by $\mathbf{u}_{\varepsilon}$ and integrate over $\Omega_{\eta_{\varepsilon}}(t)$, and we multiply the plate equations by $\partial_{t} \eta_{\varepsilon}$, integrate over $\omega$, and add these two contributions. After integrations by parts and taking into account the coupling conditions (equality of the velocities (4) and the definition of $T_{f}^{\varepsilon}(7)$ ), we obtain the following energy equality:

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\mathbf{u}_{\varepsilon}\right|^{2}+2 \nu \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\nabla\left(\mathbf{u}_{\varepsilon}\right)\right|^{2} \\
& +\frac{1}{2} \frac{d}{d t} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}\right)^{2}+\frac{1}{2} \frac{d}{d t} \int_{\omega}\left(\Delta \eta_{\varepsilon}\right)^{2}+\varepsilon \int_{\omega}\left(\Delta \partial_{t} \eta_{\varepsilon}\right)^{2}  \tag{8}\\
& =\int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{f} \cdot \mathbf{u}_{\varepsilon}+\int_{\omega} g \partial_{t} \eta_{\varepsilon}
\end{align*}
$$

Hence, using Cauchy-Schwarz and Young's inequalities and Gronwall's lemma:

$$
\begin{align*}
& \frac{1}{2}\left\|\mathbf{u}_{\varepsilon}(t, \cdot)\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}^{2}+2 \nu \int_{0}^{t}\left\|\nabla\left(\mathbf{u}_{\varepsilon}\right)(s, \cdot)\right\|_{L^{2}\left(\Omega_{\left.\eta_{\varepsilon}(s)\right)}^{2}\right.}^{2} d s \\
& +\frac{1}{2}\left\|\partial_{t} \eta_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\omega)}^{2}+\frac{1}{2}\left\|\Delta \eta_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\omega)}^{2}+\varepsilon \int_{0}^{t}\left\|\Delta \partial_{t} \eta_{\varepsilon}(s, \cdot)\right\|_{L^{2}(\omega)}^{2} d s  \tag{9}\\
& \leq e^{t}\left(\frac{1}{2}\left\|\mathbf{u}_{I}\right\|_{L^{2}\left(\Omega_{\eta_{I}}\right)}^{2}+\frac{1}{2}\left\|\dot{\eta}_{I}\right\|_{L^{2}(\omega)}^{2}+\frac{1}{2}\left\|\Delta \eta_{I}\right\|_{L^{2}(\omega)}^{2}\right) \\
& +\frac{1}{2} \int_{0}^{t} \exp (t-s)\left(\|\mathbf{f}(s, \cdot)\|_{L^{2}\left(\Omega_{\left.\eta_{\varepsilon}(s)\right)}^{2}\right.}^{2}+\|g(s, \cdot)\|_{L^{2}(\omega)}^{2}\right) d s
\end{align*}
$$

Thus, assuming that $\mathbf{f} \in L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{3}\right)\right), g \in L^{2}\left(0, T ; L^{2}(\omega)\right)$, $\mathbf{u}_{I} \in L^{2}\left(\Omega_{\eta_{I}}\right)$, $\eta_{I} \in H_{0}^{2}(\omega)$, and $\dot{\eta}_{I} \in L^{2}(\omega)$,

$$
\begin{equation*}
\mathbf{u}_{\varepsilon} \text { is bounded, uniformly in } \varepsilon, \text { in } L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right), \tag{10}
\end{equation*}
$$

$\nabla \mathbf{u}_{\varepsilon}$ is bounded, uniformly in $\varepsilon$, in $L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)$,
and

$$
\begin{equation*}
\eta_{\varepsilon} \text { is bounded, uniformly in } \varepsilon, \text { in } W^{1, \infty}\left(0, T ; L^{2}(\omega)\right) \cap L^{\infty}\left(0, T ; H_{0}^{2} .(\omega)\right) \tag{12}
\end{equation*}
$$

Moreover, if $\varepsilon>0$,

$$
\partial_{t} \eta_{\varepsilon} \in L^{2}\left(0, T ; H_{0}^{2}(\omega)\right)
$$

Consequently the spaces $L^{p}\left(0, T ; L^{2}\left(\Omega_{\gamma}(t)\right)\right), L^{2}\left(0, T ; H^{1}\left(\Omega_{\gamma}(t)\right)\right)$ need to be defined for $\gamma$ belonging to $W^{1, \infty}\left(0, T ; L^{2}(\omega)\right) \cap L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right)$. Note that the following continuous injection holds:

$$
W^{1, \infty}\left(0, T ; L^{2}(\omega)\right) \cap L^{\infty}\left(0, T ; H^{2}(\omega)\right) \hookrightarrow C^{0,1-\theta}\left([0, T] ; H^{2 \theta}(\omega)\right)
$$

for all $0<\theta<1$. In particular,

$$
\begin{equation*}
W^{1, \infty}\left(0, T ; L^{2}(\omega)\right) \cap L^{\infty}\left(0, T ; H^{2}(\omega)\right) \hookrightarrow C^{0, \mu}\left([0, T] ; C^{0,1 / 2-\mu}(\bar{\omega})\right) \tag{13}
\end{equation*}
$$

for all $0<\mu<1 / 2$. The proof of the first injection relies on standard Hilbertian interpolation inequalities (see [20]). The other is deduced from the first one and from Sobolev injections in dimension two (see [3]). Consequently, this displacement regularity does not imply that the fluid domain boundary is Lipschitz, and we have to pay a special attention to the definitions of the functional spaces. We have also to give a sense to the equality of the velocities. Thus we are going to give some technical lemmas, definitions, and properties, most of which can be found in [4].
1.3. Preliminary definitions and properties. We now turn to the definition of some functional spaces. These definitions can be found in [4], but for the sake of completness we recall them here. Let $T>0$ and $\delta$ belong to $C^{0}([0, T] \times \bar{\omega})$ such that, for some positive $M$ and $\alpha, M \geq 1+\delta(t, x, y) \geq \alpha>0$ for all $(t, x, y) \in[0, T] \times \bar{\omega}$ and such that $\delta=0$ on $\partial \omega$. The set $\Omega_{\delta}(t)$ defined by

$$
\Omega_{\delta}(t)=\left\{(x, y, z) \in \mathbb{R}^{3},(x, y) \in \omega, 0<z<1+\delta(t, x, y)\right\}
$$

is an open subset of $\mathbb{R}^{3}$ for every $t \in[0, T]$ which is included in $\mathcal{C}_{M}=\omega \times(0, M)$. Let $\widehat{\Omega}_{\delta}$ be the open domain of $\mathbb{R}^{4}$ defined by

$$
\widehat{\Omega}_{\delta}=\bigcup_{t \in(0, T)}\{t\} \times \Omega_{\delta}(t)
$$

We set $\widehat{\mathcal{C}_{M}}=(0, T) \times \mathcal{C}_{M}$. One can define in a standard way the spaces $L^{p}\left(\Omega_{\delta}(t)\right)$, $H^{1}\left(\Omega_{\delta}(t)\right), H_{0}^{1}\left(\Omega_{\delta}(t)\right)$, for every $t$, and $L^{p}\left(\widehat{\Omega}_{\delta}\right), H^{1}\left(\widehat{\Omega_{\delta}}\right), L^{p}\left(\widehat{\mathcal{C}_{M}}\right)$, and $H^{1}\left(\widehat{\mathcal{C}_{M}}\right)$. The space $H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)$ will denote the subspace of $H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)$ of functions of zero trace on $\Gamma_{0}=\omega \times\{0\} \cup \partial \omega \times(0,1)$. We then define:

$$
\begin{gathered}
L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right)=\left\{v \in L^{2}\left(\widehat{\Omega}_{\delta}\right), \nabla v \in L^{2}\left(\widehat{\Omega}_{\delta}\right)\right\} \\
L^{2}\left(0, T ; H_{0}^{1}\left(\Omega_{\delta}(t)\right)\right)=\overline{\mathcal{D}\left(\widehat{\Omega}_{\delta}\right)}{ }^{L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right)}, \\
\mathcal{V}_{\delta}=\left\{\mathbf{v} \in C^{1}\left(\widehat{\widehat{\Omega}}_{\delta}\right), \operatorname{div} \mathbf{v}=0, \mathbf{v}=\mathbf{0} \text { on }(0, T) \times \Gamma_{0}\right\}, \\
V_{\delta}=\overline{\mathcal{V}}_{\delta}{ }^{L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right)},
\end{gathered}
$$

and

$$
L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\delta}(t)\right)\right)=\left\{v \in L^{2}\left(\widehat{\Omega}_{\delta}\right), \sup _{\operatorname{ess}}^{t \in(0, T)},\|v\|_{L^{2}\left(\Omega_{\delta}(t)\right)}<+\infty\right\}
$$

Moreover we define

$$
V=\left\{\mathbf{v} \in L^{2}\left(0, T ; H^{1}\left(\mathcal{C}_{M}\right)\right), \operatorname{div} \mathbf{v}=0, \mathbf{v}=\mathbf{0} \text { on }(0, T) \times\left(\Gamma_{0} \cup \Gamma_{1}\right)\right\}
$$

where $\Gamma_{1}=\partial \omega \times(1, M)$.
The space $V_{\delta}$ can be characterized as follows:

$$
V_{\delta}=\left\{\mathbf{v} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right), \operatorname{div} \mathbf{v}=0, \mathbf{v}=\mathbf{0} \text { on }(0, T) \times \Gamma_{0}\right\}
$$

In the case of a Lipschitz or a star-shaped domain independent of time, this follows from standard arguments (see [26] or [15]). In our case it can be proved by using the fact that the domain $\Omega_{\delta}(t)$ is locally a subgraph. This property will be extensively used in all that follows.

Next we recall various lemmas that explain how the trace on $\partial \Omega_{\delta}(t) \backslash \Gamma_{0}$ makes sense, define extension and lifting operators, and explore some properties of the spaces defined above. We omit the proofs whenever they can be found in [4]. Note that these results take advantage of the fact that the fluid domain is a subgraph because the displacement of the interface is only transverse. Let us consider the linear mapping $\gamma_{\delta(t)}: v \mapsto v(x, y, 1+\delta(t, x, y))$ defined for $v \in C^{0}\left(\bar{\Omega}_{\delta}(t)\right)$.

Lemma 1. For every $t \in[0, T]$, the mapping $\gamma_{\delta(t)}$ from $C^{1}\left(\overline{\mathcal{C}_{M}}\right)$ (resp., $C^{1}\left(\bar{\Omega}_{\delta}(t)\right)$ ) in $C^{0}(\bar{\omega})$ can be extended by continuity to a linear mapping from $H^{1}\left(\mathcal{C}_{M}\right)$ (resp., $\left.H^{1}\left(\Omega_{\delta}(t)\right)\right)$ into $L^{2}(\omega)$.

Corollary 1. If $v \in L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right)$, then $\gamma_{\delta(t)}(v) \in L^{2}\left(0, T ; L^{2}(\omega)\right)$.
Thus, the trace of $v(x, y, 1+\delta(t, x, y))$ on $\omega$ makes sense at least in $L^{2}(\omega)$. The following lemma makes precise the regularity of $\gamma_{\delta(t)}(v)$ when assuming moreover that $\delta$ belongs to $L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right)$. This additional regularity will play a crucial role in our asymptotic study and will enable us to control the space high frequencies of the structure velocity.

Lemma 2. Assuming that $\delta \in C^{0}\left([0, T] ; C^{0}(\bar{\omega})\right) \cap L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right)$, then, for any $v \in H^{1}\left(\Omega_{\delta}(t)\right), \gamma_{\delta(t)}(v) \in W^{1-1 / p, p}(\omega), \forall 1<p<2$ and for $\frac{3}{2} \leq p<2$, $\gamma_{\delta(t)}(v) \in H^{\frac{3 p-2}{p}}(\omega)$, for a.e. $t$. Moreover, if $v \in L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right)$, then $\gamma_{\delta(t)}(v) \in$ $L^{2}\left(0, T ; W^{1-1 / p, p}(\omega)\right) \forall 1<p<2$ and $\gamma_{\delta(t)}(v) \in L^{2}\left(0, T ; H^{\frac{3 p-2}{p}}(\omega)\right) \forall \frac{3}{2} \leq p<2$.

Proof. Let us define an auxilary function by

$$
w(t, x, y, s)=v(x, y, 1+\delta(t, x, y)-s), 0 \leq s \leq \alpha
$$

It is clear that $w$ belongs to $L^{2}\left(\mathcal{C}_{\alpha}\right) \forall t$. Moreover

$$
\begin{aligned}
& \nabla w(t, x, y, s) \\
& \quad=\left(\begin{array}{c}
\partial_{x} v(x, y, 1+\delta(t, x, y)-s)+\partial_{x} \delta(t, x, y) \partial_{z} v(x, y, 1+\delta(t, x, y)-s) \\
\partial_{y} v(x, y, 1+\delta(t, x, y)-s)+\partial_{y} \delta(x, y) \partial_{z} v(x, y, 1+\delta(t, x, y)-s) \\
-\partial_{z} v(x, y, 1+\delta(t, x, y)-s)
\end{array}\right) .
\end{aligned}
$$

Since $H^{1}(\omega)$ is continuously imbedded in $L^{q}(\omega) \forall q<\infty$ and $\partial_{i} v(x, y, 1+\delta(t, x, y)-s)$ $\in L^{2}\left(\mathcal{C}_{\alpha}\right) \forall t$, we deduce that $\nabla w \in L^{p}\left(\mathcal{C}_{\alpha}\right)$ for all $1<p<2$, for a.e. $t$. Thus $w \in W^{1, p}\left(\mathcal{C}_{\alpha}\right)$, and $\gamma_{\delta(t)}(v)=\left.w\right|_{s=0} \in W^{1-1 / p, p}(\omega) \forall 1<p<2$ for a.e. $t$. Moreover, for a.e. $t$,

$$
\left\|\gamma_{\delta(t)}(v)\right\|_{W^{1-1 / p, p}(\omega)} \leq C\left(\|\delta\|_{C^{0}\left([0, T] ; C^{0}(\bar{\omega})\right) \cap L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right)},\|v\|_{H^{1}\left(\Omega_{\delta}(t)\right)}\right)
$$

Furthermore, from Sobolev injections (see [1, Thm. 7.58, p. 218]), we deduce that, for $2>p \geq \frac{3}{2}, \gamma_{\delta(t)}(v) \in H^{\frac{3 p-2}{p}}(\omega)$ and

$$
\begin{equation*}
\left\|\gamma_{\delta(t)}(v)\right\|_{H}^{\frac{3 p-2}{p}(\omega)} \leq C\left(\|\delta\|_{C^{0}\left([0, T] ; C^{0}(\bar{\omega})\right) \cap L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right)},\|v\|_{H^{1}\left(\Omega_{\delta}(t)\right)}\right) \tag{14}
\end{equation*}
$$

Now we are going to give a characterization of $H_{0}^{1}\left(\Omega_{\delta}(t)\right)$ with the help of the mapping $\gamma_{\delta(t)}$. An additional assumption on the boundary displacement $\delta$ is needed: $\delta$ is assumed to belong to $C^{0}\left([0, T] ; H^{1}(\omega)\right)$ (this is not an optimal assumption).

Lemma 3. Assuming that $\delta \in C^{0}\left([0, T] ; C^{0}(\bar{\omega}) \cap H^{1}(\omega)\right)$, then

$$
H_{0}^{1}\left(\Omega_{\delta}(t)\right)=\left\{v \in H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right), \gamma_{\delta(t)}(v)=0\right\}
$$

Corollary 2. If $v \in L^{2}\left(0, T ; H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)\right)$ and $\gamma_{\delta(t)}(v)=0$, for a.e. $t$, then $v \in L^{2}\left(0, T ; H_{0}^{1}\left(\Omega_{\delta}(t)\right)\right)$, and the converse is also true.

We now state a lemma that enables us to extend a function $\mathbf{v} \in V_{\delta}$ such that $\gamma_{\delta(t)}(\mathbf{v})=(0,0, b)^{T}, b \in L^{2}\left(0, T ; H^{1}(\omega)\right)$, the extension belonging to $V$.

Lemma 4. We assume that $\delta \in C^{0}\left([0, T] ; C^{0}(\bar{\omega}) \cap H_{0}^{1}(\omega)\right)$. Let $\mathbf{v} \in V_{\delta}$ such that, for a.e. $t, \gamma_{\delta(t)}(\mathbf{v})=(0,0, b)^{T}, b \in L^{2}\left(0, T ; H_{0}^{1}(\omega)\right)$. The function defined by

$$
\overline{\mathbf{v}}=\left\lvert\, \begin{align*}
& \mathbf{v} \text { in } \widehat{\Omega}_{\delta}  \tag{15}\\
& (0,0, b)^{T} \text { in } \widehat{\mathcal{C}_{M}} \backslash \widehat{\Omega}_{\delta}
\end{align*}\right.
$$

belongs to $V$, and

$$
\|\overline{\mathbf{v}}\|_{V} \leq C\left(\|\mathbf{v}\|_{V_{\delta}}+\|b\|_{L^{2}\left(0, T ; H^{1}(\omega)\right)}\right)
$$

where $C$ depends only on $M$.
Remark 1. If $\mathbf{v} \in L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\delta}(t)\right)\right)$ and $b \in L^{\infty}\left(0, T ; L^{2}(\omega)\right)$, then $\overline{\mathbf{v}} \in$ $L^{\infty}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$.

Next we build different lifting operators.
Lemma 5. For every $\phi \in H_{0}^{1}(\omega)$ there exists $w \in H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)$ such that

$$
\gamma_{\delta(t)}(w)=\phi \quad \text { and } \quad\|w\|_{H^{1}\left(\Omega_{\delta}(t)\right)} \leq C_{\alpha}\|\phi\|_{H^{1}(\omega)}
$$

For every $b \in H_{0}^{1}(\omega)$ such that $\int_{\omega} b=0$ there exists $\mathbf{v}$ such that $\gamma_{\delta(t)}(\mathbf{v})=(0,0, b)^{T}$, $\operatorname{div}(\mathbf{v})=0$, and

$$
\|\mathbf{v}\|_{H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)} \leq C_{\alpha}\|b\|_{H_{0}^{1}(\omega)}
$$

Proof. Indeed

$$
w=\left\lvert\, \begin{aligned}
& \phi \operatorname{in} \Omega_{\delta}(t) \backslash \mathcal{C}_{\alpha}, \\
& \mathcal{R}\left(\frac{z}{\alpha} \phi\right) \text { in } \mathcal{C}_{\alpha}
\end{aligned}\right.
$$

where $\mathcal{R}$ is a continuous lifting operator from $H^{1 / 2}\left(\partial \mathcal{C}_{\alpha}\right)$ into $H^{1}\left(\mathcal{C}_{\alpha}\right)$ and $\mathcal{C}_{\alpha}=$ $\omega \times(0, \alpha)$ verifies the desired properties. Moreover, if we consider $b \in H_{0}^{1}(\omega)$ such that $\int_{\omega} b=0$, then $\tilde{\mathcal{R}}$ is a continuous lifting operator from $H^{1 / 2}\left(\partial \mathcal{C}_{\alpha}\right)$ into $H^{1}\left(\mathcal{C}_{\alpha}\right)$ such that $\operatorname{div}(\tilde{\mathcal{R}} \mathbf{v})=0$,

$$
\mathbf{v}=\left\lvert\, \begin{align*}
& (0,0, b)^{T} \text { in } \Omega_{\delta}(t) \backslash \mathcal{C}_{\alpha}  \tag{16}\\
& \tilde{\mathcal{R}}\left(0,0, \frac{z}{\alpha} b\right)^{T} \text { in } \mathcal{C}_{\alpha}
\end{align*}\right.
$$

is divergence-free and belongs to $H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)$. Furthermore, we have for a.e. $t$

$$
\|\mathbf{v}\|_{H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)} \leq C_{\alpha}\|b\|_{H_{0}^{1}(\omega)}
$$

Consequently (16) defines a continuous linear lifting from $\left\{b \in H_{0}^{1}(\omega)\right.$, such that (s.t.) $\left.\int_{\omega} b=0\right\}$ into $\left\{\mathbf{v} \in H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)\right.$, s.t. $\left.\operatorname{div}(\tilde{\mathcal{R}} \mathbf{v})=0\right\}$.

Remark 2. Thanks to the previous lemma the space

$$
\left\{\mathbf{v} \in V_{\delta}, \gamma_{\delta(t)}(\mathbf{v})=(0,0, b)^{T} \text { for a.e. } t, b \in L^{2}\left(0, T ; H_{0}^{1}(\omega)\right)\right\}
$$

is equal to the sum of the two following spaces:

$$
\overline{\left\{\mathbf{v} \in \mathcal{D}\left(\widehat{\Omega}_{\delta}\right), \operatorname{div} \mathbf{v}=0\right\}}{ }^{L^{2}\left(0, T ; H^{1}\left(\Omega_{\delta}(t)\right)\right.}
$$

and

$$
\left\{\mathbf{v}, \mathbf{v}=\left\lvert\, \begin{array}{l}
(0,0, b)^{T} \text { in } \Omega_{\delta}(t) \backslash \mathcal{C}_{\alpha} \\
\tilde{\mathcal{R}}\left(0,0, \frac{z}{\alpha} b\right)^{T} \text { in } \mathcal{C}_{\alpha}
\end{array} \quad\right. \text { for a.e. } t, b \in L^{2}\left(0, T ; H_{0}^{1}(\omega)\right), \int_{\omega} b=0\right\} .
$$

We also need to build a "lifting" operator of $(0,0, b)^{T}$ for any $b$ that belongs only to $H^{s}(\omega), 0 \leq s<\frac{1}{2}$ since the structure velocity $\partial_{t} \eta_{\varepsilon}$ will be bounded, uniformly in $\varepsilon$, only in $L^{2}\left(0, T ; H^{s}(\omega)\right) \forall 0 \leq s<\frac{1}{2}$ and not in $L^{2}\left(0, T ; H_{0}^{1}(\omega)\right)$ (see Lemma 2).

Lemma 6. For all $b \in L^{2}\left(0, T ; H^{s}(\omega)\right), 0 \leq s<\frac{1}{2}$ such that $\int_{\omega} b=0$, there exists a lifting operator $\mathcal{R}_{\alpha}$ satisfying $\gamma_{\delta(t)}\left(\mathcal{R}_{\alpha}(b)\right)=(0,0, b)^{T}$ and $\operatorname{div}\left(\mathcal{R}_{\alpha}(b)\right)=0$ and for a.e. $t$

$$
\begin{equation*}
\left\|\mathcal{R}_{\alpha}(b)\right\|_{H^{s}\left(\mathcal{C}_{M}\right)} \leq C\|b\|_{H^{s}(\omega)} \forall 0 \leq s<\frac{1}{2} . \tag{17}
\end{equation*}
$$

Proof. A rather naive construction will satisfy the desired properties. Let us define $\mathcal{R}_{\alpha}$ by

$$
\mathcal{R}_{\alpha}(b)=\left\lvert\, \begin{align*}
& (0,0, b)^{T} \text { for } z \geq \alpha  \tag{18}\\
& \left(0,0, \frac{z}{\alpha} b\right)^{T}+\mathbf{w}_{\alpha} \text { in } \mathcal{C}_{\alpha}
\end{align*} \quad\right. \text { for a.e. } t,
$$

where $\mathbf{w}_{\alpha}$ is such that $\operatorname{div}\left(\mathbf{w}_{\alpha}\right)=b$ and $\mathbf{w}_{\alpha} \in H_{0}^{1}\left(\mathcal{C}_{\alpha}\right),\left\|\mathbf{w}_{\alpha}\right\|_{H_{0}^{1}\left(\mathcal{C}_{\alpha}\right)} \leq C\|b\|_{L^{2}(\omega)}$, for a.e. $t$. Such a function exists (see, for instance, [14]). It is easy to see that $\mathcal{R}_{\alpha}(b)$ is divergence-free. Moreover, $\mathcal{R}_{\alpha}$ is linear continuous from $L^{2}\left(0, T, L^{2}(\omega)\right)$ (resp., $\left.L^{2}\left(0, T, H_{0}^{1}(\omega)\right)\right)$ into $L^{2}\left(0, T, L^{2}\left(\mathcal{C}_{M}\right)\right)$ (resp., $\left.L^{2}\left(0, T, H_{0, \Gamma_{0}}^{1}\left(\mathcal{C}_{M}\right)\right)\right)$, and thus, by interpolation (see [19]), $\mathcal{R}_{\alpha}$ is linear continuous from $L^{2}\left(0, T, H^{s}(\omega)\right)$ ) into $L^{2}\left(0, T, H^{s}\right.$ $\left.\left(\mathcal{C}_{M}\right)\right) \forall 0 \leq s<\frac{1}{2}$. Consequently, (17) holds true.

Remark 3. The trace $\gamma_{\delta(t)}\left(\mathcal{R}_{\alpha}(b)\right)$ makes sense for any $b \in L^{2}(\omega)$ since $\mathcal{R}_{\alpha}(b)$ is regular enough with respect to $z$.

We end this section by mentioning that Korn's and Poincaré's inequalities hold in the considered spaces.

Lemma 7. For all $\mathbf{u}$ and $\mathbf{v}$ in

$$
\left\{\mathbf{v} \in V_{\delta}, \exists b \in L^{2}\left(0, T ; H_{0}^{1}(\omega)\right), \gamma_{\delta(t)}(\mathbf{v})=(0,0, b)^{T} \text { for a.e. } t\right\},
$$

we have

$$
\begin{equation*}
2 \int_{\Omega_{\delta}(t)} D(\mathbf{u}): D(\mathbf{v})=\int_{\Omega_{\delta}(t)} \nabla \mathbf{u}: \nabla \mathbf{v} \text { for a.e. } t, \tag{19}
\end{equation*}
$$

and consequently the following Korn's "equality" holds:

$$
\begin{equation*}
\sqrt{2} \| D\left(\mathbf{u}\left\|_{L^{2}\left(\Omega_{\delta(t)}\right)}=\right\| \nabla \mathbf{u} \|_{L^{2}\left(\Omega_{\delta(t)}\right)}\right. \text { for a.e. t. } \tag{20}
\end{equation*}
$$

Lemma 8. Let $v \in H_{0, \Gamma_{0}}^{1}\left(\Omega_{\delta}(t)\right)$, and then

$$
\|v\|_{L^{2}\left(\Omega_{\delta}(t)\right)} \leq M\|\nabla v\|_{L^{2}\left(\Omega_{\delta}(t)\right)} .
$$

1.4. Weak formulation. Let $\eta_{I} \in H_{0}^{2}(\omega),\left(\mathbf{u}_{I}, \dot{\eta}_{I}\right) \in L^{2}\left(\Omega_{\eta_{I}}\right) \times L^{2}(\omega)$, such that

$$
\begin{align*}
& \min \left(1+\eta_{I}\right)>0, \\
& \operatorname{div} \mathbf{u}_{I}=0 \text { in } \Omega_{\eta_{I}}, \\
& \mathbf{u}_{I} \cdot \mathbf{n}=0 \text { on } \Gamma_{0},  \tag{21}\\
& \mathbf{u}_{I}\left(x, y, 1+\eta_{I}(x, y)\right) \cdot \mathbf{n}_{0}=\left(0,0, \dot{\eta}_{I}(x, y)\right)^{T} \cdot \mathbf{n}_{0} \text { on } \omega, \\
& \int_{\omega} \dot{\eta}_{I}(x, y)=0,
\end{align*}
$$

where $\mathbf{n}_{0}$ denotes the unit normal to the initial position of the plate. We refer to [4], where one proves that the normal trace $\mathbf{u}_{I}\left(x, y, 1+\eta_{I}(x, y)\right) \cdot \mathbf{n}_{0},(x, y) \in \omega$ makes sense for $\mathbf{u}_{I} \in L^{2}\left(\Omega_{\eta_{I}}\right)$, with $\eta_{I} \in H_{0}^{2}(\omega)$. We shall say that $\left(\mathbf{u}_{\varepsilon}, \eta_{\varepsilon}\right)$ is a weak solution of the considered model on $(0, T)$ if it satisfies the following problem that will be denoted $\left(\mathcal{P}_{\varepsilon}\right)$ :
$-\mathbf{u}_{\varepsilon} \in V_{\eta_{\varepsilon}} \cap L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right), \eta_{\varepsilon} \in W^{1, \infty}\left(0, T ; L^{2}(\omega)\right) \cap L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right)$, - for $\varepsilon>0, \partial_{t} \eta_{\varepsilon} \in L^{2}\left(0, T ; H_{0}^{2}(\omega)\right)$,

- $\mathbf{u}_{\varepsilon}\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=\left(0,0, \partial_{t} \eta_{\varepsilon}(t, x, y)\right)^{T}$ for a.e. $(t, x, y) \in(0, T) \times \omega$,
- for all $(, b) \in\left(V_{\eta_{\varepsilon}} \cap H^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)\right) \times\left(L^{2}\left(0, T ; H_{0}^{2}(\omega)\right) \times H^{1}\left(0, T ; L^{2}(\omega)\right)\right)$ such that $\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=(0,0, b(t, x, y))^{T}$, for a.e. $(t, x, y) \in(0, T) \times \omega$, we have for a.e. $t$

$$
\begin{align*}
& \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon}(t) \cdot(t)-\int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(s)} \mathbf{u}_{\varepsilon} \cdot \partial_{t}+\nu \int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(s)} \nabla \mathbf{u}_{\varepsilon}: \nabla  \tag{22}\\
&+ \int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(s)}\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}_{\varepsilon} \cdot \\
& \quad-\int_{0}^{t} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}\right)^{2} b+\int_{\omega} \partial_{t} \eta_{\varepsilon}(t) b(t) \\
& \int_{0}^{t} \int_{\omega} \partial_{t} \eta_{\varepsilon} \partial_{t} b+\int_{0}^{t} \int_{\omega} \Delta \eta_{\varepsilon} \Delta b+\varepsilon \int_{0}^{t} \int_{\omega} \Delta \partial_{t} \eta_{\varepsilon} \Delta b \\
&=\int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{f} \cdot+\int_{0}^{t} \int_{\omega} g b+\int_{\Omega_{\eta_{I}}} \mathbf{u}_{I} \cdot(0)+\int_{\omega} \dot{\eta}_{I} b(0) .
\end{align*}
$$

In what follows, a solution of $\left(\mathcal{P}_{0}\right)$ will be denoted by $(\mathbf{u}, \eta)\left(\right.$ instead of $\left.\left(\mathbf{u}_{0}, \eta_{0}\right)\right)$.
Remark 4. The test functions depends on the solution and thus, for $\varepsilon>0$, on $\varepsilon$.
Remark 5. The trace at time $t=0$ of $\in H^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)$ such that $(t, x, y, 1+$ $\left.\eta_{\varepsilon}(t, x, y)\right)=(0,0, b(t, x, y))^{T}$ for a.e. $(t, x, y) \in(0, T) \times \omega$, with $b \in H^{1}((0, T) \times \omega)$, is well-defined and makes sense at least in $L^{2}\left(\Omega_{\eta_{I}}\right)$. Indeed we can prove by density arguments $\left(C^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)\right.$ is dense in $H^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)$ since the domain is a continuous subgraph; see, for instance, [1, Thm. 2, p. 54]) that

$$
-\int_{\Omega_{\eta_{\varepsilon}(0)}}|(0)|^{2}=2 \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \psi \partial_{t}+\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}| |^{2} \partial_{t} \psi+\int_{0}^{T} \int_{\omega}|b|^{2} \psi \partial_{t} \eta_{\varepsilon}
$$

where $\psi$ belongs to $\mathcal{D}([0, T))$ and satisfies $\psi(0)=1$. The right-hand side of this equality makes sense for any $\in H^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)$ such that $\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=$ $(0,0, b(t, x, y))^{T}$ for a.e. $(t, x, y) \in(0, T) \times \omega$, with $b \in H^{1}((0, T) \times \omega)$, since $\partial_{t} \eta_{\varepsilon} \in$ $L^{\infty}\left(0, T ; L^{2}(\omega)\right)$ and $b \in L^{4}((0, T) \times \omega)$.
2. Main result. We make the following hypotheses on the data (bulk forces and initial data):

$$
\begin{align*}
& \mathbf{f} \in L_{l o c}^{2}\left((0,+\infty) \times \mathbb{R}^{2}\right), g \in L_{l o c}^{2}((0,+\infty) \times \omega) \\
&  \tag{23}\\
& \quad \mathbf{u}_{I} \in L^{2}\left(\Omega_{\eta_{I}}\right), \dot{\eta}_{I} \in L^{2}(\omega), \eta_{I} \in H_{0}^{2}(\omega)
\end{align*}
$$

and we assume moreover that conditions (21) are satisfied.
First we recall that, for $\varepsilon>0$, there exists at least one weak solution provided that the plate does not touch the bottom of the fluid cavity, in other words, as long as $\min _{(x, y) \in \bar{\omega}}\left(1+\eta_{\varepsilon}(t, x, y)\right)>0$. The proof of the following theorem can be found in [4].

THEOREM 1. Let $\varepsilon$ be strictly positive. Under assumptions (21) and (23) and if $\min _{(x, y) \in \bar{\omega}} 1+\eta_{I}(x, y)>0$, there exist $T_{\varepsilon}^{*} \in(0,+\infty]$ and a weak solution $\left(\mathbf{u}_{\varepsilon}, \eta_{\varepsilon}\right)$ of
$\left(\mathcal{P}_{\varepsilon}\right)$ on $[0, T], T<T_{\varepsilon}^{*}$. This solution satisfies an energy estimate for all $T<T_{\varepsilon}^{*}$ :

$$
\begin{aligned}
& \left\|\mathbf{u}_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)}+\left\|\nabla \mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)} \\
& +\left\|\partial_{t} \eta_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\omega)\right)}+\left\|\Delta \eta_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\omega)\right)}+\sqrt{\varepsilon}\left\|\Delta \partial_{t} \eta_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\omega)\right)} \\
& \leq C\left(T,\left\|\mathbf{u}_{I}\right\|_{L^{2}\left(\Omega_{\eta_{I}}\right)},\|\mathbf{f}\|_{L^{2}\left((0, T) \times \mathbb{R}^{2}\right)},\|g\|_{L^{2}((0, T) \times \omega)},\left\|\eta_{I}\right\|_{H_{0}^{2}(\omega)},\left\|\dot{\eta}_{I}\right\|_{L^{2}(\omega)}\right),
\end{aligned}
$$

where $C>0$ is nondecreasing with respect to its arguments. Moreover, we have the following alternative:

- either $T_{\varepsilon}^{*}=+\infty$
- or $\lim _{t \rightarrow T_{\varepsilon}^{*}} \min _{\bar{\omega}}\left(1+\eta_{\varepsilon}\right)=0$.

Since $\mathbf{u}_{\varepsilon}$ is bounded in $L^{2}\left(0, T ; H^{1}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)$ uniformly in $\varepsilon$ and thanks to the regularity of the moving elastic boundary, the trace $\gamma_{\eta_{\varepsilon}(t)}\left(\mathbf{u}_{\varepsilon}\right)$ is bounded in $L^{2}(0, T$; $\left.W^{1-1 / p, p}(\omega)\right) \forall 1<p<2$ and in $L^{2}\left(0, T ; H^{s}(\omega)\right) \forall 0 \leq s<\frac{1}{2}$ uniformly in $\varepsilon$ (see Lemma 2 and (14)). Thus, thanks to the equality of the velocities (4),

$$
\begin{equation*}
\partial_{t} \eta_{\varepsilon} \text { is bounded, uniformly in } \varepsilon, \text { in } L^{2}\left(0, T ; W^{1-1 / p, p}(\omega)\right) \forall 1<p<2, \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t} \eta_{\varepsilon} \text { is bounded, uniformly in } \varepsilon, \text { in } L^{2}\left(0, T ; H^{s}(\omega)\right) \forall 0 \leq s<\frac{1}{2} \tag{25}
\end{equation*}
$$

This will be one of the key arguments for the derivation of the compactness properties of the sequence $\left(\mathbf{u}_{\varepsilon}, \eta_{\varepsilon}\right)$. In particular thanks to (25) we can control, uniformly in $\varepsilon$, the space high frequencies of $\partial_{t} \eta_{\varepsilon}$ in $L^{2}\left(0, T ; L^{2}(\omega)\right)$.

In all that follows, the characteristic function of $\widehat{\Omega}_{\eta_{\varepsilon}}$ will be denoted by $\rho_{\varepsilon}$, and $\rho_{\varepsilon} v$ will denote the function equal to $v$ in $\widehat{\Omega}_{\eta_{\varepsilon}}$ and zero elsewhere. Moreover, we choose $M$ large enough such that, for all $\varepsilon>0,1+\eta_{\varepsilon}(t, x, y) \leq M \forall(t, x, y) \in[0, T] \times \bar{\omega}$, which is made possible by (12) and (13). We set

$$
\overline{\mathbf{u}}_{\varepsilon}=\left\lvert\, \begin{array}{ll}
\mathbf{u}_{\varepsilon} & \text { in } \widehat{\Omega}_{\eta_{\varepsilon}}, \\
\left(0,0, \partial_{t} \eta_{\varepsilon}\right)^{T} & \text { in } \widehat{\mathcal{C}_{M}} \backslash \overline{\widehat{\Omega}}_{\eta_{\varepsilon}}
\end{array}\right.
$$

In all that follows, for any $\mathbf{v}$ in $L^{2}\left(0, T ; H_{0, \Gamma_{0}}^{1}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)$ such that $\gamma_{\delta(t)}(\mathbf{v})=(0,0, b)^{T}, b$ $\in L^{2}\left(0, T ; H_{0}^{1}(\omega)\right), \overline{\mathbf{v}}$ is defined by (15).

The main results of the present paper are the following.
Proposition 1. The sequence $\left(T_{\varepsilon}^{*}\right)_{\varepsilon>0}$ is bounded from below away from zero, and the following convergences (up to the extractions of subsequences) hold as $\varepsilon$ goes to zero:

| $\eta_{\varepsilon}$ | $\rightarrow$ | $\eta$ | strongly in | $C^{0}\left([0, T] ; C^{0}(\bar{\omega})\right)$, |
| :--- | :--- | :--- | :--- | :--- |
| $\eta_{\varepsilon}$ |  | $\eta$ | weakly in | $L^{2}\left(0, T ; H_{0}^{2}(\omega)\right)$, |
| $\partial_{t} \eta_{\varepsilon}$ | $\rightarrow$ | $\partial_{t} \eta$ | strongly in | $L^{2}\left(0, T ; L^{2}(\omega)\right)$, |
| $\rho_{\varepsilon} \mathbf{u}_{\varepsilon}$ | $\rightarrow$ | $\rho \mathbf{u}$ | strongly in | $L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$, |
| $\overline{\mathbf{u}}_{\varepsilon}$ | $\rightarrow$ | $\mathbf{u}$ | strongly in | $L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$, |
| $\rho_{\varepsilon} \nabla \mathbf{u}_{\varepsilon}$ | $\rightharpoonup$ | $\rho \nabla \mathbf{u}$ | weakly in | $L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$, |

where $T>0$ is a lower bound of $T_{\varepsilon}^{*}$ independent of $\varepsilon$. Moreover

$$
\gamma_{\eta(t)}(\mathbf{u})=\left(0,0, \partial_{t} \eta\right)^{T}
$$

This enables us to pass to the limit in (22) as $\varepsilon$ tends to zero and thus obtain the following theorem.

THEOREM 2. Under assumptions (21) and (23) and if $\min _{(x, y) \in \bar{\omega}} 1+\eta_{I}(x, y)>0$, there exist $T^{*} \in(0,+\infty]$ and a weak solution $(\mathbf{u}, \eta)$ of $\left(\mathcal{P}_{0}\right)$ on $[0, T], T<T^{*}$. This solution satisfies energy estimates for all $T<T^{*}$ :

$$
\begin{align*}
& \|\mathbf{u}\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\eta}(t)\right)\right)}+\|\nabla \mathbf{u}\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta}(t)\right)\right)}  \tag{27}\\
& \quad+\left\|\partial_{t} \eta\right\|_{L^{\infty}\left(0, T ; L^{2}(\omega)\right)}+\|\eta\|_{L^{\infty}\left(0, T ; H_{0}^{2} \omega\right)} \\
& \leq C\left(T,\left\|\mathbf{u}_{I}\right\|_{L^{2}\left(\Omega_{\eta_{I}}\right)},\|\mathbf{f}\|_{L^{2}\left((0, T) \times \mathbb{R}^{2}\right)},\|g\|_{L^{2}((0, T) \times \omega)},\left\|\eta_{I}\right\|_{H_{0}^{2}(\omega)},\left\|\dot{\eta}_{I}\right\|_{L^{2}(\omega)}\right)
\end{align*}
$$

where $C>0$ is nondecreasing with respect to its arguments. The following alternatives are satisfied:

- either $T^{*}=+\infty$
- or $\lim _{t \rightarrow T^{*}} \min _{\bar{\omega}}(1+\eta)=0$.

3. Proof of Proposition 1. First we prove that Proposition 1 holds true. We have to verify that $T_{\varepsilon}^{*}$ is bounded from below independently of $\varepsilon$ and obtain compactness properties on $\left(\mathbf{u}_{\varepsilon}, \partial_{t} \eta_{\varepsilon}\right)$ in order to prove the desired strong convergences that will enable us to pass to the limit in $\left(\mathcal{P}_{\varepsilon}\right)$ as $\varepsilon$ goes to zero.

Lower bound of $T_{\varepsilon}^{*}$. For $\varepsilon>0$ the solution $\eta_{\varepsilon}$ is bounded uniformly in $\varepsilon$ in $L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right) \cap W^{1, \infty}\left(0, T ; L^{2}(\omega)\right)$ for all $T<T_{\varepsilon}^{*}$. Thus from (13), $\eta_{\varepsilon}$ is bounded uniformly in $\varepsilon$ in $C^{0, \mu}\left([0, T] ; C^{0}(\bar{\omega})\right), 0<\mu<\frac{1}{2}$. Consequently

$$
1+\eta_{\varepsilon}(t, x, y) \geq\left(1+\eta_{I}(x, y)\right)-C t^{\mu} \quad \forall(t, x, y) \in\left[0, T_{\varepsilon}^{*}\right) \times \bar{\omega}
$$

where $C$ depends only on the data of the problem. Thus $T_{\varepsilon}^{*}$ is bounded from below by a time independent of $\varepsilon$. Let $T$ be such that

$$
\forall \varepsilon>0, \min _{(t, x, y) \in[0, T] \times \bar{\omega}}\left(1+\eta_{\varepsilon}(t, x, y)\right) \geq \alpha>0
$$

where $\alpha$ is chosen such that $\min _{(x, y) \in \bar{\omega}}\left(1+\eta_{I}(x, y)\right) \geq 2 \alpha>0$.
Convergences of the sequence $\left(\mathbf{u}_{\varepsilon}, \eta_{\varepsilon}\right)$. From (12) and the compact injection (13) we deduce easily the first two convergences announced in Proposition 1. Next we prove strong convergence properties for the fluid and the structure velocities. The solution $\left(\mathbf{u}_{\varepsilon}, \eta_{\varepsilon}\right)_{\varepsilon>0}$ we build verifies estimate (9) and (25). Furthermore, since $\mathbf{u}_{\varepsilon}$ is bounded uniformly in $\varepsilon$ in $L^{2}\left(0, T ; H^{1}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)$, it is easy to verify that $\mathbf{w}_{\varepsilon}$, defined by $\mathbf{w}_{\varepsilon}(t, x, y, z)=\mathbf{u}_{\varepsilon}\left(t, x, y, z\left(1+\eta_{\varepsilon}(t, x, y)\right)\right.$, is bounded uniformly in $\varepsilon$ in $L^{2}\left(0, T ; W^{1, p}\left(\mathcal{C}_{1}\right)\right) \forall 1<p<2$. This implies, thanks to Sobolev injections (see [1, Thm. 7.58, p. 218]) that $\mathbf{w}_{\varepsilon}$ is uniformly bounded in $L^{2}\left(0, T ; H^{\theta}\left(\mathcal{C}_{1}\right)\right)$ for any $\theta<1$. Moreover $\partial_{t} \eta_{\varepsilon}$ is uniformly bounded in $L^{2}\left(0, T ; H^{s}(\omega)\right) \forall 0 \leq s<\frac{1}{2}$. Consequently, $\mathbf{w}_{\varepsilon}-\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}\right)$ is uniformly bounded in $L^{2}\left(0, T ; H^{s}\left(\mathcal{C}_{1}\right)\right)$ for any $0 \leq s<\frac{1}{2}$ and its extension by zero for $z \geq 1$ is uniformly bounded in $L^{2}\left(0, T ; H^{s}\left(\mathcal{C}_{L}\right)\right)$ for any $s<\frac{1}{2}, L \geq 1$ (see [19]). Thus if we extend $\mathbf{w}_{\varepsilon}$ by $\left(0,0, \partial_{t} \eta_{\varepsilon}\right)^{T}$ for $z \geq 1$, this extension is uniformly bounded in $L^{2}\left(0, T ; H^{s}\left(\mathcal{C}_{L}\right)\right) \forall 0 \leq s<\frac{1}{2}, L \geq 1$. Consequently, since the change of variables $\phi_{\varepsilon}(t, x, y, z)=\left(x, y, z\left(1+\eta_{\varepsilon}(t, x, y)\right)^{T}\right.$ is in $L^{\infty}\left(0, T ; C^{0, \beta}\left(\mathcal{C}_{L}\right)\right) \forall \beta<1$ as well as its inverse, it is easy to verify that

$$
\begin{equation*}
\overline{\mathbf{u}}_{\varepsilon} \text { is bounded, uniformly in } \varepsilon \text {, in } L^{2}\left(0, T ; H^{s^{\prime}}\left(\mathcal{C}_{M}\right)\right) \forall 0 \leq s^{\prime}<s, \forall s<\frac{1}{2} \tag{28}
\end{equation*}
$$

Moreover thanks to the Sobolev injections, $\mathbf{w}_{\varepsilon}$ is bounded uniformly in $\varepsilon$ in $L^{2}(0, T$; $\left.L^{q}\left(\mathcal{C}_{1}\right)\right) \forall q<6$ and $\partial_{t} \eta_{\varepsilon}$ is uniformly bounded in $L^{2}\left(0, T ; L^{r}(\omega)\right) \forall r<4$; thus

Nevertheless, these bounds are not sufficient to obtain the desired strong convergences. We are going to use the following lemma that characterizes the compact sets of $L^{p}(0, T ; X)$, where $X$ is a Banach space (see [23]).

Lemma 9. Let $X$ be a Banach space and $F \hookrightarrow L^{q}(0, T ; X)$, with $1 \leq q<\infty$. Then $F$ is a relatively compact set of $L^{q}(0, T ; X)$ if and only if
(i) $\left\{\int_{t_{1}}^{t_{2}} f(t) d t, f \in F\right\}$ is relatively compact in $X \forall<t_{1}<t_{2}<T$;
(ii) $\|f(t+h)-f(t)\|_{L^{q}(0, T ; X)} \longrightarrow 0$ as $h$ goes to zero, uniformly with respect to $f$ in $F$.
We are going to apply Lemma 9 to $F=\left(\overline{\mathbf{u}}_{\varepsilon}, \partial_{t} \eta_{\varepsilon}\right)_{\varepsilon>0}, q=2$, and $X=L^{2}\left(\mathcal{C}_{M}\right) \times$ $L^{2}(\omega)$. The first point (i) is clearly satisfied thanks to (25) and (28), and we have to verify the second point. Given any $h>0$, we denote that $g^{-}(t, \cdot)=g(t-h, \cdot)$ and $g^{+}(t, \cdot)=g(t+h, \cdot)$. The assertion (ii) is a consequence of the following lemma.

Lemma 10. Let $T>0$ such that $\min _{[0, T] \times \bar{\omega}}\left(1+\eta_{\varepsilon}\right) \geq \alpha>0$. We have $\forall \beta>$ $0, \exists h_{0}>0$, s.t. $\forall \varepsilon>0, \forall h \leq h_{0}$

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{C}_{M}} \rho_{\varepsilon}\left|\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}+\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}-\partial_{t} \eta_{\varepsilon}^{-}\right)^{2} \leq \beta \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{C}_{M}}\left|\rho_{\varepsilon} \overline{\mathbf{u}}_{\varepsilon}-\rho_{\varepsilon}^{-} \overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2} \leq \beta \tag{31}
\end{equation*}
$$

with $\eta_{\varepsilon}$ extended by $\eta_{I}$ for $t<0$ and $\overline{\mathbf{u}}_{\varepsilon}$ and $\partial_{t} \eta_{\varepsilon}$ extended by 0 for $t<0$ and where $\rho_{\varepsilon}$ denotes the characteristic function of $\widehat{\Omega}_{\eta_{\varepsilon}}$.

Proof. We first show that (30) implies (31). Indeed:

$$
\left|\rho_{\varepsilon} \overline{\mathbf{u}}_{\varepsilon}-\rho_{\varepsilon}^{-} \overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2} \leq C\left(\rho_{\varepsilon}\left|\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}+\left|\rho_{\varepsilon}-\rho_{\varepsilon}^{-} \| \overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}\right) .
$$

The estimate of the first contribution comes from (30). For the second contribution we use the fact that $\overline{\mathbf{u}}_{\varepsilon}$ is bounded uniformly in $\varepsilon$ in $L^{2}\left(0, T ; L^{3}\left(\mathcal{C}_{M}\right)\right)$ (see (29)):
$\left|\int_{0}^{T} \int_{\mathcal{C}_{M}}\right| \rho_{\varepsilon}-\rho_{\varepsilon}^{-}\left\|\left.\overline{\mathbf{u}}_{\varepsilon}\right|^{2} \mid \leq \int_{0}^{T}\right\| \rho_{\varepsilon}-\rho_{\varepsilon}^{-}\left\|_{L^{3}\left(\mathcal{C}_{M}\right)}\right\| \overline{\mathbf{u}}_{\varepsilon}\left\|_{L^{3}\left(\mathcal{C}_{M}\right)}^{2} \leq C \int_{0}^{T}\right\| \rho_{\varepsilon}-\rho_{\varepsilon}^{-} \|_{L^{3}\left(\mathcal{C}_{M}\right)}$.
Remember now that $\partial_{t} \eta_{\varepsilon}$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\omega)\right)$ uniformly in $\varepsilon$, and thus

$$
\begin{aligned}
\int_{\mathcal{C}_{M}}\left|\rho_{\varepsilon}-\rho_{\varepsilon}^{-}\right|^{3} & =\int_{\omega}\left|\eta_{\varepsilon}-\left(\eta_{\varepsilon}\right)^{-}\right| \\
& =\int_{\omega}\left|\int_{t-h}^{t} \partial_{t} \eta_{\varepsilon}(s) d s\right| \\
& \leq \int_{\omega} \int_{t-h}^{t}\left|\partial_{t} \eta_{\varepsilon}(s)\right| d s \\
& \leq C h
\end{aligned}
$$

It leads to

$$
\begin{equation*}
\left.\left|\int_{0}^{T} \int_{\mathcal{C}_{M}}\left(\rho_{\varepsilon}-\rho_{\varepsilon}^{-}\right)\right| \overline{\mathbf{u}}_{\varepsilon}\right|^{2} \left\lvert\, \leq C h^{\frac{1}{3}}\right. \tag{32}
\end{equation*}
$$

This shows that (30) implies (31).

To prove (30) we are going to make a suitable choice for the test functions in the weak formulation satisfied by $\mathbf{u}_{\varepsilon}$ and $\eta_{\varepsilon}$ :

$$
\begin{align*}
\int_{\Omega_{\eta_{\varepsilon}}(T)} & \mathbf{u}_{\varepsilon}(T) \cdot(T)-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot \partial_{t}+\nu \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \nabla \mathbf{u}_{\varepsilon}: \nabla  \tag{33}\\
+ & \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}_{\varepsilon} \cdot-\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}\right)^{2} b+\int_{\omega} \partial_{t} \eta_{\varepsilon}(T) b(T) \\
& -\int_{0}^{T} \int_{\omega} \partial_{t} \eta_{\varepsilon} \partial_{t} b+\int_{0}^{T} \int_{\omega} \Delta \eta_{\varepsilon} \Delta b+\varepsilon \int_{0}^{T} \int_{\omega} \Delta \partial_{t} \eta_{\varepsilon} \Delta b \\
= & \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{f} \cdot+\int_{0}^{T} \int_{\omega} g b+\int_{\Omega_{\eta_{I}}} \mathbf{u}_{I} \cdot(0)+\int_{\omega} \dot{\eta}_{I} b(0)
\end{align*}
$$

$$
\text { for all }(, b) \in\left(V_{\eta_{\varepsilon}} \cap H^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)\right) \times\left(L^{2}\left(0, T ; H_{0}^{2}(\omega)\right) \cap H^{1}\left(0, T ; L^{2}(\omega)\right)\right. \text {, }
$$

$$
\text { s.t. } \quad\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=(0,0, b(t, x, y))^{T} \text { for a.e. }(t, x, y) \in(0, T) \times \omega \text {. }
$$

We are going to study separately the low frequencies and the high frequencies of $\partial_{t} \eta_{\varepsilon}$ and take advantage of the fact that $\partial_{t} \eta_{\varepsilon}$ is bounded in $L^{2}\left(0, T ; H^{s}(\omega)\right) \forall 0 \leq s<\frac{1}{2}$ uniformly in $\varepsilon$ (see (25)). This implies that we can control, uniformly in $\varepsilon$, the space high frequencies of $\partial_{t} \eta_{\varepsilon}$ in $L^{2}\left(0, T ; L^{2}(\omega)\right)$.

Definition of admissible test functions. First we introduce a basis of $H_{0}^{2}(\omega) \cap L_{0}^{2}(\omega)$ by taking eigenfunctions $\left(\xi_{i}\right)_{i \in \mathbb{N}}$ defined by:

$$
\left\{\begin{array}{l}
\int_{\omega} \Delta \xi_{i} \Delta b=\lambda_{i} \int_{\omega} \xi_{i} b \quad \forall b \in H_{0}^{2}(\omega) \text { s.t. } \quad \int_{\omega} b=0 \\
\xi_{i} \in H_{0}^{2}(\omega), \int_{\omega} \xi_{i}=0
\end{array}\right.
$$

with $\left(\lambda_{i}\right)_{i \in \mathbb{N}}$ the sequence of increasing eigenvalues: $\lambda_{i}>0, \lambda_{i} \rightarrow+\infty$. We choose $\left(\xi_{i}\right)_{i \in \mathbb{N}}$ orthonormal in $L^{2}(\omega)$. We denote by $d^{N_{0}}$ the $L^{2}$-projection on the finitedimensional space $\operatorname{span}\left(\xi_{i}\right)_{0 \leq i \leq N_{0}}$ of any function $d$ and by $d^{h f, N_{0}}$ the difference $d-$ $d^{N_{0}}$. Thanks to the choice of the $\xi_{i}$, the $L^{2}$-projection on the finite-dimensional space $\operatorname{span}\left(\xi_{i}\right)_{0 \leq i \leq N_{0}}$ is stable in the $L^{2}$-norm as well as in the $H_{0}^{2}$-norm. In what follows, we will use the fact that the following property, obtained by Hilbertian interpolation, holds true:

$$
\begin{equation*}
\forall d \in H^{s}(\omega), 0 \leq s<\frac{1}{2}, \quad\left\|d^{h f, N_{0}}\right\|_{L^{2}(\omega)} \leq \lambda_{N_{0}}^{-\frac{s}{2}}\|d\|_{H^{s}(\omega)} \tag{34}
\end{equation*}
$$

Next, for $\sigma>1$ we define $\mathbf{v}_{\sigma}$ by

$$
\mathbf{v}_{\sigma}(x, y, z)=\left(\sigma v_{1}(x, y, \sigma z), \sigma v_{2}(x, y, \sigma z), v_{3}(x, y, \sigma z)\right)
$$

If $\mathbf{v}$ is divergence-free, $\mathbf{v}_{\sigma}$ is also divergence-free.
We want now to define admissible test functions. We set

$$
b_{\varepsilon}=\int_{t-h}^{t} \partial_{t} \eta_{\varepsilon}^{N_{0}}(s) d s
$$

and

$$
\varepsilon=\int_{t-h}^{t}\left(\overline{\left(\mathbf{u}_{\varepsilon}-\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}\right)\right)^{\lambda}}\right)_{\sigma}(s) d s+\int_{t-h}^{t} \overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)}(s) d s
$$

where the extension $\mathbf{v} \mapsto \overline{\mathbf{v}}$ is defined by (15) and where $\mathcal{R}_{\alpha}$ is the lifting operator defined at Lemma 6. Moreover a space regularization of $\mathbf{v}_{\varepsilon}=\mathbf{u}_{\varepsilon}-\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}\right)$, denoted by $\mathbf{v}_{\varepsilon}^{\lambda}$, has been introduced in order to have $\varepsilon$ uniformly bounded in $H^{1}\left(0, T ; H^{1}\left(\mathcal{C}_{M}\right)\right)$. It verifies $\operatorname{div}\left(\mathbf{v}_{\varepsilon}^{\lambda}\right)=0, \mathbf{v}_{\varepsilon}^{\lambda} \in L^{2}\left(0, T ; H_{0}^{1}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)$, and

$$
\begin{align*}
& \left\|\mathbf{v}_{\varepsilon}-\mathbf{v}_{\varepsilon}^{\lambda}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)} \longrightarrow 0, \text { uniformly in } \varepsilon, \text { as } \lambda \text { goes to zero, } \\
& \left\|\mathbf{v}_{\varepsilon}^{\lambda}\right\|_{L^{2}\left(0, T ; H^{1}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)} \leq C_{\lambda} \tag{35}
\end{align*}
$$

Note that the construction of $\mathbf{v}_{\varepsilon}^{\lambda}$ relies on the fact that $\eta_{\varepsilon}$ converges uniformly to $\eta$ and that the plate does not touch the bottom of the fluid cavity. Moreover, the uniform convergence of $\left(\mathbf{v}_{\varepsilon}^{\lambda}\right)_{\lambda}$ as $\lambda \longrightarrow 0$ in $L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)$ is made possible since $\overline{\mathbf{v}}_{\varepsilon}$ is uniformly bounded in $L^{2}\left(0, T ; H^{s^{\prime}}\left(\mathcal{C}_{M}\right)\right), 0<s^{\prime}<1 / 2$ thanks to (17), (25), and (28). Note that, with this choice,

$$
\begin{gathered}
\left\|\partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{\infty}\left(0, T ; L^{2}(\omega)\right)} \leq C, \quad\left\|\partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}\left(0, T ; H^{s}(\omega)\right)} \leq C \\
\left\|b_{\varepsilon}\right\|_{W^{1, \infty}\left(0, T ; L^{2}(\omega)\right)} \leq C, \quad\left\|b_{\varepsilon}\right\|_{H^{1}\left(0, T ; H^{s}(\omega)\right)} \leq C \\
\left\|\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)} \leq C,\left\|\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right\|_{L^{2}\left(0, T ; H^{s^{\prime}}\left(\left(\mathcal{C}_{M}\right)\right)\right.} \leq C \forall s^{\prime}<s<1 / 2
\end{gathered}
$$

and

$$
\left\|\partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{\infty}\left(0, T ; H^{2}(\omega)\right)} \leq C_{N_{0}},\left\|b_{\varepsilon}\right\|_{W^{1, \infty}\left(0, T ; H^{2}(\omega)\right)} \leq C_{N_{0}},\left\|\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right\|_{L^{2}\left(0, T ; H^{1}\left(\mathcal{C}_{M}\right)\right)} \leq C_{\lambda}
$$

where $C$ denotes and will denote in all that follows a strictly positive constant that depends only on the data and not on $\varepsilon$ and $N_{0}$, and $C_{N_{0}}$ (resp., $C_{\lambda}$ ) denotes and will denote a strictly positive constant that depends on the data and not on $\varepsilon$ but may depend on $N_{0}$ (resp., $\lambda$ ). The integer $N_{0}$ (resp., the real $\lambda$ ) will be fixed later on and will be large enough (resp., small enough). Then for well chosen $\sigma$, ( $\left.{ }_{\varepsilon}, b_{\varepsilon}\right)$ are admissible tests functions. Indeed, $\varepsilon$ is divergence-free thanks to the definitions of the lifting operator $\mathcal{R}_{\alpha}$, the extension operator $\mathbf{v} \mapsto \overline{\mathbf{v}}$, the operator $\mathbf{v} \mapsto \mathbf{v}_{\sigma}$, and the regularization $\mathbf{v} \mapsto \mathbf{v}^{\lambda}$. Moreover $\varepsilon$ belongs to $H^{1}\left(0, T ; H^{1}\left(\mathcal{C}_{M}\right)\right)$. The function $b_{\varepsilon}$ belongs to $H^{1}\left(0, T ; H_{0}^{2}(\omega)\right)$. Both of them are bounded in the previous spaces independently of $\varepsilon$ but not of $N_{0}$ and $\lambda$. Moreover since

$$
\left\|\eta_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; H_{0}^{2}(\omega)\right) \cap W^{1, \infty}\left(0, T ; L^{2}(\omega)\right)} \leq C
$$

and remembering the imbedding (13), we have

$$
\left\|\eta_{\varepsilon}-\eta_{\varepsilon}^{-}\right\|_{C^{0}([0, T] \times \bar{\omega})} \leq C h^{\mu}, \quad 0<\mu<\frac{1}{2}
$$

Thus if $\sigma$ is such that $\sigma \geq 1+\frac{2 C}{\alpha} h^{\mu}$, we have

$$
\varepsilon\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=\left(0, \int_{t-h}^{t} \partial_{t} \eta_{\varepsilon}^{N_{0}}(s, x, y) d s\right)^{T} \text { on } \omega
$$

In what follows we choose $\sigma=1+\frac{2 C}{\alpha} h^{\mu}, 0<\mu<\frac{1}{2}$. Hence, with the choice of test
functions that we made, (33) is written:

$$
\begin{align*}
& \left.\left.-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}-\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}^{-}\right) \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right.}\right)-\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right.}\right)^{-}\right)  \tag{36}\\
& \quad+\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}_{\varepsilon} \cdot{ }_{\varepsilon}+\nu \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \nabla \mathbf{u}_{\varepsilon}: \nabla{ }_{\varepsilon} \\
& \quad+\int_{\Omega_{\eta_{\varepsilon}}(T)} \mathbf{u}_{\varepsilon}(T) \cdot{ }_{\varepsilon}(T)-\int_{0}^{T} \int_{\omega} \partial_{t} \eta_{\varepsilon} \partial_{t}\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right) \\
& \quad-\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}\right)^{2}\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)+\int_{0}^{T} \int_{\omega} \Delta \eta_{\varepsilon} \Delta\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right) \\
& +\varepsilon \int_{0}^{T} \int_{\omega} \Delta \partial_{t} \eta_{\varepsilon} \Delta\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)+\int_{\omega} \partial_{t} \eta_{\varepsilon}(T)\left(\eta_{\varepsilon}^{N_{0}}(T)-\eta_{\varepsilon}^{N_{0}}(T-h)\right) \\
& =\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{f} \cdot{ }_{\varepsilon}+\int_{0}^{T} \int_{\omega} g\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)
\end{align*}
$$

The two first terms can be written:

$$
\begin{align*}
&-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}-\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}^{-}\right)-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\left.\left(\left(\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right.}\right)-\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right.}\right)^{-}\right)}\right.  \tag{37}\\
&=-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right)-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)}-\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)}\right) \\
&-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{u}_{\varepsilon} \cdot\left(\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}-\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)-\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}-\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)^{-}\right)\right) \\
&-\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{u}_{\varepsilon} \cdot\left(\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)-\overline{\mathbf{v}}_{\varepsilon}\right)-\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)^{-}-\left(\overline{\mathbf{v}}_{\varepsilon}\right)^{-}\right)\right) .
\end{align*}
$$

We set $I_{1}=\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right)$.

$$
\begin{aligned}
I_{1} & =-\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}}\left|\mathbf{u}_{\varepsilon}\right|^{2}+\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}-\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}}\left|\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2} \\
& =-\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\mathbf{u}_{\varepsilon}\right|^{2}+\frac{1}{2} \int_{0}^{T-h} \int_{\Omega_{\eta_{\varepsilon}(t+h)}}\left|\overline{\mathbf{u}}_{\varepsilon}\right|^{2}-\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}}\left|\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2} \\
& =\frac{1}{2} \int_{0}^{T-h} \int_{\mathcal{C}_{M}}\left(\rho_{\varepsilon}^{+}-\rho_{\varepsilon}\right)\left|\overline{\mathbf{u}}_{\varepsilon}\right|^{2}-\frac{1}{2} \int_{T-h}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\mathbf{u}_{\varepsilon}\right|^{2}-\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2} .
\end{aligned}
$$

The same argument we use to prove (32) leads to

$$
\int_{0}^{T} \int_{\mathcal{C}_{M}}\left|\rho_{\varepsilon}^{+}-\rho_{\varepsilon} \| \overline{\mathbf{u}}_{\varepsilon}\right|^{2} \leq C h^{\frac{1}{3}}
$$

This yields

$$
\begin{equation*}
I_{1} \leq C h^{\frac{1}{3}}-\frac{1}{2} \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}}\left|\overline{\mathbf{u}}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2} \tag{38}
\end{equation*}
$$

For the second term of (37) $\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\left(\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)\right.}-\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)}\right)$ we have, by taking into account the energy estimate (9),

$$
\begin{aligned}
\mid \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} & \left.\cdot \overline{\left(\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)\right.}-\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)}\right) \mid \\
& \leq C\left\|\mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{\left.\eta_{\varepsilon}(t)\right)}\right)\right.}\left\|\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)} \\
& \leq C\left(\left\|\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{\alpha}\right)\right)}+\left\|\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right\|_{L^{2}\left(0, T ; L^{2}(\omega)\right)}\right)
\end{aligned}
$$

Thanks to the properties satisfied by $\mathcal{R}_{\alpha}$ and in particular (17) for $s=0$ we have

$$
\begin{equation*}
\left\|\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{\alpha}\right)\right)} \leq C\left\|\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right\|_{L^{2}\left(0, T ; L^{2}(\omega)\right)} \tag{39}
\end{equation*}
$$

and thus we obtain

The definition of $\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}$ and the fact that $\partial_{t} \eta_{\varepsilon}$ is bounded in $L^{2}\left(0, T ; H^{s}(\omega)\right), s<1 / 2$ independently of $\varepsilon$, imply, remembering (34), that
$\left|\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{u}_{\varepsilon} \cdot\left(\overline{\left(\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)\right.}-\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)}-\right)\right| \leq C\left\|\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right\|_{L^{2}\left(0, T ; L^{2}(\omega)\right)} \leq C \lambda_{N_{0}}^{-\frac{s}{2}}$.
We have also for the third term of (37):

$$
\begin{align*}
& \mid \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}-\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)-\right.\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}^{-}-\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)^{-}\right) \mid  \tag{41}\\
&\left.\leq 2\left\|\mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)} \|\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}-\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right) \|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)} \\
& \leq(\sigma-1)\left\|\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right\|_{L^{2}\left(0, T ; H^{1}\left(\Omega_{\eta_{\varepsilon}}(t)\right)\right)} \\
& \leq C_{\lambda}(\sigma-1) \leq C_{\lambda} h^{\mu}, \quad 0<\mu<\frac{1}{2}
\end{align*}
$$

Finally, due to the properties of the space regularization $\mathbf{v} \mapsto \mathbf{v}^{\lambda}$, the last term of the right-hand side of (37) goes to zero, uniformly in $\varepsilon$, as $\lambda$ goes to zero. That is written: $\forall \beta>0$ there exists $\lambda_{0}>0$ such that $\forall \lambda<\lambda_{0}$

$$
\begin{equation*}
\left|\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon} \cdot\left(\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)-\overline{\mathbf{v}}_{\varepsilon}\right)-\left(\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)^{-}-\left(\overline{\mathbf{v}}_{\varepsilon}\right)^{-}\right)\right)\right| \leq C \beta \quad \forall \varepsilon \tag{42}
\end{equation*}
$$

Now we take care of the convective term

$$
I_{2}=\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}_{\varepsilon} \cdot\left(\int_{t-h}^{t} \varepsilon\right)
$$

with $\quad=\left(\overline{\mathbf{v}_{\varepsilon}^{\lambda}}\right)_{\sigma}+\overline{\mathcal{R}_{\alpha}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)}$. We have

$$
\begin{align*}
\left|I_{2}\right| & \leq \frac{1}{2} \int_{0}^{T}\left\|\mathbf{u}_{\varepsilon}\right\|_{L^{4}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}\left\|\nabla \mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)} \int_{t-h}^{t}\left\|{ }_{\varepsilon}\right\|_{L^{4}\left(\Omega_{\eta_{\varepsilon}}(t)\right)} \\
& \leq \frac{\sqrt{h}}{2} \int_{0}^{T}\left\|\mathbf{u}_{\varepsilon}\right\|_{L^{4}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}\left\|\nabla \mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}\left(\int_{t-h}^{t}\left\|{ }_{\varepsilon}\right\|_{L^{4}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}^{2}\right)^{\frac{1}{2}}  \tag{43}\\
& \leq C_{N_{0}, \lambda} \sqrt{h} .
\end{align*}
$$

The next term to consider is $I_{3}=\nu \int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)} \nabla \mathbf{u}_{\varepsilon}: \nabla\left(\begin{array}{ll}\int_{t-h}^{t} & \varepsilon\end{array}\right)$.

$$
\begin{align*}
\left|I_{3}\right| & \leq \nu \int_{0}^{T}\left\|\nabla \mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)} \int_{t-h}^{t}\left\|\nabla{ }_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)} \\
& \leq \nu \sqrt{h} \int_{0}^{T}\left\|\nabla \mathbf{u}_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}\left(\int_{t-h}^{t}\left\|\nabla{ }_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(t)\right)}^{2}\right)^{\frac{1}{2}}  \tag{44}\\
& \leq C_{N_{0}, \lambda} \sqrt{h} .
\end{align*}
$$

The term $I_{4}=\int_{\Omega_{n_{\varepsilon}}(T)} \mathbf{u}_{\varepsilon}(T) \cdot\left(\int_{T-h}^{T} \quad \varepsilon\right)$ can be estimated as follows:

$$
\begin{align*}
\left|I_{4}\right| & \leq\left\|\mathbf{u}_{\varepsilon}(T)\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(T)\right)} \int_{T-h}^{T}\| \|_{\varepsilon} \|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(T)\right)} \\
& \leq \sqrt{h}\left\|\mathbf{u}_{\varepsilon}(T)\right\|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(T)\right)}\left(\int_{T-h}^{T}\| \|_{\varepsilon} \|_{L^{2}\left(\Omega_{\eta_{\varepsilon}}(T)\right)}^{2}\right)^{\frac{1}{2}}  \tag{45}\\
& \leq C \sqrt{h} .
\end{align*}
$$

We set $I_{5}=-\int_{0}^{T} \int_{\omega} \partial_{t} \eta_{\varepsilon} \partial_{t}\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)$.
We have thanks to the definition of $\eta_{\varepsilon}^{N_{0}}$

$$
\begin{align*}
I_{5} & =-\frac{1}{2} \int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{2}+\frac{1}{2} \int_{0}^{T} \int_{\omega}\left(\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{-}\right)^{2}-\frac{1}{2} \int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}-\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{-}\right)^{2}  \tag{46}\\
& =-\frac{1}{2} \int_{T-h}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{2}-\frac{1}{2} \int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}-\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{-}\right)^{2} \\
& \leq-\frac{1}{2} \int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}-\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{-}\right)^{2} .
\end{align*}
$$

For the next term we have

$$
\begin{aligned}
\left|I_{6}\right| & =\left|\frac{1}{2} \int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{2}\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)\right| \\
& \leq \frac{1}{2} \int_{0}^{T}\left\|\partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{3}(\omega)}^{2}\left\|\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right\|_{L^{3}(\omega)}
\end{aligned}
$$

but, taking into account the continuous imbedding of $H^{s}(\omega), 0 \leq s<1 / 2$, in $L^{3}(\omega)$ and the fact that $\partial_{t} \eta_{\varepsilon}^{N_{0}}$ is bounded uniformly in $\varepsilon$ in $L^{2}\left(0, T, H^{s}(\omega)\right) \forall 0 \leq s<1 / 2$,

$$
\left\|\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right\|_{L^{3}(\omega)} \leq \int_{t-h}^{t}\left\|\partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{3}(\omega)} \leq C \sqrt{h} .
$$

Consequently

$$
\begin{equation*}
\left|I_{6}\right| \leq C \sqrt{h} . \tag{47}
\end{equation*}
$$

The next term to consider is $I_{7}=\int_{0}^{T} \int_{\omega} \Delta \eta_{\varepsilon}^{N_{0}} \Delta\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)$. It can be estimated as follows:

$$
\begin{align*}
\left|I_{7}\right| & \leq \int_{0}^{T}\left\|\Delta \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)} \int_{t-h}^{t}\left\|\Delta \partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)} \\
& \leq \sqrt{h} \int_{0}^{T}\left\|\Delta \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)}\left(\int_{t-h}^{t}\left\|\Delta \partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)}^{2}\right)^{\frac{1}{2}}  \tag{48}\\
& \leq C_{N_{0}} \sqrt{h} .
\end{align*}
$$

The additional viscous term gives for $\varepsilon \leq 1$ :

$$
\begin{align*}
\left|I_{8}\right| & =\varepsilon\left|\int_{0}^{T} \int_{\omega} \Delta \partial_{t} \eta_{\varepsilon}^{N_{0}} \Delta\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)\right| \\
& \leq \int_{0}^{T}\left\|\Delta \partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)} \int_{t-h}^{t}\left\|\Delta \partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)}  \tag{49}\\
& \leq \sqrt{h} \int_{0}^{T}\left\|\Delta \partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)}\left(\int_{t-h}^{t}\left\|\Delta \partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)}^{2}\right)^{\frac{1}{2}} \\
& \leq C_{N_{0}} \sqrt{h} .
\end{align*}
$$

We set $I_{9}=\int_{\omega} \partial_{t} \eta_{\varepsilon}^{N_{0}}(T)\left(\eta_{\varepsilon}(T)-\eta_{\varepsilon}^{N_{0}}(T-h)\right)$.

$$
\begin{align*}
\left|I_{9}\right| & =\left\|\partial_{t} \eta_{\varepsilon}(T)\right\|_{L^{2}(\omega)} \int_{T-h}^{T}\left\|\partial_{t} \eta_{\varepsilon}^{N_{0}}\right\|_{L^{2}(\omega)}  \tag{50}\\
& \leq C h .
\end{align*}
$$

Next $I_{10}=\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}(t)}} \mathbf{f} \cdot\left(\int_{t-h}^{t} \quad \varepsilon\right)$ and $I_{11}=\int_{0}^{T} \int_{\omega} g\left(\eta_{\varepsilon}^{N_{0}}-\left(\eta_{\varepsilon}^{N_{0}}\right)^{-}\right)$can be estimated respectively by $C \sqrt{h}$ and $C h$.

These last two estimates and estimates (38)-(50) yield, for all $\beta>0$, for $\lambda$ small enough

$$
\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\mathbf{u}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}+\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}-\left(\partial_{t} \eta_{\varepsilon}^{N_{0}}\right)^{-}\right)^{2} \leq C_{N_{0}, \lambda} h^{\frac{1}{3}}+C \lambda_{N_{0}}^{-\frac{s}{2}}+C \beta \forall \varepsilon<\varepsilon_{0},
$$

with $s<\frac{1}{2}$. Moreover,

$$
\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}-\left(\partial_{t} \eta_{\varepsilon}^{h f, N_{0}}\right)^{-}\right)^{2} \leq C \lambda_{N_{0}}^{-\frac{s}{2}} .
$$

Then for all $\beta>0$, if $\lambda$ is chosen small enough, we have

$$
\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\mathbf{u}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}+\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}-\left(\partial_{t} \eta_{\varepsilon}\right)^{-}\right)^{2} \leq C_{N_{0}, \lambda} h^{\frac{1}{3}}+C \lambda_{N_{0}}^{-\frac{s}{2}}+C \beta \quad \forall \varepsilon<\varepsilon_{0} .
$$

Thus, by choosing $N_{0}$ large enough and $\lambda$ small enough, we obtain that $\exists h_{0}>0$ such that $\forall h \leq h_{0}$

$$
\int_{0}^{T} \int_{\Omega_{\eta_{\varepsilon}}(t)}\left|\mathbf{u}_{\varepsilon}-\overline{\mathbf{u}}_{\varepsilon}^{-}\right|^{2}+\int_{0}^{T} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}-\left(\partial_{t} \eta_{\varepsilon}\right)^{-}\right)^{2} \leq C \beta \quad \forall \varepsilon<\varepsilon_{0}
$$

This proves Lemma 10.
Thanks to Lemma 9, we obtain that $\partial_{t} \eta_{\varepsilon}$ is compact in $L^{2}\left(0, T ; L^{2}(\omega)\right)$ and that $\overline{\mathbf{u}}_{\varepsilon}$ is compact in $L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$.

We now want to verify the convergences announced in Proposition 1 and to verify that the equality between the structure velocity and the fluid velocity at the interface holds in the limit.

Let $T>0$ such that $\inf _{\varepsilon} \min _{[0, T] \times \bar{\omega}}\left(1+\eta_{\varepsilon}\right) \geq \alpha>0$. We will denote any subsequence of $\left(\eta_{\varepsilon}, \overline{\mathbf{u}}_{\varepsilon}\right)$ by $\left(\eta_{\varepsilon}, \overline{\mathbf{u}}_{\varepsilon}\right)$. Thanks to the energy estimate and to the compactness properties that have just been derived, we have, denoting by $(\eta, \underline{\mathbf{u}})$ the limit of a subsequence of $\left(\eta_{\varepsilon}, \overline{\mathbf{u}}_{\varepsilon}\right)$, the following convergences as $\varepsilon$ goes to zero:

$$
\begin{array}{lllll}
\eta_{\varepsilon} & \rightarrow & \eta & \text { uniformly in } & C^{0}\left([0, T] ; C^{0}(\bar{\omega})\right), \\
\eta_{\varepsilon} & \rightarrow & \text { weakly in } & L^{2}\left(0, T ; H_{0}^{2}(\omega)\right), \\
\partial_{t} \eta_{\varepsilon} & \rightarrow \partial_{t} \eta & \text { strongly in } & L^{2}\left(0, T ; L^{2}(\omega)\right), \\
\partial_{t} \eta_{\varepsilon} & \rightarrow \partial_{t} \eta & \text { weakly in } & L^{2}\left(0, T ; W^{1-1 / p, p}(\omega)\right) \forall 1<p<2, \\
\partial_{t} \eta_{\varepsilon} & \rightarrow \partial_{t} \eta & \text { weakly in } & L^{2}\left(0, T ; H^{s}(\omega)\right) \forall 0 \leq s<1 / 2, \\
\mathbf{u}_{\varepsilon} & \rightarrow \underline{\mathbf{u}} & \text { strongly in } & L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right), \\
\rho_{\varepsilon} \mathbf{u}_{\varepsilon} & \rightarrow \rho_{\mathbf{u}} & \text { strongly in } & L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right) .
\end{array}
$$

Moreover $\rho_{\varepsilon} \nabla \mathbf{u}_{\varepsilon}$ tends to some $\mathbf{z}$ weakly in $L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$ as $\varepsilon$ goes to zero. It is easy to verify, since $\eta_{\varepsilon} \rightarrow \eta$ in $C^{0}([0, T] \times \bar{\omega})$, that $\mathbf{z}=0$ in $\widehat{\mathcal{C}_{M}} \backslash \widehat{\Omega}_{\eta}$ and $\left.\mathbf{z}\right|_{\widehat{\Omega}_{\eta}}=\nabla\left(\left.\underline{\mathbf{u}}\right|_{\widehat{\Omega}_{\eta}}\right)$. Thus

$$
\begin{equation*}
\rho_{\varepsilon} \nabla \mathbf{u}_{\varepsilon} \rightharpoonup \rho \nabla\left(\underline{\mathbf{u}}_{\widehat{\Omega}_{\eta}}\right) \text { in } L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right) \tag{51}
\end{equation*}
$$

Note also that $\underline{\mathbf{u}}=\left(0,0, \partial_{t} \eta\right)^{T}$ in $\widehat{\mathcal{C}_{M}} \backslash \widehat{\Omega}_{\eta}$, and thus $\underline{\mathbf{u}}=\overline{\mathbf{u}}$ by setting $\mathbf{u}=\left.\underline{\mathbf{u}}\right|_{\widehat{\Omega}_{\eta}}$.
Next we take care of the equality

$$
\mathbf{u}_{\varepsilon}\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=\left(0,0, \partial_{t} \eta_{\varepsilon}(t, x, y)\right)^{T}
$$

on $(0, T) \times \omega$. The right-hand side converges to $\left(0,0, \partial_{t} \eta\right)^{T}$ strongly in $L^{2}\left(0, T ; L^{2}(\omega)\right)$. The left-hand side is the trace of the function $\mathbf{w}_{\varepsilon}(t, x, y, z)=\mathbf{u}_{\varepsilon}\left(t, x, y, z\left(1+\eta_{\varepsilon}(t, x, y)\right)\right.$ on $z=1$, and $\mathbf{w}_{\varepsilon}$ converges strongly in $L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{1}\right)\right)$ and weakly in $L^{2}\left(0, T ; W^{1, p}\left(\mathcal{C}_{1}\right)\right)$ $\forall 1<p<2$ to $\mathbf{u}(t, x,, y, z(1+\eta(t, x, y))$. Hence by the continuity of the trace mapping on $z=1$, we have, for a.e. $t$,

$$
\mathbf{u}(t, x, y, 1+\eta(t, x, y))=\left(0,0, \partial_{t} \eta(t, x, y)\right)^{T} \text { on } \omega .
$$

This ends the proof of Proposition 1.
4. Passage to the limit-Proof of Theorem 2. Next we pass to the limit in the weak formulation:

$$
\begin{aligned}
\int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{u}_{\varepsilon}(t) \cdot & { }_{\varepsilon}(t)-\int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(s)} \mathbf{u}_{\varepsilon} \cdot \partial_{t}+\nu \int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(s)} \nabla \mathbf{u}_{\varepsilon}: \nabla{ }_{\varepsilon} \\
+ & \int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(s)}\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}_{\varepsilon} \cdot{ }_{\varepsilon}-\int_{0}^{t} \int_{\omega}\left(\partial_{t} \eta_{\varepsilon}\right)^{2} b+\int_{\omega} \partial_{t} \eta_{\varepsilon}(t) b(t) \\
& -\int_{0}^{t} \int_{\omega} \partial_{t} \eta_{\varepsilon} \partial_{t} b+\varepsilon \int_{0}^{t} \int_{\omega} \Delta \partial_{t} \eta_{\varepsilon} \Delta b+\int_{0}^{t} \int_{\omega} \Delta \eta_{\varepsilon} \Delta b \\
& =\int_{0}^{t} \int_{\Omega_{\eta_{\varepsilon}}(t)} \mathbf{f} \cdot{ }_{\varepsilon}+\int_{0}^{t} \int_{\omega} g b+\int_{\Omega(0)} \mathbf{u}_{I} \cdot{ }_{\varepsilon}(0)+\int_{\omega} \dot{\eta}_{I} b(0)
\end{aligned}
$$

for a.e. $t$ and for all $\left({ }_{\varepsilon}, b\right) \in\left(V_{\eta_{\varepsilon}} \cap H^{1}\left(\widehat{\Omega}_{\eta_{\varepsilon}}\right)\right) \times\left(L^{2}\left(0, T ; H_{0}^{2}(\omega)\right) \times H^{1}\left(0, T ; L^{2}(\omega)\right)\right)$ such that $\quad{ }_{\varepsilon}\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=(0,0, b(t, x, y))^{T},(t, x, y) \in[0, T] \times \omega$.

The fluid test functions should depend on $\varepsilon$. However, it is sufficient to consider a dense family of test functions, and it can be chosen independent of $\varepsilon$ and admissible for any $\varepsilon$ small enough.

First we consider test functions of the form $\left({ }^{0}, 0\right)$ such that ${ }^{0}$ belongs to $\mathcal{D}\left(\cup_{t \in[0, T]}\{t\} \times \Omega_{\eta}(t)\right)$ and div ${ }^{0}=0$. These test functions satisfy the property that ${ }^{0}(t, \cdot) \in \mathcal{D}\left(\Omega_{\eta}(t)\right) \forall t$. For $\varepsilon$ small enough, since $\eta_{\varepsilon}$ converges uniformly to $\eta$, ${ }^{0} \in \mathcal{D}\left(\cup_{t \in[0, T]}\{t\} \times \Omega_{\eta_{\varepsilon}}(t)\right)$.

The second pair of test functions we consider is $\left({ }^{1}, b\right)$, where $b$ belongs to $L^{2}\left(0, T ; H_{0}^{2}(\omega)\right) \cap H^{1}\left(0, T ; L^{2}(\omega)\right)$, with $\int_{\omega} b=0$ and for a.e. $t$

$$
{ }^{1}=\left\lvert\, \begin{aligned}
& (0,0, b)^{T} \text { in } \widehat{\mathcal{C}_{M}} \backslash \widehat{\widehat{C}}_{\alpha} \\
& \mathcal{R}\left(0,0, \frac{z}{\alpha} b\right)^{T} \text { in } \widehat{C}_{\alpha}
\end{aligned}\right.
$$

where $\widehat{C}_{\alpha}=(0, T) \times \mathcal{C}_{\alpha}$ and $\mathcal{R}$ is a linear lifting operator from $\left\{\mathbf{w} \in H^{\frac{1}{2}}\left(\partial C_{\alpha}\right) ; \int_{\partial C_{\alpha}}\right.$ $\mathbf{w} \cdot \mathbf{n}=0\}$ onto $\left\{\mathbf{v} \in H^{1}\left(C_{\alpha}\right) ; \operatorname{div}(\mathbf{v})=0\right\}$. We have easily that ${ }^{1}$ belongs to $L^{2}\left(0, T ; H^{1}\left(\mathcal{C}_{M}\right)\right)$ and $\operatorname{div}\left({ }^{1}\right)=0$. Moreover since $\min _{[0, T] \times \bar{\omega}}\left(1+\eta_{\varepsilon}\right) \geq \alpha$,
${ }^{1}\left(t, x, y, 1+\eta_{\varepsilon}(t, x, y)\right)=(0,0, b(t, x, y))^{T}$ on $(0, T) \times(\omega) \forall \varepsilon$. Furthermore we can choose the linear operator $\mathcal{R}$ such that

$$
\begin{equation*}
\left\|\mathcal{R}\left(0,0, \frac{z b}{\alpha}\right)^{T}\right\|_{L^{2}(\omega \times(0, \alpha))} \leq C\|b\|_{L^{2}(\omega)} \tag{52}
\end{equation*}
$$

It can be done by solving a Stokes problem in $\omega \times(0, \alpha)$. Indeed this type of inequality can be obtained thanks to a transposition argument and relies on a $H^{2} \times H^{1}$ regularity result for the Stokes problem, which is true here since $\omega \times(0, \alpha)$ is a convex set (see [9] for the regularity result for the Stokes problem). Thus if $\mathcal{R}$ is chosen such that (52) holds, we deduce that, for a.e. $t \in I \subset \subset(0, T)$, and for $h$ small enough

$$
\left\|\mathcal{R}\left(0,0, \frac{z b}{\alpha}\right)^{T}(t)-\mathcal{R}\left(0,0, \frac{z b}{\alpha}\right)^{T}(t+h)\right\|_{L^{2}(\omega \times(0, \alpha))} \leq C\|b(t)-b(t+h)\|_{L^{2}(\omega)}
$$

Since $\partial_{t} b \in L^{2}\left(0, T ; L^{2}(\omega)\right)$ this implies that $\partial_{t} \mathcal{R}\left(0,0, \frac{z b}{\alpha}\right)^{T} \in L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{\alpha}\right)\right)$ and that $\partial_{t}{ }^{1} \in L^{2}\left(0, T ; L^{2}\left(\mathcal{C}_{M}\right)\right)$. Consequently $\left({ }^{1}, b\right)$ is a pair of admissible test functions for all $\varepsilon$.

With both types of test functions, it is easy to pass to the limit in the weak formulation as $\varepsilon$ goes to zero. Since the considered family of test functions is dense in the set of functions $(, b) \in\left(V_{\eta} \cap H^{1}\left(\widehat{\Omega}_{\eta}\right)\right) \times\left(L^{2}\left(0, T ; H_{0}^{2}(\omega)\right) \times H^{1}\left(0, T ; L^{2}(\omega)\right)\right)$ such that $(t, x, y, 1+\eta(t, x, y))=(0,0, b(t, x, y))^{T},(t, x, y) \in[0, T] \times \omega$, we obtain the existence of one weak solution on $(0, T)$ of $(22)$ that moreover satisfies the energy estimate (27) by passing to the limit as $\varepsilon$ tends to zero in (9).

Eventually, we show that we can extend the solution, as long as we have $\min _{[0, T] \times \bar{\omega}}$ $(1+\eta)>0$. We do exactly as in [4], but for the sake of completness we reproduce the proof here. We build an increasing sequence of times $\left(T_{k}\right)_{k \geq 1}$ as follows. First we choose a time $T_{1}>0$ such that there exists a weak solution up to $T_{1}$, with $m_{1}=\min _{\left[0, T_{1}\right] \times \bar{\omega}}(1+\eta)>0$. Possibly changing slightly $T_{1}$, we may moreover assume that $\eta\left(T_{1}\right) \in H_{0}^{2}(\omega), \partial_{t} \eta\left(T_{1}\right) \in L^{2}(\omega)$, and $\mathbf{u}\left(T_{1}\right) \in L^{2}\left(\Omega_{\eta}\left(T_{1}\right)\right)$ (since this is true for almost each time).

Now let $k \geq 1$, and assume that we have built a solution up to some time $T_{k}$, with $m_{k}=\min _{\left[0, T_{k}\right] \times \bar{\omega}}(1+\eta)>0$. Our construction allows us to build an extension of our solution on some time interval starting from $T_{k}$. Thanks to the energy estimate (27) (see also (9)), we have for $s \geq T_{k}$ for any $0<\lambda<\frac{3}{4}$

$$
\begin{equation*}
1+\eta(s) \geq 1+\eta\left(T_{k}\right)-\left(s-T_{k}\right)^{\lambda} C\left(T_{k}, s\right) \geq m_{k}-\left(s-T_{k}\right)^{\lambda} C\left(T_{k}, s\right) \tag{53}
\end{equation*}
$$

with

$$
\begin{aligned}
C\left(T_{k}, s\right)=\tilde{C}\left(\left\|\mathbf{u}\left(T_{k}\right)\right\|_{L^{2}\left(\Omega_{\eta_{I}}\right)},\right. & \left\|\eta\left(T_{k}\right)\right\|_{H_{0}^{2}(\omega)},\left\|\partial_{t} \eta\left(T_{k}\right)\right\|_{L_{0}^{2}(\omega)} \\
& \left.\int_{T_{k}}^{s} \exp (s-u)\left(\|\mathbf{f}\|_{L^{2}\left(\Omega_{\eta}(u)\right)}(u)+\|g\|_{L^{2}(\omega)}(u)\right) d u\right),
\end{aligned}
$$

where $\tilde{C}$ is positive and nondecreasing with respect to its arguments, and $C\left(T_{k}, s\right) \leq$ $C(0, s)$. This a priori estimate shows that if we let

$$
\tau_{k}=\min \left\{1,\left(m_{k} / 2 C\left(T_{k}, T_{k}+1\right)\right)^{\frac{1}{\lambda}}\right\}
$$

we can build a solution starting from $\mathbf{u}\left(T_{k}\right)$ and $\eta\left(T_{k}\right), \partial_{t} \eta\left(T_{k}\right)$ up to the time $T_{k}+\tau_{k}$ (this corresponds to choosing $\alpha=m_{k} / 2$ in the construction of the solution). The time $T_{k+1}$ is chosen close to $T_{k}+\tau_{k}$ (in $\left[T_{k}+\tau_{k} / 2, T_{k}+\tau_{k}\right]$ ), in order to have also $\eta\left(T_{k}\right) \in H_{0}^{2}(\omega), \partial_{t} \eta\left(T_{k+1}\right) \in L^{2}(\omega)$, and $\mathbf{u}\left(T_{k+1}\right) \in L^{2}\left(\Omega_{\eta}\left(T_{k+1}\right)\right)$.

If the sequence $\left(T_{k}\right)_{k \geq 1}$ is infinite, we let $T^{*}=\sup _{k} T_{k}$. If $T<+\infty$, it must be that $m=\min _{\left[0, T^{*}\right] \times \bar{\omega}}(1+\eta)=0$. Otherwise, we have $m_{k} \geq m$ for all $k$, and hence $\tau_{k} \geq \min \left\{1,\left(m / 2 C\left(0, T^{*}\right)\right)^{\frac{1}{\lambda}}\right\}>0$. But $T_{k+1}-T_{k} \geq \tau_{k} / 2$ and goes to zero, a contradiction. This achieves the proof of the theorem.
5. Conclusion. We have proved the existence of at least one weak solution for a three-dimensional fluid-plate interaction problem without any (artificial) viscosity of the structure.
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#### Abstract

The scattering of a time-harmonic plane wave in an inhomogeneous medium is modeled by the scattering problem for the Helmholtz equation. A transmission eigenvalue is a wavenumber at which the scattering operator has a nontrivial kernel or cokernel. Because many sampling methods for locating scatterers succeed only at wavenumbers that are not transmission eigenvalues, they have been studied for some time. Nevertheless, the existence of transmission eigenvalues has previously been proved only for radial scatterers. In this paper, we prove existence for scatterers without radial symmetry.


Key words. inverse scattering, Helmholtz equation, inverse problems, transmission eigenvalues
AMS subject classifications. $81 \mathrm{U} 40,35 \mathrm{P} 25$

DOI. 10.1137/070697525

1. Introduction. The scattering of a time-harmonic plane wave in an inhomogeneous medium is modeled by the scattering problem for the Helmholtz equation. The total wave $u$ satisfies the perturbed Helmholtz equation

$$
\begin{equation*}
\left(\Delta+k^{2}(1+m)\right) u=0 \quad \text { in } \mathbb{R}^{n} \tag{1.1}
\end{equation*}
$$

The function $m(x)$ denotes the perturbation of the index of refraction from the constant background medium; i.e., $n^{2}(x)=1+m(x)$. We insist that $-1<m(x)$ be compactly supported and bounded. The relative (far field) scattering operator, $s^{+}$, compares the asymptotics of solutions of the free Helmholtz equation to those of (1.1). Both the linear sampling method and the factorization method use the range of this operator to find the support of the scatterer $m$. These methods are known to succeed at wavenumbers $k$ for which the range of that operator is dense among all far field patterns (i.e., dense in $L^{2}\left(S^{n-1}\right)$ ). If there exists a bounded domain $D$ that contains the support of $m(x)$, and the wavenumber $k$ is not a transmission eigenvalue as defined below, then the range of the scattering operator is dense [5].

Definition 1. A wavenumber $k$ is called a transmission eigenvalue if there exists a nontrivial pair $(v, w)$ solving

$$
\begin{align*}
\Delta w+k^{2} n^{2}(x) w=0 & \text { in }  \tag{1.2}\\
\Delta v+k^{2} v=0 & \text { in }  \tag{1.3}\\
w=v, & \frac{\partial w}{\partial \nu}=\frac{\partial v}{\partial \nu} \tag{1.4}
\end{align*} \quad \text { on } \quad \partial D .
$$

If $D$ is not smooth enough, we replace (1.4) with the condition that $u-v \in H_{0}^{2}(D)$. Under the conditions that $m>0$ or $m<0$ on its support, it has been shown that the set of transmission eigenvalues is at most discrete [4], [12], but existence has

[^37]been established only for $m$, which depends only on the radius [6]. Under certain conditions, knowledge of the transmission eigenvalues uniquely determines a radial scatterer [9], [10]. For nonradial scatterers, transmission eigenvalues have also been used to infer simple properties of the scatterer [3].

Under the hypothesis that the infimum of $|m|$ is large enough, we prove existence of transmission eigenvalues, as well as upper and lower bounds on the first transmission eigenvalue. The existence and upper bounds are new; the lower bounds are results from [7] and [3].

In [7], we showed that the following three conditions were equivalent. Notice that (1.5) differs from (1.3) in that the condition below requires that $v$ solve the free Helmholtz equation in all or $\mathbb{R}^{n}$ rather than just in $D$. Such $v$ which can be represented as superpositions of plane waves with $L^{2}$ densities are called Herglotz wave-functions.

1. There exists a nontrivial pair $(v, w)$ solving

$$
\begin{align*}
\Delta w+k^{2} n^{2}(x) w=0 & \text { in } \quad D \\
\Delta v+k^{2} v=0 & \text { in } \quad \mathbb{R}^{n}  \tag{1.5}\\
w=v, \frac{\partial w}{\partial \nu}=\frac{\partial v}{\partial \nu} & \text { on }
\end{align*} \quad \partial D .
$$

2. There exists a nontrivial $\mu^{0} \in \operatorname{ker} s^{+}$.
3. There exists a nontrivial $\mu^{0} \in$ coker $s^{+}$.

In the case that $v$ is a Herglotz wave-function, its asymptotic expansion (its far field) belongs to both the kernel and the cokernel of the far field scattering operator. We will show below that, for scatterers supported in a compact set $D$, the far field scattering operator has a natural extension, and that transmission eigenvalues are exactly the wavenumbers for which this natural extension has a kernel or cokernel.
2. The Helmholtz equation and the scattering operator. The scattering operator relates the solutions of (1.1) to solutions of the free Helmholtz equation in all of $\mathbb{R}^{n}$ :

$$
\begin{equation*}
\left(\Delta+k^{2}\right) u^{0}=0 \quad \text { in } \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

We refer to solutions of (2.1) with finite $B^{*}$-norm, defined by

$$
\left\|u^{0}\right\|_{B^{*}}=\sup _{R>0} \frac{1}{\sqrt{R}}\left\|u^{0}\right\|_{L^{2}\left(B_{R}\right)}
$$

as incident waves or free waves. An outgoing wave is a solution to the Helmholtz equation with a compactly supported source $f$

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v^{+}=f \quad \text { in } \mathbb{R}^{n} \tag{2.2}
\end{equation*}
$$

that satisfies the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{\frac{n-1}{2}}\left(\frac{\partial v^{+}}{\partial r}-i k v^{+}\right)=0 \tag{2.3}
\end{equation*}
$$

or, equivalently (for $k>0$ ), a limiting absorption principle

$$
\begin{equation*}
v^{+}=\lim _{\varepsilon \downarrow 0} v_{\varepsilon}^{+} \tag{2.4}
\end{equation*}
$$

where $v_{\varepsilon}^{+}$is the unique solution to (2.2) with $k^{2} \in \mathbb{R}$ replaced by $k^{2}+i \varepsilon$ (see, e.g., section 4 of [1]). We could also define an outgoing wave as a solution to

$$
\begin{equation*}
\left(\Delta+k^{2}(1+m)\right) w^{+}=g \tag{2.5}
\end{equation*}
$$

with a compactly supported $g$, and satisfying (2.3) or (2.4). Because $m$ is compactly supported, the definition based on (2.5) and that based on (2.2) coincide. That is, an outgoing solution $v^{+}$to (2.2) is also an outgoing solution $w^{+}$to (2.5) with $g=f-m v^{+}$.

Existence and uniqueness of outgoing solutions to (2.5) were proved by Agmon in weighted $L^{2}$ spaces $^{1}[1]$. Theorem 2 below is a special case of results in [2], and parts of Theorems 3 and 4 are special cases of results in [2] and section 14 of [8].

Define $B$ to be the completion of $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ in the $B$-norm

$$
\|f\|_{B}=\|f\|_{L^{2}(|x| \in[0,1])}+\sum_{j=1}^{\infty} \frac{1}{\sqrt{2^{j}}}\|f\|_{L^{2}\left(|x| \in\left[2^{j}, 2^{j+1}\right]\right)} .
$$

Theorem 2. For every compactly supported $g$, there exists a unique outgoing solution to (2.5), with

$$
\left\|w^{+}\right\|_{B^{*}} \leq C\|g\|_{B},
$$

where the constant $C$ depends on $m$ and $k$.
Because compactly supported functions are dense in $B$, the correspondence in Theorem 2 defines a bounded map

$$
G_{m}^{+}: B \longrightarrow B^{*}
$$

mapping $g \in B$ to $w^{+}$. In the rest of the paper, whenever we refer to waves, we mean subspaces of $B^{*}$ :

1. $B^{0}$ is the subspace of incident waves, i.e., solutions to (2.1).
2. $B^{m}$ is the subspace of total waves, i.e., solutions to (1.1).
3. $B^{+}$is the subspace of outgoing waves, the range of $G_{0}^{+}$. ${ }^{2}$

Both $B^{0}$ and $B^{m}$ are closed in the $B^{*}$ topology. One way to see this is to note that $B^{*}$ convergence implies convergence in the sense of tempered distributions so that any $u$ in the closure of $B^{0}$ or $B^{m}$ must satisfy (2.1) or (1.1), respectively, in the sense of distributions. As Schwartz class functions are dense in $B$, the equations are satisfied in the $B^{*}$ sense as well. The plane waves, $e^{i k \Theta \cdot x}$, are not in $B^{0}$. We shall note in Theorem 4 below that $B^{0}$ consists of the Herglotz wave-functions, solutions to (2.1) which have square integrable far fields. The far fields of the plane waves are Dirac deltas. The subspace $B^{+}$is not closed in the $B^{*}$ topology. In particular, every function in $B^{+}$is in $H_{l o c}^{2}\left(\mathbb{R}^{n}\right)$ and satisfies the radiation condition (2.3), and every compactly supported function in $H_{l o c}^{2}\left(\mathbb{R}^{n}\right)$ belongs to $B^{+}$. Because we have defined $B^{+}$as the range of $G_{0}^{+}$, which is injective, $B^{+}$is a Banach space with norm $\left\|G_{0}^{+} f\right\|_{B^{+}}:=\|f\|_{B}$.

A straightforward consequence of Theorem 2 is the correspondence between incident and total waves.

[^38]Theorem 3. Every total wave has a unique decomposition into an incident wave plus a scattered wave, and every incident wave has a unique decomposition as a total wave minus a scattered wave:

$$
\begin{align*}
v^{m} & =v^{0}+v^{+}  \tag{2.6}\\
u^{0} & =u^{m}-u^{+} \tag{2.7}
\end{align*}
$$

Moreover, the scattering map $\mathcal{S}$, defined as $u^{0} \mapsto u^{m}$, is an isomorphism from $B^{0}$ onto $B^{m}$.

Proof. We prove the second assertion first. Any $u_{0}$ that solves (2.1) also solves

$$
\left(\Delta+k^{2}(1+m)\right) u^{0}=k^{2} m u^{0}
$$

Let $u^{+}$be the unique outgoing solution to (2.5) with $g=-k^{2} m u^{0}$. Note that

$$
\left\|u^{+}\right\|_{B^{*}} \leq C_{1}\|g\|_{B} \leq k^{2} C_{1}\left\|m u^{0}\right\|_{B} \leq k^{2} C_{2}\left\|u^{0}\right\|_{B^{*}},
$$

where both constants depend on an upper bound for $m$ and the size of its support.
Defining $u^{m}=u^{0}+u^{+}$and noting that it satisfies (1.1) gives decomposition (2.7) and the estimate

$$
\begin{equation*}
\left\|u^{m}\right\|_{B^{*}} \leq C_{3}\left\|u^{0}\right\|_{B^{*}} . \tag{2.8}
\end{equation*}
$$

If $u^{0}=w^{m}-w^{+}$is another such decomposition, then $w^{+}$must also satisfy (2.5) with $g=-k^{2} m u^{0}$, but (2.5) has a unique outgoing solution, so $w^{+}=u^{+}$and $w^{m}=u^{m}$.

Similarly, any $v^{m}$ solving (1.1) is a solution to

$$
\left(\Delta+k^{2}\right) v^{m}=-k^{2} m v^{m} .
$$

Let $v^{+}$be the unique outgoing solution to (2.2) with $f=-k^{2} m u^{m}$, and set $v^{0}=$ $v^{m}-v^{+}$. Uniqueness follows as in the paragraph above, as does the estimate

$$
\begin{equation*}
\left\|u^{0}\right\|_{B^{*}} \leq C_{3}\left\|u^{m}\right\|_{B^{*}} \tag{2.9}
\end{equation*}
$$

The existence and uniqueness of the two decompositions (2.6) and (2.7) along with the estimates (2.8) and (2.9) justify the last statement in the theorem - that the scattering map is an isomorphism.

In order to see the relationship between the scattering operator we have defined above and the scattering operator defined on far fields, we need to discuss asymptotics.

ThEOREM 4. Let $u^{0} \in B^{0}$, $u^{+} \in B^{+}$, and $u^{m} \in B^{m}$; then, in spherical coordinates $x=r \Theta$ for large $r$,

$$
\begin{align*}
u^{0} & \sim \mu^{0}(\Theta) \frac{e^{i k r}}{(i k r)^{\frac{n-1}{2}}}+\mu^{0}(-\Theta) \frac{e^{-i k r}}{(-i k r)^{\frac{n-1}{2}}},  \tag{2.10}\\
u^{+} & \sim \mu^{+}(\Theta) \frac{e^{i k r}}{(i k r)^{\frac{n-1}{2}}},  \tag{2.11}\\
u^{m} & \sim\left(\mu^{m}(\Theta)+\gamma(\Theta)\right) \frac{e^{i k r}}{(i k r)^{\frac{n-1}{2}}}+\mu^{m}(-\Theta) \frac{e^{-i k r}}{(-i k r)^{\frac{n-1}{2}}} . \tag{2.12}
\end{align*}
$$

Moreover, the mappings

$$
\begin{array}{r}
b^{0}: B^{0} \longrightarrow L^{2}\left(S^{n-1}\right) \\
b^{m}: B^{m} \longrightarrow L^{2}\left(S^{n-1}\right)
\end{array}
$$

defined by $u^{0} \mapsto \mu^{0}$ and by $u^{m} \mapsto \mu^{m}$ are isomorphisms. The mapping

$$
b^{+}: B^{+} \longrightarrow L^{2}\left(S^{n-1}\right)
$$

defined by $u^{+} \mapsto \mu^{+}$is surjective. ${ }^{3}$ Every compactly supported function in $H^{2}\left(\mathbb{R}^{n}\right)$ belongs to its kernel and any function in its kernel is compactly supported (Rellich's lemma).

Sketch of proof. The operator $\left(b^{0}\right)^{-1}$ is known as the Herglotz operator. We can start with any $\mu_{0} \in L^{2}\left(S^{n-1}\right)$ and define

$$
u^{0}=\mathcal{H} \mu^{0}=\int_{S^{n-1}} e^{i k \Theta \cdot x} \mu^{0}(\Theta) d S_{\Theta}
$$

Noting that any $u^{0} \in B^{0}$ is the inverse Fourier transform of a distribution supported on the sphere $|\xi|^{2}-k^{2}=0$ shows that $u^{0}$ must have this form, but it requires an estimate [2] to see that $\mu^{0} \in L^{2}$. A stationary phase calculation shows that $\mathcal{H} \mu^{0}$ has the asymptotics (2.10) when $\mu^{0}$ is smooth. Again we refer the reader to [2] for the estimate that $\|u\|_{B^{*}} \leq C\left\|\mu^{0}\right\|_{L^{2}\left(S^{n-1}\right)}$.

A similar Fourier transform calculation combined with the limiting absorption principle, or a calculation of the asymptotics of the outgoing Green's function, gives (2.11). Alternatively, we may note that $u^{+}(x, k)-u^{+}(x,-k)$ belongs to $B^{0}$ and deduce (2.11) from (2.10). ${ }^{4}$ The surjectivity of $b^{+}$then follows from the surjectivity of $b^{0}$.

Because of the decomposition $u^{m}=u^{0}+u^{+}$in Theorem 3, (2.12) follows from (2.10) and (2.11). Rellich's lemma and unique continuation imply that $b^{0}$ and $b^{m}$ are injective, as well as the final statement in the theorem.

We refer to the large $r$ asymptotics as the far fields of the corresponding waves; e.g., the far field of $u^{0}$ is $\mu^{0}$, the far field of $u^{+}$is $\mu^{+}$, and the far field of $u^{m}$ is $\mu^{m}$. We use (2.12) to define the far field (relative scattering) operator

$$
s^{+}: L^{2}\left(S^{n-1}\right) \longrightarrow L^{2}\left(S^{n-1}\right)
$$

by

$$
\begin{equation*}
\mu^{m} \mapsto \gamma \tag{2.13}
\end{equation*}
$$

The wave scattering operator $\mathcal{S}$ and the far field operator $s^{+}$are closely related.
Lemma 5. Let $u^{0}$ and $w^{0}$ belong to $B^{0}$, with far fields $\mu^{0}$ and $\omega^{0}$, respectively. Then

$$
\int_{\mathbb{R}^{n}} \overline{u^{0}} m \mathcal{S} w^{0}=\frac{-2 i}{k^{n}} \int_{S^{n-1}} \overline{\mu^{0}} s^{+} \omega^{0}
$$

[^39]Proof.

$$
\int_{\mathbb{R}^{n}} \overline{u^{0}} k^{2} m \mathcal{S} w^{0}=\int_{\mathbb{R}^{n}} \overline{u^{0}} k^{2} m w^{m},
$$

where $w^{m}=w^{0}+w^{+}$, as in (2.6),

$$
\begin{align*}
& =-\int_{\mathbb{R}^{n}} \overline{u^{0}}\left(\Delta+k^{2}\right) w^{m}  \tag{2.14}\\
& =-\int_{\mathbb{R}^{n}} \overline{u^{0}}\left(\Delta+k^{2}\right) w^{+} \\
& =-\lim _{R \rightarrow \infty} \int_{|x|<R} \overline{u^{0}}\left(\Delta+k^{2}\right) w^{+} \\
& =\lim _{R \rightarrow \infty} \int_{|x|=R} \frac{\partial \overline{u^{0}}}{\partial \nu} w^{+}-\overline{u^{0}} \frac{\partial w^{+}}{\partial \nu} .
\end{align*}
$$

Making use of the asymptotics in (2.11) and (2.12) gives

$$
\begin{equation*}
=\frac{-2 i}{k^{n-2}} \int_{S^{n-1}} \overline{\mu^{0}} \omega^{+}, \tag{2.15}
\end{equation*}
$$

where $\omega^{+}$denotes the far field of $w^{+}$,

$$
=\frac{-2 i}{k^{n-2}} \int_{S^{n-1}} \overline{\mu^{0}} s^{+} \omega^{0} .
$$

A consequence of Lemma 5 is a natural definition of the relative scattering operator, which does not explicitly use asymptotics.

Theorem 6. If we define

$$
\mathcal{S}^{+}: B^{0} \longrightarrow B^{0^{*}}
$$

by

$$
\begin{equation*}
w^{0} \stackrel{\mathcal{S}^{+}}{\longleftrightarrow} \frac{-k^{n}}{2 i}\left\langle m \mathcal{S} w^{0}, \cdot\right\rangle, \tag{2.16}
\end{equation*}
$$

then

$$
\begin{equation*}
s^{+}=\mathcal{H}^{*} \mathcal{S}^{+} \mathcal{H} \tag{2.17}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\left\langle\mathcal{H}^{*} \mathcal{S}^{+} \mathcal{H} \omega^{0}, \overline{\mu^{0}}\right\rangle & \\
& =\left\langle\mathcal{S}^{+} \mathcal{H} \omega^{0}, \overline{\mathcal{H} \mu^{0}}\right\rangle \\
& =\frac{-k^{n}}{2 i} \int_{\mathbb{R}^{n}} \overline{\mathcal{H} \mu^{0}} m \mathcal{H} \mathcal{H} \omega^{0} \\
& =\frac{-k^{n}}{2 i} \int_{\mathbb{R}^{n}} \overline{u^{0}} m \mathcal{S} w^{0} \\
& =\int_{S^{n-1}} \overline{\mu^{0}} s^{+} \omega^{0} \\
& =\left\langle s^{+} \omega^{0}, \overline{\mu^{0}}\right\rangle .
\end{aligned}
$$

Remark 7. Because $B^{0} \subset L_{-\delta}^{2}$ for any $\delta>\frac{1}{2}$, any $l \in B^{0^{*}}$ has a (nonunique) extension to an element of $L_{\delta}^{2}=L_{-\delta}^{2}{ }^{*}$, so elements of $B^{0^{*}}$ can be represented as functions (and called sources).
3. A generalized scattering operator. We describe an incident wave $\mathcal{H} \alpha$ as illuminating the scatterer $m$. If we use the far field operator $s^{+}$, the illumination must always come from the sphere at infinity. Many useful sources of illumination are generated by sources outside the scatterer. The waves generated by such sources are never incident waves, although they can be approximated by incident waves on certain compact sets. Solutions to the transmission eigenvalue problem (1.2)-(1.4) are not incident waves, so they do not have a direct interpretation in terms of the far field scattering operator. They do, however, span exactly the kernel of the scattering operator we will define below.

If $m \in L^{\infty}$ is supported in a bounded domain $D$, Theorem 2 tells us that we can find a unique $u^{+} \in B^{+}$solving

$$
\left(\Delta+k^{2}(1+m)\right) u^{+}=k^{2} m u^{0}
$$

for any $u^{0} \in L^{2}(D)$. It follows that $u^{m}=u^{0}+u^{+} \in L^{2}(D)$. Thus the scattering operator $\mathcal{S}$ has a natural extension,

$$
\mathcal{S}_{D}: B_{D}^{0} \longrightarrow B_{D}^{m}
$$

where we use the definitions

$$
\begin{aligned}
& B_{D}^{0}=\left\{w \in L^{2}(D) \mid\left(\Delta+k^{2}\right) w=0 \text { in } D\right\} \\
& B_{D}^{m}=\left\{w \in L^{2}(D) \mid\left(\Delta+k^{2}(1+m)\right) w=0 \text { in } D\right\}
\end{aligned}
$$

The relative scattering operator $\mathcal{S}^{+}$has a similar extension:

$$
\begin{aligned}
\mathcal{S}_{D}^{+}: B_{D}^{0} & \longrightarrow B_{D}^{0} \\
& w^{0} \\
\stackrel{\mathcal{S}_{D}^{+}}{\longmapsto} & \frac{k^{n}}{2 i}\left\langle m \mathcal{S}_{D} w^{0}, \cdot\right\rangle .
\end{aligned}
$$

The scattering and relative scattering operators $\mathcal{S}_{D}$ and $\mathcal{S}_{D}^{+}$are extensions of $\mathcal{S}$ and $\mathcal{S}^{+}$in the sense that, for $u^{0}, w^{0} \in B^{0}$, then $\mathcal{S}_{D} u^{0}$ is the restriction of $\mathcal{S} u^{0}$ to $D$ and $\left\langle\mathcal{S}_{D}^{+} u^{0}, w^{0}\right\rangle=\left\langle\mathcal{S}^{+} u^{0}, w^{0}\right\rangle$.
4. The interior transmission problem. Let $D$ be a bounded domain and $\operatorname{supp} m \subset D$. We will use the notation

$$
\begin{aligned}
P^{0} & =\left(\Delta+k^{2}\right), \\
P^{m} & =\left(\Delta+k^{2}(1+m)\right), \\
H^{k}(D) & =\left\{u \in L^{2}(D)\left|D^{\alpha} u \in L^{2}(D) \quad \forall\right| \alpha \mid \leq k\right\}, \\
H_{0}^{k}(D) & =\text { the completion of } C_{0}^{\infty}(D) \text { in } H^{k}(D) .
\end{aligned}
$$

Definition 8. We say that a wavenumber $k$ is a $D$-transmission eigenvalue of $m \in L^{\infty}(D)$ if any of the equivalent conditions in Theorem 9 below are satisfied.

THEOREM 9. The following are equivalent:

1. There exist nontrivial $u^{0} \in B_{D}^{0}$ and $u^{m} \in B_{D}^{m}$ with $u^{0}-u^{m} \in H_{0}^{2}(D) .{ }^{5}$

[^40]2. There exists nontrivial $u^{m} \in B_{D}^{m}$ such that the unique outgoing solution $u^{+}$ to
\[

$$
\begin{equation*}
P^{0} u^{+}=-k^{2} m u^{m} \tag{4.1}
\end{equation*}
$$

\]

belongs to $H_{0}^{2}(D)$.
3. There exist nontrivial $u^{m} \in B_{D}^{m}$ and some $v \in H_{0}^{2}(D)$ satisfying (4.1).
4. There exists nontrivial $u^{0} \in B_{D}^{0}$ such that the unique outgoing solution $u^{+}$to

$$
\begin{equation*}
P^{m} u^{+}=-k^{2} m u^{0} \tag{4.2}
\end{equation*}
$$

belongs to $H_{0}^{2}(D)$.
5. There exist nontrivial $u^{0} \in B_{D}^{0}$ and some $v \in H_{0}^{2}(D)$ satisfying (4.2).
6. There exists nontrivial $u^{0} \in \operatorname{ker} \mathcal{S}_{D}^{+}$.
7. There exists nontrivial $u^{0} \in \operatorname{coker} \mathcal{S}_{D}^{+}$.

Proof. We first show that items 1-5 are equivalent.
Condition 2 obviously implies 3 , but any $H_{0}^{2}(D)$ solution, $v$, to (4.1) extended to be zero in $\mathbb{R}^{n} \backslash D$ is outgoing. Since the outgoing solution to (4.1) is unique, $v=u^{+}$, so 3 implies 2.

Similarly, 4 obviously implies 5 , but uniqueness of the outgoing solution to (4.2) implies that any $H_{0}^{2}(D)$ solution to (4.2), extended to be zero outside $D$, must be $u^{+}$, so 5 implies 4.

Because Theorem 3 gives a unique decomposition,

$$
\begin{equation*}
u^{m}=u^{0}+u^{+}, \tag{4.3}
\end{equation*}
$$

the unique outgoing solution to (4.1) is also the unique outgoing solution to (4.2). Thus 4 and 2 are equivalent.

The same decomposition shows that $u^{+}=u^{m}-u^{0}$, so the left-hand side is in $H_{0}^{2}(D)$ if and only if the right-hand side is; hence 1 is equivalent to 2.

The equivalence of items 6 and 2 is based on a calculation. Let $u^{0}$ and $w_{0}$ belong to $B_{D}^{0}$,

$$
\begin{align*}
\left\langle\overline{w^{0}}, \mathcal{S}_{D}^{+} u^{0}\right\rangle & =-\frac{k^{n}}{2 i}\left\langle\overline{w^{0}}, m \mathcal{S}_{D} u^{0}\right\rangle \\
& =-\frac{k^{n}}{2 i} \int_{D} \overline{w^{0}} m u^{m} \tag{4.4}
\end{align*}
$$

where $u^{m}$ in the line above and $u^{+}$in the line below are those uniquely related to $u^{0}$ by (4.3) and Theorem 3 ,

$$
\begin{align*}
& =-\frac{k^{n-2}}{2 i} \int_{D} \overline{w^{0}} P^{0} u^{+}  \tag{4.5}\\
& =\frac{k^{n-2}}{2 i} \int_{\partial D} \frac{\partial \overline{w^{0}}}{\partial \nu} u^{+}-\overline{w^{0}} \frac{\partial u^{+}}{\partial \nu} . \tag{4.6}
\end{align*}
$$

The right-hand side of (4.6) is clearly zero for every $w^{0}$ if $u^{+} \in H_{0}^{2}(D)$, so 2 implies 6. To see the converse, choose $w^{0}=\mathcal{H} \omega^{0}$ (i.e., $w^{0} \in B^{0}$ with asymptotics as in (2.10)). Every $u^{+} \in B^{+}$has asymptotics as in (2.11), so we may continue the previous calculation,

$$
\begin{aligned}
\left\langle\overline{w^{0}}, \mathcal{S}_{D}^{+} u^{0}\right\rangle & =\frac{k^{n-2}}{2 i} \lim _{R \rightarrow \infty} \int_{B_{R}} \frac{\partial \overline{w^{0}}}{\partial \nu} u^{+}-\overline{w^{0}} \frac{\partial u^{+}}{\partial \nu} \\
& =\int_{S^{n-1}} \overline{\omega^{0}} \mu^{+}
\end{aligned}
$$

We conclude that, if the left-hand side vanishes for every $w^{0}$, so does the right-hand side for every $\omega^{0}$, so $\mu^{+} \equiv 0$. Now Rellich's lemma and unique continuation tell us that $u^{+} \in H_{0}^{2}(D)$, so 6 implies 2 .

Verifying the equivalence of items 7 and 2 requires a similar computation,

$$
\begin{aligned}
\frac{2 i}{k^{n-2}}\left\langle u^{0}, \mathcal{S}_{D}^{+} w^{0}\right\rangle & =-\int_{D} u^{0} k^{2} m w^{m} \\
& =\int_{D} u^{0} P^{0} w^{m} \\
& =\int_{\partial D} \frac{\partial u^{0}}{\partial \nu} w^{m}-u^{0} \frac{\partial w^{m}}{\partial \nu} \\
& =\int_{\partial D} \frac{\partial u^{0}}{\partial \nu} w^{m}-u^{0} \frac{\partial w^{m}}{\partial \nu}-\int_{\partial D} \frac{\partial u^{m}}{\partial \nu} w^{m}-u^{m} \frac{\partial w^{m}}{\partial \nu}
\end{aligned}
$$

because the second integral on the right is always zero. Combining the two terms gives

$$
\begin{equation*}
\frac{2 i}{k^{n-2}}\left\langle u^{0}, \mathcal{S}_{D}^{+} w^{0}\right\rangle=-\int_{\partial D} \frac{\partial u^{+}}{\partial \nu} w^{m}-u^{+} \frac{\partial w^{m}}{\partial \nu} \tag{4.7}
\end{equation*}
$$

Now 2 implies that the right-hand side of (4.7) is zero, so the left-hand side is zero for every $w^{0}$, which implies 7 . If we choose $w^{0} \in B^{0}$ and continue the calculation,

$$
\begin{equation*}
=\int_{S^{n-1}} \mu^{+} \omega^{m} \tag{4.8}
\end{equation*}
$$

Item 7 implies that the integral in (4.8) vanishes for every $\omega^{m}$, so $\mu^{+} \equiv 0$. Rellich's lemma and unique continuation then guarantee that $u^{+} \in H_{0}^{2}(D)$, which implies item 2.

Note that if $\operatorname{supp} m \subset \tilde{D} \subset D$, then $\mathcal{S}_{\tilde{D}}$ is an extension of $\mathcal{S}_{D}$. The smaller we make $D$, the larger we make $B_{D}^{0}$, the domain of the operator $\mathcal{S}_{D}$. Therefore, if $k$ is a $D$-transmission eigenvalue of $m$, then $k$ is also a $\tilde{D}$-transmission eigenvalue.
5. Existence of transmission eigenvalues. In this section we restrict our attention to the case that $D=\operatorname{supp} m$. We assume further that $m$ is bounded away from zero in $D$. The theorem below was first proved in [12].

Theorem 10. If $|m|>\delta>0$ in $D$, then $k$ is a $D$-transmission eigenvalue if and only if there exists $u^{+} \in H_{0}^{2}(D)$ satisfying

$$
\begin{equation*}
P^{m} \frac{1}{m} P^{0} u^{+}=0 \tag{5.1}
\end{equation*}
$$

Proof. We show that (5.1) is equivalent to item 2 in Theorem 9. If $u^{+} \in$ $H_{0}^{2}(D)$ satisfies

$$
\begin{equation*}
P^{0} u^{+}=-k^{2} m u^{m} \tag{5.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{1}{m} P^{0} u^{+}=-k^{2} u^{m} \tag{5.3}
\end{equation*}
$$

and

$$
P^{m} \frac{1}{m} P^{0} u^{+}=0 .
$$

To see the reverse implication, suppose that $u^{+} \in H_{0}^{2}(D)$ satisfies (5.1) (recall that any $u^{+} \in H_{0}^{2}(D)$ is outgoing), and define $u^{m}$ so that (5.3) holds. It is a consequence of (5.1) that $u^{m} \in B_{D}^{m}$ so that (5.2) implies (4.1).

Theorem 10 tells us that $k$ is a $D$-transmission eigenvalue whenever the operator $P^{m} \frac{1}{m} P^{0}$ has a kernel in $H_{0}^{2}(D)$. We will investigate the existence of this kernel (5.1) by examining the spectrum of the operator as $k^{2}$ changes. We will make use of several equivalent formulas for $P^{m} \frac{1}{m} P^{0}$ which we list below. We will let $\tau=k^{2}$.

$$
\begin{align*}
P^{m} \frac{1}{m} P^{0} & =P^{0} \frac{1}{m} P^{m} \\
& =\Delta \frac{1}{m} \Delta+\tau\left(\Delta \frac{1}{m}+\left(1+\frac{1}{m}\right) \Delta\right)+\tau^{2}\left(1+\frac{1}{m}\right) \\
& =(\Delta+\tau) \frac{1}{m}(\Delta+\tau)+\tau(\Delta+\tau) \\
& =(\Delta+\tau(1+m)) \frac{1}{m}(\Delta+\tau(1+m))-\tau(\Delta+\tau(1+m)) . \tag{5.4}
\end{align*}
$$

The following lemma asserts that $P^{m} \frac{1}{m} P^{0}$, with the appropriate domain, defines a semibounded self-adjoint operator on $L^{\frac{1}{m}}(D)$.

Lemma 11. For $\tau \geq 0, t_{\tau}$, defined by

$$
\begin{equation*}
t_{\tau}(u)=\int_{D} \frac{1}{m}|(\Delta+\tau) u|^{2}-\tau \int_{D}|\operatorname{grad} u|^{2}+\tau^{2} \int_{D}|u|^{2} \tag{5.5}
\end{equation*}
$$

with form domain $H_{0}^{2}(D)$, is a densely defined, closed, semibounded quadratic form on $L^{2}(D) . T_{\tau}$, The unique densely defined self-adjoint operator associated to $t_{\tau}, T_{\tau}$, is equal to $P^{m} \frac{1}{m} P^{0}$ on its domain

$$
\begin{equation*}
D\left(T_{\tau}\right)=\left\{u \in H_{0}^{2}(D) \left\lvert\, \frac{1}{m}(\Delta+\tau) \in H^{2}(D)\right.\right\} . \tag{5.6}
\end{equation*}
$$

Proof. We state without proof that $H_{0}^{2}(D)$ is dense in $L^{2}(D)$. To see that $t_{\tau}$ is semibounded, we write

$$
\begin{align*}
t_{\tau}(u) & =\int_{D} \frac{1}{m}|(\Delta+\tau) u|^{2}+\tau \int_{D} \bar{u}((\Delta+\tau) u) \\
& \geq \frac{1}{\sup (m)}\|(\Delta+\tau) u\|^{2}-\tau\|(\Delta+\tau) u\|\|u\| \\
& \geq\left(\frac{1}{\sup (m)}-\tau \varepsilon\right)\|(\Delta+\tau) u\|^{2}-\frac{\tau}{\varepsilon}\|u\|^{2} \\
& \geq \frac{1}{2 \sup (m)}\|(\Delta+\tau) u\|^{2}-2 \sup (m) \tau^{2}\|u\|^{2} \tag{5.7}
\end{align*}
$$

after choosing $\varepsilon=\frac{1}{2 \tau \sup (m)}$. We record for later use the consequence of (5.7) that

$$
\begin{equation*}
\|(\Delta+\tau) u\|^{2} \leq 2 \sup (m) t_{\tau}(u)+(2 \sup (m) \tau)^{2}\|u\|^{2} . \tag{5.8}
\end{equation*}
$$

Every densely defined semibounded quadratic form defines a unique self-adjoint operator [11, page 278], $T_{\tau}$, with domain the set of $u \in H_{0}^{2}(D)$ such that there is an $f \in L^{2}(D)$ with

$$
t(v, u)=(v, f)
$$

for all $v \in H_{0}^{2}(D)$, where $t(v, u)$ is the bilinear form

$$
\begin{aligned}
t(v, u) & =\int_{D}\left(\overline{(\Delta+\tau) v} \frac{1}{m}(\Delta+\tau) u+\tau \bar{v}(\Delta+\tau) u\right. \\
& =\int_{D} \bar{v}\left((\Delta+\tau) \frac{1}{m}(\Delta+\tau)\right) u+\tau \int_{D} \bar{v}(\Delta+\tau) u \\
& =\left(v, T_{\tau} u\right)
\end{aligned}
$$

where the second and third equalities hold for all $u \in D\left(T_{\tau}\right)$ and illustrate that $T_{\tau}=P^{m} \frac{1}{m} P^{0}$ with $D\left(T_{\tau}\right)$, as asserted in (5.6).

Lemma 12. $T_{\tau}$ has discrete spectrum which depends continuously on $\tau$.
Proof. Because $T_{\tau}$ is semibounded and $H_{0}^{2}(D)$ is compactly embedded in $L^{2}(D)$, $T_{\tau}$ has a compact resolvent and therefore discrete spectrum. For $m$ 's that are not smooth, the domains of $T_{\tau}$ may depend on $\tau$. We give a direct proof of the continuity of the eigenvalues. We shall show below that, for all positive real $\sigma$ and $\tau$,

$$
\begin{equation*}
t_{\sigma}(u) \leq(1+M|\sigma-\tau|) t_{\tau}(u)+M\left(\tau^{2}+\sigma+1\right)|\sigma-\tau|\|u\|^{2} \tag{5.9}
\end{equation*}
$$

where the constant $M$ depends only on $m$. We recall the min-max characterization of the eigenvalues of a self-adjoint operator defined by a quadratic form [13, p. 71]

$$
\begin{equation*}
\lambda^{n}=\max _{W \in \mathcal{W}_{n}} \min _{\substack{u \in W \\\|u\|=1}} q(u) \tag{5.10}
\end{equation*}
$$

where $\mathcal{W}_{n}$ denotes the codimension $n$ subspaces of the form domain of $q$. An immediate consequence of (5.10) is that inequalities between quadratic forms imply the same inequalities for their ordered eigenvalues so that (5.9) implies

$$
\lambda_{\sigma}^{n} \leq(1+M|\sigma-\tau|) \lambda_{\tau}^{n}+M\left(\tau^{2}+\sigma+1\right)|\sigma-\tau|
$$

and, consequently,

$$
\begin{equation*}
\lambda_{\sigma}^{n}-\lambda_{\tau}^{n} \leq|\sigma-\tau| M\left(\lambda_{\tau}^{n}+\left(\tau^{2}+\sigma+1\right)\right) \tag{5.11}
\end{equation*}
$$

Because we may interchange $\sigma$ and $\tau$,

$$
\begin{equation*}
\left|\lambda_{\sigma}^{n}-\lambda_{\tau}^{n}\right| \leq|\sigma-\tau| M\left(\max \left(\lambda_{\tau}^{n}, \lambda_{\sigma}^{n}\right)+2\left(\tau^{2}+\sigma^{2}+1\right)\right) \tag{5.12}
\end{equation*}
$$

First fix $\sigma$ in (5.11), and set $\tau=0$ to conclude that each $\lambda_{\sigma}^{n}$ varies only over a compact set when $\sigma$ varies over a compact set. Thus the maximum, $\max \left(\lambda_{\tau}^{n}, \lambda_{\sigma}^{n}\right)$, is bounded for $\sigma$ and $\tau$ on compact sets, and therefore (5.12) proves continuity of the eigenvalues.

It remains only to prove (5.9). We begin by writing

$$
\begin{aligned}
t_{\sigma}(u)-t_{\tau}(u)= & (\sigma-\tau) \int\left(\bar{u} \frac{1}{m}(\Delta+\tau) u+\overline{(\Delta+\tau) u} \frac{1}{m} u+\tau^{2}|u|^{2}\right) \\
& +(\sigma-\tau)^{2} \int\left(\bar{u}(\Delta+\tau) u+\frac{1}{m}|u|^{2}\right) \\
\leq & |\sigma-\tau|(1+|\sigma-\tau|) M\left(\|u\|\left\|(\Delta+\tau) u\left|\left|+\tau^{2}\right|\right| u\right\|^{2}\right)
\end{aligned}
$$

where $M$ depends only on $\frac{1}{m}$. For any $\varepsilon>0$

$$
\leq|\sigma-\tau|(1+|\sigma-\tau|) M\left(\varepsilon\|(\Delta+\tau) u\|^{2}+\left(\tau^{2}+\frac{1}{\varepsilon}\right)\|u\|^{2}\right)
$$

We make use of (5.8) to obtain with a different $M$

$$
\begin{aligned}
& \leq|\sigma-\tau|(1+|\sigma-\tau|) M\left(\varepsilon t_{\tau}(u)+\left((\varepsilon+1) \tau^{2}+\frac{1}{\varepsilon}\right)\|u\|^{2}\right) \\
& \leq|\sigma-\tau| M\left(t_{\tau}(u)+\left(\tau^{2}+\sigma+1\right)\|u\|^{2}\right)
\end{aligned}
$$

after choosing $\frac{1}{\varepsilon}=1+|\sigma-\tau|$.
Lemma 13. If

$$
\begin{equation*}
\operatorname{sign}(m) \inf _{u \in H_{0}^{2}(D)} \frac{t_{\tau}(u)}{\|u\|^{2}}>0 \tag{5.13}
\end{equation*}
$$

then $\tau$ is not a transmission eigenvalue. If there exists $u \in H_{0}^{2}(D)$ such that

$$
\begin{equation*}
\operatorname{sign}(m) \frac{t_{\tau}(u)}{\|u\|^{2}} \leq 0 \tag{5.14}
\end{equation*}
$$

then there is a transmission eigenvalue $\tau^{*} \in[0, \tau]$.
Proof. The hypothesis (5.13) implies that the spectrum of $T_{\tau}$ is strictly positive or strictly negative; hence it has no kernel.

The hypothesis (5.14) implies that $\operatorname{sign}(m) T_{\tau}$ has at least one nonpositive eigenvalue. But $\operatorname{sign}(m) T_{0}$ is easily seen to be positive definite, so the lowest eigenvalue, which is a continuous function of $\tau$, must have passed through zero for some $\tau^{*} \in[0, \tau]$.

We will use a simple modification of Lemma 13 to show the existence of more than one transmission eigenvalue. We define the multiplicity of a transmission eigenvalue $\tau_{*}$ to be the multiplicity of 0 as an eigenvalue of $T_{\tau_{*}}$.

Lemma 14. If there exists a $\tau>0$ and a $p$-dimensional subspace $V^{p} \in H_{0}^{2}(D)$ such that

$$
\operatorname{sign}(m) \frac{t_{\tau}(u)}{\|u\|^{2}} \leq 0
$$

for all $u \in V^{p}$, then there are $p$-transmission eigenvalues, counting multiplicity, in $[0, \tau]$.

Proof. The hypothesis guarantees that $t_{\tau}$ has $p$ negative eigenvalues, counting multiplicity. The continuity of the spectrum implies that each of those eigenvalues must pass through zero as $\tau^{*}$ decreases from $\tau$ to 0 . Each time an eigenvalue passes through 0 , the dimension of the negative definite subspace, $V^{p}$, decreases by the multiplicity of the zero eigenvalue, so the sum of the multiplicities of the transmission eigenvalues between 0 and $\tau$ must be at least $p$.

We will need a few simple inequalities to prove the theorems to follow. We collect them in the lemma below.

Lemma 15.

$$
\begin{gather*}
\lambda_{0}(D)=\inf _{u \in H_{0}^{1}(D)} \frac{\int_{D}|\operatorname{grad} u|^{2}}{\int_{D}|u|^{2}}=\inf _{u \in H_{0}^{2}(D)} \frac{\int_{D}|\operatorname{grad} u|^{2}}{\int_{D}|u|^{2}}>0  \tag{5.15}\\
\mu_{0}(D)=\inf _{u \in H_{0}^{2}(D)} \frac{\int_{D}|\Delta u|^{2}}{\int_{D}|u|^{2}} \geq \inf _{u \in H_{0}^{1} \cap H^{2}} \frac{\int_{D}|\Delta u|^{2}}{\int_{D}|u|^{2}}=\lambda_{0}(D)^{2} \tag{5.16}
\end{gather*}
$$

If $u \in H_{0}^{2}(D)$,

$$
\begin{equation*}
\lambda_{0}(D) \leq \frac{\int_{D}|\operatorname{grad} u|^{2}}{\int_{D}|u|^{2}} \leq \frac{\left(\int_{D}|\Delta u|^{2}\right)^{\frac{1}{2}}}{\left(\int_{D}|u|^{2}\right)^{\frac{1}{2}}} \tag{5.17}
\end{equation*}
$$

Proof. The first equality in (5.15) is the Rayleigh-Ritz characterization of the first Dirichlet eigenvalue. The second follows because $H_{0}^{2}(D)$ is dense in $H_{0}^{1}(D)$. The first equality in (5.16) is the Rayleigh-Ritz characterization of the lowest eigenvalue of the biharmonic operator with Dirichlet boundary conditions, the lowest eigenvalue of the clamped plate. The inequality holds because $H_{0}^{2}(D) \subset H_{0}^{1}(D) \cap H^{2}(D)$, so the first infimum must be larger. The second infimum is exactly the Rayleigh-Ritz characterization for the lowest eigenvalue of the Dirichlet Laplacian squared, ${ }^{6}$ which is the square of the first Dirichlet eigenvalue, which proves the final equality in (5.16). The first inequality in (5.17) follows from the meaning of infimum and the second from integration by parts and the Cauchy-Schwarz inequality.

Theorem 16. Suppose that $m>-1$ is a constant. If

$$
\begin{equation*}
\tau \leq \min \left(1, \frac{1}{m+1}\right) \lambda_{0}(D), \tag{5.18}
\end{equation*}
$$

then $\tau$ is not a transmission eigenvalue. If

$$
\begin{equation*}
\frac{\left(1+\frac{m}{2}\right)^{2}}{1+m} \geq \frac{\mu_{p}}{\lambda_{0}^{2}} \geq 1, \tag{5.19}
\end{equation*}
$$

where $\mu_{p}(D)$ is the $(p+1)$ st clamped plate eigenvalue, then there are $p+1$ transmission eigenvalues $\tau$ with

$$
\begin{equation*}
\tau \leq\left(\frac{m+2}{m+1}\right) \frac{\lambda_{0}(D)}{2} . \tag{5.20}
\end{equation*}
$$

Proof. It follows from (5.4) that

$$
\begin{aligned}
m t_{\tau}(u) & =\|(\Delta+\tau(1+m)) u\|^{2}-m \tau \int_{D} \bar{u}(\Delta+\tau(1+m)) u \\
& >m \tau\left[\|\operatorname{grad} u\|^{2}-(1+m) \tau\|u\|^{2}\right] \\
& \geq m \tau\left[\lambda_{0}(D)-(1+m) \tau\right]\|u\|^{2},
\end{aligned}
$$

which shows that, for $0<m$ and $\tau \leq \frac{\lambda_{0}(D)}{1+m}, t_{\tau}$ is positive definite and therefore that $\tau$ is not a transmission eigenvalue. If $m<0$, we express $t_{\tau}$ as in (5.5),

$$
\begin{aligned}
m t_{\tau}(u) & =\|(\Delta+\tau) u\|^{2}-m \tau\|\operatorname{grad} u\|^{2}+m \tau^{2}\|u\|^{2} \\
& \geq(-m) \tau\|u\|^{2}\left(\lambda_{0}(D)-\tau\right),
\end{aligned}
$$

which shows that $t_{\tau}$ is positive definite as long as $\tau<\lambda_{0}(D)$ and finishes the proof of the assertion that $\tau$ satisfying (5.18) is not a transmission eigenvalue.

[^41]To prove the existence of transmission eigenvalues, we will use Lemma 14. Restricting our attention to the sphere, $\|u\|^{2}=1$, we may write

$$
\begin{aligned}
m t_{\tau}(u) & =(m+1) \tau^{2}-2\left(1+\frac{m}{2}\right)\|\operatorname{grad} u\|^{2} \tau+\|\Delta u\|^{2} \\
& \leq(m+1) \tau^{2}-2\left(1+\frac{m}{2}\right) \lambda_{0} \tau+\|\Delta u\|^{2}
\end{aligned}
$$

We choose $\tau=\frac{1+\frac{m}{2}}{1+m} \lambda_{0}$ to obtain

$$
\leq-\frac{\left(1+\frac{m}{2}\right)^{2}}{1+m} \lambda_{0}^{2}+\|\Delta u\|^{2}
$$

and restrict $u$ to the eigenspace associated with the lowest $p+1$ clamped plate eigenvalues so that

$$
m t_{\tau}(u) \leq-\frac{\left(1+\frac{m}{2}\right)^{2}}{1+m} \lambda_{0}^{2}+\mu_{p}
$$

Our hypothesis (5.19) is that this quantity is negative, so the conclusion (5.20) follows from Lemma 14.

Theorem 17. Suppose that $m \in L^{\infty}(D)$. If

$$
\tau \leq \min \left(1, \frac{1}{\sup (m)+1}\right) \lambda_{0}(D)
$$

then $\tau$ is not a transmission eigenvalue. If $m>0$ and

$$
\begin{equation*}
\inf (m) \geq 4 \frac{\mu_{p}^{\frac{1}{2}}}{\lambda_{0}}+\frac{\mu_{p}}{\lambda_{0}^{2}} \tag{5.21}
\end{equation*}
$$

then there are $p+1$ transmission eigenvalues $\tau$ with

$$
\tau \leq \frac{\lambda_{0}(D)}{2}\left(\frac{\inf (m)-2 \frac{\mu_{p}^{\frac{1}{2}}}{\lambda_{0}}}{\inf (m)+1}\right)
$$

Proof. For $m>0$,

$$
\begin{aligned}
t_{\tau}(u) & =\int \frac{1}{m}|(\Delta+\tau(1+m)) u|^{2}-\tau \int \bar{u}(\Delta+\tau(1+m)) u \\
& \geq \tau\|\operatorname{grad} u\|^{2}-\tau^{2} \int(1+m)|u|^{2} \\
& \geq \tau\|u\|^{2}\left(\lambda_{0}-\tau(1+\sup m)\right)
\end{aligned}
$$

which shows that $t_{\tau}$ is positive definite if $\tau<\frac{\lambda_{0}}{1+\inf m}$ and therefore that $\tau$ is not a transmission eigenvalue. For $m<0$

$$
\begin{aligned}
-t_{\tau}(u) & =\int \frac{1}{|m|}|(\Delta+\tau) u|^{2}-\tau \int \bar{u}(\Delta+\tau) u \\
& >\tau\|\operatorname{grad} u\|^{2}-\tau^{2}\|u\|^{2} \\
& \geq \tau\|u\|^{2}\left(\lambda_{0}-\tau\right)
\end{aligned}
$$

so that $-t_{\tau}$ is positive definite if $\tau<\lambda_{0}$, completing the proof of the first assertion.

To prove existence, we write

$$
t_{\tau}(u)=\tau^{2} \int\left(1+\frac{1}{m}\right)|u|^{2}-\tau\left(\|\operatorname{grad} u\|^{2}+\int \frac{1}{m}(\bar{u} \Delta u+u \Delta \bar{u})\right)+\int \frac{1}{m}|\Delta u|^{2}
$$

We restrict our attention to functions $u$ with $\|u\|^{2}=1$ and write $S=\sup \left(\frac{1}{m}\right)$ to see that

$$
t_{\tau}(u) \leq \tau^{2}(1+S)-\tau\left(\|\operatorname{grad} u\|^{2}-2 S\|\Delta u\|\right)+S\|\Delta u\|^{2}
$$

Restricting to $V^{p}$ gives

$$
t_{\tau}(u) \leq \tau^{2}(1+S)-\tau\left(\lambda_{0}-2 S \mu_{p}^{\frac{1}{2}}\right)+S \mu_{p}
$$

We minimize the sum of the first two terms by choosing $\tau=\frac{\lambda_{0}-2 S \mu_{p}^{\frac{1}{2}}}{2(1+S)}$ to obtain

$$
\leq-\frac{\left(\lambda_{0}-2 S \mu_{p}^{\frac{1}{2}}\right)^{2}}{4(1+S)}+S \mu_{p}
$$

If we set $A=\frac{\lambda_{0}}{\mu_{p}^{\frac{1}{2}}}, t_{\tau}$ restricted to $V^{p}$ is nonpositive if

$$
\begin{array}{r}
(A-2 S)^{2}-4 S(1+S) \geq 0 \\
A^{2}-4(A+1) S \geq 0 \\
\frac{A^{2}}{4(A+1)} \geq S
\end{array}
$$

which is equivalent to (5.21).
6. Conclusions. Under the hypothesis that the perturbation of the index of refraction is large enough, we have shown the existence of $D$-transmission eigenvalues, given upper and lower bounds for their locations, and identified the corresponding solutions to the transmission eigenvalue problem with the kernel of a scattering operator.

The upper and lower bounds for the transmission eigenvalues depend on the lowest eigenvalues of the Dirichlet Laplacian and the Dirichlet bi-Laplacian (the clamped plate operator). These bounds show that the lowest transmission eigenvalue increases as the $L^{\infty}$-norm of $m$, or the size of its support, decreases. All of our bounds depend on $D$ only through these eigenvalues and on $m$ only through its infimum or supremum. Thus our estimates for the transmission eigenvalues, $k^{2}$, scale with dilations just like the Dirichlet eigenvalues, as the reciprocal of the area of $D$.

In the Born or weak scattering approximation, there are no transmission eigenvalues [7] when $m$ is strictly positive or strictly negative. Our results are consistent with this, but we do not know if there is a threshold below which there are no transmission eigenvalues, or if the lowest transmission eigenvalue simply goes to infinity as $m$ decreases to zero. ${ }^{7}$

In the radial case, there are infinitely many transmission eigenvalues, so it is reasonable to expect the same result here, but we have no results in this direction.

In summary, there are many questions remaining, some of which may be accessible by a further analysis of the quadratic forms of the operators introduced here. Because

[^42]array imaging techniques are making the scattering operator, and hence its kernel, possible to measure, these questions are becoming increasingly relevant.
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#### Abstract

The "sticky particles" model at the discrete level is employed to obtain global solutions for a class of systems of conservation laws among which lie the pressureless Euler and the pressureless attractive/repulsive Euler-Poisson system with zero background charge. We consider the case of finite, nonnegative initial Borel measures with finite second-order moment, along with continuous initial velocities of at most quadratic growth and finite energy. We prove the time regularity of the solution for the pressureless Euler system and obtain that the velocity satisfies the Oleinik entropy condition, which leads to a partial result on uniqueness. Our approach is motivated by earlier work of Brenier and Grenier, who showed that one-dimensional conservation laws with special initial conditions and fluxes are appropriate for studying the pressureless Euler system.
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1. Introduction. Let $\alpha, \beta \in \mathbb{R}$ and consider the system

$$
\left\{\begin{align*}
\partial_{t} \rho+\partial_{x}(\rho v) & =0  \tag{1}\\
\partial_{t}(\rho v)+\partial_{x}\left(\rho v^{2}\right) & =\rho\left(\alpha \partial_{x} \Phi+\beta\right) \quad \text { in } \mathbb{R} \times(0, T), \\
\partial_{x x}^{2} \Phi & =\rho .
\end{align*}\right.
$$

If $\alpha=\beta=0$, then (1) describes the pressureless Euler system in spatial dimension one. The most commonly known form of the pressureless, attractive/repulsive EulerPoisson system with zero background charge is also obtained from (1) by taking $\alpha=$ $\pm 1$ and $\beta=0$. In this paper, we are concerned with global existence of solutions for the initial value problem. Unlike the Euler with pressure case, the natural environment for the evolution is the space of nonnegative Borel measures on the real line. We consider the case of finite total mass, which we normalize to unity. The pressureless Euler $(\alpha=\beta=0)$ problem was studied using different techniques in [5], [6], [7], [9], [23], [15], [16], [17], [18], [20]. We point out that in these papers, generally, the velocity is taken to be at least bounded on the support of the initial measure. It appears that [23] and [20] are the only references (to our knowledge) which allow for unbounded velocities. Also, [23] is remarkable for dealing with the gravitational term as well $(\alpha=-1, \beta=0)$. In spite of that, the serious limitation of [23] is the assumptions that the initial velocity be sublinear growth and the initial mass distribution $\rho_{0}$ be either discrete or absolutely continuous with respect to the Lebesgue measure. Our main contribution is proving existence of global solutions for (1) if $\rho_{0}$ is just in $\mathcal{P}_{2}(\mathbb{R})$

[^43]and $v_{0}$ is continuous of at most quadratic growth and finite energy. As a consequence of an important result from [13], we also manage to show that the solution we obtain for Euler pressureless satisfies the Oleinik entropy condition which was conjectured in [7] and [23]. Note that similar constraints to ours on $\rho_{0}$ and $v_{0}$ were anticipated by Shnirelman [20] for the pressureless Euler system. However, our approach is more general than that of Shnirelman which cannot easily accommodate the $\alpha$ and $\beta$ terms on the right-hand side of the momentum equation. The solutions constructed by Shnirelman were expressed in the form of a variational problem, which was shown in [3] to be equivalent to the variational principle considered in [23].

During the last decade, significant progress has been achieved in the study of partial differential equations in the context of optimal mass transportation. Much of the work on parabolic, dissipative equations was synthesized and placed in a very general setting in [2]. Much more recent and much less explored is the study of Hamiltonian systems in this context [1], [14]. The connection with the pressureless Euler system in arbitrary dimension was discovered by Benamou and Brenier [4], who showed that this system describes the geodesics in the Wasserstein space $\mathcal{P}_{2}(\mathbb{R})$. By definition, $\mathcal{P}_{p}(\mathbb{R})$ is the set of all Borel probabilities on $\mathbb{R}$ with finite $p$-order moment. The set $\mathcal{P}_{2}(\mathbb{R})$ is endowed with the quadratic Wasserstein metric defined by

$$
W_{2}^{2}(\mu, \nu):=\min _{\gamma} \int_{\mathbb{R}^{2}}|x-y|^{2} d \gamma(x, y)
$$

where the infimum is taken among all probabilities $\gamma$ on the product space $\mathbb{R}^{2}$ with marginals $\mu, \nu$. The theory of absolutely continuous curves in $\mathcal{P}_{2}(\mathbb{R})$ [2] asserts the existence of velocities satisfying the conservation of mass equation in (1), regarded as a continuity equation. The left-hand side of the momentum equation can also be interpreted as the acceleration along the curve. We shall discuss these interesting connections at the end of this paper. A different version of the pressureless EulerPoisson system was analyzed in [13] in the context of optimal mass transportation. The focus was on the two-point boundary problem, and existence and uniqueness for solutions as action-minimizing paths in $\mathcal{P}_{2}(\mathbb{R})$ were obtained.

We shall need the following assumptions:
(H1) The initial distribution of mass $\rho_{0} \in \mathcal{P}_{2}(\mathbb{R})$.
(H2) There exists $0 \leq \Lambda<+\infty$ such that

$$
v_{0} \in C(\mathbb{R}) \cap L^{2}\left(\rho_{0}\right) \text { and }\left|v_{0}(x)\right| \leq \Lambda\left(1+x^{2}\right) \text { for all } x \in \mathbb{R}
$$

The main objective is the following result.
Theorem 1.1. The initial-value problem for (1) admits a global weak solution in the sense of distributions if (H1) and (H2) hold.

Two independent papers that appeared in 1996 and 1998 used adhesion dynamics to obtain global solutions for (1) in the $\alpha=\beta=0$ case [7], [23] and in the $\alpha=-1$, $\beta=0$ case [23]. Not only are we able to deal with the more general (1), but we also establish our results under less restrictive conditions on the initial mass distribution and velocity. In [7] the initial $\rho_{0}$ is compactly supported, while the initial velocity $v_{0}$ is continuous and bounded. These assumptions are relaxed in [23], e.g., $\sup _{|x| \leq R}\left|v_{0}(x)\right| / R \rightarrow 0$ as $R \rightarrow+\infty$, while $\operatorname{spt}\left(\rho_{0}\right)$ may be unbounded, in which case $\int_{0}^{x} y \mathrm{~d} \rho_{0}(y) \rightarrow+\infty$ as $|x| \rightarrow+\infty$. As opposed to [7], however, [23] makes the extra assumptions that $\rho_{0}$ be either discrete or absolutely continuous with respect to the Lebesgue measure, in which case $\rho_{0}>0$ on $\operatorname{spt}\left(\rho_{0}\right)$.

More recent work [16] treats the case $\alpha=\beta=0$ for nonnegative Radon measures $\rho_{0}$ (not necessarily of finite total mass) and velocities $v_{0} \in L^{\infty}\left(\rho_{0}\right)$. This paper is also remarkable in that it gives a necessary and sufficient condition for uniqueness of the Oleinik entropy solution-the initial weak continuity of the energy. As the example showing the necessity of this condition involves infinite mass initial measures, it remains unclear whether that is really needed in the finite mass case. Another paper that deals with possibly discontinuous (but bounded) initial velocities is [9], where the solution is produced constructively.

In [5] we find the concept of duality solutions, which is based on earlier work by the same authors. Existence and uniqueness are obtained under the assumption of atom-free initial density and bounded and continuous initial velocity. Boudin [6] obtains global existence of smooth solutions when the initial data has some higher regularity and is bounded away from zero and infinity (and thus of infinite total mass). Interestingly, the initial velocity does not have to be nondecreasing in order to rule out formation of singularities in finite time. We will consider this issue in section 4.3.

Whereas [7] and [23] use different approaches, they are still closely connected in principle. The fundamental underlying assumption for the discrete dynamics is the "sticky particle" hypothesis. The idea goes back to Zeldovich [24] and can be briefly described as follows. If $m_{i}, i=1, n$ is a discrete system of masses initially located at $-\infty<x_{1}<\cdots<x_{n}<+\infty$ and moving with initial velocities $v_{i}, i=1, n$, then one makes the assumption that the velocities remain constant while there is no collision. At the collision of a group of particles, the particles stick together and the initial velocity of the newly formed particle is given by the conservation of momentum. In [23] the authors successfully implemented a version adapted to the case $\alpha=-1, \beta=0$. Instead of the constant speed intercollisional motion, we now assume uniformly accelerated motion between collisions. The acceleration is of gravitational nature and is proportional to the difference between the total mass to the left and the total mass to the right. Thus, in both cases, the trajectory of the $i$ th particle before collision is given by

$$
x_{i}(t)=x_{i}+t v_{i}+\frac{t^{2}}{2} a_{n}^{i},
$$

where

$$
a_{n}^{i}=\left\{\begin{array}{cl}
0 & \text { if } \alpha=\beta=0, \\
\frac{1}{2}\left(\sum_{j<i} m_{j}-\sum_{j>i} m_{j}\right) & \text { if } \alpha=-1, \beta=0 .
\end{array}\right.
$$

(Here we convene that $m_{0}=m_{n+1}=0$.) If the masses $m_{j}, i \leq j \leq k$, collide at time $t_{0}>0$, then conservation of momentum yields

$$
v_{i}\left(t_{0}+\right)=\frac{\sum_{j=i}^{k} m_{j} v_{j}\left(t_{0}-\right)}{\sum_{j=i}^{k} m_{j}} .
$$

Of course, only finitely many collisions can occur; therefore, the evolution of the system is completely determined by the above assumptions.

Next we briefly describe the technique employed in [23], whose approach does not distinguish between the discrete and absolutely continuous cases. Here the problem is attacked from a "continuation of characteristics" point of view. When shocks occur, i.e., when the $\operatorname{map} \phi_{t}(y):=y+t v_{0}(y)+t^{2} a_{0}(y) / 2$ is no longer invertible, one needs to
redefine $\phi_{t}(y)$ in such a way that it remains nondecreasing and $\phi_{t \#} \rho_{0}=: \rho_{t}$ satisfies the equation in a weak sense. This redefinition uses the so-called generalized variational principle which comes from the intuition provided by the discrete case (see [23] for details).

A more elegant approach [7], in our opinion, makes use of standard results on approximations for scalar conservation laws. It is applied to the Euler pressureless system $(\alpha=\beta=0)$ and relies on the fact that the distribution function $M$ of $\rho$ satisfies an autonomous scalar conservation law. Another advantage lies in the fact that the solution for the continuous problem is obtained from the discrete ones via approximation theory for scalar conservation laws. We shall adopt this point of view and prove the more general Theorem 1.1 by an appropriate adaptation of Brenier and Grenier's method.

The plan is as follows: we use (H1) to produce a sequence of discrete probabilities

$$
\rho_{0}^{n}:=\sum_{i=1}^{n} m_{i}^{(n)} \delta_{x_{i}^{(n)}} \rightarrow \rho_{0} \text { as } n \rightarrow \infty
$$

in the 2-Wasserstein distance. We shall, in fact, prove that this sequence may be taken such that $\int_{\mathbb{R}} \zeta \mathrm{d} \rho_{0}^{n}$ is uniformly bounded for some superquadratic growth function $\zeta:[0, \infty) \rightarrow[0, \infty)$. Denote by $M_{0}^{n}$ the right continuous distribution function of $\rho_{0}^{n}$ and let

$$
\begin{equation*}
a_{n}(m):=\alpha\left(\sum_{j=1}^{i} m_{j}-\frac{1}{2} m_{i}\right)+\beta \tag{2}
\end{equation*}
$$

whenever $M_{0}^{n}\left(x_{i}^{(n)}-\right) \leq m<M_{0}^{n}\left(x_{i}^{(n)}\right)$. We then define flux functions $\tilde{F}_{n}:[0, T] \times$ $[0,1] \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\tilde{F}_{n}(t, m):=\int_{0}^{m} f_{n}(\omega) \mathrm{d} \omega+t \int_{0}^{m} a_{n}(\omega) \mathrm{d} \omega \tag{3}
\end{equation*}
$$

where $N_{0}^{n}{ }_{\#} \chi_{(0,1)}=\rho_{0}^{n}$ optimally and $f_{n}:=v_{0} \circ N_{0}^{n}$ (the map $N_{0}^{n}$ is taken to be right continuous). By adhesion dynamics we construct the unique entropy solution $M_{n}$ for the first-order problem

$$
\begin{equation*}
\partial_{t} M+\partial_{x}\left[\tilde{F}_{n}(t, M)\right]=0, \quad M(0, \cdot)=M_{0}^{n} \tag{4}
\end{equation*}
$$

We then use (H2) to show that, for an appropriate choice of approximating initial data, the sequence $M_{n}$ will converge in some sense to the unique entropy solution for

$$
\begin{equation*}
\partial_{t} M+\partial_{x}[\tilde{F}(t, M)]=0, \quad M(0, \cdot)=M_{0} \tag{5}
\end{equation*}
$$

where $\tilde{F}:[0, T] \times[0,1] \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
\tilde{F}(t, m):=\int_{0}^{m} f(\omega) \mathrm{d} \omega+t \int_{0}^{m} a(\omega) \mathrm{d} \omega=\int_{0}^{m} f(\omega) \mathrm{d} \omega+t\left(\alpha m^{2} / 2+\beta m\right) \tag{6}
\end{equation*}
$$

for $f:=v_{0} \circ N_{0}$ and $a(m):=\alpha m+\beta$ for $m \in[0,1]$. Here $N_{0}:=M_{0}^{-1}$ (generalized inverse) [12] is the right continuous optimal map pushing $\chi_{(0,1)}$ forward to $\rho_{0}$. The solution $M$ of (5) will produce the solution $\rho:=\partial_{x} M$ and $v \rho:=\partial_{x}[\tilde{F}(t, M)]$ for (1) via a generalization of a result due to Volpert [22] on $B V$ calculus. The last section is
dedicated to the $\alpha=0=\beta$ case. We give an explicit formula for $v$ in terms of $M$, and, more importantly, we prove that our solution satisfies the Oleinik entropy condition. Some qualitative properties of the solution are discussed, e.g., time regularity and the impact of the initial velocity on the occurrence of spatial singularities. We finish with a partial result on uniqueness; i.e., we show that the energy of our solution for the pressureless Euler system is weakly continuous initially, which, along with the Oleinik entropy condition, leads to uniqueness in the case of bounded initial velocities [16].

## 2. Elements of one-dimensional $B V$ calculus.

2.1. A $B V$ chain rule in dimension one. To prove a chain rule for $B V$ functions, we need the following lemma.

Lemma 2.1. Let $\mu$ be a Borel probability measure on $\mathbb{R}$ and $M$ be its right continuous distribution function. Write

$$
\mu=\sum_{j \in J} m_{i} \delta_{x_{j}}+\rho
$$

where $\left\{x_{j}\right\}_{j \in J}$ is the set (at most countable) of discontinuities of $M$ and $m_{j}:=$ $\mu\left(\left\{x_{j}\right\}\right)$. If $\rho$ is nonzero, then we have

$$
\begin{equation*}
M_{\#} \rho=\chi_{U^{c}} \text { for } U:=\bigcup_{j \in J}\left(M\left(x_{j}-\right), M\left(x_{j}\right)\right) \tag{7}
\end{equation*}
$$

Proof. We first observe that the balance of mass is satisfied. Since $M$ is monotone nondecreasing, (7) is equivalent to the fact that $M$ is the optimal map pushing $\rho$ forward to $\chi_{U^{c}}$. That is what we prove next. It is well known [12] that, since both measures are atom-free, the optimal map is given by $G^{-1} \circ F$, where $F, G$ are the right continuous distribution functions of $\rho$ and $\chi_{U^{c}}$, respectively, and $G^{-1}$ is the generalized inverse of $G$, given by $G^{-1}(y)=\inf \{m \in[0,1]: G(m)>y\}$. We shall show that $M(x)=G^{-1} \circ F(x)$ for $\rho$-a.e. $x \in \operatorname{spt}(\rho)$, i.e., $G^{-1}(F(x))=\inf \{m \in[0,1]$ : $G(m)>F(x)\}=M(x)$. Note that

$$
F(x)=M(x)-\sum_{x_{j} \leq x} m_{j} \text { and } G(m)=m-\sum_{M\left(x_{j}\right) \leq m} m_{j} \text { if } m \in U^{c}
$$

Thus, if $m \in U^{c}$,

$$
G(m)-F(x)= \begin{cases}m-M(x)-\sum_{M(x)<M\left(x_{j}\right) \leq m} m_{j} & \text { if } m>M(x) \\ 0 & \text { if } m=M(x) \\ m-M(x)+\sum_{m<M\left(x_{j}\right) \leq M(x)} m_{j} & \text { if } m<M(x)\end{cases}
$$

Since $G(M(x))-F(x)=0$ and $G$ is a right continuous, nondecreasing function, all we need to prove is that there does not exist a nondegenerate interval $[M(x), M(x)+\epsilon]$ such that $G(m)=F(x)$ for all $m \in[M(x), M(x)+\epsilon]$. Suppose such an interval exists. We know $M$ is right continuous at $x$; therefore, if $x<z<x+\delta(\epsilon)$, we have that $M(x) \leq M(z) \leq M(x)+\epsilon$. Thus, as $M(z) \in U^{c}$, we infer that $M(z)-M(x)-$ $\sum_{x<x_{j} \leq z} m_{j}=0$, i.e., $\rho([x, z])=0$. This means $x \in \partial \operatorname{spt}(\rho)$, and, by taking $\left[x, z_{x}\right]$, the maximal interval for which $\rho([x, z])=0$, we see that $\left(x, z_{x}\right) \cap\left(y, z_{y}\right)=\emptyset$ for any $x \neq y$ in $\partial \operatorname{spt}(\rho)$ for which these nondegenerate intervals exist. This means that there are at most countably many such points, and, since $\rho$ is atom-free, it follows that the $\rho$-measure of this set of points is zero. The lemma is thus proved.

The following theorem is fundamental. The first part of (i) can be trivially obtained from [22]; see, e.g., [5] for the exact formula on the derivative. The novelty of our result appears in (ii) as we go from the Lipschitz to the $W^{1, p}$ case. However, for the reader's convenience we sketch an elementary proof for (i) as well.

Theorem 2.2. Let $\mu$ be a Borel probability measure on $\mathbb{R}$ and let $M$ be its right continuous distribution function.
(i) Assume $f \in W^{1, \infty}(0,1)$. Then, $f \circ M \in B V(\mathbb{R})$ with distributional derivative g $\mu$, where

$$
g(x)= \begin{cases}\overline{f^{\prime} \circ M}(x) & \text { if } \mu(\{x\})=0  \tag{8}\\ \frac{f \circ M(x)-f \circ M(x-)}{\mu(\{x\})} & \text { if } \mu(\{x\}) \neq 0\end{cases}
$$

$\mu$-a.e. for some function $\overline{f^{\prime} \circ M} \in L^{\infty}(\mathbb{R})$. Furthermore, suppose $f^{\prime}$ is defined unambiguously on $(0,1)$, and there exists a bounded $C^{1}[0,1]$ sequence $f_{n}$ such that $f_{n} \rightarrow f$ uniformly and $f_{n}^{\prime} \rightarrow f^{\prime}$ everywhere on $(0,1)$. Then $\overline{f^{\prime} \circ M} \equiv f^{\prime} \circ M$ in the $\mu$-a.e. sense, or, equivalently,

$$
\begin{equation*}
g(x)=\int_{0}^{1} f^{\prime}((1-s) M(x-)+s M(x)) \mathrm{d} s \text { for } \mu \text {-a.e. } x \in \mathbb{R} \tag{9}
\end{equation*}
$$

(ii) Let $1 \leq p<+\infty$ and assume $f \in W^{1, p}(0,1) \cap C^{1}(0,1)$ and $g$ is given by (8), with $f^{\prime} \circ M \equiv f^{\prime} \circ M$ in the $\mu$-a.e. sense. Then $g \in L^{p}(\mu)$ with $\|g\|_{L^{p}(\mu)} \leq\left\|f^{\prime}\right\|_{L^{p}(0,1)}$ and $f \circ M \in B V(\mathbb{R})$ with distributional derivative $g \mu$.
Now take $f \in W^{1, p}(0,1)$. Suppose $f^{\prime}$ is defined unambiguously on $(0,1)$, and there exists a $W^{1, p}(0,1) \cap C^{1}(0,1)$ sequence $f_{n}$ such that $f_{n} \rightarrow f$ in $W^{1, p}$ and $f_{n}^{\prime} \rightarrow f^{\prime}$ everywhere on $(0,1)$. Then we still have the same result with $\overline{f^{\prime} \circ M} \equiv f^{\prime} \circ M$ in the $\mu$-a.e. sense.

Proof. W.l.o.g. we may assume that $\mu$ is supported in some bounded interval $I$. Also, we shall first assume $f \in C^{1}[0,1]$ to show that (8) is valid with $\overline{f^{\prime} \circ M} \equiv f^{\prime} \circ M$. Now consider $\varphi \in C_{c}^{\infty}(I)$. We need to show that

$$
\begin{equation*}
-\int_{I} \varphi^{\prime}(x) f \circ M(x) \mathrm{d} x=\int_{I} \varphi(x) g(x) \mathrm{d} \mu(x) \tag{10}
\end{equation*}
$$

If $\mu$ has finitely many atoms, then the validity of (10) can be checked by direct computation. Indeed, since $M$ is piecewise continuous and bounded, we may approximate it uniformly by nondecreasing piecewise $W^{1,1}$ functions $M_{\epsilon}$ (may take $M_{\epsilon}$ piecewise linear and continuous on each continuity interval for $M$, such that $M$ and $M_{\epsilon}$ agree at the endpoints). Thus, $\mu_{\epsilon}:=M_{\epsilon}^{\prime} \rightharpoonup M^{\prime}=\mu$ weakly as nonnegative, bounded measures. The chain rule for Sobolev functions [8] applies piecewise and yields (10) for $\mu_{\epsilon}$. Then we pass to the limit to obtain the result for $\mu$. Thus, let us assume $D:=\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}$ is the infinite set of all atoms of $\mu$ and write

$$
\mu=\sum_{i=1}^{\infty} m_{i} \delta_{x_{i}}+\rho, \text { where } m_{i}>0, i=1,2, \ldots
$$

and $\rho$ is an atom-free nonnegative Borel measure of total mass $1-\sum_{i=1}^{\infty} m_{i} \geq 0$. We shall call the atomic measure the singular part while $\rho$ shall be called the regular part (although it may not be absolutely continuous with respect to the Lebesgue
measure). Consider now the sequence of measures $\mu_{n}$ given by $\mu_{n}=\sum_{i=1}^{n} m_{i} \delta_{x_{i}}+\rho$. Of course, $\mu_{n} \rightharpoonup \mu$ weakly $\star$ as measures. Since $M_{n}$, the right continuous distribution function of $\mu_{n}$, has only finitely many discontinuities, (8) holds for $\mu_{n}$, as proved above. It is easy to see that $M_{n} \rightarrow M$ Lebesgue a.e.; thus, the continuity of $f$ along with its boundedness gives the convergence of the left-hand side of (10) by dominated convergence. Therefore, $f \circ M_{n} \in B V(\mathbb{R})$ with distributional derivative $g_{n} \mu_{n}$, where

$$
g_{n}(x):= \begin{cases}f^{\prime} \circ M_{n}(x) & \text { if } \mu_{n}(\{x\})=0 \\ \frac{f \circ M_{n}(x)-f \circ M_{n}(x-)}{\mu_{n}(\{x\})} & \text { if } \mu_{n}(\{x\}) \neq 0 .\end{cases}
$$

Now we write
$\int_{\mathbb{R}} \varphi(x) g_{n}(x) \mathrm{d} \mu_{n}(x)=\sum_{i=1}^{n} \varphi\left(x_{i}\right)\left[f\left(M_{n}\left(x_{i}\right)\right)-f\left(M_{n}\left(x_{i}-\right)\right)\right]+\int_{\mathbb{R}} \varphi(x) f^{\prime} \circ M_{n}(x) \mathrm{d} \rho(x)$.
By the continuity of $f^{\prime}$ we obtain the convergence of the second term on the right-hand side. Thus, it remains to prove that

$$
\sum_{i=1}^{n} \varphi\left(x_{i}\right)\left[f\left(M_{n}\left(x_{i}\right)\right)-f\left(M_{n}\left(x_{i}-\right)\right)\right] \rightarrow \sum_{i=1}^{\infty} \varphi\left(x_{i}\right)\left[f\left(M\left(x_{i}\right)\right)-f\left(M\left(x_{i}-\right)\right)\right]
$$

which can be obtained after some calculations as a consequence of the convergence of the series $\sum m_{i}$ if $f \in C^{2}[0,1]$, and then for $C^{1}[0,1]$ functions by approximation. If $f$ is $W^{1, \infty}(0,1)$, then we conclude by taking a sequence of functions in $C^{1}[0,1]$ such that $f_{n} \rightarrow f$ uniformly and $f_{n}^{\prime}$ are uniformly bounded. Indeed, one has

$$
-\int_{\mathbb{R}} \varphi^{\prime} f_{n} \circ M \mathrm{~d} x=\int_{\mathbb{R}} \varphi f_{n}^{\prime} \circ M \mathrm{~d} \rho+\int_{\mathbb{R}} \varphi(x) \frac{f_{n}(M(x))-f_{n}(M(x-))}{M(x)-M(x-)} \mathrm{d} \mu_{s}(x)
$$

where $\mu_{s}=\sum m_{j} \delta_{x_{j}}$ is the singular part of $\mu$. Note that the ratio in the second term of the right-hand side converges uniformly to $[f(M(x))-f(M(x-))] /[M(x)-M(x-)]$ on the support of $\mu_{s}$; thus the uniform bound on $f_{n}^{\prime}$ ensures the convergence of the integral by dominated convergence. Since the left-hand side is trivially convergent, it follows that

$$
\int_{\mathbb{R}} \varphi(x) f_{n}^{\prime} \circ M(x) \mathrm{d} \rho(x) \text { converges as } n \rightarrow \infty
$$

which, along with the uniform bound on $f_{n}^{\prime}$, yields the convergence of $f_{n}^{\prime} \circ M$ in the $L^{\infty}$ weak $\star$ topology. We also deduce that the limit, denoted by $\overline{f^{\prime} \circ M}$, is $\mu$-a.e. independent of the chosen sequence $f_{n}$. The second statement from (i) easily follows (by dominated convergence) from the fact that $g_{n} \rightarrow g$ everywhere as an $L^{\infty}$ bounded sequence.

To prove the first part of (ii) we truncate $f^{\prime}$ by

$$
f_{n}^{\prime}(x):= \begin{cases}-n & \text { if } f^{\prime}(x)<-n  \tag{11}\\ f^{\prime}(x) & \text { if }\left|f^{\prime}(x)\right| \leq n \\ n & \text { if } f^{\prime}(x)>n\end{cases}
$$

and let $f_{n}$ be the antiderivative of $f_{n}^{\prime}$ vanishing at zero. Note that $\left|f_{n}^{\prime}\right| \leq\left|f^{\prime}\right|$ on $(0,1)$, which implies that $f_{n}$ is uniformly bounded with respect to $n$ in $L^{p}(0,1)$. First,
since $f_{n} \in C^{1}[0,1]$, we infer, according to (i), that $f_{n} \circ M$ is $B V$ with distributional derivative $g_{n} \mu$, where

$$
g_{n}(x):= \begin{cases}f_{n}^{\prime} \circ M(x) & \text { if } \mu(\{x\})=0  \tag{12}\\ \frac{f_{n} \circ M(x)-f_{n} \circ M(x-)}{\mu(\{x\})} & \text { if } \mu(\{x\}) \neq 0\end{cases}
$$

This (see (9) for the equivalent integral expression) together with the fact that $\left|f_{n}^{\prime}\right| \leq$ $\left|f^{\prime}\right|$ implies

$$
\left|g_{n}(x)\right| \leq \int_{0}^{1}\left|f^{\prime}((1-s) M(x-)+s M(x))\right| \mathrm{d} s=: h(x) \text { for } x \in I
$$

Since $f_{n}^{\prime} \rightarrow f^{\prime}$, we infer that $g_{n} \rightarrow g$ pointwise. Assume that $h \in L^{p}(\mu)$. Then, we may pass to the limit in the right-hand side of

$$
-\int_{I} \varphi^{\prime}(x) f_{n} \circ M(x) \mathrm{d} x=\int_{I} \varphi(x) g_{n}(x) \mathrm{d} \mu(x)
$$

The left-hand side converges to the appropriate quantity because $f_{n} \rightarrow f$ uniformly and $f_{n}$ are uniformly bounded.

Thus, we are done if we can prove that $h \in L^{p}(\mu)$. For this let $\left\{x_{j}\right\}_{j \in J}$ be the set of discontinuities of $M$ and $m_{j}:=\mu\left(\left\{x_{j}\right\}\right)$. Now consider, for $s \in[0,1]$, the sum

$$
\sum_{i=1}^{n} m_{i}\left|f^{\prime}\left((1-s) M\left(x_{i}-\right)+s M\left(x_{i}\right)\right)\right|^{p}=\sum_{i=1}^{n} m_{i}\left|f^{\prime}\left(M\left(x_{i}-\right)+s m_{i}\right)\right|^{p}
$$

By monotone convergence

$$
\sum_{i=1}^{n} \int_{0}^{1} m_{i}\left|f^{\prime}\left(M\left(x_{i}-\right)+s m_{i}\right)\right|^{p} \mathrm{~d} s \rightarrow \int_{0}^{1} \sum_{i=1}^{\infty} m_{i}\left|f^{\prime}\left(M\left(x_{i}-\right)+s m_{i}\right)\right|^{p} \mathrm{~d} s
$$

which, after obvious linear changes of variables, is equivalent to

$$
\int_{\cup_{i=1}^{n}\left[M\left(x_{i}-\right), M\left(x_{i}\right)\right]}\left|f^{\prime}(m)\right|^{p} \mathrm{~d} m \rightarrow \int_{0}^{1} \sum_{i=1}^{\infty} m_{i}\left|f^{\prime}\left(M\left(x_{i}-\right)+s m_{i}\right)\right|^{p} \mathrm{~d} s
$$

Again, by monotone convergence the left-hand side converges to $\int_{U}\left|f^{\prime}(m)\right|^{p} \mathrm{~d} m$, where $U:=\bigcup_{j \in J}\left(M\left(x_{j}-\right), M\left(x_{j}\right)\right)$. Thus, since $f^{\prime} \in L^{p}(0,1)$ and $U \subset[0,1]$, it follows that

$$
\int_{0}^{1} \sum_{i=1}^{\infty} m_{i}\left|f^{\prime}\left(M\left(x_{i}-\right)+s m_{i}\right)\right|^{p} \mathrm{~d} s=\int_{U}\left|f^{\prime}(m)\right|^{p} \mathrm{~d} m \leq\left\|f^{\prime}\right\|_{L^{p}(0,1)}^{p}
$$

so we can apply Fubini's theorem to obtain

$$
\begin{equation*}
\int_{I} \int_{0}^{1}\left|f^{\prime}((1-s) M(x-)+s M(x))\right|^{p} \mathrm{~d} s \mathrm{~d} \mu_{s}(x)=\int_{U}\left|f^{\prime}(m)\right|^{p} \mathrm{~d} m<+\infty \tag{13}
\end{equation*}
$$

where $\mu_{s}$ denotes, as before, the singular part of $\mu$ (unrelated to the integration variable $s$ ). If $\mu=\mu_{s}$, then we are done. Else, by using Lemma 2.1, we obtain

$$
\int_{I}\left|f^{\prime} \circ M(x)\right|^{p} \mathrm{~d} \rho(x)=\int_{U^{c}}\left|f^{\prime}(m)\right|^{p} \mathrm{~d} m
$$

which, combined with (13), yields

$$
\begin{equation*}
\int_{I} \int_{0}^{1}\left|f^{\prime}((1-s) M(x-)+s M(x))\right|^{p} \mathrm{~d} s \mathrm{~d} \mu(x)=\left\|f^{\prime}\right\|_{L^{p}(0,1)}^{p} \tag{14}
\end{equation*}
$$

Therefore, $h \in L^{p}(\mu)$ with $\|h\|_{L^{p}(\mu)} \leq\left\|f^{\prime}\right\|_{L^{p}(0,1)}$ (with equality if $p=1$ ). Since $|g| \leq h$ pointwise, the proof of the first part of (ii) is concluded.

Consequently,

$$
\begin{equation*}
-\int_{\mathbb{R}} \varphi^{\prime} f_{n} \circ M \mathrm{~d} x=\int_{\mathbb{R}} \varphi g_{n} \mathrm{~d} \mu \text { for all positive integers } n \tag{15}
\end{equation*}
$$

where $g_{n}$ is defined by (12) for the approximating sequence $f_{n}$ considered in the second part of (ii). We have, just as in deducing (14), that

$$
\begin{aligned}
\int_{I}\left|g_{n}(x)-g_{m}(x)\right|^{p} \mathrm{~d} \mu(x) & \leq \int_{I} \int_{0}^{1}\left|\left(f_{n}^{\prime}-f_{m}^{\prime}\right)((1-s) M(x-)+s M(x))\right|^{p} \mathrm{~d} s \mathrm{~d} \mu(x) \\
& =\left\|f_{n}^{\prime}-f_{m}^{\prime}\right\|_{L^{p}(0,1)}^{p}
\end{aligned}
$$

for all natural $m, n \geq 1$. Thus, $\left\{g_{n}\right\}$ is convergent in $L^{p}(\mu)$, and, due to the hypothesis of everywhere convergence of $f_{n}^{\prime}$ to $f^{\prime}$, we obtain $g_{n} \rightarrow g$ in $L^{p}(\mu)$, where

$$
g(x):=\int_{0}^{1} f^{\prime}((1-s) M(x-)+s M(x)) \mathrm{d} s
$$

Passing to the limit in (15) concludes our proof.
The following corollary holds for any $1 \leq p \leq+\infty$.
Corollary 2.3. Let $f \in L^{p}(0,1)$ be right continuous (thus unambiguously defined everywhere in $(0,1)$ ), and take $F$ to be its antiderivative vanishing at zero. If $M$ is the cumulative distribution function of some Borel probability measure $\mu$ on $\mathbb{R}$, then $F \circ M \in B V(\mathbb{R})$ with distributional derivative $g \mu$, where

$$
g(x):= \begin{cases}f \circ M(x) & \text { if } \mu(\{x\})=0  \tag{16}\\ \frac{F \circ M(x)-F \circ M(x-)}{\mu(\{x\})} & \text { if } \mu(\{x\}) \neq 0\end{cases}
$$

in the $\mu$-a.e. sense. Furthermore, $g \in L^{p}(\mu)$ and $\|g\|_{L^{p}(\mu)} \leq\|f\|_{L^{p}(0,1)}$.
The proof is an immediate consequence of Theorem 2.2. Indeed, we take (upon extending $f$ by zero outside $(0,1))$ the function $f_{n}:=\eta^{n} * f$, where $\eta^{n}$ is obtained from the standard mollifier supported in $[-1 / n, 1 / n]$ by shifting it to the left by $1 / n$. The classic properties of mollification still hold, e.g., $f_{n} \rightarrow f$ in $L^{p}(0,1)$ (if $\left.p \neq+\infty\right)$ and $f_{n} \in C^{\infty}[0,1]$. However, the interesting feature of these "shifted mollifiers" is that the right continuity of $f$ on $(0,1)$ is enough to easily prove that $f_{n} \rightarrow f$ everywhere in $(0,1)$. Thus, if we take $F_{n}(m):=\int_{0}^{m} f_{n}(\omega) \mathrm{d} \omega$, we are within the hypotheses of Theorem 2.2.

Remark 2.4. To understand the relevance of this result, observe that the functions $f_{n}, f$ defined in the introduction are right continuous on $(0,1)$. Indeed, that comes as a consequence of the continuity of $v_{0}$ on $\mathbb{R}$ and the right continuity of $N_{0}^{n}, N_{0}$ on $(0,1)$ (as generalized inverses of nondecreasing, right continuous functions [21]).
2.2. A two-dimensional extension. Now let us assume $M:[0, T] \times \mathbb{R} \rightarrow[0,1]$ for some $0<T<+\infty$, such that $M \in B V([0, T] \times \mathbb{R})$ and $M(t, \cdot)$ is a right continuous probability distribution function for Lebesgue a.e. $t \in(0, T)$. The following lemma is easy to check as a consequence of Fubini's theorem.

LEMMA 2.5. Let $\nabla M$ be the vector-valued measure given by the $B V$ gradient $\nabla=$ $\left(\partial_{t}, \partial_{x}\right)$ of $M$. Then, its x-component $\mathrm{d} \partial_{x} M$ admits the decomposition $\mathrm{d} \partial_{x} M(t, \cdot) \mathrm{d} t$.

We shall use this to prove the main result of this section, which we state below. We denote by $C_{r}$ the space of right continuous functions.

Theorem 2.6. Consider $M:[0, T] \times \mathbb{R} \rightarrow[0,1]$ as above, and let $f \in L^{2}(0,1) \cap$ $C_{r}(0,1)$ and $F$ be its antiderivative vanishing at zero. Assume further that

$$
\begin{equation*}
\partial_{t} M+\partial_{x}[F \circ M]=0 \text { in } \mathcal{D}^{\prime}([0, T] \times \mathbb{R}) \tag{17}
\end{equation*}
$$

Then $F \circ M \in B V([0, T] \times \mathbb{R})$ and $\nabla[F \circ M]=g \nabla M$ for some $g \in L^{1}(|\nabla M|)$.
Proof. We may consider w.l.o.g. the case $f \in C(0,1)$. Else, we simply use Corollary 2.3 instead of Theorem 2.2. Let us start by taking the truncations $f_{n}$ for $f$ as in (11). The corresponding $F_{n}$ 's are in $C^{1}[0,1], F_{n} \rightarrow F$ uniformly and $f_{n} \rightarrow f$ in $L^{2}(0,1)$. According to $[22], F_{n} \circ M \in B V([0, T] \times \mathbb{R})$ and there exist $\bar{f}_{n} \in L^{\infty}$ such that $\nabla\left[F_{n} \circ M\right]=\bar{f}_{n} \nabla M$ as vector-valued measures. This means that

$$
\begin{equation*}
-\int_{0}^{T} \int_{\mathbb{R}} F_{n}(M) \nabla \cdot \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}} \bar{f}_{n} \phi_{1} \mathrm{~d} \partial_{t} M+\int_{0}^{T} \int_{\mathbb{R}} \bar{f}_{n} \phi_{2} \mathrm{~d} \partial_{x} M \tag{18}
\end{equation*}
$$

for all $\phi:=\left(\phi_{1}, \phi_{2}\right) \in C_{c}^{\infty}\left((0, T) \times \mathbb{R} ; \mathbb{R}^{2}\right)$. We now use Lemma 2.5 and (17) to infer

$$
\begin{equation*}
-\int_{0}^{T} \int_{\mathbb{R}} F_{n}(M) \nabla \cdot \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}}\left(-g \phi_{1}+\phi_{2}\right) \bar{f}_{n} \mathrm{~d} \partial_{x} M(t, \cdot) \mathrm{d} t \tag{19}
\end{equation*}
$$

where, according to Theorem 2.2 (ii),

$$
g(t, \cdot):=\int_{0}^{1} f((1-s) M(t, \cdot-)+s M(t, \cdot)) \mathrm{d} s \in L^{2}\left(\partial_{x} M(t, \cdot)\right)
$$

for Lebesgue a.e. $t \in(0, T)$. Also, Theorem 2.2 (ii) ensures that

$$
\|g(t, \cdot)\|_{L^{2}\left(\partial_{x} M(t, \cdot)\right)} \leq\|f\|_{L^{2}(0,1)} \text { uniformly with respect to } t .
$$

Note that (19) implies

$$
\begin{equation*}
-\int_{0}^{T} \int_{\mathbb{R}} F_{n}(M) \partial_{x} \phi_{1} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}} \bar{f}_{n} \phi_{1} \mathrm{~d} \partial_{x} M(t, \cdot) \mathrm{d} t \tag{20}
\end{equation*}
$$

for all $\phi_{1} \in C_{c}^{\infty}((0, T) \times \mathbb{R})$. For Lebesgue a.e. $t \in(0, T)$ one has (Theorem 2.2 (i))
$\partial_{x}\left[F_{n} \circ M(t, \cdot)\right]=g_{n}(t, \cdot) \partial_{x} M(t, \cdot)$ for $g_{n}(t, x):=\int_{0}^{1} f_{n}((1-s) M(t, x-)+s M(t, x)) \mathrm{d} s$
and

$$
\left\|g_{n}(t, \cdot)\right\|_{L^{2}\left(\partial_{x} M(t, \cdot)\right)} \leq\|f\|_{L^{2}(0,1)} \text { uniformly in } t \text { and } n .
$$

Along with (20), this implies $\bar{f}_{n} \equiv g_{n}$ in the $\mathrm{d} \partial_{x} M(t, \cdot) \mathrm{d} t$-a.e. sense. Therefore, (19) is equivalent to

$$
\begin{equation*}
-\int_{0}^{T} \int_{\mathbb{R}} F_{n}(M) \nabla \cdot \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}}\left(-g \phi_{1}+\phi_{2}\right) g_{n} \mathrm{~d} \partial_{x} M(t, \cdot) \mathrm{d} t \tag{21}
\end{equation*}
$$

Furthermore, due to the pointwise convergence and the uniform (in $n$ and $t$ ) $L^{2}\left(\partial_{x} M\right)$ bounds we obtain $g_{n} \rightarrow g$ in $L^{2}\left(\mathrm{~d} \partial_{x} M(t, \cdot) \mathrm{d} t\right)$. By the uniform (and bounded) convergence of $F_{n}$ to $F$ we can also pass to the limit in the left-hand side. Thus,

$$
-\int_{0}^{T} \int_{\mathbb{R}} F(M) \nabla \cdot \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}}\left(-g^{2} \phi_{1}+g \phi_{2}\right) \mathrm{d} \partial_{x} M(t, \cdot) \mathrm{d} t
$$

which, after using Lemma 2.5 and (17) once more, leads to

$$
-\int_{0}^{T} \int_{\mathbb{R}} F(M) \nabla \cdot \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}} g \phi_{1} \mathrm{~d} \partial_{t} M+\int_{0}^{T} \int_{\mathbb{R}} g \phi_{2} \mathrm{~d} \partial_{x} M
$$

Since $g \in L^{2}\left(\partial_{x} M\right) \subset L^{1}\left(\partial_{x} M\right)$ and $g \in L^{1}\left(\left|\partial_{t} M\right|\right)$, we obtain the result.
We are going to need a slightly different result which we now state as a consequence. It may be proved by retracing the proof of Theorem 2.6.

Corollary 2.7. Assume now that

$$
\partial_{t} M+\partial_{x}[\tilde{F}(t, M)]=0 \text { in } \mathcal{D}^{\prime}([0, T] \times \mathbb{R})
$$

for some time-linear perturbation $\tilde{F}(t, \cdot):=F+t \Psi, \Psi \in C^{1}[0,1]$. Then $F \circ M \in$ $B V([0, T] \times \mathbb{R})$ and

$$
\nabla[\tilde{F}(t, M)]=(g+t \psi) \nabla M+\mathbf{V}
$$

for $g$ from Theorem 2.6, and the vector field $\mathbf{V}:=(\Psi \circ M, 0)$. Here,

$$
\psi(t, x):=\int_{0}^{1} \Psi^{\prime}((1-s) M(t, x-)+s M(t, x)) \mathrm{d} s
$$

## 3. Pressureless Euler/Euler-Poisson systems via scalar conservation

 laws.3.1. Convergence of measures and their distribution functions. Let $1 \leq$ $p<\infty, \mu \in \mathcal{P}_{p}(\mathbb{R})$, and $v \in L^{p}(\mu) \cap C(\mathbb{R})$. Then by the de la Vallée-Poussin lemma which can be found in [10], there exists a nonnegative, convex, increasing function $\zeta \in C^{1}([0,+\infty))$ satisfying $\zeta(0)=0$ and $\frac{\zeta(t)}{t} \uparrow+\infty$ as $t \rightarrow+\infty$ such that

$$
\int_{\mathbb{R}} \zeta\left(|x|^{p}+|v(x)|^{p}\right) \mathrm{d} \mu(x)<+\infty
$$

It is also well known that (see [11], for example) there exist a probability space $(\Omega, \Sigma, P)$ and a sequence of independent random variables $\xi_{i}: \Omega \rightarrow \mathbb{R}$ such that

$$
\xi_{i \#} P=\mu
$$

Now for each positive integer $n$ and each $\omega \in \Omega$, define

$$
\mu^{n, \omega}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{\xi_{i}(\omega)} .
$$

Then by the strong law of large numbers and the separability of $C_{c}(\mathbb{R})$ we have for $P$-a.e. $\omega \in \Omega$

$$
\int_{\mathbb{R}} f(x) \mathrm{d} \mu^{n, \omega}(x)=\frac{1}{n} \sum_{i=1}^{n} f\left(\xi_{i}(\omega)\right) \rightarrow \mathbb{E}\left(f \circ \xi_{1}\right)=\int_{\mathbb{R}} f(x) \mathrm{d} \mu(x)
$$

for all functions $f \in C_{c}(\mathbb{R})$. Consequently, $\mu^{n, \omega}$ converges narrowly to $\mu$. Thus, by using the strong law of large numbers again, we also have that for $P$-a.e. $\omega \in \Omega$

$$
\int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu^{n, \omega}(x) \rightarrow \int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu(x), \quad \int_{\mathbb{R}} \zeta\left(|v|^{p}\right) \mathrm{d} \mu^{n, \omega}(x) \rightarrow \int_{\mathbb{R}} \zeta\left(|v|^{p}\right) \mathrm{d} \mu(x) .
$$

The last fact together with the properties of $\zeta$ yields for $k>0$ large enough

$$
\frac{\zeta\left(k^{p}\right)}{k^{p}} \int_{\{x:|x| \geq k\}}|x|^{p} \mathrm{~d} \mu^{n, \omega} \leq \int_{\{x:|x| \geq k\}} \frac{\zeta\left(|x|^{p}\right)}{|x|^{p}}|x|^{p} \mathrm{~d} \mu^{n, \omega} \leq \int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu^{n, \omega} \leq C(\omega)
$$

Therefore, $\left\{\mu^{n, \omega}\right\}$ has uniformly integrable $p$-moments. Consequently, by Proposition 7.1.5 in [2] we obtain that for $P$-a.e. $\omega \in \Omega, \mu^{n, \omega} \rightarrow \mu$ in $W_{p}$ and

$$
\int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu^{n, \omega}(x) \rightarrow \int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu(x), \quad \int_{\mathbb{R}} \zeta\left(|v|^{p}\right) \mathrm{d} \mu^{n, \omega}(x) \rightarrow \int_{\mathbb{R}} \zeta\left(|v|^{p}\right) \mathrm{d} \mu(x) .
$$

Lemma 3.1. Suppose $1 \leq p<\infty$ and $\left\{\mu_{n}\right\}$ is a sequence of measures in $\mathcal{P}_{p}(\mathbb{R})$ converging to $\mu \in \mathcal{P}_{p}(\mathbb{R})$ in $W_{p}$. When $p>1$ we assume further that $\int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu_{n}(x)$ is uniformly bounded in $n$ for some nonnegative, convex, increasing function $\zeta \in$ $C^{1}([0,+\infty))$ satisfying $\zeta(0)=0$ and $\frac{\zeta(t)}{t} \uparrow+\infty$ as $t \rightarrow+\infty$. Then we have the following:
(i) The $L^{1}$ norm of $M_{n}-M$ on $\mathbb{R}$ goes to zero, where

$$
M(x):=\mu((-\infty, x])
$$

(ii) For any nondecreasing $C^{1}$ function $B$ on $[0,1]$ such that $B(0)=0, B(1)=1$,

$$
\partial_{x}\left(B\left(M_{n}\right)\right) \rightarrow \partial_{x}(B(M)) \quad \text { in } \quad W_{p}
$$

Proof. From Theorem 6.0.2 in [2], we obtain

$$
W_{1}\left(\mu_{n}, \mu\right)=\int_{0}^{1}\left|M_{n}^{-1}(s)-M^{-1}(s)\right| \mathrm{d} s
$$

where the generalized inverse $M^{-1}$ of $M$ is defined by

$$
M^{-1}(s):=\inf \{x \in \mathbb{R}: M(x)>s\}, \quad s \in[0,1]
$$

Then by using Fubini's theorem we get $W_{1}\left(\mu_{n}, \mu\right)=\left\|M_{n}-M\right\|_{L^{1}(\mathbb{R})}$. This together with the fact that $W_{1}\left(\mu_{n}, \mu\right) \leq W_{p}\left(\mu_{n}, \mu\right)$ gives (i). By (i) and the Lipschitz condition on $B$ we clearly have $\left\|B\left(M_{n}\right)-B(M)\right\|_{L^{1}(\mathbb{R})} \rightarrow 0$. But as

$$
W_{1}\left(\partial_{x}\left(B\left(M_{n}\right)\right), \partial_{x}(B(M))\right)=\left\|B\left(M_{n}\right)-B(M)\right\|_{L^{1}(\mathbb{R})}
$$

we infer in particular that $\partial_{x}\left(B\left(M_{n}\right)\right) \rightarrow \partial_{x}(B(M))$ narrowly.
We have from Theorem 2.2

$$
\int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \partial_{x}\left(B\left(M_{n}\right)\right)=\int_{\mathbb{R}} \zeta\left(|x|^{p}\right) g_{n}(x) \mathrm{d} \mu_{n}(x)
$$

where $g_{n}(x)=\int_{0}^{1} B^{\prime}\left(s M_{n}(x)+(1-s) M_{n}(x-)\right) \mathrm{d} s$. Therefore,

$$
\int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \partial_{x}\left(B\left(M_{n}\right)\right) \leq\left\|B^{\prime}\right\|_{\infty} \int_{\mathbb{R}} \zeta\left(|x|^{p}\right) \mathrm{d} \mu_{n}(x) \leq C\left\|B^{\prime}\right\|_{\infty}
$$

It follows from this and the properties of the function $\zeta$ that for any $k>0$ large enough,

$$
\int_{\{x:|x| \geq k\}}|x|^{p} \mathrm{~d} \partial_{x}\left(B\left(M_{n}\right)\right) \leq \frac{k^{p}}{\zeta\left(k^{p}\right)} C\left\|B^{\prime}\right\|_{\infty}
$$

That is, the sequence of probability measures $\partial_{x}\left(B\left(M_{n}\right)\right)$ has uniformly integrable $p$-moments. Consequently, we can conclude from Proposition 7.1.5 in [2] that

$$
\partial_{x}\left(B\left(M_{n}\right)\right) \rightarrow \partial_{x}(B(M))
$$

in $W_{p}$, as desired.
3.2. Convergence of the discrete problem. Following [7], we take a discrete probability measure

$$
\rho_{0}^{n}:=\sum_{j=1}^{n} m_{j} \delta_{x_{j}}, \quad x_{1}<x_{2}<\cdots<x_{n}
$$

and define

$$
\begin{equation*}
\rho^{n}(t, x):=\sum_{j=1}^{n} m_{j} \delta_{x_{j}(t)} \tag{22}
\end{equation*}
$$

where the characteristics are given by

$$
\begin{equation*}
x_{j}(t)=x_{j}+t v_{j}+\frac{t^{2}}{2} a_{n}\left(M_{n}\left(t, x_{j}(t)-\right)\right) \tag{23}
\end{equation*}
$$

Here, as in the introduction, we have

$$
a_{n}\left(M_{n}\left(t, x_{j}(t)-\right)\right)=\left[\alpha\left(\sum_{i=1}^{j} m_{i}-\frac{1}{2} m_{j}\right)+\beta\right]
$$

We impose the adhesion dynamics at collision (see the introduction) and consider

$$
\begin{equation*}
M_{n}(t, x):=\sum_{j=1}^{n} m_{j} H\left(x-x_{j}(t)\right) \tag{24}
\end{equation*}
$$

where $H$ is the right continuous Heaviside function. Since $M_{n}$ is piecewise constant, we need only show that $M_{n}$ solves (4) by checking the Rankine-Hugoniot jump conditions across the shocks $x=x_{j}(t)$, i.e.,

$$
\begin{equation*}
\dot{x}_{j}(t)=\frac{\tilde{F}_{n}\left(t, M_{n}\left(t, x_{j}(t)\right)\right)-\tilde{F}_{n}\left(t, M_{n}\left(t, x_{j}(t)-\right)\right)}{M_{n}\left(t, x_{j}(t)\right)-M_{n}\left(t, x_{j}(t)-\right)}, \quad j=1, \ldots, n \tag{25}
\end{equation*}
$$

Assume the masses $m_{i}$ for $j_{0} \leq i \leq j_{1}$, including $m_{j}$, are all amassed at time $t$. Then, exactly as in [7], we have

$$
v_{j}(t)=\frac{F_{n}\left(M_{n}\left(t, x_{j}(t)\right)\right)-F_{n}\left(M_{n}\left(t, x_{j}(t)-\right)\right)}{M_{n}\left(t, x_{j}(t)\right)-M_{n}\left(t, x_{j}(t)-\right)}, \quad j=1, \ldots, n
$$

where $F_{n}$ is defined by

$$
F_{n}(m):=\int_{0}^{m} f_{n}(\omega) \mathrm{d} \omega \quad \text { for } m \in[0,1]
$$

Observe that $\tilde{F}_{n}(t, m)=F_{n}(m)+t \int_{0}^{m} a_{n}(\omega) \mathrm{d} \omega$ by the definition of $\tilde{F}_{n}$ in the introduction. The integrand below is constantly $a_{n}^{j}$ on each interval of the form $\left[M_{n}\left(t, x_{j}(t)-\right)\right.$, $\left.M_{n}\left(t, x_{j}(t)\right)\right)$; thus,

$$
a_{n}\left(M_{n}\left(t, x_{j}(t)-\right)\right) \sum_{i=j_{0}}^{j_{1}} m_{i}=\int_{M_{n}\left(t, x_{j}(t)-\right)}^{M_{n}\left(t, x_{j}(t)\right)} a_{n}(\omega) \mathrm{d} \omega
$$

implies (25). To prove that $M_{n}$ is an entropy solution for (4), we check the entropy inequality

$$
\begin{equation*}
\dot{x}_{j}(t) \leq \frac{\tilde{F}_{n}(t, X)-\tilde{F}_{n}\left(t, M_{n}\left(t, x_{j}(t)-\right)\right)}{X-M_{n}\left(t, x_{j}(t)-\right)} \tag{26}
\end{equation*}
$$

where $X=\sum_{i \leq k} m_{i}$, for some $j_{0} \leq k \leq j_{1}$. The inequality

$$
v_{j}(t) \leq \frac{F_{n}(X)-F_{n}\left(M_{n}\left(t, x_{j}(t)-\right)\right)}{X-M_{n}\left(t, x_{j}(t)-\right)}
$$

is justified in [7] as a consequence of the barycentric lemma (which simply formulates the fact that if two groups of particles collide, then the averaged velocity of the group to the left decreases). Then we see that

$$
a_{n}\left(M_{n}\left(t, x_{j}(t)-\right)\right) \sum_{i=j_{0}}^{k} m_{i}=\int_{M_{n}\left(t, x_{j}(t)-\right)}^{X} a_{n}(\omega) \mathrm{d} \omega
$$

which, together with the previous inequality, yields (26). We have just sketched the proof of the following proposition.

Proposition 3.2. The function $M_{n}$ given by (24) is the entropy solution of the problem (4).

Next we want to show that $M_{n}$ converges in some sense to an entropy solution of (5). The following proposition applies if the initial approximating measures are of the form

$$
\rho_{0}^{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}^{(n)}}
$$

Note that section 3.1 shows that we may consider such approximations.
Proposition 3.3. Let $\rho_{0} \in \mathcal{P}_{2}(\mathbb{R})$ and consider a sequence of discrete probabilities $\rho_{0}^{n}$ as above such that $W_{2}\left(\rho_{0}, \rho_{0}^{n}\right) \rightarrow 0$ and

$$
\begin{equation*}
\int_{\mathbb{R}} \zeta\left(v_{0}^{2}\right) \mathrm{d} \rho_{0}^{n} \rightarrow \int_{\mathbb{R}} \zeta\left(v_{0}^{2}\right) \mathrm{d} \rho_{0}<+\infty, \int_{\mathbb{R}} \zeta\left(x^{2}\right) \mathrm{d} \rho_{0}^{n} \rightarrow \int_{\mathbb{R}} \zeta\left(x^{2}\right) \mathrm{d} \rho_{0}<+\infty \tag{27}
\end{equation*}
$$

for some nonnegative, convex, increasing function $\zeta \in C^{1}([0,+\infty))$ satisfying $\zeta(0)=0$ and $\frac{\zeta(t)}{t} \uparrow+\infty$ as $t \rightarrow+\infty$. Let $M_{0}^{n}$ and $M_{0}$ be the right continuous cumulative distribution functions of $\rho_{0}^{n}$ and $\rho_{0}$, respectively. Consider, as above, the entropy
solutions $M_{n}$ of (4) for all $n$. Then there exists a Borel function $M:[0, \infty) \times \mathbb{R} \rightarrow[0,1]$ such that, for any given $T>0$,

$$
\begin{equation*}
\max _{0 \leq t \leq T} W_{2}\left(\partial_{x} M_{n}(t, \cdot), \partial_{x} M(t, \cdot)\right) \rightarrow 0 \text { and } \max _{0 \leq t \leq T}\left\|M_{n}(t, \cdot)-M(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \rightarrow 0 \tag{28}
\end{equation*}
$$

Moreover, $M$ is the entropy solution of the problem (5).
Proof. First recall that

$$
\rho^{n}(t, x):=\frac{1}{n} \sum_{j=1}^{n} \delta_{x_{j}^{(n)}(t)}
$$

where

$$
x_{j}^{(n)}(t)=x_{j}^{(n)}+t v_{j}^{(n)}+\frac{t^{2}}{2}\left(\alpha \frac{2 j-1}{2 n}+\beta\right) .
$$

Let $\zeta_{t}(x):=\zeta\left(\frac{1}{\kappa} x\right)$, where $\kappa$ is some positive constant depending only on $t$ which will be determined later. Then, by the properties of $\zeta$, we have

$$
\begin{aligned}
& \int_{\mathbb{R}} \zeta_{t}\left(|x|^{2}\right) \mathrm{d} \rho_{n}(t, x) \\
& =\frac{1}{n} \sum_{j=1}^{n} \zeta\left(\frac{1}{\kappa}\left|x_{j}^{(n)}(t)\right|^{2}\right) \leq \frac{1}{n} \sum_{j=1}^{n} \zeta\left(\frac{3}{\kappa}\left[\left|x_{j}^{(n)}\right|^{2}+t^{2}\left|v_{j}^{(n)}\right|^{2}+\frac{(|\alpha|+|\beta|)^{2} t^{4}}{4}\right]\right) \\
& \leq \frac{1}{3} \zeta\left(\frac{9(|\alpha|+|\beta|)^{2} t^{4}}{4 \kappa}\right)+\frac{1}{3 n} \sum_{j=1}^{n} \zeta\left(\frac{9}{\kappa}\left|x_{j}^{(n)}\right|^{2}\right)+\frac{1}{3 n} \sum_{j=1}^{n} \zeta\left(\frac{9 t^{2}}{\kappa}\left|v_{j}^{(n)}\right|^{2}\right)
\end{aligned}
$$

Hence, by choosing $\kappa=\max \left\{9,9 t^{2}\right\}$ and using again the fact that $\zeta$ is increasing, we obtain

$$
\int_{\mathbb{R}} \zeta_{t}\left(|x|^{2}\right) \mathrm{d} \rho_{n}(t, x) \leq C_{t}+\frac{1}{3} \int_{\mathbb{R}} \zeta\left(|x|^{2}\right) \mathrm{d} \rho_{0}^{n}(t, x)+\frac{1}{3} \int_{\mathbb{R}} \zeta\left(\left|v_{0}\right|^{2}\right) \mathrm{d} \rho_{0}^{n}(t, x) \leq C_{t}
$$

uniformly in $n$ (the last inequality is due to (27)). Since $\zeta_{t}$ has superlinear growth (it is just an argument-rescaled version of $\zeta$ ), there exists $\rho(t, \cdot) \in \mathcal{P}_{2}(\mathbb{R})$ such that, up to a subsequence that may depend on $t, W_{2}\left(\rho^{n}(t, \cdot), \rho(t, \cdot)\right) \rightarrow 0$ as $n \rightarrow \infty$. By a standard diagonal argument we can choose a subsequence independent of $t$ satisfying $W_{2}\left(\rho^{n}(t, \cdot), \rho(t, \cdot)\right) \rightarrow 0$ for all $t \in[0, \infty) \cap \mathbb{Q}$. In order to see that this conclusion also holds for all $t$ in $[0, \infty)$, we are going to show that the paths $\rho^{n}(t, \cdot)$ are uniformly locally Lipschitz in $t$. Indeed, let $T>0$ and $t, s \in[0, T]$ be arbitrary. Then, since

$$
\left|x_{j}^{(n)}(t)-x_{j}^{(n)}(s)\right|^{2} \leq C|t-s|^{2}\left(\left|v_{j}^{(n)}\right|^{2}+T^{2}\right)
$$

we have

$$
\begin{aligned}
W_{2}^{2}\left(\rho^{n}(t, \cdot), \rho^{n}(s, \cdot)\right) & \leq \frac{1}{n} \sum_{j=1}^{n}\left|x_{j}^{(n)}(t)-x_{j}^{(n)}(s)\right|^{2} \leq C|t-s|^{2}\left(\frac{1}{n} \sum_{j=1}^{n}\left|v_{j}^{(n)}\right|^{2}+T^{2}\right) \\
& =C|t-s|^{2}\left(\int_{\mathbb{R}}\left|v_{0}(x)\right|^{2} \mathrm{~d} \rho_{0}^{n}+T^{2}\right) \leq C|t-s|^{2} \quad \text { uniformly in } n
\end{aligned}
$$

Using this uniformly Lipschitz property, we can conclude that, in fact,

$$
\begin{equation*}
W_{2}\left(\rho^{n}(t, \cdot), \rho(t, \cdot)\right) \rightarrow 0 \text { as } n \rightarrow \infty, \text { uniformly in } t \in[0, T], \tag{29}
\end{equation*}
$$

which yields (28) with $M(t, x):=\rho(t,(-\infty, x])$.
Next we show that $M$ is a solution of (5). By the assumptions and Lemma 3.1, we have

$$
\int_{\mathbb{R}}\left|M_{0}^{n}-M_{0}\right| \mathrm{d} x \rightarrow 0
$$

and

$$
\partial_{x}\left(B\left(M_{0}^{n}\right)\right) \rightarrow \partial_{x}\left(B\left(M_{0}\right)\right) \quad \text { in } \quad W_{2}
$$

for any nondecreasing $C^{1}$ function $B$ on $[0,1]$ satisfying $B(0)=0$ and $B(1)=1$. But as $v_{0}$ satisfies the assumption (H2), we obtain

$$
\int_{\mathbb{R}} v_{0}(x) \mathrm{d} \partial_{x}\left(B\left(M_{0}^{n}\right)\right) \rightarrow \int_{\mathbb{R}} v_{0}(x) \mathrm{d} \partial_{x}\left(B\left(M_{0}\right)\right) .
$$

By the definitions of $f_{n}$ and $f$, this means that

$$
\int_{0}^{1} f_{n}(m) B^{\prime}(m) \mathrm{d} m \rightarrow \int_{0}^{1} f(m) B^{\prime}(m) \mathrm{d} m
$$

for all nondecreasing $C^{1}$ functions $B$ on $[0,1]$ satisfying $B(0)=0$ and $B(1)=1$. Indeed,

$$
\begin{aligned}
\int_{\mathbb{R}} v_{0}(x) \mathrm{d} \partial_{x}\left(B\left(M_{0}^{n}\right)\right)(x) & =\sum_{i=1}^{n} v_{0}\left(x_{i}^{(n)}\right)\left[B\left(M_{0}^{n}\left(x_{i}^{(n)}\right)\right)-B\left(M_{0}^{n}\left(x_{i}^{(n)}-\right)\right)\right] \\
& =\sum_{i=1}^{n} \int_{M_{0}^{n}\left(x_{i}^{(n)}-\right)}^{M_{0}^{n}\left(x_{i}^{(n)}\right)} v_{0} \circ N_{0}^{n}(m) B^{\prime}(m) \mathrm{d} m=\int_{0}^{1} f_{n}(m) B^{\prime}(m) \mathrm{d} m .
\end{aligned}
$$

For the continuous version we use (7) to conclude in a similar way. It then follows that

$$
\int_{0}^{1} f_{n}(m) g(m) \mathrm{d} m \rightarrow \int_{0}^{1} f(m) g(m) \mathrm{d} m \quad \text { for all functions } \quad g \in C([0,1]) .
$$

This together with the fact

$$
\int_{0}^{1}\left|f_{n}(m)\right| \mathrm{d} m=\int_{\mathbb{R}}\left|v_{0}(x)\right| \mathrm{d} \rho_{0}^{n} \leq C \quad \text { uniformly in } n
$$

yields $f_{n} \rightarrow f$ weakly in $L^{1}$. By using the uniform convergence of $\tilde{F}_{n}$ to $\tilde{F}$ as continuous and bounded functions, we deduce that $M$ is a solution of the problem (5). Now, for a fixed $t \geq 0$, let $U$ be any $C^{1}$ function on $[0,1]$. Define

$$
\begin{aligned}
\tilde{F}_{n, U}(t, m) & :=\int_{0}^{m}\left[f_{n}(\omega)+t a_{n}(\omega)\right] U^{\prime}(\omega) \mathrm{d} \omega \\
\tilde{F}_{U}(t, m) & :=\int_{0}^{m}[f(\omega)+t a(\omega)] U^{\prime}(\omega) \mathrm{d} \omega
\end{aligned}
$$

Then we use the uniform convergence of $a_{n}$ to $\alpha \mathrm{id}+\beta$ and the facts that $f_{n} \rightarrow f$ weakly in $L^{1}$, and

$$
\begin{equation*}
\int_{0}^{1} \zeta\left(\left|f_{n}\right|\right) \mathrm{d} m=\int_{\mathbb{R}} \zeta\left(\left|v_{0}\right|\right) \mathrm{d} \rho_{0}^{n} \leq C \tag{30}
\end{equation*}
$$

to deduce that $\tilde{F}_{n, U}$ converges to $\tilde{F}_{U}$ uniformly in $(t, m) \in[0, T] \times[0,1]$. (Notice that we have used the assumption (H2) to derive (30), the equi-integrability of the sequence $\left\{f_{n}\right\}$ in $L^{1}([0,1])$.) Therefore, as in [7], we conclude that $M$ is, in fact, an entropy solution for (5).
3.3. The existence result. We finally have all the necessary tools to prove Theorem 1.1. Note, however, that we leave out the proof of the fact that the initial conditions are satisfied. We will show that in Proposition 4.9.

Proof of Theorem 1.1. Since $M$ is a solution of the problem (5) by Proposition 3.3, we can use Corollary 2.7 to conclude that $\partial_{t} M+v \partial_{x} M=0$, where $v(t, \cdot):=g(t, \cdot)+t \psi(t, \cdot)$ is well defined $\partial_{x} M(t, \cdot)=: \rho(t, \cdot)$-a.e. By differentiation in the sense of distributions, we obtain the first equation in (1). Then, Corollary 2.7 also gives

$$
\begin{aligned}
\partial_{t}(\rho v) & =\partial_{t}\left[\partial_{x}[\tilde{F}(t, M)]\right]=\partial_{x}\left[\partial_{t}[\tilde{F}(t, M)]\right] \\
& =\partial_{x}\left[v \partial_{t} M+\Psi(M)\right]=\partial_{x}\left(-v^{2} \rho\right)+\psi \rho
\end{aligned}
$$

Note that, in our case, $\Psi(m)=\alpha m^{2} / 2+\beta m$. Thus,

$$
\psi(t, x)=\beta+\alpha \int_{0}^{1}[(1-s) M(t, x-)+s M(t, x)] \mathrm{d} s=\beta+\alpha\left[M(t, x)-\frac{1}{2} \rho(t,\{x\})\right] .
$$

Since $\partial_{x} M(t, \cdot)=\rho(t, \cdot)$ and $\rho(t, \cdot)$ has at most countably many atoms, we may take $\Phi(t, x)=\int_{-\infty}^{x} M(t, y) \mathrm{d} y$ to conclude.

Remark 3.4. Note that the term $M(t, x)-\frac{1}{2} \rho(t,\{x\})$ is precisely the barycentric projection [2] onto $\rho(t, \cdot)$ of the optimal coupling between $\chi_{(0,1)}$ and $\rho(t, \cdot)$. It differs from the projection considered in [13] by an additive factor of 0.5 due to the fact that, instead of $\chi_{(0,1)}$, the reference measure in [13] was $\chi_{(-0.5,0.5)}$.
4. Time regularity, entropy condition, and shocks. In this section we discuss some qualitative properties of the "sticky particle" solution. The family of absolutely continuous curves in $\mathcal{P}_{2}(\mathbb{R})$ is central to our approach. Thus, recall that $\left(\mathcal{P}_{2}(\mathbb{R}), W_{2}\right)$ is a Polish space on which we define absolutely continuous curves by saying that $[0, T] \ni t \rightarrow \mu_{t} \in \mathcal{P}_{2}(\mathbb{R})$ lies in $A C^{2}\left(0, T ; \mathcal{P}_{2}(\mathbb{R})\right)$ provided that there exists $f \in L^{2}(0, T)$ such that $W_{2}\left(\mu_{t}, \mu_{t+h}\right) \leq \int_{t}^{t+h} f(s) d s$ for all $0<t<t+h<T$.
4.1. The solution path is locally Lipschitz. First we show that our solution path is locally Lipschitz.

Proposition 4.1. The solution path $t \rightarrow \rho(t, \cdot)$ satisfies the following:
(i) For any $0<T<+\infty$, we have

$$
W_{2}(\rho(t, \cdot), \rho(s, \cdot)) \leq C_{T}|t-s| \quad \text { for all } t, s \in[0, T]
$$

(ii) The energy is nonincreasing, i.e.,

$$
\int_{\mathbb{R}}|v(t, x)|^{2} \mathrm{~d} \rho(t, x) \leq \int_{\mathbb{R}}\left|v_{0}(x)\right|^{2} \mathrm{~d} \rho_{0}(x) \quad \text { for all } t \geq 0 .
$$

Proof. Recall that $\rho^{n}(t, \cdot)$ are uniformly Lipschitz in $n$ and $t$. Thus, by the triangle inequality,

$$
W_{2}(\rho(t, \cdot), \rho(s, \cdot)) \leq W_{2}\left(\rho(t, \cdot), \rho^{n}(t, \cdot)\right)+C|t-s|+W_{2}\left(\rho^{n}(s, \cdot \cdot), \rho(s, \cdot)\right) .
$$

Therefore, by letting $n$ go to infinity and using Proposition 3.3, we obtain (i). Also as $v_{n}(t, \cdot) \rho^{n}(t, \cdot) \rightarrow v(t, \cdot) \rho(t, \cdot)$ weakly for each $t$, we deduce that

$$
\begin{aligned}
\int_{\mathbb{R}}|v(t, x)|^{2} \mathrm{~d} \rho(t, x) & \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}}\left|v_{n}(t, x)\right|^{2} \mathrm{~d} \rho^{n}(t, x) \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}}\left|v_{0}(x)\right|^{2} \mathrm{~d} \rho_{0}^{n}(x) \\
& =\int_{\mathbb{R}}\left|v_{0}(x)\right|^{2} \mathrm{~d} \rho_{0}(x) .
\end{aligned}
$$

Remark 4.2. As a consequence of Proposition 4.1, we have $\rho \in A C^{2}\left(0, T ; \mathcal{P}_{2}(\mathbb{R})\right)$.
We now recall a result, slightly modified, proved in [13].
Proposition 4.3. Suppose $\sigma \in A C^{2}\left(0, T ; \mathcal{P}_{2}(\mathbb{R})\right)$. Let $v$ be the velocity of minimal norm associated to $\sigma$ and $N(t, \cdot):(0,1) \rightarrow \mathbb{R}$ be the monotone nondecreasing map such that $N(t, \cdot)_{\# \chi_{(0,1)}}=\sigma(t, \cdot)$. For each $t$, modifying $N(t, \cdot)$ on a countable subset of $(0,1)$ if necessary, we may assume w.l.o.g. that $N(t, \cdot)$ is right continuous. Then, $N \in H^{1}\left(0, T ; L^{2}(0,1)\right)$ and

$$
\begin{equation*}
\dot{N}(t, x)=v(t, N(t, x)) \tag{31}
\end{equation*}
$$

for $\mathcal{L}^{2}$-a.e. $(t, x) \in(0, T) \times(0,1)$.
Note that the minimal norm assumption is, in fact, redundant. Indeed, we prove the following lemma.

Lemma 4.4. Consider the path $t \rightarrow \mu \in A C^{2}\left(0, T ; \mathcal{P}_{2}(\mathbb{R})\right)$ for some $0<T<+\infty$. Then the velocity defined in [2] (called "of minimal norm") is the unique velocity along the curve $\mu$ in the following sense: if

$$
\partial_{t} \mu+\partial_{x}\left(\mu v_{i}\right)=0 \text { in } \mathcal{D}^{\prime}([0, T] \times \mathbb{R}), i=1,2,
$$

for some $v_{i}$ Borel measurable in $(t, x)$ such that $v_{i}(t, \cdot) \in L^{2}(\mu(t, \cdot))$ for Lebesgue a.e. $t \in(0, T)$, then for Lebesgue a.e. $t \in(0, T)$ we have $v_{1}(t, \cdot) \equiv v_{2}(t, \cdot)$ in the $\mu(t, \cdot)$-a.e. sense.

Proof. By subtraction and by taking test functions $\varphi(t, x)=\xi(t) \zeta(x)$, the equations above readily yield

$$
\int_{\mathbb{R}} u(t, x) \zeta^{\prime}(x) \mathrm{d} \mu(t, x)=0 \text { for a.e. } t \in(0, T) \text { and any } \zeta \in C_{c}^{1}(\mathbb{R})
$$

where $u:=v_{1}-v_{2}$. Fix $\varepsilon>0$ and $\phi \in C_{c}(\mathbb{R})$. If $\phi=0$ on $[R,+\infty)$, consider, for each natural number $n>R$, the function

$$
\Phi_{n}(x):= \begin{cases}\int_{-\infty}^{x} \phi(y) \mathrm{d} y & \text { if } x<n  \tag{32}\\ \omega(x-n) & \text { if } n \leq x \leq n+1, \\ 0 & \text { if } x>n+1\end{cases}
$$

where $\omega \in C^{1}[0,1]$ such that $\omega(0)=\int_{-\infty}^{R} \phi(y) \mathrm{d} y, \omega(1)=0$, and $\omega^{\prime}(0)=0=\omega^{\prime}(1)$. Clearly, $\Phi_{n} \in C_{c}^{1}(\mathbb{R})$. Thus,

$$
\int_{\mathbb{R}} u(t, x) \phi(x) \mathrm{d} \mu(t, x)+\int_{n}^{n+1} u(x, t) \omega^{\prime}(x-n) \mathrm{d} \mu(t, x)=0 \text { for a.e. } t \in(0, T) .
$$

We have $\left|\omega^{\prime}(x-n)\right| \leq\left\|\omega^{\prime}\right\|_{L^{\infty}(0,1)}=: C$ for all $n>R$ and all $x \in(n, n+1)$. Since $\mu(t, \cdot)$ is a Borel probability for Lebesgue a.e. $t \in(0, T)$, we conclude that for such $t$ we have

$$
\left|\int_{\mathbb{R}} u(t, x) \phi(x) \mathrm{d} \mu(t, x)\right| \leq C\|u(t, \cdot)\|_{L^{2}(\mu(t,))} \mu(t,[n, n+1])^{1 / 2} \leq \varepsilon
$$

if $n$ is sufficiently large. Due to the arbitrariness of $\varepsilon$ and $\phi$, the proof is concluded.
Remark 4.5. Note that, in fact, we have just proved that $\left\{\varphi^{\prime}: \varphi \in C_{c}^{\infty}(\mathbb{R})\right\}$ is dense in $L^{2}(\mu)$, even though $\mu$ may not necessarily have finite $p$-order moment (for any $p>0$ ). Also, as a consequence, the tangent space $\mathcal{T}_{\mu} \mathcal{P}_{2}(\mathbb{R})[2]$ is the whole $L^{2}(\mu)$. This property was brought to our attention by W. Gangbo.
4.2. Recovery of the entropy condition. We shall now prove that the solution we obtained for (1) in the $\alpha=0=\beta$ case satisfies the Oleinik entropy condition.

Theorem 4.6. For Lebesgue a.e. $t \in(0, T)$ we have

$$
\begin{equation*}
v\left(t, x_{2}\right)-v\left(t, x_{1}\right) \leq \frac{1}{t}\left(x_{2}-x_{1}\right) \text { for } \rho(t, \cdot) \text {-a.e. } x_{1} \leq x_{2} \text {. } \tag{33}
\end{equation*}
$$

Proof. Let us look back at the discrete problem. Note that

$$
N_{n}(t, \omega):=x_{j}(t) \text { whenever } M_{n}\left(t, x_{j}(t)-\right) \leq \omega<M_{n}\left(t, x_{j}(t)\right)
$$

is the optimal map such that $N_{n}(t, \cdot)_{\#} \chi_{(0,1)}=\rho^{n}(t, \cdot)$. It is known [7], [15] that the discrete problem satisfies the Oleinik entropy condition, i.e.,

$$
t\left[v_{n}\left(t, x_{i_{2}}(t)\right)-v_{n}\left(t, x_{i_{1}}(t)\right)\right] \leq x_{i_{2}}(t)-x_{i_{1}}(t) \text { whenever } i_{1} \leq i_{2} .
$$

Since $v_{n}\left(t, x_{j}(t)\right)=\dot{x}_{j}(t)$ away from collision times, we infer that the map $t \rightarrow$ $\left[x_{i_{2}}(t)-x_{i_{1}}(t)\right] / t$ is piecewise nonincreasing. But this map is continuous, so it is globally nonincreasing, and, due to the definition of $N_{n}$, it follows that

$$
\begin{equation*}
t \rightarrow \frac{1}{t}\left[N_{n}\left(t, \omega_{2}\right)-N_{n}\left(t, \omega_{1}\right)\right] \tag{34}
\end{equation*}
$$

is nonincreasing in $(0, T)$ for all $\omega_{1} \leq \omega_{2} \in(0,1)$. Now let $\Delta:=\left\{\omega=\left(\omega_{1}, \omega_{2}\right) \in\right.$ $\left.[0,1]^{2}: \omega_{1} \leq \omega_{2}\right\}$ and $S_{n}(t, \omega)=N_{n}\left(t, \omega_{2}\right)-N_{n}\left(t, \omega_{1}\right)$ be defined on $[0, T] \times \Delta$. It is easy to see that $S_{n} \in H^{1}\left(0, T ; L^{2}(\Delta)\right)$ and that (34) implies

$$
\begin{equation*}
\int_{0}^{T} \int_{\Delta} \frac{S_{n}(t, \omega)}{t} \partial_{t} \varphi(t, \omega) \mathrm{d} \omega \mathrm{~d} t \geq 0 \text { for all nonnegative } \varphi \in C_{c}^{\infty}((0, T) \times \Delta) . \tag{35}
\end{equation*}
$$

On the other hand, due to (28), we infer that

$$
\left\|N_{n}-N\right\|_{L^{1}((0, T) \times(0,1))}=\int_{0}^{T} W_{1}\left(\rho^{n}(t, \cdot), \rho(t, \cdot)\right) \mathrm{d} t \rightarrow 0
$$

where $N(t, \cdot)$ is the optimal map such that $N(t, \cdot)_{\#} \chi_{(0,1)}=\rho(t, \cdot)$. In particular, $\left(S_{n} / t\right) \rightarrow(S / t)$ in $\mathcal{D}^{\prime}((0, T) \times \Delta)$, where $S(t, \omega)=N\left(t, \omega_{2}\right)-N\left(t, \omega_{1}\right)$ if $\omega \in \Delta$. Thus, (35) implies

$$
\int_{0}^{T} \int_{\Delta} \frac{S(t, \omega)}{t} \partial_{t} \varphi(t, \omega) \mathrm{d} \omega \mathrm{~d} t \geq 0 \text { for all nonnegative } \varphi \in C_{c}^{\infty}((0, T) \times \Delta) .
$$

Therefore, $\partial_{t}[S / t] \leq 0$ in the distributional sense, which implies $t \dot{S}-S \leq 0$ in the $\mathcal{L}^{3}$-a.e. sense, i.e.,

$$
\dot{N}\left(t, \omega_{2}\right)-\dot{N}\left(t, \omega_{1}\right) \leq \frac{1}{t}\left[N\left(t, \omega_{2}\right)-N\left(t, \omega_{1}\right)\right] \text { for Lebesgue a.e. }(t, \omega) \in(0, T) \times \Delta .
$$

Consequently, (31) yields
$v\left(t, N\left(t, \omega_{2}\right)\right)-v\left(t, N\left(t, \omega_{1}\right)\right) \leq \frac{1}{t}\left[N\left(t, \omega_{2}\right)-N\left(t, \omega_{1}\right)\right]$ for $\mathcal{L}^{3}$-a.e. $(t, \omega) \in(0, T) \times \Delta$,
which, due to $N(t, \cdot)_{\#} \chi_{(0,1)}=\rho(t, \cdot)$, implies (33).
4.3. Formation of shocks. Now let us assume that $\rho_{0}$ is atom-free and take $N_{0}$ to be the optimal map pushing $\chi_{(0,1)}$ forward to $\rho_{0}$.

Proposition 4.7. Let $T:=\sup \left\{t \in[0, \infty): \mathrm{id}+t v_{0}\right.$ is nondecreasing on $\left.\operatorname{spt}\left(\rho_{0}\right)\right\}$. If $T=0$, then the solution develops atomic singularities instantaneously. If $0<T<$ $+\infty$, then the solution remains nonatomic before $T$ and develops atomic singularities instantaneously after $T$. If $T=+\infty$, then the solution is atom-free at all times.

Proof. Let us treat the case $0<T<+\infty$. Indeed, it will become clear that the other two cases can be handled almost identically. Note that, due to the definition of $T$ and the fact that $\rho_{0}$ is nonatomic, $\mathrm{id}+t v_{0}$ is (strictly) increasing on $\operatorname{spt}\left(\rho_{0}\right)$ for $t \in[0, T)$. Thus, $N_{0}+t v_{0} \circ N_{0}$ is increasing on $(0,1)$ for $t \in[0, T)$. It follows that

$$
\bar{M}(t, \cdot):=\left(N_{0}+t v_{0} \circ N_{0}\right)^{-1}=M_{0} \circ\left(\mathrm{id}+t v_{0}\right)^{-1}
$$

is the entropy solution (given by characteristics) of

$$
\partial_{t} \bar{M}+\partial_{x}[F(\bar{M})]=0, \quad \bar{M}(0, \cdot)=M_{0}
$$

where $F^{\prime}=v_{0} \circ N_{0}, F(0)=0$. Due to uniqueness of the entropy solution, we get $\bar{M} \equiv M$. Thus, $\rho(t, \cdot)=\left(\mathrm{id}+t v_{0}\right)_{\#} \rho_{0}$ for $t \in[0, T]$ (this is precisely the geodesic connecting $\rho_{0}$ and $\rho_{T}$ in $\left.\mathcal{P}_{2}(\mathbb{R})\right)$. Again, since id $+t v_{0}$ is (strictly) increasing on $\operatorname{spt}\left(\rho_{0}\right)$ for $t \in[0, T)$, we deduce that $\rho(t, \cdot)$ has no atoms if $t \in[0, T)$. To conclude, we argue by contradiction and suppose that $\rho(t, \cdot)$ is atom-free on $[0, T+\epsilon]$ for some $\epsilon>0$. Thus, $M(t, \cdot)$ is continuous, and so $v(t, \cdot)=v_{0} \circ N_{0} \circ M(t, \cdot)$ for all $t \in[0, T+\epsilon]$. Since $M(t, \cdot)$ is now the optimal map pushing $\rho(t, \cdot)$ forward to $\chi_{(0,1)}$, we infer that

$$
v(t, N(t, m))=v_{0} \circ N_{0} \circ M(t, N(t, m))=v_{0} \circ N_{0}(m) \text { a.e. } m \in(0,1)
$$

which, in light of (31), yields $\dot{N}(t, m)=v_{0} \circ N_{0}(m)$ for a.e. $(t, m) \in(0, T+\epsilon) \times(0,1)$. Thus, as an $H^{1}\left(0, T+\epsilon ; L^{2}(0,1)\right)$ map, $N(t, \cdot)=N_{0}+t v_{0} \circ N_{0}$. In particular, we obtain that id $+t v_{0}$ is nondecreasing on the support of $\rho_{0}$ for all $t \in[0, T+\epsilon]$, which contradicts the definition of $T$. Therefore, the solution becomes atomic instantaneously after $T$.

Remark 4.8. What happens at $t=T$ depends on whether or not id $+T v_{0}$ has "flat spots" on $\operatorname{spt}\left(\rho_{0}\right)$. It is easy to construct examples illustrating that each of these situations may occur.

### 4.4. Continuity of the energy and a remark on uniqueness.

Proposition 4.9. Suppose ( $\rho_{0}, v_{0}$ ) satisfies the conditions (H1) and (H2). Let $(\rho, v)$ be the weak solution to the system (1) given in the proof of Theorem 1.1 in subsection 3.3. Then $(\rho, v)$ has the following property:

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} v(t, x) \varphi(x) \mathrm{d} \rho(t, x)=\int_{\mathbb{R}} v_{0}(x) \varphi(x) \mathrm{d} \rho_{0}(x) \quad \text { for all } \quad \varphi \in C_{b}(\mathbb{R}) \tag{36}
\end{equation*}
$$

which shows that the initial condition for the velocity is satisfied. Moreover, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} v^{2}(t, x) \varphi(x) \mathrm{d} \rho(t, x)=\int_{\mathbb{R}} v_{0}^{2}(x) \varphi(x) \mathrm{d} \rho_{0}(x) \quad \text { for all } \quad \varphi \in C_{b}(\mathbb{R}) \tag{37}
\end{equation*}
$$

Proof. Due to $\left\|M(t, \cdot)-M_{0}\right\|_{L^{1}(\mathbb{R})}=W_{1}\left(\rho(t, \cdot), \rho_{0}\right) \rightarrow 0$ and the $B V$ calculus, we have for any function $\varphi \in C_{c}^{\infty}(\mathbb{R})$

$$
\begin{gather*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} v(t, x) \varphi(x) \mathrm{d} \rho(t, x)=-\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} \varphi^{\prime}(x) F(M(t, x)) \mathrm{d} x  \tag{38}\\
\quad=-\int_{\mathbb{R}} \varphi^{\prime}(x) F\left(M_{0}(x)\right) \mathrm{d} x=\int_{\mathbb{R}} \varphi(x) g(x) \mathrm{d} \rho_{0}(x)
\end{gather*}
$$

where $g(x)$ is given by

$$
g(x)=\int_{0}^{1} v_{0} \circ N_{0}\left((1-s) M_{0}(x-)+s M_{0}(x)\right) \mathrm{d} s, \quad x \in \mathbb{R}
$$

We claim that $N_{0}\left((1-s) M_{0}(x-)+s M_{0}(x)\right)=x$ for $\rho_{0}$-a.e. $x \in \mathbb{R}$. Indeed, if a point $x$ satisfies $\rho_{0}(\{x\}) \neq 0$, then $M_{0}$ has a jump at $x$. Therefore, it is clear in this case that

$$
N_{0}\left((1-s) M_{0}(x-)+s M_{0}(x)\right)=\inf \left\{z: M_{0}(z)>(1-s) M_{0}(x-)+s M_{0}(x)\right\}=x
$$

As $M_{0}$ has at most countably many "flat spots," the claim shall be proved if we can show that $g(x)=v_{0}(x)$ whenever $x$ satisfies $x \in \operatorname{spt}\left(\rho_{0}\right), \rho_{0}(\{x\})=0$ and $x$ is not one of the endpoints of some flat spot of $M_{0}$. To see this is true, let $x$ be a point with such properties. Then there exists $\epsilon>0$ such that the function $M_{0}$ is strictly increasing on $(x-\epsilon, x+\epsilon)$. It follows that

$$
N_{0}\left((1-s) M_{0}(x-)+s M_{0}(x)\right)=N_{0}\left(M_{0}(x)\right)=x
$$

Thus, we obtain the claim, which in turn yields $g(x)=v_{0}(x)$ for $\rho_{0}$-a.e. $x \in \mathbb{R}$. Hence, by combining this with (38), we get

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} v(t, x) \varphi(x) \mathrm{d} \rho(t, x)=\int_{\mathbb{R}} v_{0}(x) \varphi(x) \mathrm{d} \rho_{0}(x) \quad \text { for all } \quad \varphi \in C_{c}^{\infty}(\mathbb{R})
$$

By a simple approximation and the fact that $\left\|v_{0}\right\|_{L^{2}\left(\rho_{0}\right)}$ is finite, this gives (36). As a consequence of (36) and the fact that the energy is nonincreasing which was proved in Proposition 4.1, we obtain (see, e.g., Theorem 5.4.4 in [2])

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} v^{2}(t, x) \mathrm{d} \rho(t, x)=\int_{\mathbb{R}} v_{0}^{2}(x) \mathrm{d} \rho_{0}(x)
$$

In addition, we have $W_{2}\left(\rho(t, \cdot), \rho_{0}\right) \leq C t$ from Proposition 4.1. Therefore, by using Proposition 7.1.5 and Theorem 5.4.4 in [2] we can conclude that (37) holds.

We end the paper by the following remark on the uniqueness of the solution.
Remark 4.10. If we assume, in addition, that $v_{0}$ is bounded, then the weak solution $(\rho, v)$ constructed above is the unique weak solution satisfying the entropy condition in Theorem 4.6 and the weak convergence of $v^{2}(t, \cdot) \rho(t, \cdot)$ to $v_{0}^{2} \rho_{0}$ (such a weak solution is called an entropy solution for pressureless gases [16]). This fact follows directly from Theorem 4.6, Proposition 4.9, and the uniqueness result in [16]. Thus, if $v_{0} \in C_{b}(\mathbb{R})$, we have proved that any entropy solution to the pressureless gases system can be obtained as a weak limit of sticky particles. We note that a similar result was obtained by Bouchut and James in [5] for duality solutions.
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The spreading speeds and traveling waves are established for a class of nonmonotone discrete-time integrodifference equation models. It is shown that the spreading speed is linearly determinate and coincides with the minimal wave speed of traveling waves.
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1. Introduction. The invasion speed is a fundamental characteristic of biological invasions, since it describes the speed at which the geographic range of the population expands; see, e.g., $[6,8,9,15]$ and references therein. Aronson and Weinberger [1, 2] first introduced the concept of the asymptotic speed of spread (in short, spreading speed) for reaction-diffusion equations and showed that it coincides with the minimal wave speed for traveling waves under appropriate assumptions. Weinberger [20] and Lui [13] established the theory of spreading speeds and monostable traveling waves for monotone (order-preserving) operators. This theory has been greatly developed recently in $[21,10,11,12]$ to monotone semiflows so that it can be applied to various discrete- and continuous-time evolution equations admitting the comparison principle.

It is known that many discrete- and continuous-time population models with spatial structure are not monotone. For example, scalar discrete-time integrodifference equations with nonmonotone growth functions, and predator-prey type reactiondiffusion systems are among such models. The spreading speeds were obtained for some nonmonotone continuous-time integral equations and time-delayed reactiondiffusion models in [17, 19], and a general result on the nonexistence of traveling waves was also given in [19, Theorem 3.5]. The existence of monostable traveling waves was established for several classes of nonmonotone time-delayed reaction-diffusion equations in $[22,4,16,14]$. For certain types of nonmonotone discrete-time integrodifference equation models, nonmonotone traveling waves and even traveling cycles were observed in [7] by numerical simulations. In $[7,9,15,8]$, the monotone linear systems, resulting from the linearization of the nonmonotone discrete-time models at zero, were used to estimate spreading speeds. It is worthy to find sufficient conditions under which the spreading speed is linearly determinate for these nonmonotone systems.

[^44]The purpose of our current paper is to study the spreading speeds and traveling waves for nonmonotone discrete-time systems. As a starting point, we consider scalar integrodifference equations with nonmonotone growth functions. The key techniques are to sandwich the given growth function in between two appropriate nondecreasing functions (for spreading speeds) and to construct a closed and convex subset in an appropriate Banach space (for traveling waves). Consequently, we obtain a set of sufficient conditions for the existence of the spreading speed, and the existence and nonexistence of traveling waves. It turns out that the spreading speed is linearly determinate and coincides with the minimal wave speed of traveling waves for this class of nonmonotone discrete-time integrodifference equation population models.

The rest of this paper is organized as follows. In section 2, we first present a general result for monotone integrodifference equations, then we establish the spreading speed $c^{*}$ by the comparison method and a fluctuation type argument. In section 3 , we use the Schauder fixed point theorem to obtain the existence of traveling waves with the wave speed $c>c^{*}$. The property of the spreading speed is employed to prove the asymptotic property of the wave profile at $+\infty$ and the nonexistence of traveling waves with $c<c^{*}$. A limiting argument gives the existence of the traveling wave with the wave speed $c^{*}$. Section 4 is aimed at the applications of the main results to three types of growth functions arising from population biology.
2. Spreading speeds. Let $\mathcal{C}$ be the space of all bounded and continuous functions from $\mathbb{R}$ to $\mathbb{R}$ equipped with the compact open topology. For a given number $r>0$, let $\mathcal{C}_{r}:=\{\phi \in \mathcal{C}: 0 \leq \phi(x) \leq r, \forall x \in \mathbb{R}\}$.

Let $k(x)$ be a nonnegative Lebesgue measurable function on $\mathbb{R}$. Throughout this paper, we assume that the kernel $k(x)$ has the following property:
$(\mathrm{K}) \int_{\mathbb{R}} k(y) d y=1, k(-y)=k(y), \forall y \in \mathbb{R}$, and $\int_{\mathbb{R}} e^{-\alpha y} k(y) d y<\infty, \forall \alpha \in[0, \Delta)$, where $\Delta>0$ is the abscissa of convergence and it may be infinity.
We consider a discrete-time integrodifference equation

$$
\begin{equation*}
u_{n+1}(x)=\int_{\mathbb{R}} h\left(u_{n}(y)\right) k(x-y) d y, x \in \mathbb{R}, n \geq 0 \tag{2.1}
\end{equation*}
$$

with $u_{0} \in \mathcal{C}$. Assume that there exists $\beta>0$ such that
(H1) $h \in C([0, \beta],[0, \beta]), h(0)=0, h^{\prime}(0)>1, h(\beta)=\beta$, and there is $L_{0}>0$ such that $\left|h\left(u_{1}\right)-h\left(u_{2}\right)\right| \leq L_{0}\left|u_{1}-u_{2}\right|, \forall u_{1}, u_{2} \in[0, \beta]$.
(H2) $u<h(u) \leq h^{\prime}(0) u, \forall u \in(0, \beta)$, and $h(u)$ is nondecreasing in $u \in[0, \beta]$.
Let $U(x)$ be a continuous function on $\mathbb{R}$. We say $U(x+c n)$ is a traveling wave solution of (2.1) with the wave speed $c$ if $u_{n}(x)=U(x+c n), \forall n \geq 0$, satisfies (2.1), and $U(x+c n)$ connects 0 to $\beta$ if $U(-\infty)=0$ and $U(+\infty)=\beta$. It is easy to see that $U(x+c n)$ is a traveling wave solution of (2.1) if and only if

$$
U(\xi)=\int_{\mathbb{R}} h(U(\xi-c-y)) k(y) d y, \quad \forall \xi \in \mathbb{R}
$$

Define

$$
\begin{equation*}
c_{h}^{*}=\inf _{\mu \in(0, \Delta)} \frac{\ln \left(h^{\prime}(0) \int_{\mathbb{R}} e^{-\mu y} k(y) d y\right)}{\mu} \tag{2.2}
\end{equation*}
$$

The following result is essentially due to Weinberger [20], and shows that $c_{h}^{*}$ is not only the spreading speed but also the minimal wave speed of monotone traveling waves for system (2.1).

Theorem 2.1. Let (H1) and (H2) hold. Then the following statements are valid:
(i) For any $u_{0} \in \mathcal{C}_{\beta}$ with compact support, the solution of (2.1) satisfies

$$
\lim _{n \rightarrow \infty,|x| \geq c n} u_{n}(x)=0, \forall c>c_{h}^{*}
$$

(ii) For any $u_{0} \in \mathcal{C}_{\beta} \backslash\{0\}$, the solution of (2.1) satisfies

$$
\lim _{n \rightarrow \infty,|x| \leq c n} u_{n}(x)=\beta, \forall c \in\left(0, c_{h}^{*}\right) .
$$

(iii) For any $c \geq c_{h}^{*}$, (2.1) has a traveling wave $U(x+c n)$ connecting 0 to $\beta$ such that $U(x)$ is nondecreasing in $x$, and for any $c \in\left(0, c_{h}^{*}\right)$, (2.1) has no traveling wave $U(x+c n)$ connecting 0 to $\beta$.
Proof. The existence of the spreading speed, together with the formula (2.2), and traveling waves is a straightforward consequence of [20, Theorems 6.1-6.6] in the case where $\Delta=+\infty$, and [11, Theorem 2.11 and Theorem 2.15] with $\tau=0$ in the case where $\Delta<+\infty$. Indeed, the proof of [11, Theorem 3.10] implies that [11, Theorem 3.10] with $\inf _{\mu>0} \Phi(\mu)$ replaced by $\inf _{0<\mu<\Delta} \Phi(\mu)$ is still valid, provided that (C5) holds for all $\mu_{1}, \mu_{2} \in(-\Delta, \Delta)$ and $\Phi(\mu)$ assumes its minimum value at $\mu^{*} \in(0, \Delta)$. Thus, the formula (2.2) also holds in the case where $\Delta<+\infty$. By [11, Theorem 3.5], it follows that the number $r=r_{\sigma}$ in [11, Theorem 2.15] can be chosen to be independent of $\sigma>0$. For any $u_{0} \in \mathcal{C}_{\beta} \backslash\{0\}$, it is easy to show that there exists an integer $n_{0} \geq 1$ such that $u_{n_{0}}(x)>0$ for $x$ in an interval of length greater $2 r$. Taking $u_{n_{0}}(x)$ as a new initial data, we see that conclusion (ii) holds. The nonexistence of traveling waves is implied by conclusion (ii) (see also [11, Theorem 4.1]).

Next we consider the discrete-time integrodifference equation

$$
\begin{equation*}
u_{n+1}(x)=\int_{\mathbb{R}} f\left(u_{n}(y)\right) k(x-y) d y, \quad x \in \mathbb{R}, n \geq 0 \tag{2.3}
\end{equation*}
$$

with $u_{0} \in \mathcal{C}$. Assume that there exists $b>0$ such that
(F1) $f \in C([0, b],[0, b]), f(0)=0, f^{\prime}(0)>1$, and there is $L>0$ such that $\mid f\left(u_{1}\right)-$ $f\left(u_{2}\right)|\leq L| u_{1}-u_{2} \mid, \forall u_{1}, u_{2} \in[0, b]$.
(F2) $f(u) \leq f^{\prime}(0) u, \forall u \in[0, b]$, and there is $u^{*} \in(0, b]$ such that $f\left(u^{*}\right)=u^{*}$, $f(u)>u, \forall u \in\left(0, u^{*}\right)$, and $0<f(u)<u, \forall u \in\left(u^{*}, b\right]$.
Define

$$
f^{+}(u)=\max _{0 \leq v \leq u} f(v), \quad f^{-}(u)=\min _{u \leq v \leq b} f(v), \quad \forall u \in[0, b] .
$$

It then follows that

$$
f^{-}(u) \leq f(u) \leq f^{+}(u), \forall u \in[0, b],
$$

that both $f^{+}$and $f^{-}$are nondecreasing and Lipschitz continuous, with the Lipschitz constant $L$, on $[0, b]$, and that there exists $\delta_{0} \in(0, b]$ such that $f^{ \pm}(u)=f(u), \forall u \in$ $\left[0, \delta_{0}\right]$. Let $u_{ \pm}^{*}$ be such that $f^{ \pm}\left(u_{ \pm}^{*}\right)=u_{ \pm}^{*}$. Then $0<u_{-}^{*} \leq u^{*} \leq u_{+}^{*} \leq b$.

To obtain the upward convergence as stated in Theorem 2.1 (ii), we need to impose one of the following two additional conditions on $f$.
(C1) $u^{*}=b$ and $f(u)$ is nondecreasing in $u \in\left[b-\epsilon_{0}, b\right]$ for some $\epsilon_{0} \in(0, b)$.
(C2) $\frac{f(u)}{u}$ is strictly decreasing for $u \in(0, b]$, and $f(u)$ has the property (P) that for any $v, w \in(0, b]$ satisfying $v \leq u^{*} \leq w, v \geq f(w)$ and $w \leq f(v)$, we have $v=w$.

Motivated by the proofs of [17, Theorems 2.9 and 2.12], we have the following observation.

Lemma 2.1. Either of the following two conditions is sufficient for the property $(\mathrm{P})$ in condition (C2) to hold:
(P1) $u f(u)$ is strictly increasing for $u \in(0, b]$.
(P2) $f(u)$ is nonincreasing for $u \in\left[u^{*}, b\right]$, and $\frac{f^{2}(u)}{u}$ is strictly decreasing for $u \in$ $\left(0, u^{*}\right]$.
Proof. Let $v, w \in(0, b]$ be given such that $v \leq u^{*} \leq w, v \geq f(w)$, and $w \leq f(v)$. In the case where ( P 1 ) holds, since $v f(v) \geq f(w) f(v) \geq w f(w)$, it follows that $v \geq w$, and hence $v=w$. In the case where (P2) holds, we have $v \geq f(w) \geq f(f(v))=f^{2}(v)$, and hence, $\frac{f^{2}(v)}{v} \leq 1=\frac{f^{2}\left(u^{*}\right)}{u^{*}}$. It then follows that $v \geq u^{*}$, and hence, $v=u^{*}$. Since $u^{*} \leq w \leq f(v)=f\left(u^{*}\right)=u^{*}$, we further have $w=u^{*}=v$.

Now we are in a position to prove the main result of this section.
THEOREM 2.2. Let (F1) and (F2) hold and $c_{f}^{*}$ be defined as in (2.2) with $h=f$. Then the following statements are valid:
(1) For any $u_{0} \in \mathcal{C}_{u_{+}^{*}}$ with compact support, the solution of (2.3) satisfies

$$
\lim _{n \rightarrow \infty,|x| \geq c n} u_{n}(x)=0, \forall c>c_{f}^{*}
$$

(2) For any $u_{0} \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$, the solution of (2.3) satisfies

$$
u_{-}^{*} \leq \liminf _{n \rightarrow \infty,|x| \leq c n} u_{n}(x) \leq \limsup _{n \rightarrow \infty,|x| \leq c n} u_{n}(x) \leq u_{+}^{*}, \forall c \in\left(0, c_{f}^{*}\right)
$$

(3) If, in addition, either (C1) or (C2) holds, then for any $u_{0} \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$, the solution of (2.3) satisfies

$$
\lim _{n \rightarrow \infty,|x| \leq c n} u_{n}(x)=u^{*}, \forall c \in\left(0, c_{f}^{*}\right)
$$

Proof. For convenience, let $c^{*}=c_{f}^{*}$. Define

$$
Q(\phi)(x)=\int_{\mathbb{R}} f(\phi(x-y)) k(y) d y, \quad Q^{ \pm}(\phi)(x)=\int_{\mathbb{R}} f^{ \pm}(\phi(x-y)) k(y) d y
$$

Clearly, $Q^{ \pm}$is monotone (order preserving) on $\mathcal{C}_{b}$ and

$$
Q^{-}(\phi) \leq Q(\phi) \leq Q^{+}(\phi), \quad \forall \phi \in \mathcal{C}_{b}
$$

By Theorem 2.1, it follows that $c^{*}$ is the spreading speed for the discrete-time system $u_{n+1}=Q^{ \pm}\left(u_{n}\right)$ on $\mathcal{C}_{u_{ \pm}^{*}}$.

Case 1. For a given $\phi \in \mathcal{C}_{u_{+}^{*}}$ with compact support, let $u_{n}=Q^{n}(\phi), u_{n}^{+}=$ $\left(Q^{+}\right)^{n}(\phi), \forall n \geq 0$. By the comparison principle (see, e.g., [20, Proposition 4.1]), we have

$$
0 \leq u_{n}(x) \leq u_{n}^{+}(x), \quad \forall x \in \mathbb{R}, n \geq 0
$$

For any $c>c^{*}$, Theorem 2.1 (i) implies that $\lim _{n \rightarrow \infty,|x| \geq c n} u_{n}^{+}(x)=0$, and hence $\lim _{n \rightarrow \infty,|x| \geq c n} u_{n}(x)=0$.

Case 2. For a given $\phi \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$, define $\psi(x)=\min \left(\phi(x), u_{-}^{*}\right)$. Then $\psi \in$ $\mathcal{C}_{u_{-}^{*}} \backslash\{0\}$. Let $u_{n}^{-}=\left(Q^{-}\right)^{n}(\psi), \forall n \geq 0$. Since $\psi \leq \phi$, it follows from the comparison principle that

$$
0 \leq u_{n}^{-}(x) \leq u_{n}(x) \leq u_{n}^{+}(x), \quad \forall x \in \mathbb{R}, n \geq 0
$$

For any $c \in\left(0, c^{*}\right)$, Theorem 2.1 (ii) implies that $\lim _{n \rightarrow \infty,|x| \leq c n} u_{n}^{ \pm}(x)=u_{ \pm}^{*}$. Thus, we have

$$
u_{-}^{*} \leq \liminf _{n \rightarrow \infty,|x| \leq c n} u_{n}(x) \leq \limsup _{n \rightarrow \infty,|x| \leq c n} u_{n}(x) \leq u_{+}^{*}
$$

Case 3. In the case where (C1) holds, we see that $u^{*} \leq u_{+}^{*} \leq b=u^{*}$. Further, it follows from the definition of $f^{-}$that $f^{-}(u)=f(u), \forall u \in\left[b-\epsilon_{0}, b\right]$, and hence, $u_{-}^{*}=u^{*}$. Since $u_{-}^{*}=u_{+}^{*}=u^{*}$, the upward convergence in case (3) follows from the conclusion in case (2).

In the case where (C2) holds, we use similar arguments as in the proof of [17, Lemma 3.10] (see also the proof of [19, Theorem 2.5]). For any $(v, w) \in[0, b]^{2}$, let

$$
g(v, w)= \begin{cases}\min \{f(u): v \leq u \leq w\}, & \text { if } v \leq w  \tag{2.4}\\ \max \{f(u): w \leq u \leq v\}, & \text { if } w \leq v\end{cases}
$$

Then $g(v, w)$ is nondecreasing in $v \in[0, b]$ and nonincreasing in $w \in[0, b]$. Moreover, $f(u)=g(u, u)$, and $g(v, w)$ is continuous in $(v, w) \in[0, b]^{2}$ (see [18, section 2]). For a given $u_{0} \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$, let $u_{n}=Q^{n}\left(u_{0}\right), \forall n \geq 0$. Then we have

$$
u_{n+1}(x)=\int_{\mathbb{R}} g\left(u_{n}(x-y), u_{n}(x-y)\right) k(y) d y, \quad n \geq 0
$$

For any $\beta \in\left(0, c^{*}\right)$, we define

$$
U_{*}(\beta):=\liminf _{n \rightarrow \infty,|x| \leq \beta n} u_{n}(x), \quad U^{*}(\beta):=\limsup _{n \rightarrow \infty,|x| \leq \beta n} u_{n}(x) .
$$

Let $c \in\left(0, c^{*}\right)$ be given. We fix a number $\gamma \in\left(c, c^{*}\right)$ and define

$$
V_{*}(c, \gamma)=\inf _{c<\beta<\gamma} U_{*}(\beta), \quad V^{*}(c, \gamma)=\sup _{c<\beta<\gamma} U^{*}(\beta)
$$

It then follows that

$$
V_{*}(c, \gamma) \leq U_{*}(\beta) \leq U^{*}(\beta) \leq V^{*}(c, \gamma), \quad \forall \beta \in[c, \gamma]
$$

By the conclusion in case 2, we have

$$
0<u_{-}^{*} \leq U_{*}(\beta) \leq U^{*}(\beta) \leq u_{+}^{*}, \quad \forall \beta \in\left(0, c^{*}\right)
$$

and hence,

$$
0<u_{-}^{*} \leq V_{*}(c, \gamma) \leq V^{*}(c, \gamma) \leq u_{+}^{*} \leq b
$$

For any $\beta \in(c, \gamma)$, we choose two sequences $n_{j} \rightarrow \infty$ and $x_{j} \in \mathbb{R}$ with $\left|x_{j}\right| \leq \beta n_{j}$ such that $\lim _{j \rightarrow \infty} u_{n_{j}}\left(x_{j}\right)=U_{*}(\beta)$. It is easy to see that

$$
U_{*}(\gamma) \leq \liminf _{j \rightarrow \infty} u_{n_{j}-1}\left(x_{j}-y\right) \leq \limsup _{j \rightarrow \infty} u_{n_{j}-1}\left(x_{j}-y\right) \leq U^{*}(\gamma), \forall y \in \mathbb{R}
$$

Since $u_{n_{j}}\left(x_{j}\right)=\int_{\mathbb{R}} g\left(u_{n_{j}-1}\left(x_{j}-y\right), u_{n_{j}-1}\left(x_{j}-y\right)\right) k(y) d y$, it follows from Fatou's lemma that

$$
U_{*}(\beta) \geq \int_{\mathbb{R}} \liminf _{j \rightarrow \infty} g\left(u_{n_{j}-1}\left(x_{j}-y\right), u_{n_{j}-1}\left(x_{j}-y\right)\right) k(y) d y
$$

and hence

$$
\begin{aligned}
U_{*}(\beta) & \geq \int_{\mathbb{R}} g\left(U_{*}(\gamma), U^{*}(\gamma)\right) k(y) d y \\
& =g\left(U_{*}(\gamma), U^{*}(\gamma)\right) \geq g\left(V_{*}(c, \gamma), V^{*}(c, \gamma)\right)
\end{aligned}
$$

Similarly, we have

$$
U^{*}(\beta) \leq g\left(U^{*}(\gamma), U_{*}(\gamma)\right) \leq g\left(V^{*}(c, \gamma), V_{*}(c, \gamma)\right)
$$

Thus,

$$
\begin{equation*}
V_{*}(c, \gamma) \geq g\left(V_{*}(c, \gamma), V^{*}(c, \gamma)\right), \quad V^{*}(c, \gamma) \leq g\left(V^{*}(c, \gamma), V_{*}(c, \gamma)\right) \tag{2.5}
\end{equation*}
$$

By the definition of function $g$, we can find $v, w \in\left[V_{*}(c, \gamma), V^{*}(c, \gamma)\right] \subset(0, b]$ such that

$$
g\left(V^{*}(c, \gamma), V_{*}(c, \gamma)\right)=f(v) \quad \text { and } \quad g\left(V_{*}(c, \gamma), V^{*}(c, \gamma)\right)=f(w)
$$

It then follows from (2.5) that

$$
\begin{equation*}
f(w) \leq V_{*}(c, \gamma) \leq v, w \leq V^{*}(c, \gamma) \leq f(v) \tag{2.6}
\end{equation*}
$$

and hence,

$$
\frac{f(w)}{w} \leq 1=\frac{f\left(u^{*}\right)}{u^{*}} \leq \frac{f(v)}{v}
$$

This, together with the strict monotonicity of $\frac{f(u)}{u}$ on $(0, b]$, implies that $v \leq u^{*} \leq w$. By (2.6) and the property ( P ), we obtain $v=w$. It then follows from (2.6) that $V_{*}(c, \gamma) \geq f(w)=f(v) \geq V^{*}(c, \gamma)$, and hence, $0<V_{*}(c, \gamma)=V^{*}(c, \gamma) \leq b$. From (2.5), we have

$$
V_{*}(c, \gamma) \geq g\left(V_{*}(c, \gamma), V_{*}(c, \gamma)\right) \geq V^{*}(c, \gamma)
$$

and hence, $0<V_{*}(c, \gamma)=f\left(V_{*}(c, \gamma)\right)$. By the uniqueness of the positive fixed point of $f$ in $[0, b]$, it follows that $V_{*}(c, \gamma)=u^{*}$. Consequently,

$$
u^{*}=V_{*}(c, \gamma) \leq U_{*}(c) \leq U^{*}(c) \leq V^{*}(c, \gamma)=u^{*}
$$

which implies that $\lim _{n \rightarrow \infty,|x| \leq c n} u_{n}(x)=u^{*}$ for any $c \in\left(0, c^{*}\right)$.
Remark 2.1. Under the assumption that $\int_{\mathbb{R}^{m}} k(y) d y=1, k(x)=k(y), \forall x, y \in \mathbb{R}^{m}$ with $|x|=|y|$, Theorem 2.2 is still valid if we replace $\int_{\mathbb{R}}$ with $\int_{\mathbb{R}^{m}}$.
3. Traveling waves. In this section, we establish the existence and nonexistence of traveling waves for systems (2.3) by appealing to the Schauder fixed point theorem and the property of the spreading speed.

For a given $\lambda>0$, let

$$
X_{\lambda}:=\left\{\phi \in C(\mathbb{R}, \mathbb{R}): \quad \sup _{\xi \in \mathbb{R}}|\phi(\xi)| e^{-\lambda \xi}<+\infty\right\}
$$

and $\|\phi\|_{\lambda}=\sup _{\xi \in \mathbb{R}}|\phi(\xi)| e^{-\lambda \xi}$. It then follows that $\left(X_{\lambda},\|\cdot\|_{\lambda}\right)$ is a Banach space.

Define

$$
\Phi(\lambda)=\frac{\ln \left(f^{\prime}(0) \int_{\mathbb{R}} e^{-\lambda y} k(y) d y\right)}{\lambda}, \quad \forall \lambda \in(0, \Delta)
$$

and

$$
K(c, \lambda)=f^{\prime}(0) e^{-c \lambda} \int_{\mathbb{R}} e^{-\lambda y} k(y) d y, \quad \forall c \in \mathbb{R}_{+}, \lambda \in(0, \Delta)
$$

By [11, Lemma 3.8], it follows that for any $c>c_{f}^{*}$, there exist $0<\lambda_{1}=\lambda_{1}(c)<\lambda_{2}=$ $\lambda_{2}(c)<\Delta$ such that $\Phi\left(\lambda_{1}\right)=c$ and $\Phi(\lambda)<c, \forall \lambda \in\left(\lambda_{1}, \lambda_{2}\right)$. Thus, we have

$$
K\left(c, \lambda_{1}\right)=1, \quad K(c, \lambda)<1, \forall \lambda \in\left(\lambda_{1}, \lambda_{2}\right) .
$$

Note that if $f^{\prime \prime}(0)$ exists, then $f(u) \geq f^{\prime}(0) u-a u^{2}, \forall u \in[0, \delta]$, for appropriate $a>0$ and $\delta>0$. To obtain the existence of traveling waves, we impose the following weaker condition on $f$ (cf. [3]).
(F3) There exist real numbers $\delta^{*} \in\left(0, \min \left(\delta_{0}, u_{+}^{*}\right)\right], \sigma>1$ and $a>0$ such that $f(u) \geq f^{\prime}(0) u-a u^{\sigma}, \forall u \in\left[0, \delta^{*}\right]$.
Theorem 3.1. Let (F1)-(F3) hold. Then the following statements are valid:
(1) For any $c \in\left(0, c_{f}^{*}\right)$, (2.3) has no traveling wave $U(x+c n)$ with $U \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$ and $U(-\infty)=0$.
(2) For any $c>c_{f}^{*}$, (2.3) has a traveling wave $U(x+c n)$ such that $U \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$, $U(-\infty)=0$, and

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U(\xi) \leq \limsup _{\xi \rightarrow+\infty} U(\xi) \leq u_{+}^{*}
$$

If, in addition, either (C1) or (C2) holds, then $U(+\infty)=u^{*}$.
Proof. Case 1. Assume, by contradiction, that for some $c_{0} \in\left(0, c_{f}^{*}\right)$, (2.3) has a traveling wave $u_{n}(x):=U\left(x+c_{0} n\right)$ with $U \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$ and $U(-\infty)=0$. By Theorem 2.2 (2), there holds

$$
\liminf _{n \rightarrow \infty,|x| \leq c n} u_{n}(x) \geq u_{-}^{*}>0, \quad \forall c \in\left(0, c_{f}^{*}\right)
$$

Choose $\tilde{c} \in\left(c_{0}, c_{f}^{*}\right)$ and let $x=-\tilde{c} n$. Then $\liminf _{n \rightarrow \infty} u_{n}(-\tilde{c} n)=\liminf _{n \rightarrow \infty} U\left(\left(c_{0}-\right.\right.$ $\tilde{c}) n)>0$, but $\lim _{n \rightarrow \infty} U\left(\left(c_{0}-\tilde{c}\right) n\right)=U(-\infty)=0$, a contradiction.

Case 2. Let $c>c_{f}^{*}$ be given. Define a mapping $T: \mathcal{C}_{b} \rightarrow \mathcal{C}_{b}$ by

$$
\begin{equation*}
T(\phi)(\xi)=\int_{\mathbb{R}} f(\phi(\xi-c-y)) k(y) d y, \quad \forall \xi \in \mathbb{R}, \phi \in \mathcal{C}_{b} . \tag{3.1}
\end{equation*}
$$

Let $T^{ \pm}$be defined as in (3.1) with $f$ replaced by $f^{ \pm}$. It then follows that $T^{ \pm}$is nondecreasing with respect to the pointwise ordering on $\mathcal{C}_{b}$, and that

$$
T^{-}(\phi) \leq T(\phi) \leq T^{+}(\phi), \quad \forall \phi \in \mathcal{C}_{b}
$$

Following [3], we define

$$
\phi^{+}(\xi):=\min \left\{u_{+}^{*} e^{\lambda_{1} \xi}, u_{+}^{*}\right\}, \quad \forall \xi \in \mathbb{R} .
$$

Since $f^{+}(u)$ is nondecreasing in $u$ and $\phi^{+}(\xi) \leq u_{+}^{*}, \forall \xi \in \mathbb{R}$, we obtain

$$
\begin{equation*}
T^{+}\left(\phi^{+}\right)(\xi) \leq \int_{\mathbb{R}} f^{+}\left(u_{+}^{*}\right) k(y) d y=f^{+}\left(u_{+}^{*}\right)=u_{+}^{*}, \quad \forall \xi \in \mathbb{R} \tag{3.2}
\end{equation*}
$$

Note that $f^{+}(u) \leq f^{\prime}(0) u, \forall u \in[0, b]$, and $\phi^{+}(\xi) \leq u_{+}^{*} e^{\lambda_{1} \xi}, \forall \xi \in \mathbb{R}$. Thus, we further have

$$
\begin{align*}
T^{+}\left(\phi^{+}\right)(\xi) & \leq \int_{\mathbb{R}} f^{\prime}(0) \phi^{+}(\xi-c-y) k(y) d y \\
& \leq f^{\prime}(0) \int_{\mathbb{R}} u_{+}^{*} e^{\lambda_{1}(\xi-c-y)} k(y) d y \\
& =u_{+}^{*} e^{\lambda_{1} \xi} K\left(c, \lambda_{1}\right)=u_{+}^{*} e^{\lambda_{1} \xi}, \forall \xi \in \mathbb{R} \tag{3.3}
\end{align*}
$$

By (3.2), (3.3), and the definition of $\phi^{+}$, it then follows that $T^{+}\left(\phi^{+}\right) \leq \phi^{+}$. We first fix a sufficiently small $\epsilon^{*} \in\left(0, \lambda_{1}(\sigma-1)\right]$ such that $\lambda_{1}+\epsilon^{*}<\lambda_{2}$, and hence $K\left(c, \lambda_{1}+\epsilon^{*}\right)<1$. We then choose a sufficiently large number $M \geq 1$ such that

$$
\begin{equation*}
\left(1+\frac{a\left(u_{+}^{*}\right)^{\sigma}}{f^{\prime}(0) \delta^{*} M}\right) K\left(c, \lambda_{1}+\epsilon^{*}\right)<1 \tag{3.4}
\end{equation*}
$$

Following [19], we define

$$
\phi^{-}(\xi):=\max \left\{0, \delta^{*}\left(1-M e^{\epsilon^{*} \xi}\right) e^{\lambda_{1} \xi}\right\}, \quad \forall \xi \in \mathbb{R}
$$

Let $\xi_{0}:=-\frac{\ln M}{\epsilon^{*}}$. Then we have

$$
\phi^{-}(\xi)=0, \forall \xi \geq \xi_{0}, \quad \phi^{-}(\xi)=\delta^{*} e^{\lambda_{1} \xi}-\delta^{*} M e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}, \forall \xi \leq \xi_{0}
$$

Since $\delta^{*} \leq u_{+}^{*}, \xi_{0} \leq 0$, and $0<\epsilon^{*} \leq \lambda_{1}(\sigma-1)$, it is easy to see that

$$
0 \leq \phi^{-}(\xi) \leq \phi^{+}(\xi), \quad\left(\phi^{-}(\xi)\right)^{\sigma} \leq\left(u_{+}^{*}\right)^{\sigma} e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}, \quad \forall \xi \in \mathbb{R}
$$

Clearly, we have

$$
\begin{equation*}
T^{-}\left(\phi^{-}\right)(\xi) \geq 0, \quad \forall \xi \in \mathbb{R} \tag{3.5}
\end{equation*}
$$

Since $\phi^{-}(\xi) \geq \delta^{*} e^{\lambda_{1} \xi}-\delta^{*} M e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}, \forall \xi \in \mathbb{R}$, it follows from (3.4) that

$$
\begin{aligned}
f^{\prime}(0) \phi^{-}(\xi)-a\left(\phi^{-}(\xi)\right)^{\sigma} & \geq f^{\prime}(0) \delta^{*} e^{\lambda_{1} \xi}-f^{\prime}(0) \delta^{*} M e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}-a\left(u_{+}^{*}\right)^{\sigma} e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi} \\
& =f^{\prime}(0) \delta^{*} e^{\lambda_{1} \xi}-f^{\prime}(0) \delta^{*} M e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}\left(1+\frac{a\left(u_{+}^{*}\right)^{\sigma}}{f^{\prime}(0) \delta^{*} M}\right) \\
& \geq f^{\prime}(0) \delta^{*} e^{\lambda_{1} \xi}-\frac{f^{\prime}(0) \delta^{*} M}{K\left(c, \lambda_{1}+\epsilon^{*}\right)} e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}, \quad \forall \xi \in \mathbb{R} .
\end{aligned}
$$

In view of (F3) and the fact that $f^{-}(u)=f(u), \forall u \in\left[0, \delta_{0}\right]$, we then have

$$
\begin{align*}
T^{-}\left(\phi^{-}\right)(\xi) & \geq \int_{\mathbb{R}}\left(f^{\prime}(0) \phi^{-}(\xi-c-y)-a\left(\phi^{-}(\xi-c-y)\right)^{\sigma}\right) k(y) d y \\
& \geq \int_{\mathbb{R}}\left(f^{\prime}(0) \delta^{*} e^{\lambda_{1}(\xi-c-y)}-\frac{f^{\prime}(0) \delta^{*} M}{K\left(c, \lambda_{1}+\epsilon^{*}\right)} e^{\left(\lambda_{1}+\epsilon^{*}\right)(\xi-c-y)}\right) k(y) d y \\
& =\delta^{*} e^{\lambda_{1} \xi} K\left(c, \lambda_{1}\right)-\frac{\delta^{*} M}{K\left(c, \lambda_{1}+\epsilon^{*}\right)} e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi} K\left(c, \lambda_{1}+\epsilon^{*}\right) \\
& =\delta^{*} e^{\lambda_{1} \xi}-\delta^{*} M e^{\left(\lambda_{1}+\epsilon^{*}\right) \xi}, \quad \forall \xi \in \mathbb{R} \tag{3.6}
\end{align*}
$$

By (3.5), (3.6), and the definition of $\phi^{-}$, it follows that $T^{-}\left(\phi^{-}\right) \geq \phi^{-}$.

Now we fix a number $\lambda \in\left(0, \lambda_{1}\right)$. It is easy to see that both $\phi^{-}$and $\phi^{+}$are elements in $X_{\lambda}$. Thus, the set

$$
Y:=\left\{\phi \in X_{\lambda}: \phi^{-}(\xi) \leq \phi(\xi) \leq \phi^{+}(\xi), \forall \xi \in \mathbb{R}\right\}
$$

is a nonempty, closed, and convex subset of $X_{\lambda}$. For any $\phi \in Y$, we have

$$
\phi^{-} \leq T^{-}\left(\phi^{-}\right) \leq T^{-}(\phi) \leq T(\phi) \leq T^{+}(\phi) \leq T^{+}\left(\phi^{+}\right) \leq \phi^{+}
$$

and hence $T(Y) \subset Y$. For any $\phi, \psi \in Y$, there holds

$$
\begin{aligned}
\|T(\phi)-T(\psi)\|_{\lambda} & =\sup _{\xi \in \mathbb{R}}|T(\phi)(\xi)-T(\psi)(\xi)| e^{-\lambda \xi} \\
& \leq L \cdot \sup _{\xi \in \mathbb{R}} \int_{\mathbb{R}}|\phi(\xi-c-y)-\psi(\xi-c-y)| e^{-\lambda \xi} k(y) d y \\
& \leq L\|\phi-\psi\|_{\lambda} \int_{\mathbb{R}} e^{-\lambda(c+y)} k(y) d y \\
& =\left(L e^{-\lambda c} \int_{\mathbb{R}} e^{-\lambda y} k(y) d y\right)\|\phi-\psi\|_{\lambda} .
\end{aligned}
$$

This implies that $T: Y \rightarrow Y$ is continuous. We further show that $T(Y)$ is precompact in $X_{\lambda}$. For any $\phi \in Y, \xi_{1}, \xi_{2} \in \mathbb{R}$, we have

$$
\begin{aligned}
\left|T(\phi)\left(\xi_{1}\right)-T(\phi)\left(\xi_{2}\right)\right| & =\left|\int_{\mathbb{R}} f(\phi(z))\left(k\left(\xi_{1}-c-z\right)-k\left(\xi_{2}-c-z\right)\right) d z\right| \\
& \leq b \int_{\mathbb{R}}\left|k\left(\xi_{1}-c-z\right)-k\left(\xi_{2}-c-z\right)\right| d z \\
& =b \int_{\mathbb{R}}\left|k\left(\xi_{1}-\xi_{2}+y\right)-k(y)\right| d y \\
& =b \cdot g\left(\xi_{1}-\xi_{2}\right)
\end{aligned}
$$

where $g(\xi)=\int_{\mathbb{R}}|k(\xi+y)-k(y)| d y, \forall \xi \in \mathbb{R}$. Since $\lim _{\xi \rightarrow 0} g(\xi)=0$, it follows that the family of functions $\{T(\phi)(\xi): \phi \in Y\}$ is uniformly bounded and equicontinuous in $\xi \in \mathbb{R}$. Thus, for any given sequence $\left\{\psi_{n}\right\}_{n \geq 1}$ in $T(Y)$, there exist $n_{k} \rightarrow \infty$ and $\psi \in C(\mathbb{R}, \mathbb{R})$ such that $\lim _{k \rightarrow \infty} \psi_{n_{k}}(\xi)=\psi(\xi)$ uniformly for $\xi$ in any compact subset of $\mathbb{R}$. Since $\phi^{-}(\xi) \leq \psi_{n_{k}}(\xi) \leq \phi^{+}(\xi), \forall \xi \in \mathbb{R}$, we have $\phi^{-}(\xi) \leq \psi(\xi) \leq \phi^{+}(\xi), \forall \xi \in \mathbb{R}$, and hence, $\psi \in Y$. Note that

$$
\lim _{\xi \rightarrow+\infty}\left(\phi^{+}(\xi)-\phi^{-}(\xi)\right) e^{-\lambda \xi}=0
$$

and

$$
\lim _{\xi \rightarrow-\infty}\left(\phi^{+}(\xi)-\phi^{-}(\xi)\right) e^{-\lambda \xi}=0
$$

Therefore, for any $\epsilon>0$, there exists $B>0$ such that

$$
0 \leq\left(\phi^{+}(\xi)-\phi^{-}(\xi)\right) e^{-\lambda \xi}<\epsilon, \quad \forall|\xi| \geq B
$$

Since $\lim _{k \rightarrow \infty}\left(\psi_{n_{k}}(\xi)-\psi(\xi)\right) e^{-\lambda \xi}=0$ uniformly for $\xi \in[-B, B]$, there exists an integer $N>0$ such that

$$
\left|\psi_{n_{k}}(\xi)-\psi(\xi)\right| e^{-\lambda \xi}<\epsilon, \quad \forall \xi \in[-B, B], k \geq N
$$

It then follows that

$$
\left\|\psi_{n_{k}}-\psi\right\|_{\lambda}=\sup _{\xi \in \mathbb{R}}\left|\psi_{n_{k}}(\xi)-\psi(\xi)\right| e^{-\lambda \xi} \leq \epsilon, \quad \forall k \geq N
$$

This implies that $\lim _{k \rightarrow \infty} \psi_{n_{k}}=\psi$ in $X_{\lambda}$. By the Schauder fixed point theorem, there exists $U \in Y$ such that $U=T(U)$, and hence, $U(x+c n)$ is a traveling wave of (2.3). Since $\phi^{-}(\xi) \leq U(\xi) \leq \phi^{+}(\xi), \forall \xi \in \mathbb{R}$, we have $U(-\infty)=0$ and $U \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}$.

Let $u_{n}(x):=U(x+c n), \forall n \geq 0$, and fix a number $\bar{c} \in\left(0, c_{f}^{*}\right)$. By Theorem 2.2 (2), it follows that

$$
0<u_{-}^{*} \leq \liminf _{n \rightarrow \infty,|x| \leq \bar{c} n} u_{n}(x) \leq \limsup _{n \rightarrow \infty,|x| \leq \bar{c} n} u_{n}(x) \leq u_{+}^{*}
$$

and hence,

$$
u_{-}^{*} \leq \liminf _{n \rightarrow \infty} u_{n}(-\gamma n) \leq \limsup _{n \rightarrow \infty} u_{n}(-\gamma n) \leq u_{+}^{*}
$$

uniformly for $\gamma \in[0, \bar{c}]$. This implies that

$$
u_{-}^{*} \leq \liminf _{n \rightarrow \infty} U(s n) \leq \limsup _{n \rightarrow \infty} U(s n) \leq u_{+}^{*}
$$

uniformly for $s \in[c-\bar{c}, c]$. Let

$$
a_{n}=n(c-\bar{c}), \quad b_{n}=n c, \quad \forall n \geq 1
$$

Thus, there exists $N_{0}>0$ such that $a_{n+1}-b_{n}<0, \forall n \geq N_{0}$, and hence,

$$
\cup_{n \geq m}\left[a_{n}, b_{n}\right]=\left[a_{m},+\infty\right), \forall m \geq N_{0}
$$

It then follows that

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U(\xi) \leq \limsup _{\xi \rightarrow+\infty} U(\xi) \leq u_{+}^{*}
$$

If, in addition, either (C1) or (C2) holds, then Theorem 2.2 (3) implies that

$$
\lim _{n \rightarrow \infty,|x| \leq \bar{c} n} u_{n}(x)=u^{*}, \forall \bar{c} \in\left(0, c_{f}^{*}\right)
$$

By the same arguments as above, we further have $U(+\infty)=u^{*}$.
Theorem 3.2. Let (F1)-(F3) hold. Then (2.3) has a traveling wave $U\left(x+c_{f}^{*} n\right)$ such that $U \in \mathcal{C}_{u_{+}^{*}} \backslash\left\{0, u^{*}\right\}$ and

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U(\xi) \leq \limsup _{\xi \rightarrow+\infty} U(\xi) \leq u_{+}^{*}
$$

If, in addition, either $(\mathrm{C} 1)$ or $(\mathrm{C} 2)$ holds, then $U(+\infty)=u^{*}$.
Proof. Choose a sequence $\left\{c_{j}\right\}_{j \geq 1} \subset\left(c_{f}^{*},+\infty\right)$ such that $\lim _{j \rightarrow \infty} c_{j}=c_{f}^{*}$. By Theorem 3.1 (2), it follows that (2.3) has a traveling wave $U_{j}\left(x+c_{j} n\right)$ such that $U_{j} \in \mathcal{C}_{u_{+}^{*}} \backslash\{0\}, U_{j}(-\infty)=0$, and

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U_{j}(\xi) \leq \limsup _{\xi \rightarrow+\infty} U_{j}(\xi) \leq u_{+}^{*}
$$

Without loss of generality, we assume that $U_{j}(0)=\frac{1}{2} u_{-}^{*}>0, \forall j \geq 1$. Note that

$$
\begin{equation*}
U_{j}(\xi)=\int_{\mathbb{R}} f\left(U_{j}\left(\xi-c_{j}-y\right)\right) k(y) d y, \quad \forall \xi \in \mathbb{R}, j \geq 1 \tag{3.7}
\end{equation*}
$$

It follows that

$$
\left|U_{j}\left(\xi_{1}\right)-U_{j}\left(\xi_{2}\right)\right| \leq b \cdot g\left(\xi_{1}-\xi_{2}\right), \forall \xi_{1}, \xi_{2} \in \mathbb{R}, j \geq 1
$$

where $g(\xi)$ is defined as in the proof of Theorem 3.1. Then the family of functions $\left\{U_{j}(\xi): j \geq 1\right\}$ is uniformly bounded and equicontinuous in $\xi \in \mathbb{R}$. Thus, there exist $j_{k} \rightarrow+\infty$ and $U \in C(\mathbb{R}, \mathbb{R})$ such that $\lim _{k \rightarrow \infty} U_{j_{k}}(\xi)=U(\xi)$ uniformly for $\xi$ in any compact subset of $\mathbb{R}$. Clearly, $U \in \mathcal{C}_{u_{+}^{*}}$ and $U(0)=\frac{1}{2} u_{-}^{*}$. Letting $j=j_{k} \rightarrow+\infty$ in (3.7) and using the dominated convergence theorem, we obtain

$$
U(\xi)=\int_{\mathbb{R}} f\left(U\left(\xi-c_{f}^{*}-y\right)\right) k(y) d y, \forall \xi \in \mathbb{R}
$$

and hence, $u_{n}(x):=U\left(x+c_{f}^{*} n\right)$ is a traveling wave of (2.3). As in the proof of Theorem 3.1 (2), we see that Theorem 2.2 (2) and (3) imply the asymptotic behavior of $U(\xi)$ as $\xi \rightarrow+\infty$.

Compared with Theorem 3.1 (2), we expect that $U(-\infty)=0$ in Theorem 3.2. However, we are not able to prove it at this moment since the limiting function $U(\xi)$ may not be nondecreasing on $\mathbb{R}$.
4. Examples. In this section, we present illustrative examples by choosing three types of growth functions from population biology.

First, we consider the logistic type function $f(u)=r u\left(1-\frac{u}{K}\right), r>0, K>0$. Clearly, $f^{\prime}(0)=r, \max _{u \in[0, K]} f(u)=f(K / 2)=\frac{r K}{4}, \frac{f(u)}{u}=r\left(1-\frac{u}{K}\right)$ is strictly decreasing on $(0, K]$, and $u^{*}:=K\left(1-\frac{1}{r}\right)$ is the unique positive fixed point of $f$ on $[0, K]$. Assume that $1<r<4$ so that we have $f^{\prime}(0)>1$ and $f((0, K]) \subset(0, K]$. It is easy to verify that $f(u)$ is strictly increasing on $\left[0, u^{*}\right]$ if $r \in(0,2]$. In the case where $r \in(1,2]$, we choose $b=: u^{*}$, and hence, $u_{-}^{*}=u_{+}^{*}=u^{*}$. In the case $r \in(2,4)$, we choose $b:=\frac{r K}{4}$, and hence, $u_{+}^{*}=b, u_{-}^{*}=f(b)=\frac{r^{2} K(4-r)}{16}$. Note that

$$
\frac{f^{2}(u)}{u}=\frac{r^{2}}{K^{3}}\left(K^{2}(K-u)-r u(K-u)^{2}\right) .
$$

It then follows that $f(u)$ satisfies the property (P2) if $r \in(2,3]$. By Theorems 2.1 and 2.2 and Theorems 3.1 and 3.2 , we have the following result.

EXAMPLE 4.1. Let $f(u)=r u\left(1-\frac{u}{K}\right)$ with $K>0$ and $r \in(1,4), b, u_{+}^{*}$ and $u_{-}^{*}$ be defined as above, and $c_{f}^{*}$ be defined as in (2.2) with $h=f$. Then the following statements are valid:
(i) $c_{f}^{*}$ is the spreading speed of (2.3) in the sense that both conclusions (1) and (2) in Theorem 2.2 hold. Further, the conclusion (3) in Theorem 2.2 holds in the case where $r \in(1,3]$.
(ii) For any $c \in\left(0, c_{f}^{*}\right)$, (2.3) has no traveling wave $U(x+c n)$ with $U \in \mathcal{C}_{b} \backslash\{0\}$ and $U(-\infty)=0$, and for any $c \geq c_{f}^{*}$, (2.3) has a traveling wave $U(x+c n)$ with $U \in \mathcal{C}_{u_{+}^{*}} \backslash\left\{0, u^{*}\right\}$ and

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U(\xi) \leq \limsup _{\xi \rightarrow+\infty} U(\xi) \leq u_{+}^{*}
$$

Further, $U(+\infty)=u^{*}$ in the case where $r \in(1,3]$. If $r \in(1,2]$, then $U(-\infty)=0$ and $U(\xi)$ is nondecreasing in $\xi$ for all $c \geq c_{f}^{*}$. If $r \in(2,3]$, then $U(-\infty)=0$ for all $c>c_{f}^{*}$.
In Example 4.1, we can also verify that for any $r>0, u f(u)$ is strictly increasing on $[0,2 K / 3]$ and strictly decreasing on $[2 K / 3,+\infty)$. It then follows that $f(u)$ satisfies the property (P1) if $r \in(2,8 / 3]$, but does not satisfy the property (P1) if $r \in(8 / 3,4)$. So we chose to use the property ( P 2 ) to obtain the upward convergence as stated in Theorem 2.2 (3) for $r$ in a larger interval $(1,3]$. By taking $u_{0}$ as a constant function in integrodifference equation (2.3), we see that the upward convergence implies that $u^{*}$ is a globally attractive fixed point for the map $f$ on $\left(0, u_{+}^{*}\right]$. Note that $\left|f^{\prime}\left(u^{*}\right)\right|=$ $|2-r|>1, \forall r \in(3,4)$. By [5, Theorem 3.8], it then follows that for any $r \in(3,4)$, $u^{*}$ is a unstable fixed point of $f$. This implies that the upward convergence does not hold for any $r \in(3,4)$. Thus, the interval $(1,3]$ for parameter $r$ is optimal for the upward convergence.

Among other things, Kot [7] observed numerically four types of discrete-time traveling waves for the integrodifference equation (2.3) with $f(u)=\left(1+r_{0}\right) u-r_{0} u^{2}$ and $k(x)=3 e^{-6|x|}$ : a simple monotone traveling for $r_{0}=0.9$ ([7, Figure 7]); a traveling wave with damped spatial oscillations for $r_{0}=1.9$ ([7, Figure 8]); a traveling two-cycle for $r_{0}=2.2$ ([7, Figures 9a,b]; and a traveling four-cycle for $r_{0}=2.5$ ( $[7$, Figures 10a-d]. Clearly, this system is a special case of Example 4.1 with $r=1+r_{0}$ and $K=\left(1+r_{0}\right) / r_{0}$. It is easy to see that our analytic results in Example 4.1 are consistent with these numerical simulations. Note that there is an increasing sequence of parameter values $r_{1}=3<r_{2} \approx 3.449<r_{3} \approx 3.544<r_{4} \approx 3.564<\ldots$ at which the logistic map $f(u)=r u\left(1-\frac{u}{K}\right)$ repeatedly undergoes a period-doubling bifurcation (see, e.g., [5, section 3.5]). Further, when $r \approx 3.839, f$ has a unique asymptotically stable periodic orbit of minimal period 3. It is a challenging problem to prove the existence of a traveling three-cycle for the integrodifference equation (2.3) associated with the logistic map when $r \approx 3.839$.

Next, we consider the Ricker type function $f(u)=q u e^{-p u}, q>1, p>0$. Clearly, $f^{\prime}(0)=q$ and $\frac{f(u)}{u}=q e^{-p u}$ is strictly decreasing on $(0,+\infty)$. It is easy to see that $u^{*}:=\frac{\ln q}{p}$ is the unique positive fixed point of $f$ on $[0,+\infty)$, that $\max _{u \in[0,+\infty)} f(u)=$ $f(1 / p)=\frac{q}{p e}$, and that $f(u)$ is strictly increasing on $\left[0, u^{*}\right]$ if $q \in(1, e]$. In the case where $q \in(1, e]$, we choose $b:=u^{*}$, and hence, $u_{-}^{*}=u_{+}^{*}=u^{*}$. In the case where $q>e$, we choose $b:=\frac{q}{p e}$, and hence, $u_{+}^{*}=b, u_{-}^{*}=f(b)=\frac{q^{2}}{p e} e^{-q / e}$. Note that

$$
\frac{f^{2}(u)}{u}=q^{2} e^{-p\left(u+q u e^{-p u}\right)} .
$$

An elementary analysis shows that $f(u)$ satisfies the property (P2) if $q \in\left(e, e^{2}\right]$. By Theorems 2.1 and 2.2 and Theorems 3.1 and 3.2 , we have the following result.

EXAMPLE 4.2. Let $f(u)=q u e^{-p u}$ with $q>1$ and $p>0, b, u_{+}^{*}$ and $u_{-}^{*}$ be defined as above, and $c_{f}^{*}$ be defined as in (2.2) with $h=f$. Then the following statements are valid:
(i) $c_{f}^{*}$ is the spreading speed of (2.3) in the sense that both conclusions (1) and (2) in Theorem 2.2 hold. Further, conclusion (3) in Theorem 2.2 holds in the case where $q \in\left(1, e^{2}\right]$.
(ii) For any $c \in\left(0, c_{f}^{*}\right)$, (2.3) has no traveling wave $U(x+c n)$ with $U \in \mathcal{C}_{b} \backslash\{0\}$ and $U(-\infty)=0$, and for any $c \geq c_{f}^{*}$, (2.3) has a traveling wave $U(x+c n)$
with $U \in \mathcal{C}_{u_{+}^{*}} \backslash\left\{0, u^{*}\right\}$ and

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U(\xi) \leq \limsup _{\xi \rightarrow+\infty} U(\xi) \leq u_{+}^{*} .
$$

Further, $U(+\infty)=u^{*}$ in the case where $q \in\left(1, e^{2}\right]$. If $q \in(1, e]$, then $U(-\infty)=0$ and $U(\xi)$ is nondecreasing in $\xi$ for all $c \geq c_{f}^{*}$. If $q \in\left(e, e^{2}\right]$, then $U(-\infty)=0$ for all $c>c_{f}^{*}$.
In Example 4.2, for any $q>e^{2}$, we have $\left|f^{\prime}\left(u^{*}\right)\right|=|1-\ln q|>1$, and hence, $u^{*}$ is an unstable fixed point of $f$. As discussed in Example 4.1, it follows that the interval $\left(1, e^{2}\right]$ for parameter $q$ is optimal for the upward convergence.

Finally, we consider the generalized Beverton-Holt-type function $f(u)=\frac{p u}{q+u^{m}}$, $m>0$, and $p>q>0$. Clearly, $f^{\prime}(0)=p / q$ and $\frac{f(u)}{u}=\frac{p}{q+u^{m}}$ is strictly decreasing on $(0,+\infty)$. It is easy to see that $u^{*}:=(p-q)^{\frac{1}{m}}$ is the unique positive fixed point of $f$ on $[0,+\infty)$, and that $f(u)$ is strictly increasing on $[0,+\infty)$ in the case where $m \in(0,1]$. In the case where $m>1$, we have

$$
\max _{u \in[0,+\infty)} f(u)=f(\bar{u})=\frac{p(m-1) \bar{u}}{q m}, \quad \bar{u}:=\left(\frac{q}{m-1}\right)^{\frac{1}{m}} .
$$

By elementary analysis, it follows that $f(u)$ is strictly increasing on $\left[0, u^{*}\right]$ if $m \in$ $(1, p /(p-q)]$, that $u f(u)$ is strictly increasing on $[0,+\infty)$ if $m \in(0,2]$, and that $u f(u)$ is strictly increasing on $\left[0,(2 q /(m-2))^{\frac{1}{m}}\right]$ if $m>2$. Define $b:=u^{*}$ if $m \in(0, p /(p-q)]$ and $b:=f(\bar{u})$ if $m>p /(p-q)$. It then follows that $u_{-}^{*}=u_{+}^{*}=u^{*}$ in the case where $m \in(1, p /(p-q)]$, and

$$
u_{+}^{*}=b, \quad u_{-}^{*}=f(b)=\frac{p^{2}(m-1) \bar{u}}{q^{2} m+\frac{p^{m}(m-1)^{m-1} q}{(q m)^{m-1}}},
$$

in the case where $m>p /(p-q)$. Note that $f(u)$ satisfies the property (P1) if either $m \in(0,2]$, or $m>\max (2, p /(p-q))$ and $f(\bar{u}) \leq(2 q /(m-2))^{\frac{1}{m}}$. By Theorems 2.1 and 2.2 and Theorems 3.1 and 3.2, we have the following result.

EXAMPLE 4.3. Let $f(u)=\frac{p u}{q+u^{m}}$ with $m>0$ and $p>q>0, b, u_{+}^{*}$ and $u_{-}^{*}$ be defined as above, and $c_{f}^{*}$ be defined as in (2.2) with $h=f$. Then the following statements are valid:
(i) $c_{f}^{*}$ is the spreading speed of (2.3) in the sense that both conclusions (1) and (2) in Theorem 2.2 hold. Further, conclusion (3) in Theorem 2.2 holds in the case where either $m \in(0, \max (2, p /(p-q))]$, or $m>\max (2, p /(p-q))$ and $f(\bar{u}) \leq(2 q /(m-2))^{\frac{1}{m}}$.
(ii) For any $c \in\left(0, c_{f}^{*}\right)$, (2.3) has no traveling wave $U(x+c n)$ with $U \in \mathcal{C}_{b} \backslash\{0\}$ and $U(-\infty)=0$, and for any $c \geq c_{f}^{*}$, (2.3) has a traveling wave $U(x+c n)$ with $U \in \mathcal{C}_{u_{+}^{*}} \backslash\left\{0, u^{*}\right\}$ and

$$
u_{-}^{*} \leq \liminf _{\xi \rightarrow+\infty} U(\xi) \leq \limsup _{\xi \rightarrow+\infty} U(\xi) \leq u_{+}^{*}
$$

Further, $U(+\infty)=u^{*}$ in the case where either $m \in(0, \max (2, p /(p-q))]$, or $m>\max (2, p /(p-q))$ and $f(\bar{u}) \leq(2 q /(m-2))^{\frac{1}{m}}$. If $m \in(0, p /(p-q)]$, then $U(-\infty)=0$ and $U(\xi)$ is nondecreasing in $\xi$ for all $c \geq c_{f}^{*}$. If either $p /(p-q)<m \leq 2$, or $m>\max (2, p /(p-q))$ and $f(\bar{u}) \leq(2 q /(m-2))^{\frac{1}{m}}$, then $U(-\infty)=0$ for all $c>c_{f}^{*}$.
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#### Abstract

Upper bounds on the Hausdorff dimensions of the rupture set of a weak solution of the thin film equation in space-time and in space slices are derived. Finite time rupture is shown to occur for a class of thin films obeying the power law with power in $(0,1 / 2)$ under periodic boundary conditions.
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1. Introduction. In recent years the thin film type equations

$$
\begin{equation*}
h_{t}+\left(h^{n} h_{x x x}\right)_{x}=0, \quad n>0, \quad h \geq 0 \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{t}+\left(h^{n}\left(h_{x x}+f(h)\right)_{x}\right)_{x}=0, \quad n>0, h \geq 0 \tag{1.2}
\end{equation*}
$$

have attracted much attention. These equations, where $h$ describes the height of an axisymmetric thin film in motion, arise from the lubrication approximation of the Navier-Stokes equations when $n$ is equal to 3 under no-slip boundary conditions at the lower boundary. It also describes the motion of fluid in a Hele-Shaw cell when $n$ is equal to 1 . The $f$-term in the second equation describes the presence of other physical effects such as gravity, the van der Waals forces, and thermocapillary effect. It is called a power law if

$$
f(z)=\left\{\begin{array}{l}
B \frac{z^{q}}{q}, \quad q \neq 0  \tag{1.3}\\
B \log z, \quad q=0
\end{array}\right.
$$

for some positive $B$. One may consult the surveys Myers $[\mathrm{M}]$ and Oron, Davis, and Bankoff [ODB] for background on these equations and various models. Here we are concerned with the analytic aspects of these equations. To study them one needs to impose initial and boundary conditions so that they become well-posed at least for a short time. In the literature several boundary conditions such as Neumann-type conditions, pressure boundary conditions, and periodic boundary conditions have been used. Throughout this paper we shall employ the periodic boundary conditions. Thus given a nonnegative, periodic function $h_{0}$, we would like to consider the solution to (1.1) starting at $h_{0}$, which is of the same period as $h_{0}$. Observing that the equation is a parabolic equation of fourth order when $h$ is positive, it follows from parabolic theory that, for any positive, sufficiently regular initial datum, the equation admits a classical solution for small time, and it continues to exist as long as the solution

[^45]is bounded away from zero. However, unlike second order parabolic equations where positivity is ensured by the maximum principle in an a prior way, it is not clear at all whether the film will remain positive for all time, or it will touch down at 0 at some finite time. The film is said to rupture when the latter occurs, and the equation loses its parabolicity. The mathematical foundation of (1.1) was laid down in Bernis-Friedman $[\mathrm{BF}]$ where they discovered the following remarkable fact: When $n \geq 4$ equation (1.1) preserves positivity. (Later the requirement $n \geq 4$ was relaxed to $n \geq 3.5$ in Bertozzi et al. [BBDK].) Using this fact, Bernis and Friedman was able to construct a nonnegative, global weak solution of (1.1) for some $n$ less than 4 for nonnegative, $H^{1}$-data. After the works of Beretta, Bertsch, and Dal Passo [BBDP], Bertozzi-Pugh [BP1] and [BP2], nowadays it is known that nonnegative, global weak solutions exist for (1.1) and (1.2) for any positive $n$ when $f$ is in $C^{1}([0, \infty))$ and grows slower less than a cubic power in $h$ at $\infty$.

A natural question is, For $n$ in $(0,3.5)$, will rupture occur in finite time for some positive initial data? Observing that, when $n$ is equal to 0 , finite time rupture occurs for easily constructed initial data, it would not be surprising that finite time rupture occurs for positive, small $n$. In fact, under the boundary conditions $h=h_{x x}=1$ at endpoints, such property is established for (1.1) when $n$ is less than $1 / 2$ in [BBDP]. However, for the periodic conditions this remains open. Numerical studies show that there is a critical number $n^{*} \in(1,2)$ so that finite time rupture occurs for $n<n^{*}$, and positivity is preserved for $n>n^{*}$. Likewise, as for (1.2) under the power law $q<3$ there should be a critical number $n_{c}(q)$, independent of $B$ and the period, which separates finite time rupture and the preservation of positivity. Numerical results in Goldstein, Pesci, and Shelly [GPS] show that $1 \leq n_{c}(1) \leq 3$, and those in LaugesenPugh [LP2] show that $1.8<n_{c}(0.5)<1.85$ and $1.65<n_{c}(2.5)<1.6625$. Theoretical upper and lower bounds on $n_{c}(q)$ can be found in Chou-Kwong [CK] for negative $q$. In this paper we shall show that finite time rupture occurs for (1.2), where $f$ is a power law (1.3) $(q \in(1,3))$ under the periodic boundary conditions when $n$ is less than $1 / 2$; see Corollary 3.1 for a precise statement. We shall not consider (1.2) when $f$ grows faster than a cubic power. In addition to the possibility of rupture, it is believed that, in this case the solution may also blow up in finite time. We refer to $[\mathrm{BP} 1]$ for a conjecture in this direction, and $[\mathrm{BP} 3]$ and Slepčev-Pugh $[\mathrm{SP}]$ for more recent progress.

In this paper we approach the problem of finite time rupture via estimating the possible size of the rupture set. When rupture really occurs, surely our results yield information on the size of the rupture set. On the other hand, even if rupture does not occur, one may still build on these results further criteria for the absence of rupture. A similar situation can be found in the study of the regularity of the weak solution of the three-dimensional Navier-Stokes equations. One may consult Escauriaza, Seregin, and Šverák [ESS] for how the partial regularity estimates in Caffarelli, Kohn, and Nirenberg [CKN] are used in establishing regularity criteria.

Let us review how one excludes finite time rupture for thin films when $n \geq 3.5$. Recall that the weak solution constructed in [BF], [BBDP], [BP1], and [BP2] has many regularity properties including the following two: For any positive initial data, the weak solution of (1.1) or (1.2) $(1<q<3)$ satisfies, for any $0<t<T$,

$$
\begin{equation*}
\int h_{x}^{2}(t)+\int_{0}^{T} \int h^{n}\left[\left(h_{x x}+f(h)\right)_{x}\right]^{2} \leq C_{1}, \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int h(t)^{3 / 2-n} \leq C_{2} \tag{1.5}
\end{equation*}
$$

for some constants $C_{1}$ and $C_{2}$ depending on the initial data. It follows from the conservation of area

$$
\int h(t)=\int h(0), \text { all } t>0
$$

and (1.4) that the solution $h$ has a uniformly bounded $C^{1 / 2}$-norm. At a rupture point $\left(x_{0}, t\right)$ the solution is dominated by a constant multiple of $\left|x-x_{0}\right|^{1 / 2}$. Putting this estimate into (1.5) yields a contradiction when $n \geq 3.5$, so no finite rupture can occur when $n \geq 3.5$. Even when $n$ is less than 3.5 , (1.5) tells us that the rupture set has null measure at every time as long as $n>1.5$. Our first result gives a more precise estimate.

THEOREM 1.1. Let $h$ be a suitable weak solution of (1.1) or (1.2), where $n \in$ $(1.5,3.5)$ and $f$ is a power law with $q>1-n / 2$. Then for any $t>0$, the $(7-$ $2 n) /(2 n+1)$-Hausdorff measure of the set $\{x: h(x, t)=0\}$ is finite, so its Hausdorff dimension cannot exceed $(7-2 n) /(2 n+1)$.

Since weak solutions to (1.1) or (1.2) may not be unique, we use the terminology "a suitable weak solution" to refer to a certain weak solution constructed by the methods in $[\mathrm{BF}],[\mathrm{BBDP}]$, and $[\mathrm{BP} 1]$ and $[\mathrm{BP} 2]$. We shall review its definition in the next section and sketch a construction of these solutions in Appendix A. The proof of our results including Theorem 1.1 and those stated below involves the use of (1.5) in an essential way, so it does not work when $n$ goes below 1.5. We point out that our bound on the Hausdorff dimension $(7-2 n) /(2 n+1)$ is always less than 1 and is sharp in the sense that it tends to 0 and 1 as $n$ tends to 3.5 and 1.5 , respectively.

The proof of Theorem 1.1 follows rather easily from a covering argument coupling with properties (1.4) and (1.5). However, for the proof of the following size estimate in space-time, our main result, we need to make use of the further regularity properties of the suitable weak solution.

ThEOREM 1.2. Let $h$ be a suitable weak solution of (1.1) or (1.2), where $n \in$ $(1.5,3.5)$ and $f$ is a power law with $q>1-n / 2$. The parabolic Hausdorff dimension of the rupture set $\{(x, t): h(x, t)=0\}$ cannot exceed $2 n /(2 n-3)$ for $n \in[2,3.5)$ and $6 / n+1$ for $n \in(1.5,2)$.

The parabolic Hausdorff measure, to be discussed in Appendix B, is defined through covering a set by cylinders with different weights in space and time. Here we take the parabolic fourth order weights, so the parabolic Hausdorff dimension is equal to 5 for every open set in space-time. Again we observe that our estimate on the dimension of the rupture set lies between 1.75 and 5 and tends to 1.75 and 5 as $n$ tends to 3.5 and 1.5 , respectively.

Finally, we give an estimate on the rupture times.
ThEOREM 1.3. Let $h$ be a suitable weak solution of (1.1) or (1.2), where $n \in$ $(2,3.5)$ and $f$ is a power law with $q>1-n / 2$. The Hausdorff dimension of the set $\{t>0: h(x, t)=0$ for some $x\}$ cannot exceed $1-2(n-2)^{2} /(8-n)$.

Again this estimate becomes sharp as $n$ tends to 3.5.
Theorems 1.1-1.3 are contained in the results in sections 2 and 3, where we also consider more general $f$. In section 4 we establish the result on finite time rupture mentioned above.

The problem of rupture for thin films is closely related to the formation of singularities for solutions of (1.1) or (1.2). Indeed, let us assume that the solution remains to be $C^{2}$ at the rupture point $\left(x_{0}, t\right)$. Then it is bounded by a constant multiple of $\left|x-x_{0}\right|^{2}$ near $x_{0}$. Putting this into (1.5) yields a contradiction unless $n \leq 2$. It demonstrates that the second derivatives of the solution blow up at any rupture point
when $n>2$, so the rupture set coincides with the singular set of any weak solution of (1.1) or (1.2) in which (1.4) and (1.5) hold. Our proofs of Theorems 1.1, 1.2, and 1.3 make use of some ideas in known works in the partial regularity of solutions for evolution equations. There are quite a number of works on this topic in recent years. We wish to mention the works of Caffarelli-Kohn-Nirenberg [CKN] (later simplified substantially by Lin [L]) on the three-dimensional Navier-Stokes equations, Struwe [S], and Chen-Struwe [CS] on the harmonic heat flows, Lin-Liu [LL] on the motion of liquid crystals, and Chou-Du-Zheng [CDZ] on the semilinear heat equation with supercritical growth.

In Jiang-Lin [JL] estimates for the Hausdorff dimension of the rupture set of a steady state of a multidimensional thin film type equation are present.

Although we are mainly concerned with thin films whose initial data are not too degenerate in the sense that they have finite entropy (1.5), there are significant results for weak solutions starting from nonnegative initial data that could vanish in an open set. Our results do not apply to these solutions. By restricting to the literature on the one-dimensional case (axisymmetric films) only, we point out Bernis [B1], [B2], and Hulshof-Shishkov [HS], where results on the finite speed of the propagation of zero are established for (1.1). That such property continues to hold for (1.2) is explained in [BP2]. Moreover, a waiting time phenomenon which asserts that the support of a thin film does not increase in a small period of time is established for (1.1) $(n \in(0,3))$ in Dal Passo-Giacomelli-Grun [DPGG]. For $n>4$, it is known in [BBDP] that the support remains the same all the time.
2. A size estimate on the rupture set in space-time. First we give the definition of a suitable weak solution of the thin film type equation under the periodic boundary conditions. Consider the problem

$$
\left\{\begin{array}{l}
h_{t}+\left[h^{n}\left(h_{x x}+f(h)\right)_{x}\right]_{x}=0,(x, t) \in(-L / 2, L / 2) \times(0, \infty)  \tag{2.1}\\
h \text { is of period } L \text { for each } t>0
\end{array}\right.
$$

where $n$ is positive and $f$ is a measurable function in $[0, \infty)$ which belongs to $C^{2, \alpha}(0$, $\infty), \alpha \in(0,1)$. Let $S_{L}$ denote the circle obtained by identifying the endpoints of $(-L / 2, L / 2)$. A nonnegative function $h$ in

$$
C_{x, t}^{\frac{1}{2}, \frac{1}{8}}\left(S_{L} \times(0, \infty)\right) \cap L^{\infty}\left(0, \infty ; H^{1}\left(S_{L}\right)\right) \cap L_{l o c}^{2}\left(0, \infty ; H^{2}\left(S_{L}\right)\right)
$$

is called a suitable weak solution of (2.1) if it fulfills the following requirements. For every $T>0$,
$\left(H_{1}\right) h^{\frac{n}{2}}\left(h_{x x}+f(h)\right)_{x} \in L^{2}\left(Q_{T}\right), Q_{T}=S_{L} \times(0, T)$, and

$$
\iint_{Q_{T}} h \Phi_{t}=-\iint_{Q_{T}} h^{n}\left(h_{x x}+f(h)\right)_{x} \Phi_{x}
$$

for all $\Phi \in H^{1}\left(Q_{T}\right)$ which are compactly supported in $Q_{T}$.
$\left(H_{2}\right)$ The following quantities

$$
\begin{aligned}
K_{1} & =\sup _{[0, T]} \int h_{x}^{2} \\
K_{2} & =\iint_{Q_{T}}\left(h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2}+h^{n} h_{x x x}^{2}\right) \\
K_{3} & =\sup _{[0, T]} \int h^{\frac{3}{2}-n}
\end{aligned}
$$

and

$$
K_{4}=\iint_{Q_{T}}\left(h^{-\frac{1}{2}+\delta} h_{x x}^{2}+h^{-\frac{5}{2}+\delta} h_{x}^{4}\right) \quad \forall \delta \in(0, \min \{1.5, n-1.5\})
$$

are finite, where $K_{1}-K_{4}$ depend on $T$, and $K_{4}$ also depends on $\delta$.
$\left(H_{3}\right)$ There exists $\Gamma \subseteq[0, T]$ of full measure such that, for every $t_{0} \in \Gamma$, the following local energy inequality and local entropy inequality hold: For $\forall t>$ $t_{0}, \forall \phi \in C^{2}\left(S_{L}\right)$,

$$
\begin{aligned}
\frac{1}{2} \int h_{x}^{2}(t) \phi^{4}- & \int F(h(t)) \phi^{4}+\int_{t_{0}}^{t} \int h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \phi^{4} \\
\leq & -\int_{t_{0}}^{t} \int h^{n}\left(h_{x x}+f(h)\right)_{x}\left(h_{x x}+f(h)\right)\left(\phi^{4}\right)_{x} \\
& -\int_{t_{0}}^{t} \int h^{n}\left(h_{x x}+f(h)\right)_{x}\left[h_{x x}\left(\phi^{4}\right)_{x}+h_{x}\left(\phi^{4}\right)_{x x}\right] \\
& +\frac{1}{2} \int h_{x}^{2}\left(t_{0}\right) \phi^{4}-\int F\left(h\left(t_{0}\right)\right) \phi^{4}
\end{aligned}
$$

and

$$
\begin{aligned}
\int h^{\frac{3}{2}-n+\delta}(t) \phi^{4} & +\sigma \int_{t_{0}}^{t} \int\left(h^{-\frac{1}{2}+\delta} h_{x x}^{2} \phi^{4}+h^{-\frac{5}{2}+\delta} h_{x}^{4} \phi^{4}\right) \\
& \leq C \int_{t_{0}}^{t} \int\left[h^{\frac{3}{2}+\delta}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+f^{2}(h) h^{-\frac{1}{2}+\delta} \phi^{4}\right] \\
& +C \int h\left(t_{0}\right) \phi^{4}+\int h^{\frac{3}{2}-n+\delta}\left(t_{0}\right) \phi^{4}, \delta \in(0, \min \{1.5, n-1.5\})
\end{aligned}
$$

where $F$ is a primitive of $f$ and $\sigma$ and C are positive constants depending on $\delta$.
From the expression for $K_{4}$ we see that it is implicitly assumed $n>1.5$ in the definition of a suitable weak solution. On the other hand, when $n \geq 3.5, K_{1}$ and $K_{3}$ together imply that a suitable weak solution is always positive; hence by parabolic regularity, it is a classical solution. Consequently we will focus on the range (1.5,3.5). To state our existence result for these solutions we impose the following assumptions on $f$ : For some constants $C_{1}-C_{3}$,

$$
\begin{gather*}
|f(z)| \leq C_{1}\left(1+z^{p}\right), \quad z \geq 1 \quad \text { for some } 0 \leq p<3  \tag{2.4}\\
\left|f^{\prime}(z)\right| \leq C_{2}, \quad z \in(0,1] \tag{2.5}
\end{gather*}
$$

or,

$$
\begin{equation*}
|f(z)|+z\left|f^{\prime}(z)\right| \leq C_{3} z^{q}, \quad z \in(0,1] \text { for some } q>1-\frac{n}{2} \tag{2.6}
\end{equation*}
$$

Equation (2.4) restricts the growth of $f$ at infinity. When $f(z)$ grows faster than $z^{3}$, it is conjectured that some solutions of (2.1) blow up in finite time. So growth restriction like $(2.4)$ is needed to ensure the existence of a global, weak solution. According to the behavior of $f$ at 0 we impose (2.5) and (2.6), respectively. For power laws the former applies when $q \geq 1$, and the latter applies when $q \in(1-n / 2,1)$.

ThEOREM 2.1. Consider problem (2.1), where $n \in(1.5,3.5)$, (2.4) and (2.5) or (2.6) hold. Then for any nonnegative $h_{0} \in H^{1}\left(S_{L}\right)$ with finite $\left\|h_{0}^{3 / 2-n}\right\|_{L^{1}}$, (2.1) admits a suitable weak solution $h$ satisfying $\left\|h(t)-h_{0}\right\|_{L^{2}}$ tends to 0 as $t \downarrow 0$.

An outline of the proof of this theorem can be found in Appendix A. We remark that this theorem is still valid for $p=3$ in (2.4) provided that $\left\|h_{0}\right\|_{L^{1}}$ is sufficiently small.

Weak solutions for (1.1) have been constructed in [BF], [BBDP], and [BP1] and for (1.2) in [ BP 2 ]. In particular, in Theorem 3.3 of [ BP 2 ] the existence of a weak solution essentially satisfying $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ is proved. A slight difference is that our Theorem 2.1 applies to the condition $q>1-n / 2$, which could be negative when $n>2$, while $q$ is considered to be positive in the previous works. In $\left(\mathrm{H}_{3}\right)$ we also need the local energy and entropy inequalities. The inequalities of this type were derived in [B1], [B2], and [BP2] to study the finite speed of the propagation of the weak solution. Unlike previous works where the initial time is always taken to be zero, here we need these inequalities to be valid starting at initial times which form a subset of the time axis of full measure.

We begin with an estimate on the size of the rupture set in a spatial slice.
THEOREM 2.2. Let $h$ be a nonnegative function in $L^{\infty}\left(0, T ; H^{1}\left(S_{L}\right)\right)$ satisfying, for some $n \in(1.5,3.5)$,

$$
\sup _{0<t<T} \int h_{x}^{2}<\infty
$$

and

$$
\sup _{0<t<T} \int h^{3 / 2-n}<\infty
$$

Then for each $T>0$, the $((7-2 n) /(2 n+1))$-Hausdorff measure of the set $\mathcal{R}_{T}=$ $\{x: h(x, T)=0\}$ is finite.

Proof. Let $h$ be a function satisfying the conditions in the theorem. We claim that

$$
\int_{B_{R}} h_{x}^{2}(T) \leq R^{\gamma_{0}}, \quad \gamma_{0}=\frac{7-2 n}{2 n+1}
$$

and

$$
\int_{B_{R}} h^{\frac{3}{2}-n}(T) \leq \delta_{0} R^{\gamma_{0}}, \quad \delta_{0}=\frac{2}{\left(1+\gamma_{0}\right)\left(\frac{3}{2}-n\right)+2}
$$

hold for all small $B_{R}$ centered at $x_{0}$, then $h\left(x_{0}, T\right)>0$. Assuming on the contrary that $\left(x_{0}, T\right)$ is a rupture point, we would have

$$
\begin{aligned}
h(x, T) & =h(x, T)-h\left(x_{0}, T\right) \\
& \leq\left|\int_{x_{0}}^{x} 1\right|^{1 / 2}\left(\int_{x_{0}}^{x} h_{x}^{2}\right)^{1 / 2} \\
& \leq\left|x-x_{0}\right|^{\frac{1}{2}\left(1+\gamma_{0}\right)}
\end{aligned}
$$

for all $x$ sufficiently close to $x_{0}$, but then

$$
\begin{aligned}
\delta_{0} R^{\gamma_{0}} & \geq \int_{B_{R}} h^{\frac{3}{2}-n}(T) \\
& \geq \frac{2 R^{\frac{1}{2}\left(1+\gamma_{0}\right)\left(\frac{3}{2}-n\right)+1}}{\frac{1}{2}\left(1+\gamma_{0}\right)\left(\frac{3}{2}-n\right)+1}
\end{aligned}
$$

As $\gamma_{0}=\frac{1}{2}\left(1+\gamma_{0}\right)\left(\frac{3}{2}-n\right)+1$, contradiction holds.

Henceforth, at a rupture point $\left(x_{0}, T\right)$ there exists $\left\{R_{j}\right\}$ (depending on $\left.x_{0}\right) \downarrow 0$ such that

$$
\int_{B_{R_{j}}}\left(h_{x}^{2}+h^{\frac{3}{2}-n}\right)(T)>\delta_{0} R_{j}^{\gamma_{0}}
$$

For each $\delta>0$, the collection $\mathcal{C}_{\delta}$ of all of these balls $B_{R_{j}}$, with radii less than $\delta$ forms a covering of the rupture set $\mathcal{R}_{T}$. By a version of the Vitali covering theorem (see Appendix B) we can select from $\mathcal{C}_{\delta}$ a mutually disjoint, countable subcollection $\mathcal{C}_{\delta}^{\prime}$ such that

$$
\mathcal{R}_{T} \subseteq \bigcup\left\{B_{5 R_{j}}\left(x_{j}\right): B_{R_{j}}\left(x_{j}\right) \in \mathcal{C}_{\delta}^{\prime}\right\}
$$

Therefore, according to the definition of the Hausdorff measure Federer [Fe]

$$
\begin{aligned}
\mathcal{H}_{\delta}^{\gamma_{0}}\left(\mathcal{R}_{T}\right) & \leq \alpha\left(\gamma_{0}\right) \sum\left(5 R_{j}\right)^{\gamma_{0}} \\
& \leq \frac{5^{\gamma_{0}} \alpha\left(\gamma_{0}\right)}{\delta_{0}} \sum \int_{B_{R_{j}\left(x_{j}\right)}}\left(h_{x}^{2}+h^{\frac{3}{2}-n}\right)(T) \\
& \leq \frac{5^{\gamma_{0}} \alpha\left(\gamma_{0}\right)}{\delta_{0}} \int\left(h_{x}^{2}+h^{\frac{3}{2}-n}\right)(T), \quad \alpha(s)=\frac{\pi^{s} / 2}{\Gamma(s / 2+1)}
\end{aligned}
$$

which leads to the desired conclusion after taking $\delta \rightarrow 0$.
Clearly Theorem 1.1 is a special case of Theorem 2.2. Here we have used little beyond the finiteness of $K_{1}$ and $K_{3}$. Although the proof of Theorem 2.2 is quite simple, as one will see, the same idea works in the size estimate of the rupture set in space-time. In order to obtain such estimates, we need to make use of the finiteness of the integrals in space-time such as the quantities $K_{2}$ and $K_{4}$. We have the following.

THEOREM 2.3. Consider any suitable weak solution of (2.1), where $n \in(2,3.5)$ and either (2.5) or (2.6) hold. The parabolic Hausdorff dimension of the rupture set of this solution cannot exceed $2 n /(2 n-3)$.

The proof of this theorem depends on Lemmas 2.1-2.4 below. For the ease of presentation we shall prove the theorem first.

Proof. Let $\left(x_{0}, T\right)$ be a rupture point of the solution $h$. We claim that, for every $\gamma_{0} \in\left(\frac{7+2 \delta}{4}, 4+2 \delta\right)$, there exists a sequence $\left\{R_{j}\right\}, R_{j} \downarrow 0$, such that

$$
\iint_{Q_{R_{j}}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2}>R_{j}^{\gamma_{0}}
$$

or

$$
\iint_{Q_{R_{j}}} h^{-\frac{5}{2}+\delta} h_{x}^{4}>R_{j}^{\gamma_{0}}
$$

holds. For, were this not true, it means that (2.7) and (2.14) hold for all sufficiently small R. By Lemma 2.4, there exists some $t_{1} \in \Gamma \cap\left[T-R^{4}, T\right]$ such that

$$
\int_{B_{R / 2}} h_{x}^{2}\left(t_{1}\right) \leq C R^{\gamma} \quad \forall \gamma \in\left(0, \frac{4 \gamma_{0}-7-2 \delta}{3+2 \delta}\right)
$$

Then by Lemma 2.3,

$$
\int_{B_{R / 4}} h_{x}^{2} \leq C R^{\gamma} \quad \forall t \in\left[t_{1}, T\right]
$$

Lemma 2.2 further gives

$$
\sup _{B_{R / 4} \times\left[t_{1}, T\right]} h \leq C R^{\frac{1+\gamma}{2}}
$$

which means that

$$
h(x, T) \leq C\left|x-x_{0}\right|^{\frac{1+\gamma}{2}}
$$

for all $x$ sufficiently close to $x_{0}$. However, on the other hand,

$$
\begin{aligned}
\infty & >\int h^{\frac{3}{2}-n}(T) \\
& \geq C \int\left|x-x_{0}\right|^{\frac{1+\gamma}{2}\left(\frac{3}{2}-n\right)}=\infty
\end{aligned}
$$

if $\left(\frac{1+\gamma}{2}\right)\left(\frac{3}{2}-n\right) \leq-1$, i.e., $\gamma \geq(7-2 n) /(2 n-3)$. A contradiction will be drawn if we can verify that

$$
\frac{7-2 n}{2 n-3}<\frac{4 \gamma_{0}-7-2 \delta}{3+2 \delta}, \text { i.e., } \gamma_{0}>\frac{2 n+2 \delta}{2 n-3}
$$

A direct computation shows that this is true if $n>2$.
Thus, at a rupture point $\left(x_{0}, T\right)$, there exists a sequence of cylinders $\left\{Q_{R_{j}}\right\}, R_{j} \downarrow$ 0 , satisfying

$$
\iint_{Q_{R_{j}}}\left[h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2}+h^{-\frac{5}{2}+\delta} h_{x}^{4}\right]>R_{j}^{\gamma_{0}}
$$

The collection of all of these cylinders forms a covering of the rupture set in spacetime, and we can replace the arguments in the second half of the proof of Theorem 2.2 involving the Hausdorff measure by the parabolic Hausdorff measure (see Appendix B) to show that the $\gamma_{0}$-parabolic Hausdorff measure of the rupture set is finite for all $\gamma_{0}>(2 n+2 \delta) /(2 n-3)$. By letting $\delta \rightarrow 0$ we conclude that its parabolic Hausdorff dimension cannot exceed $2 n /(2 n-3)$. The proof of Theorem 2.3 is completed.

Lemma 2.1. Let $\chi$ be a strictly increasing, continuous function in $[0, \infty)$, with $\chi(0)>0$. Define a sequence $\left\{\alpha_{n}\right\}$ by $\alpha_{n+1}=\chi\left(\alpha_{n}\right), \alpha_{1}=0$. Then $\left\{\alpha_{n}\right\}$ is increasing and
(a) it diverges to $\infty$ if $y=\chi(x)$ has no intersection with $y=x$, or
(b) it converges to some $\alpha^{*}$ which is the $x$-coordinate of the first intersection between $y=\chi(x)$ and $y=x$.
Consequently, for any $\alpha$ (less than $\alpha^{*}$ if $\alpha^{*}$ exists), there exists some $N$ such that $\alpha_{N} \geq \alpha$.

The proof of this lemma is elementary and is omitted.
LEMMA 2.2. Let $h$ be a suitable weak solution of (2.1), and $\left(x_{0}, T\right)$ a rupture point of h. Suppose that

$$
\begin{equation*}
\iint_{Q_{R}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \leq R^{\gamma_{0}}, \quad Q_{R}=\left(x_{0}-R, x_{0}+R\right) \times\left(T-R^{4}, T\right) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{R}} h_{x}^{2} \leq C_{4} R^{\gamma} \quad \forall t \in\left[t_{1}, T\right], \quad B_{R}=\left(x_{0}-R, x_{0}+R\right) \tag{2.8}
\end{equation*}
$$

hold for some $R, \gamma_{0}, \gamma, t_{1}$, and $C_{4}$, where $t_{1} \in\left[T-R^{4}, T\right], R^{4}<T$, and $\gamma$ satisfies

$$
\begin{equation*}
\gamma<\frac{2 \gamma_{0}+n}{2-n} \text { for } n \in(1.5,2), \text { and }<\infty \quad \text { for } n \in[2,3.5) \tag{2.9}
\end{equation*}
$$

Then for every $\tau_{0} \in(0,1)$, there exists a constant $C$ depending on $n, \gamma_{0}, \gamma, C_{4}$, and $\tau_{0}$ such that

$$
\sup _{B_{\tau_{0} R} \times\left[t_{1}, T\right]} h \leq C R^{\frac{1+\gamma}{2}} .
$$

Proof. By $\left(H_{1}\right)$ in the definition of a suitable weak solution,

$$
\iint h \Phi_{t}=-\iint h^{n}\left(h_{x x}+f(h)\right)_{x} \Phi_{x} \quad \forall \Phi \text { test function. }
$$

We choose $\Phi=\xi(x) \theta_{\delta}(t)$, where $\xi$ is compactly supported in $B_{R}$, and $\theta_{\delta}(t)=\int_{0}^{t} \eta(t) d t$, with $\eta$ given by

$$
\eta= \begin{cases}-\frac{1}{2 \delta}, & t \in[s-\delta, s+\delta] \\ \frac{1}{2 \delta}, & t \in[T-\delta, T+\delta] \\ 0, & \text { otherwise }\end{cases}
$$

and $s$ is a fixed number in $\left[t_{1}, T\right]$. Letting $\delta \downarrow 0$, as $\theta_{\delta} \leq 1$, we obtain

$$
\begin{equation*}
\left|\int_{B_{R}}(h(x, T)-h(x, t)) \xi(x)\right| \leq \int_{t}^{T} \int_{B_{R}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x} \xi_{x}\right| \tag{2.10}
\end{equation*}
$$

where we have changed notation from $s$ to $t$. Letting $\tau \in\left(\tau_{0}, 1\right)$ to be chosen later, we pick $\xi$ so that $\xi=1$ in $B_{\tau R}$ and $\left|\xi_{x}\right| \leq 1 / R(1-\tau)$ in $B_{R}$. Using (2.7),

$$
\begin{aligned}
\int_{t}^{T} \int_{B_{R}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x} \xi_{x}\right| & \leq \sqrt{\int_{t}^{T} \int_{B_{R}} h^{n}\left(h_{x x}+f(h)\right)_{x}^{2}} \sqrt{\int_{t}^{T} \int_{B_{R}} h^{n} \xi_{x}^{2}} \\
& \leq \frac{1}{(1-\tau)} R^{\frac{\gamma_{0}+3}{2}} \sup _{Q_{R}} h^{\frac{n}{2}}
\end{aligned}
$$

It follows from (2.10) that

$$
\left|f_{B_{R}}(h(x, T)-h(x, t)) \xi(x)\right| \leq \frac{1}{2 \tau(1-\tau)} R^{\frac{\gamma_{0}+1}{2}} \sup _{Q_{R}} h^{\frac{n}{2}}
$$

where we have set $f_{B_{R}} F \equiv \frac{\int_{B_{R}} F}{\int_{B_{R}} \xi}$. By (2.8) and (2.10),

$$
\begin{align*}
h(x, t) \leq & \left|f_{B_{R}}(h(x, t)-h(y, t)) \xi(y) d y\right|+\left|f_{B_{R}}(h(y, t)-h(y, T)) \xi(y) d y\right| \\
& +\left|f_{B_{R}}\left(h(y, T)-h\left(x_{0}, T\right)\right) \xi(y) d y\right| \\
\leq & 2 \sqrt{C_{4}} R^{\frac{1+\gamma}{2}}+\frac{1}{2 \tau(1-\tau)} R^{\frac{1+\gamma_{0}}{2}} \sup _{Q_{R}} h^{n / 2} \quad \forall x \in B_{\tau R} . \tag{2.11}
\end{align*}
$$

Hence in the case

$$
\begin{equation*}
\sup _{Q_{R}} h \leq C R^{\alpha} \quad \text { for some } \alpha<\frac{1+\gamma}{2} \tag{2.12}
\end{equation*}
$$

(2.11) implies that

$$
\begin{align*}
\sup _{Q_{R}^{\prime}} h & \leq C\left(R^{\frac{1+\gamma}{2}}+R^{\frac{1+\gamma_{0}+n \alpha}{2}}\right) \\
& \leq C R^{\chi(\alpha)}, \quad Q_{R}^{\prime}=B_{\tau R} \times\left[t_{1}, T\right] \tag{2.13}
\end{align*}
$$

provided that $\chi(\alpha) \equiv\left(1+\gamma_{0}+n \alpha\right) / 2<(1+\gamma) / 2$. Starting at $\alpha=0$, we bootstrap between (2.12) and (2.13) to obtain

$$
\sup _{B_{\tau^{k} R} \times\left[t_{1}, T\right]} h \leq C_{k} R^{\chi\left(\alpha_{k}\right)}
$$

after $k$ times of iterations as long as $\chi\left(\alpha_{k}\right)<(1+\gamma) / 2$. When $n \geq 2, y=\chi(x)$ does not intersect $y=x$, so there exists an $N$ such that $\chi\left(\alpha_{N}\right) \geq(1+\gamma) / 2$. Then the lemma follows by applying the Holder continuity of $h$ in space. When $n \in(1.5,2)$, the same conclusion holds if $(\gamma+1) / 2<\alpha_{*}$, the intersection of $y=\chi(x)$, and $y=x$. As $\alpha_{*}$ is given by $\frac{\left(1+\gamma_{0}\right) / 2}{1-n / 2}=\frac{1+\gamma_{0}}{2-n},(\gamma+1) / 2<\alpha_{*}$ is equivalent to (2.9).

Lemma 2.3. Let $h$ be a suitable weak solution of (2.1), where $n \in(1.5,3.5)$ and (2.5) holds, and let $\left(x_{0}, T\right)$ be a rupture point of $h$. Suppose that (2.7),

$$
\begin{equation*}
\iint_{Q_{R}} h^{-\frac{5}{2}+\delta} h_{x}^{4} \leq R^{\gamma_{0}} \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \leq C_{5} R^{\gamma} \tag{2.15}
\end{equation*}
$$

hold for some $R, \gamma_{0}, \gamma, t_{1} \in \Gamma \cap\left[T-R^{4}, T\right], C_{5}$, where $\gamma$ and $\gamma_{0}$ also satisfy (2.9),

$$
\begin{equation*}
\gamma_{0}>\frac{7-2 n+2 \delta}{4}, \quad \delta \in(0, n-1.5) \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq \gamma<3 \tag{2.17}
\end{equation*}
$$

Then for every $\tau_{0} \in(0,1)$, there exists a constant $C$ depending on $n, \gamma_{0}, \gamma, \delta, C_{5}$, and $\tau_{0}$ such that

$$
\int_{B_{\tau_{0} R}} h_{x}^{2} \leq C R^{\gamma} \quad \forall t \in\left[t_{1}, T\right]
$$

When (2.6) instead of (2.5) holds in the above assumptions, the same conclusion holds when (2.17) is replaced by

$$
\begin{equation*}
\gamma<\frac{8-n}{n} \tag{2.17}
\end{equation*}
$$

Proof. Let $\phi$ be a cut-off function supported in $B_{R}, \phi=1$ in $B_{\tau R}$, where $\tau \in\left(\tau_{0}, 1\right)$ is to be chosen later. We plug $\phi$ into the local energy inequality (2.2) and use the Cauchy-Schwarz inequality to get

$$
\begin{aligned}
& \left|\iint h^{n}\left(h_{x x}+f(h)\right)_{x}\left(h_{x x}+f(h)\right)\left(4 \phi^{3} \phi_{x}\right)\right| \\
& \leq \frac{1}{4} \iint h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \phi^{4}+C \iint h^{n}\left(h_{x x}+f(h)\right)^{2} \phi^{2} \phi_{x}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\iint h^{n}\left(h_{x x}+f(h)\right)_{x}\left[4 h_{x x} \phi^{3} \phi_{x}+h_{x}\left(4 \phi^{3} \phi_{x x}+12 \phi^{2} \phi_{x}^{2}\right)\right]\right| \\
& \leq \frac{1}{4} \iint h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \phi^{4}+C \iint\left[h^{n}\left(h_{x x}^{2} \phi^{2} \phi_{x}^{2}+h_{x}^{2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)\right] .\right.
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\frac{1}{2} \int_{B_{R}} h_{x}^{2} \phi^{4} \leq & \int_{B_{R}} F(h) \phi^{4}+\frac{1}{2} \int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \phi^{4}-\int_{B_{R}} F\left(h\left(t_{1}\right)\right) \phi^{4} \\
& -\frac{1}{2} \int_{t_{1}}^{t} \int_{B_{R}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \phi^{4}+C\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{n}\left(h_{x x}+f(h)\right)^{2} \phi^{2} \phi_{x}^{2}\right. \\
& \left.+\int_{t_{1}}^{t} \int_{B_{R}} h^{n}\left(h_{x x}^{2} \phi^{2} \phi_{x}^{2}+h_{x}^{2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)\right)\right] \\
\leq & \int_{B_{R}} F(h) \phi^{4}+\frac{1}{2} \int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \phi^{4} \\
& -\int_{B_{R}} F\left(h\left(t_{1}\right)\right) \phi^{4}-\frac{1}{4} \int_{t_{1}}^{t} \int_{B_{R}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \phi^{4} \\
& +C\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{n} f^{\prime 2}(h) h_{x}^{2} \phi^{4}+\int_{t_{1}}^{t} \int_{B_{R}} h^{n} f^{2}(h) \phi^{2} \phi_{x}^{2}\right. \\
& \left.+\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x}^{2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x x}^{2} \phi^{2} \phi_{x}^{2}\right] \\
\leq & \int_{B_{R}} F(h) \phi^{4}+\frac{1}{2} \int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \phi^{4} \\
& -\int_{B_{R}} F\left(h\left(t_{1}\right)\right) \phi^{4}-\frac{1}{4} \int_{t_{1}}^{t} \int_{B_{R}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2} \phi^{4} \\
& +C\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{n} f^{\prime 2}(h) h_{x}^{2} \phi^{4}+\int_{t_{1}}^{t} \int_{B_{R}} h^{n} f^{2}(h) \phi^{2} \phi_{x}^{2}\right. \\
& \left.+\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x}^{2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int_{t_{1}}^{t} \int_{B_{R}} h^{n-2} h_{x}^{4} \phi^{2} \phi_{x}^{2}\right]
\end{aligned}
$$

Notice that in the last inequality we have used

$$
\begin{aligned}
& \int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x x}^{2} \phi^{2} \phi_{x}^{2}=-\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x} h_{x x x} \phi^{2} \phi_{x}^{2}-n \int_{t_{1}}^{t} \int_{B_{R}} h^{n-1} h_{x}^{2} h_{x x} \phi^{2} \phi_{x}^{2} \\
& -\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x} h_{x x}\left(2 \phi \phi_{x}^{3}+2 \phi^{2} \phi_{x} \phi_{x x}\right) \\
& \leq \varepsilon \int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x x x}^{2} \phi^{4}+\varepsilon \int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x x}^{2} \phi^{2} \phi_{x}^{2} \\
& +C_{\varepsilon}\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x}^{2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int_{t_{1}}^{t} \int_{B_{R}} h^{n-2} h_{x}^{4} \phi^{2} \phi_{x}^{2}\right] .
\end{aligned}
$$

Therefore, under (2.5), when $f \in C^{1}[0, \infty)$, we have

$$
\begin{align*}
\frac{1}{2} \int_{B_{R}} h_{x}^{2} \phi^{4} \leq & \int_{B_{R}} F(h) \phi^{4}+\frac{1}{2} \int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \phi^{4}-\int_{B_{R}} F\left(h\left(t_{1}\right)\right) \phi^{4} \\
& +C\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x}^{2}\left(\phi^{4}+\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int_{t_{1}}^{t} \int_{B_{R}} h^{n-2} h_{x}^{4} \phi^{2} \phi_{x}^{2}\right. \\
9) & \left.+\int_{t_{1}}^{t} \int_{B_{R}} h^{n} \phi^{2} \phi_{x}^{2}\right], \tag{2.19}
\end{align*}
$$

since a suitable weak solution is bounded. Here the constant $C$ depends on $f$. Suppose that

$$
\begin{equation*}
\int_{B_{R}} h_{x}^{2} \leq C R^{\alpha} \quad \forall t \in\left[t_{1}, T\right] \quad \text { for some } \alpha<\gamma \tag{2.20}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\int_{B_{\tau R}} h_{x}^{2} \leq C^{\prime} R^{\chi(\alpha)} \quad \forall t \in\left[t_{1}, T\right] \tag{2.21}
\end{equation*}
$$

where

$$
\chi(\alpha)=\min \left\{\frac{3}{2}+\frac{\alpha}{2}, \frac{n}{2}+\left(1+\frac{n}{2}\right) \alpha, \gamma_{0}+\frac{n-\frac{7}{2}-\delta}{2}+\frac{n+\frac{1}{2}-\delta}{2} \alpha\right\}
$$

as long as $\alpha<\gamma$. For, by Lemma 2.2 and (2.20), we have

$$
\sup _{B_{\tau R} \times\left[t_{1}, T\right]} h \leq C R^{\frac{1+\alpha}{2}} .
$$

Using this estimate we control the integrals on the right of (2.19) as follows.

$$
\begin{aligned}
& \int_{B_{R}} F(h(t)) \phi^{4} \leq C R^{\frac{3}{2}+\frac{\alpha}{2}}, \\
& \int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \phi^{4} \leq C_{5} R^{\gamma}, \quad(\text { from }(2.15)) \\
& \int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x}^{2}\left(\phi^{4}+\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right) \leq C R^{\alpha+\frac{n}{2}(1+\alpha)}, \\
& \int_{t_{1}}^{t} \int_{B_{R}} h^{n-2} h_{x}^{4} \phi^{2} \phi_{x}^{2} \leq C R^{-2} \sup _{Q_{R}} h^{n+\frac{1}{2}-\delta} \int_{t_{1}}^{t} \int_{B_{R}} h^{-\frac{5}{2}+\delta} h_{x}^{4} \\
& \int_{t_{1}}^{t} \int_{B_{R}} h^{n} \phi^{2} \phi_{x}^{2} \leq C R^{3+\frac{n}{2}(1+\alpha)} \leq C R^{\alpha+\frac{n}{2}(1+\alpha)},
\end{aligned}
$$

so (2.21) follows after putting these estimates back to (2.19). As (2.20) holds for $\alpha=0$, we can bootstrap between $(2.20)$ and (2.21) to increases the power in $R$ in (1.20). Observe that the function $\chi$ is piecewise linear with slopes equal to $1 / 2,1+n / 2$, or $(2 n+1-2 \delta) / 4$. As $(2 n+1-2 \delta) / 4>1$ for $\delta<n-3 / 2$, $\chi$ can possibly intersect $y=x$ at $\alpha^{*}=3$. The lemma now follows from Lemma 2.1 after taking $\tau^{N}=\tau_{0}$.

In case $f$ satisfies (2.6), the local energy inequality reads as

$$
\begin{aligned}
\frac{1}{2} \int_{B_{R}} h_{x}^{2} \phi^{4} & \leq \frac{B}{q(q+1)} \int_{B_{R}} h^{q+1} \phi^{4}+\frac{1}{2} \int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \phi^{4}-\frac{B}{q(q+1)} \int_{B_{R}} h^{q+1}\left(t_{1}\right) \phi^{4} \\
& +C\left(\int_{t_{1}}^{t} \int_{B_{R}} h^{n} h_{x}^{2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int_{t_{1}}^{t} \int_{B_{R}} h^{n-2} h_{x}^{4} \phi^{2} \phi_{x}^{2}\right. \\
& \left.+\int_{t_{1}}^{t} \int_{B_{R}} h^{n+2 q} \phi^{2} \phi_{x}^{2}+\int_{t_{1}}^{t} \int_{B_{R}} h^{n+2 q-2} h_{x}^{2} \phi^{4}\right)
\end{aligned}
$$

Under (2.20), the integral terms involving $q$ can be estimated as follows:

$$
\begin{aligned}
& \int_{B_{R}} h^{q+1} \phi^{4} \leq C R \sup _{B_{R}} h^{q+1} \\
& \leq C R^{\frac{q+3}{2}+\frac{4-n}{4} \alpha} \\
& \leq C R^{\frac{8-n}{4}+\frac{4-n}{4} \alpha}, \quad(\because q>1-n / 2) \\
& \int_{t_{1}}^{t} \int_{B_{R}} h^{n+2 q} \phi^{2} \phi_{x}^{2} \leq C R^{3} \sup _{Q_{R}} h^{n+2 q} \\
& \leq C R^{4+\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{t_{1}}^{t} \int_{B_{R}} h^{n+2 q-2} h_{x}^{2} \phi^{4} & \leq C R^{4}\left(\sup _{\left[t_{1}, t\right]} \int_{B_{R}} h_{x}^{2}\right) \sup _{Q_{R}} h^{n+2 q-2} \\
& \leq C R^{4+\alpha}, \quad(\because q>1-n / 2)
\end{aligned}
$$

So (2.21) holds after $\chi$ is replaced by the function $\chi^{\prime}$ :

$$
\begin{array}{r}
\chi^{\prime}(\alpha)=\min \left\{\frac{8-n}{4}+\frac{4-n}{4} \alpha, 4+\alpha, \frac{n}{2}+\left(1+\frac{n}{2}\right) \alpha\right. \\
\left.\gamma_{0}+\frac{n-\frac{7}{2}-\delta}{2}+\frac{n+\frac{1}{2}-\delta}{2} \alpha\right\} .
\end{array}
$$

Arguing as before, we can show that Lemma 2.3 holds when $q>1-n / 2$ and (2.17) is replaced by $(2.17)^{\prime}$.

Lemma 2.4. Let $h$ be a suitable weak solution of (2.1), where $n \in(1.5,3.5)$ and (2.5) holds, and let $\left(x_{0}, T\right)$ be a rupture point of $h$. Suppose (2.7), (2.14), (2.16), and (2.17) hold. Then there exists $t_{1} \in \Gamma \cap\left[T-R^{4}, T\right]$ such that

$$
\int_{B_{R / 2}} h_{x}^{2}\left(t_{1}\right) \leq C R^{\gamma} \quad \forall \gamma \in\left(0, \frac{4 \gamma_{0}-7-2 \delta}{3+2 \delta}\right)
$$

if

$$
\begin{equation*}
\frac{7+2 \delta}{4}<\gamma_{0} \leq 4+2 \delta \tag{2.22}
\end{equation*}
$$

When (2.5) is replaced by (2.6) and (2.17) by (2.17)', respectively, the same conclusion holds when (2.22) is replaced by

$$
\begin{equation*}
\frac{7+2 \delta}{4}<\gamma_{0}<1+\frac{6+4 \delta}{n} \tag{2.22}
\end{equation*}
$$

Proof. We only prove this lemma when $f$ satisfies (2.5), for the other case can be proved in a similar way. From (2.14) there exists $t_{1} \in \Gamma$ such that

$$
\int_{B_{R}} h^{-\frac{5}{2}+\delta} h_{x}^{4}\left(t_{1}\right) \leq R^{\gamma_{0}-4}
$$

Thus

$$
\begin{align*}
\int_{B_{R}} h_{x}^{2}\left(t_{1}\right) & \leq \sqrt{\int_{B_{R}} h^{-\frac{5}{2}+\delta}\left(t_{1}\right) h_{x}^{4}\left(t_{1}\right)} \sqrt{\int_{B_{R}} h^{\frac{5}{2}-\delta}\left(t_{1}\right)} \\
& \leq R^{\frac{\gamma_{0}-3}{2}} \sup _{B_{R}} h^{\frac{5-2 \delta}{4}}\left(t_{1}\right) \tag{2.23}
\end{align*}
$$

Suppose that

$$
\begin{equation*}
\int_{B_{R}} h_{x}^{2}\left(t_{1}\right) \leq C R^{\alpha} \tag{2.24}
\end{equation*}
$$

for some $\alpha$ satisfying $\alpha<\gamma$. We claim that, for any fixed $\tau_{0} \in(0,1)$,

$$
\begin{equation*}
\int_{B_{\tau_{0} R}} h_{x}^{2}\left(t_{1}\right) \leq C^{\prime} R^{\chi(\alpha)} \tag{2.25}
\end{equation*}
$$

where $\chi(\alpha)=\frac{\gamma_{0}-3}{2}+\frac{5-2 \delta}{8}(1+\alpha)$ as long as $\chi(\alpha)<\gamma$. For, using (2.24) and the fact that $\alpha<\gamma$, we can apply Lemma 2.3 to infer that

$$
\int_{B_{\frac{1+\tau_{0}}{2} R}} h_{x}^{2} \leq C^{\prime} R^{\alpha} \quad \forall t \in\left[t_{1}, T\right]
$$

By Lemma 2.2,

$$
\sup _{B_{\tau_{0} R} \times\left[t_{1}, T\right]} h \leq C R^{\frac{1+\alpha}{2}} .
$$

Plugging this estimate into (2.23) yields (2.25). Now, using the fact that (2.24) holds for $\alpha=0$, bootstrapping between (2.24) and (2.25) increases the power in $R$. Noting that the intersection of $\chi$ and $y=x$ is at $\alpha^{*}=\left(4 \gamma_{0}-7-2 \delta\right) /(3+2 \delta)$, we conclude that the lemma holds if $\gamma<\left(4 \gamma_{0}-7-2 \delta\right) /(3+2 \delta)$. Note that in $(2.17)$ it is required that $\gamma<3$, and this holds if $\left(4 \gamma_{0}-7-2 \delta\right) /(3+2 \delta)<3$, that is, $\gamma_{0} \leq 4+2 \delta$.

An estimate on the Hausdorff dimension of the rupture set is also available in the range $(1.5,2]$. We need to work a bit harder for it though.

THEOREM 2.4. Let $h$ be a suitable weak solution of (2.1), where $n \in(1.5,2]$ and $f$ satisfies either (2.5) or (2.6). The Hausdorff dimension of the rupture set of $h$ cannot exceed $1+6 / n$.

Proof. Let us consider the case where $f$ satisfies (2.6) only. We claim that at a rupture point $\left(x_{0}, T\right)$ there exists $\left\{R_{j}\right\} \downarrow 0$ such that

$$
\begin{gathered}
\iint_{Q_{R_{j}}} h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2}>R_{j}^{\gamma_{0}} \\
\iint_{Q_{R_{j}}} h^{-\frac{5}{2}+\delta} h_{x}^{4}>R_{j}^{\gamma_{0}}
\end{gathered}
$$

or

$$
\iint_{Q_{R_{j}}} h^{\frac{3}{2}-n+\delta}>R_{j}^{\gamma_{0}+\lambda}
$$

hold when $\gamma_{0}$ and $\delta$ satisfy $(2.22)^{\prime}$ and $\lambda$ is a fixed positive number. For, were this not true, that means (2.7), (2.14), and

$$
\begin{equation*}
\iint_{Q_{R}} h^{\frac{3}{2}-n+\delta} \leq R^{\gamma_{0}+\lambda} \tag{2.26}
\end{equation*}
$$

hold for all sufficiently small $R$. By Lemma 2.4,

$$
\int_{B_{R / 2}} h_{x}^{2}\left(t_{1}\right) \leq C R^{\gamma} \quad \text { for } \gamma<\min \left\{\frac{4 \gamma_{0}-7-2 \delta}{3+2 \delta}, \frac{8-n}{n}\right\}=\frac{4 \gamma_{0}-7-2 \delta}{3+2 \delta}
$$

By Lemma 2.3 we further infer that

$$
\int_{B_{R / 4}} h_{x}^{2}(t) \leq C^{\prime} R^{\gamma} \quad \forall t \in\left[t_{1}, T\right] .
$$

Consequently,

$$
h(x, T) \leq C\left|x-x_{0}\right|^{\frac{1+\gamma}{2}} \quad \forall x \text { sufficiently close to } x_{0} .
$$

On the other hand, (2.26) implies that there exists some $t_{2} \in \Gamma$ such that

$$
\int_{B_{R}} h^{\frac{3}{2}-n+\delta}\left(t_{2}\right) \leq C R^{\gamma_{0}-4+\lambda}
$$

By Lemma 2.5,

$$
\int_{B_{R / 2}} h^{\frac{3}{2}-n+\delta}(t) \leq C^{\prime} R^{\gamma_{0}-4+\lambda} \quad \forall t \in\left[t_{2}, T\right]
$$

So

$$
\begin{aligned}
4 R^{\gamma_{0}-4+\lambda} & \geq \int_{B_{R / 2}} h^{\frac{3}{2}-n+\delta} \\
& \geq C \int_{B_{R / 2}}\left|x-x_{0}\right|^{\frac{1+\gamma}{2}\left(\frac{3}{2}-n+\delta\right)} \\
& \geq C R^{\frac{1+\gamma}{2}\left(\frac{3}{2}-n+\delta\right)+1}
\end{aligned}
$$

if

$$
\left(\frac{1+\gamma}{2}\right)\left(\frac{3}{2}-n+\delta\right)+1>0
$$

To derive a contradiction we choose

$$
\gamma_{0}=1+\frac{6}{n}
$$

and

$$
\gamma=\frac{4 \gamma_{0}-7}{3}-\sigma
$$

where $\sigma$ is chosen to be small as $\delta$ is small and such that

$$
\gamma<\frac{4 \gamma_{0}-7-2 \delta}{3+2 \delta}
$$

and

$$
\frac{1+\gamma}{2}\left(\frac{3}{2}-n+\delta\right)+1>0
$$

As $\delta, \sigma \rightarrow 0$, and $\gamma$ tends to $\left(4 \gamma_{0}-7\right) / 3$ and

$$
\gamma_{0}-4+\lambda>\gamma_{0}-4=\frac{1+\gamma}{2}\left(\frac{3}{2}-n\right)+1
$$

the contradiction holds.
Now a covering argument as in the proof of Theorem 2.3 finishes the job.
Lemma 2.5. Let $h$ be a suitable weak solution (2.1), where $n \in(1.5,2]$ and either (2.5) or (2.6) hold. There exists a small $R_{0}>0$ such that if

$$
\int_{B_{R}} h^{\frac{3}{2}-n+\delta}\left(t_{1}\right) \leq C_{6} R^{\gamma}, \quad 0<\delta<n-\frac{3}{2} \quad \text { small }
$$

for some $\gamma \in[0,1], R<R_{0}$ and $t_{1} \in \Gamma \cap\left[T-R^{4}, T\right]$, then for every $\tau_{0} \in(0,1)$,

$$
\int_{B_{\tau_{0} R}} h^{\frac{3}{2}-n+\delta}(t) \leq C R^{\gamma} \quad \forall t \in\left[t_{1}, T\right]
$$

where $C$ depends on $n, q, \delta, C_{6}$, and $\tau_{0}$.
Proof. We focus on the case where (2.6) holds, since the other case can be handled similarly. By the local entropy inequality (2.3) $\forall t \geq t_{1}$,

$$
\begin{aligned}
\int_{B_{R}} h^{\frac{3}{2}-n+\delta} \phi^{4} \leq & -\sigma\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{-\frac{1}{2}+\delta} h_{x x}^{2} \phi^{4}+\int_{t_{1}}^{t} \int_{B_{R}} h^{-\frac{5}{2}+\delta} h_{x}^{4} \phi^{4}\right] \\
& +C\left[\int_{t_{1}}^{t} \int_{B_{R}} h^{\frac{3}{2}+\delta}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int_{t_{1}}^{t} \int_{B_{R}} h^{2 q-\frac{1}{2}+\delta} \phi^{4}\right] \\
& +\int_{B_{R}} h^{\frac{3}{2}-n+\delta}\left(t_{1}\right)
\end{aligned}
$$

where $\phi$ is supported in $B_{R}$. Using $q \geq 1-n / 2$, we have

$$
\begin{aligned}
& \int_{t_{1}}^{t} \int_{B_{R}} h^{\frac{3}{2}+\delta}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right) \leq C R \\
& \int_{t_{1}}^{t} \int_{B_{R}} h^{2 q-\frac{1}{2}+\delta} \phi^{4} \leq C\left(t-t_{1}\right) \sup _{\left[t_{1}, t\right]} \int_{B_{R}} h^{\frac{3}{2}-n+\delta} \phi^{4}
\end{aligned}
$$

Therefore,

$$
\sup _{\left[t_{1}, t\right]} \int_{B_{R}} h^{\frac{3}{2}-n+\delta} \phi^{4} \leq C\left[\left(t-t_{1}\right) \sup _{\left[t_{1}, t\right]} \int_{B_{R}} h^{\frac{3}{2}-n+\delta}+R^{\gamma}\right]
$$

By taking $t_{2}$ so that $C\left(t_{2}-t_{1}\right)=1 / 2$, and $\phi \equiv 1$ on $B_{\tau R}$, we get

$$
\sup _{\left[t_{1}, t_{2}\right]} \int_{B_{\tau R}} h^{\frac{3}{2}-n+\delta} \leq C R^{\gamma}
$$

Now we may use $t_{2}$ as the initial time to extend the estimate beyond $t_{2}$. After finitely many times extensions the lemma follows.
3. An estimate on rupture times. In this section we establish an estimate on the Hausdorff dimension of the rupture times. An instant $t$ is a rupture time for a suitable weak solution $u$ of (2.1) if $u(x, t)=0$ for some $x$. As our derivation does not involve the use of the local energy or entropy inequalities, the condition $\left(\mathrm{H}_{3}\right)$ in the definition of a suitable weak solution is not needed. In other words, the main result, Theorem 3.1, holds for any weak solution of (2.1) satisfying $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ only.

We start with the following interpolating inequalities controlling sup $u^{-1}$ in terms of integrals involving the derivatives of the function $u$ and the integrals of its negative powers.

Lemma 3.1. Let $u$ be a nonnegative $H^{1}$-function of period $L$. Then for any $p>2$, there exists a constant $C$ depending on $p$ and $L$ such that

$$
\sup u^{-1} \leq C\left[\left(\int u^{-p}\right)^{\frac{1}{p}}+\left(\int u^{-p}\right)^{\frac{1}{p-2}}\left(\int u_{x}^{2}\right)^{\frac{1}{p-2}}\right]
$$

Proof. We have, for $\alpha>0$,

$$
\begin{aligned}
u^{-\alpha}(x) & \leq u^{-\alpha}(y)+\alpha\left|\int u^{-\alpha-1} u_{x}\right| \\
& \leq u^{-\alpha}(y)+\alpha\left(\int u^{-2 \alpha-2}\right)^{\frac{1}{2}}\left(\int u_{x}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Integrating in $y$ yields

$$
u^{-\alpha}(x) \leq \frac{1}{L} \int u^{-\alpha}+\alpha\left(\int u^{-2 \alpha-2}\right)^{\frac{1}{2}}\left(\int u_{x}^{2}\right)^{\frac{1}{2}}
$$

Letting $2 \alpha=p-2$, we get

$$
\begin{aligned}
u^{-1}(x) & \leq C\left[\left(\int u^{\frac{-p+2}{2}}\right)^{\frac{2}{p-2}}+\left(\int u^{-p}\right)^{\frac{1}{p-2}}\left(\int u_{x}^{2}\right)^{\frac{1}{p-2}}\right] \\
& \leq C\left[\left(\int u^{-p}\right)^{\frac{1}{p}}+\left(\int u^{-p}\right)^{\frac{1}{p-2}}\left(\int u_{x}^{2}\right)^{\frac{1}{p-2}}\right]
\end{aligned}
$$

Lemma 3.2. Let $u$ be a nonnegative $H^{2}$-function of period $L$. Then for $p>2 / 3$, there exists a constant $C$ depending on $p$ and $L$ such that

$$
\sup u^{-1} \leq C\left[\left(\int u^{-p}\right)^{\frac{3}{3 p-2}}\left(\int u_{x x}^{2}+\beta\right)^{\frac{1}{3 p-2}}+\left(\int u_{x x}^{2}+\beta\right)^{-\frac{1}{2}}\right] \quad \forall \beta \geq 0
$$

Proof. It suffices to establish this inequality by taking $u$ to be positive and $C^{2}$. The general case follows from approximation. We assume $u(0)=\inf u$ and set

$$
E=\int u^{-p} \text { and } F=\int u_{x x}^{2}+\beta
$$

Then by using Taylor's formula

$$
u(x)=u(0)+u_{x}(0) x+\int_{0}^{x} u_{x x}(t)(x-t) d t
$$

we have, for all $x$,

$$
u(x) \leq u(0)+\frac{2}{3} F^{\frac{1}{2}} x^{\frac{3}{2}} \quad \forall x \in[0, L]
$$

So

$$
\int_{0}^{L} \frac{d x}{\left(u(0)+\frac{2}{3} F^{\frac{1}{2}} x^{\frac{3}{2}}\right)^{p}} \leq \int u^{-p} \leq E
$$

which implies that

$$
\int_{0}^{L} \frac{d x}{\left(x+2 u(0)^{\frac{2}{3}} F^{-\frac{1}{3}}\right)^{\frac{3 p}{2}}} \leq C E F^{\frac{p}{2}}
$$

After an integration over $(0, L / 2)$, we have

$$
\left(2 u(0)^{\frac{2}{3}} F^{-\frac{1}{3}}\right)^{1-\frac{3 p}{2}} \leq C\left(E F^{\frac{p}{2}}+1\right)
$$

i.e.,

$$
\inf u^{-1} \leq C\left(E^{\frac{3}{3 p-2}} F^{\frac{1}{3 p-2}}+F^{-\frac{1}{2}}\right)
$$

To apply this lemma to our weak solution, we take advantage of the finite quantities $K_{4}$ and $K_{3}$. A direct calculation shows that $u=h^{\frac{3+2 \delta}{4}}$ satisfies

$$
\int u_{x x}^{2} \leq C_{\delta}\left(\int h^{-\frac{1}{2}+\delta} h_{x x}^{2}+\int h^{-\frac{5}{2}+\delta} h_{x}^{4}\right)
$$

Now, using Lemma $3.2(\beta=1)$ we have, for any $p^{\prime}>2 / 3$,
$\sup h^{-\frac{3+2 \delta}{4}} \leq C\left[\left(\int h^{-p^{\prime} \frac{3+2 \delta}{4}}\right)^{3 /\left(3 p^{\prime}-2\right)}\left(\int h^{-\frac{1}{2}+\delta} h_{x x}^{2}+\int h^{-\frac{5}{2}+\delta} h_{x}^{4}\right)^{1 /\left(3 p^{\prime}-2\right)}+1\right]$.

Corollary 3.1. Let $h$ be a suitable weak solution of (2.1) for $n \in(2,3.5)$. Then

$$
K_{5} \equiv \int_{0}^{T}\left(\int h^{-p}\right)^{\frac{3(n-2)-\delta}{p+\frac{3}{2}-n}}<\infty \quad \forall p>n-3 / 2, \delta \in(0,3(n-2))
$$

Proof. When $\delta \in(0,3(n-2))$, we can take $p^{\prime}=(4 n-6) /(3+2 \delta)>2 / 3$ so that $p^{\prime}(3+2 \delta) / 4=n-3 / 2$ in (3.1) to get, for $p>n-3 / 2$,

$$
\begin{aligned}
\int h^{-p} & \leq \sup \left(h^{-1}\right)^{p+\frac{3}{2}-n} \int h^{\frac{3}{2}-n} \\
& \leq C K_{3}\left[K_{3}^{\frac{1}{n-2-\frac{\delta}{3}}}\left(\int h^{-\frac{1}{2}+\delta} h_{x x}^{2}+\int h^{-\frac{5}{2}+\delta} h_{x}^{4}+1\right)^{\frac{1}{3(n-2)-\delta}}+1\right]^{p+\frac{3}{2}-n}
\end{aligned}
$$

Raise both sides to the power $[3(n-2)-\delta] /\left(p+\frac{3}{2}-n\right)$ and then integrate over time. The corollary follows from the boundedness of $K_{3}$ and $K_{4}$.

Now, we have the following result which contains Theorem 1.3.
Theorem 3.1. Let $h$ be a suitable weak solution of (2.1), where $n \in(2,3.5)$ and either (2.5) or (2.6) holds. The Hausdorff dimension of the set of rupture times cannot exceed $1-2(n-2)^{2} /(8-n)$.

Once again we point out that the theorem holds for any weak solution of (2.1) satisfying $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ only.

Proof. Let $n$ be given as above and $p, \delta$ satisfy

$$
p \in(2, n], \quad p+\frac{3}{2}>n, \quad \delta \in(0,3(n-2)) .
$$

We claim that there exists a small $\varepsilon_{0}$ depending on $n, p, \delta$ such that whenever

$$
\int_{T-R}^{T}\left(\int h^{-p}\right)^{\beta} \leq \varepsilon_{0} R^{\gamma} \quad \forall \text { small } R
$$

where

$$
\beta=\frac{3(n-2)-\delta}{p+\frac{3}{2}-n}, \quad \gamma=1-\beta\left(\frac{p-2}{8-n}\right)
$$

then $h\left(x_{0}, T\right)>0$. To prove this claim we first observe that by the mean-value theorem there is some $t_{1} \in[T-R, T]$ such that

$$
\int h^{-p}\left(\cdot, t_{1}\right) \leq 2 \varepsilon_{0}^{\frac{1}{\beta}} R^{\frac{\gamma-1}{\beta}}
$$

By Lemma 3.1 and $K_{1}<\infty, h$ is positive at $t_{1}$. By continuity $h$ is positive for all $t$ close to $t_{1}$, in particular, it is a classical solution near $t_{1}$. Let

$$
t^{*}=\sup \left\{t_{2} \in\left(t_{1}, T\right]: h \text { is positive in }\left[t_{1}, t_{2}\right]\right\}
$$

We shall show that $t^{*}=T$. As for $t \in\left(t_{1}, t^{*}\right)$,

$$
\begin{align*}
\frac{d}{d t} \int h^{-p}= & -p(p+1) \int h^{n-p-2} h_{x x}^{2}-p(p+1)(n-p-2) \int h^{n-p-3} h_{x}^{2} h_{x x} \\
& +p(p+1) \int h^{n-p-2} f^{\prime}(h) h_{x}^{2} \tag{3.2}
\end{align*}
$$

We estimate the integrals on the right as follows: For $p \in(2, n)$,

$$
\begin{aligned}
\left|\int h^{n-p-3} h_{x}^{2} h_{x x}\right| & =\left|\frac{n-p-3}{3} \int h^{n-p-4} h_{x}^{4}\right| \\
& \leq C \int h^{p-n}\left|\left(h^{\frac{n-p}{2}}\right)_{x}\right|^{4} \\
& \leq C \sup \left(h^{-1}\right)^{n-p} \int\left|\left(h^{\frac{n-p}{2}}\right)_{x}\right|^{4} \\
& \leq C \sup \left(h^{-1}\right)^{n-p}\left(\int\left(h^{\frac{n-p}{2}}\right)_{x}^{2}\right)^{3 / 2}\left(\int\left(h^{\frac{n-p}{2}}\right)_{x x}^{2}\right)^{1 / 2} \\
& \leq \varepsilon \int\left(h^{\frac{n-p}{2}}\right)_{x x}^{2}+C \sup \left(h^{-1}\right)^{2(n-p)}\left(\int\left(h^{\frac{n-p}{2}}\right)_{x}^{2}\right)^{3} \\
& \leq C \varepsilon\left(\int h^{n-p-2} h_{x x}^{2}+\int h^{n-p-4} h_{x}^{4}\right)+C \sup \left(h^{-1}\right)^{6+p-n}\left(\int h_{x}^{2}\right)^{3}
\end{aligned}
$$

which means, for small $\varepsilon$,

$$
\int h^{n-p-4} h_{x}^{4} \leq C\left[\varepsilon \int h^{n-p-2} h_{x x}^{2}+\sup \left(h^{-1}\right)^{6+p-n}\right]
$$

By Lemma 3.1 we further have

$$
\begin{equation*}
\int h^{n-p-4} h_{x}^{4} \leq C\left[\varepsilon \int h^{n-p-2} h_{x x}^{2}+C\left(1+\int h^{-p}\right)^{\frac{6+p-n}{p-2}}\right] \tag{3.3}
\end{equation*}
$$

By modifying the above arguments slightly we see that (3.3) also holds when $p=n$. For the third term on the right-hand side of (3.2) we have

$$
\begin{align*}
\int h^{n-p-2} f^{\prime}(h) h_{x}^{2} & \leq C\left(\int h^{n-p-2} h_{x}^{2}+\int h^{n-p+q-3} h_{x}^{2}\right) \\
& \leq C\left(\int h^{n-p-4} h_{x}^{4}+\int h^{n-p}+\int h^{n-p+2 q-2}\right) \\
& \leq C\left[\int h^{n-p-4} h_{x}^{4}+\left(\int h^{-p}\right)^{\frac{n-p+2 q-2}{-p}}\right] \tag{3.4}
\end{align*}
$$

Putting (3.3) and (3.4) back to (3.2) yields, after taking $\varepsilon$ small,

$$
\frac{d}{d t} \int h^{-p} \leq C\left(1+\int h^{-p}\right)^{\mu}
$$

where $\mu=\max \left\{\frac{6+p-n}{p-2}, \frac{p-n-2 q+2}{p}\right\}=\frac{6+p-n}{p-2}$ (because $n \leq 8$ ). By comparing $\int h^{-p}$
with the solution $Y$ of with the solution $Y$ of

$$
\frac{d Y}{d t}=C(1+Y)^{\mu}, \quad Y\left(t_{1}\right)=2 \varepsilon_{0}^{\frac{1}{\beta}} R^{\frac{\gamma-1}{\beta}}
$$

we see that $Y$ exists in $\left[t_{1}, T\right]$, when $\varepsilon_{0}^{1 / \beta}$ is sufficiently small and $\int h^{-p} \leq Y(t)$ as long as both functions exist. So $\int h^{-p}$ is finite in $\left[t_{1}, T\right]$. It follows from Lemma 3.1 that $h$ is positive up to $T$, that is, $t^{*}=T$.

We fix an $\varepsilon_{0}$ satisfying the property in the above claim. It follows that $T$ is a rupture time if and only if there exists $R_{j} \downarrow 0$ such that

$$
\int_{T-R_{j}}^{T}\left(\int h^{-p}\right)^{\beta}>\varepsilon_{0} R_{j}^{\gamma}
$$

for each $p, n, \delta$ in the range. Applying a covering argument to the time interval $(0, \infty)$ one can show that, using the finiteness of $K_{5}$, the $\gamma$-Hausdorff measure of the set of rupture times is finite for for all $\gamma=1-\beta(p-2) /(8-n)$. Letting $\delta \rightarrow 0$ and then taking $p=n$, we conclude the proof of this theorem.
4. A result on finite time rupture. For any positive, smooth, periodic function $h_{0}$, it is known that

$$
\left\{\begin{array}{l}
h_{t}+\left[h^{n}\left(h_{x x}+f(h)\right)_{x}\right]_{x}=0  \tag{4.1}\\
h(0)=h_{0}
\end{array}\right.
$$

admits a unique, classical solution in $[0, \omega)$, which is of the same period in $x$ and is maximal in the sense that whenever $\omega$ is finite,

$$
\inf _{t \uparrow \omega} h(t)=0 \quad \text { or } \quad \sup _{t \uparrow \omega} h(t)=\infty
$$

A proof of this fact, which can be found in [BF], is based on parabolic regularity theory (Eidelman [Ei] or Friedman [F1]) when there is no $f$-term in (4.1). Nevertheless, an examination of their arguments shows that it still works with the presence of the $f$-term as long as $f$ is in $C^{2, \alpha}((0, \infty))$ for some $\alpha \in(0,1)$. In the following we denote by $X\left(L, c_{0}\right)$ the subset of $H^{1}\left(S_{L}\right)$ consisting of all of the positive functions with area $c_{0}$. As the area is conserved by the equation in (4.1), the classical solution of (4.1) forms a flow in $X\left(L, c_{0}\right)$. For our result the following condition on $f$ will be imposed:

$$
\begin{equation*}
f(0)=0, \quad\left|f^{\prime}(z)\right| \leq C_{1} z^{q-1}, \quad z \in(0,1] \quad \text { for some } q \geq \frac{1-n}{2} \tag{4.2}
\end{equation*}
$$

THEOREM 4.1. Let $n \in(0,1 / 2)$ be in (4.1), and $f \in C([0, \infty)) \cap C^{2, \alpha}((0, \infty))$ satisfy (4.2). Suppose that there exists a bounded open set $\mathcal{U}$ in $X\left(L, c_{0}\right)$ satisfying the following properties:
$\left(P_{1}\right)$ The closure of $\mathcal{U}$ does not contain any positive steady state, fully supported droplet with zero contact angle, or an array of identical droplets with zero contact angle of (4.1); and
$\left(P_{2}\right)$ Any maximal solution $h$ starting at some positive smooth $h_{0}$ in $\mathcal{U}$ stays inside $\mathcal{U}$.

Then $\omega$ is finite, that is, $h$ ruptures in finite time.
From this theorem we deduce the following result on finite time rupture.
Corollary 4.1. Consider (4.1), where $n \in(0,1 / 2)$ and $f$ is a power law, with $q$ satisfying $(1-n) / 2 \leq q<3$. Then for any positive $c_{0}$, there exists some $L_{0}$ depending on $q$ and $c_{0}$ such that, for any $L \geq L_{0}$, there are solutions of (4.1) in $X\left(L, c_{0}\right)$ which rupture in finite time.

Steady states arise in the study of long-time behavior of the solutions of (4.1), and the definition of a steady state is motivated from the energy dissipation relation. Indeed, a nonnegative function $h$ in the closure of $X\left(L, c_{0}\right)$ is called a steady state of (4.1) if, on each component of the positivity set of $h, h_{x x}+f(h)=c$ holds for some
constant $c$ (which could be different on components). Besides the constant states $c_{0} / L$ that always exist in any $X\left(L, c_{0}\right)$, there could be other steady states in the same $X\left(L, c_{0}\right)$. Among others, a droplet is a steady state that is positive in some $(-a, a), a \leq L / 2$ and equal to 0 in $[-L / 2, L / 2] \backslash(-a, a)$ after a suitable translation. It is of full support if $a$ is equal to $L / 2$. The droplet has zero contact angle if its derivatives vanish at $\pm a$. A configuration of droplets is a steady state, where the positivity set $\{x \in(-L / 2, L / 2): h(x)>0\}$ is a union of at least two disjoint, open subintervals of $(-L / 2, L / 2)$. An array of identical droplets is a configuration of droplets in which, after a suitable translation, there is a partition of $(-L / 2, L / 2)$ into subintervals with equal length so that the restrictions of the steady state to these subintervals are congruent droplets with full support.

Criteria for the existence and multiplicity of positive steady states and droplets in a given $X\left(L, c_{0}\right)$ for general $f$ and for power laws can be found in [LP1], and the stability of positive steady states, especially those for power laws, is studied systematically in [LP2], [LP3], and [LP4].

Proof of Theorem 4.1. We let $h(t)$ be a solution of (4.1) starting inside $\mathcal{U}$. Under $\left(\mathrm{P}_{2}\right), h$ cannot blow up in any time, so either it ruptures in finite time or it is a positive global solution. Assuming that the latter holds we will derive a contradiction.

As $h$ stays inside $\mathcal{U}$, it is uniformly bounded in $H^{1}$-norm. From the energy dissipation relation

$$
\mathcal{E}(h)+\int_{0}^{T} \int h^{n}\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2}=\mathcal{E}\left(h_{0}\right)
$$

where the energy is given by

$$
\mathcal{E}(h)=\frac{1}{2} \int h_{x}^{2}-\int F(h), \quad F^{\prime}(z)=f(z), \quad F(0)=0
$$

we know that

$$
\begin{equation*}
\int_{0}^{\infty} \int\left|\left(h_{x x}+f(h)\right)_{x}\right|^{2}<\infty \tag{4.3}
\end{equation*}
$$

On the other hand, the entropy dissipation relation is given by

$$
\frac{d}{d t} \int h^{2-n}=-(2-n)(1-n) \int\left(h_{x x}^{2}-f(h) h_{x x}\right)
$$

As $h$ is uniformly bounded for all time and $n<1$, we can find a constant $C_{2}$ so that

$$
\begin{equation*}
\int_{T}^{T+1} \int\left(h_{x x}^{2}-f(h) h_{x x}\right) \leq C_{2} \tag{4.4}
\end{equation*}
$$

holds for all $T>0$. From (4.3) and (4.4) it is easy to find $\left\{t_{j}\right\} \rightarrow \infty$ and a constant $C_{3}$ such that, for $h_{j}=h\left(t_{j}\right)$,

$$
\begin{equation*}
\int h_{j}^{n}\left(h_{j x x}+f\left(h_{j}\right)\right)_{x}^{2} \rightarrow 0 \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int h_{j x x}^{2} \leq C_{3} \tag{4.6}
\end{equation*}
$$

By passing to a subsequence if necessary, we may further assume that

$$
\begin{aligned}
h_{j} & \rightarrow \hat{h} \text { in } C^{1, \frac{1}{2}}\left(S_{L}\right), \\
h_{j} & \rightarrow \hat{h} \text { in } H^{2}\left(S_{L}\right) \\
h_{j} & \rightarrow \hat{h} \text { in } C_{l o c}^{2, \frac{1}{2}}(\{\hat{h}>0\}),
\end{aligned}
$$

where $\hat{h}$ is a steady state of (4.1). By $\left(P_{1}\right) \hat{h}$ cannot be positive, so after a suitable translation, we may assume that there is a component $(a, b)$ of the positivity set of $h$ in $(-L / 2, L / 2)$ on which

$$
\hat{h}^{\prime \prime}+f(\hat{h})=c
$$

(4.6) implies that $\hat{h}^{\prime}(a)=\hat{h}^{\prime}(b)=0$. By integrating this equation we obtain

$$
\frac{\hat{h}_{x}^{2}}{2}+F(\hat{h})=c \hat{h}
$$

As $f(0)=0$, the constant $c$ must be positive unless the derivatives of $\hat{h}$ vanish at the endpoints. But the derivative cannot be equal to 0 , for the vanishing of both $\hat{h}$ and $\hat{h}_{x}$ at the endpoints would force $\hat{h}$ to vanish identically by the uniqueness of the solution to the ordinary differential equation satisfied by $\hat{h}$. Therefore $c$ is positive. By $\left(P_{1}\right)$ there are two possibilities: First, there exists some $\delta_{0}>0$ such that $\hat{h}=0$ in $\left[a-\delta_{0}, a\right]$ or $\left[b, b+\delta_{0}\right]$. Second, there exist two subintervals $(a, b)$ and $\left(b, b_{1}\right)$ in $(-L / 2, L / 2)$ such that $\hat{h}_{x x}+f(\hat{h})=c_{1}, x \in(a, b)$ and $\hat{h}_{x x}+f(\hat{h})=c_{2}, x \in\left(b, b_{1}\right)$, where $c_{1}$ and $c_{2}$ are different positive constants. Moreover, $\hat{h}_{x}^{-}(b)=\hat{h}_{x}^{+}(b)=0$ holds.

Let us treat the first case first. For simplicity we take $b$ to be 0 and so $\hat{h}=0$ in [ $0, \delta_{0}$ ]. For each $0<\delta \leq \delta_{0}$, we rescale $h_{j}$ and $\hat{h}$ by

$$
h_{j}(x)=\delta^{2} H_{j}\left(\frac{x}{\delta}\right), \quad \hat{h}(x)=\delta^{2} \hat{H}\left(\frac{x}{\delta}\right)
$$

Then, for each fixed $\delta$,

$$
\begin{array}{cl}
H_{j} \rightarrow \hat{H} & \text { in } C^{1, \frac{1}{2}}([-1,1]) \cap C_{l o c}^{2, \frac{1}{2}}((-1,1)), \\
\hat{H}(y), \hat{H}_{y}(y) \rightarrow 0 & \text { as } y \uparrow 0 \\
\hat{H}_{y y}(y) \rightarrow c & \text { as } y \uparrow 0 .
\end{array}
$$

We claim that there exists a constant $C_{*}$ independent of $\delta$ such that

$$
\begin{equation*}
\int_{-1}^{1} H_{j}^{n} H_{j y y y}^{2} \geq C_{*}>0 \quad \forall j \text { large } . \tag{4.7}
\end{equation*}
$$

To prove (4.7) we first fix $\sigma_{0} \in(-1,0)$ such that

$$
0>H_{j y}\left(\sigma_{0}\right) \geq-\frac{c}{32}
$$

and

$$
H_{j y y}\left(\sigma_{0}\right) \geq \frac{c}{2}
$$

hold ( $\sigma_{0}$ may depend on $j$ ). Next we claim that, for each large $j$, there exists some $\xi \in\left[\sigma_{0}, 1\right]$ such that

$$
H_{j y y}(\xi)=\frac{c}{4}
$$

For, if not, then $H_{j y y}>c / 4$ in $\left[\sigma_{0}, 1\right]$. By Taylor expansion at $\sigma_{0}$, there exists some $z \in\left(\sigma_{0}, 1\right)$ such that

$$
\begin{aligned}
H_{j}(1) & =H_{j}\left(\sigma_{0}\right)+H_{j y}\left(\sigma_{0}\right)\left(1-\sigma_{0}\right)+\frac{H_{j y y}(z)}{2}\left(1-\sigma_{0}\right)^{2} \\
& \geq-\frac{c}{32}\left(1-\sigma_{0}\right)+\frac{c}{8}\left(1-\sigma_{0}\right)^{2} \\
& \geq \frac{c}{16}
\end{aligned}
$$

contradicting the fact that $H_{j}(1)$ tends to 0 as $j \rightarrow \infty$. Thus $H_{j y y}=c / 4$ somewhere in $\left(\sigma_{0}, 1\right)$. Let

$$
\sigma_{1}=\inf \left\{\sigma>\sigma_{0}: \quad H_{j y y}(\sigma)=c / 4\right\}<1
$$

We consider two subcases separately:
(a) $H_{j y}$ does not change sign in $\left(\sigma_{0}, \sigma_{1}\right)$, and
(b) $H_{j y}=0$ somewhere in $\left(\sigma_{0}, \sigma_{1}\right)$.

In subcase (a), $H_{j y}<0$ in $\left(\sigma_{0}, \sigma_{1}\right)$ because $H_{j y}\left(\sigma_{0}\right)<0$. By Taylor expansion at $\sigma_{1}$, for $y \in\left(\sigma_{0}, \sigma_{1}\right)$,

$$
\begin{align*}
H_{j}(y) & =H_{j}\left(\sigma_{1}\right)+H_{j y}\left(\sigma_{1}\right)\left(y-\sigma_{1}\right)+\frac{H_{j y y}(z)}{2}\left(y-\sigma_{1}\right)^{2} \\
& \geq H_{j}\left(\sigma_{1}\right)+\frac{c}{8}\left(y-\sigma_{1}\right)^{2} \\
& \geq \frac{c}{8}\left(y-\sigma_{1}\right)^{2} \quad \forall j \text { large } . \tag{4.8}
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
\int_{\sigma_{0}}^{\sigma_{1}}\left|H_{j y y y}\right| & \geq\left|H_{j y y}\left(\sigma_{1}\right)-H_{j y y}\left(\sigma_{0}\right)\right| \\
& \geq \frac{c}{4}
\end{aligned}
$$

So,

$$
\begin{aligned}
\int_{\sigma_{0}}^{\sigma_{1}} H_{j}^{n}\left|H_{j y y y}\right|^{2} \int_{\sigma_{0}}^{\sigma_{1}} H_{j}^{-n} & \geq\left(\int_{\sigma_{0}}^{\sigma_{1}}\left|H_{j y y y}\right|\right)^{2} \\
& \geq \frac{c^{2}}{16}
\end{aligned}
$$

By (4.8),

$$
\int_{\sigma_{0}}^{\sigma_{1}} H_{j}^{-n} \leq\left(\frac{8}{c}\right)^{n} \int_{\sigma_{0}}^{\sigma_{1}} \frac{1}{\left(y-\sigma_{1}\right)^{2 n}}=\left(\frac{8}{c}\right)^{n} \frac{2}{1-2 n}
$$

It follows that

$$
\int_{-1}^{1} H_{j}^{n}\left|H_{j y y y}\right|^{2} \geq C_{*} \equiv \frac{c^{n+2}(1-2 n)}{2^{3 n+5}}
$$

that is, (4.7) holds.

In subcase (b), let $\sigma_{2} \in\left(\sigma_{0}, \sigma_{1}\right)$ be a point at which $H_{j y}\left(\sigma_{2}\right)=0$. By Taylor expansion at $\sigma_{2}$, for $y \in\left(\sigma_{0}, \sigma_{1}\right)$,

$$
\begin{aligned}
H_{j}(y) & =H_{j}\left(\sigma_{2}\right)+\frac{H_{j y y}(z)}{2}\left(y-\sigma_{2}\right)^{2} \\
& \geq \frac{c}{8}\left(y-\sigma_{2}\right)^{2}
\end{aligned}
$$

and the above argument still works to show that (4.7) holds for the same $C_{*}$.
Now, we scale (4.7) back to get

$$
\begin{align*}
\int_{-\delta}^{\delta} h_{j}^{n} h_{j x x x}^{2} & =\delta^{2 n-1} \int_{-1}^{1} H_{j}^{n} H_{j y y y}^{2}  \tag{4.9}\\
& \geq C_{*} \delta^{2 n-1}
\end{align*}
$$

However, on the other hand, for small $\delta$,

$$
\begin{aligned}
\int_{-\delta}^{\delta} h_{j}^{n} h_{j x x x}^{2} & \leq \int_{-\delta}^{\delta} h_{j}^{n}\left(h_{j x x x}+f^{\prime}\left(h_{j}\right) h_{j x}\right)^{2}+4 \int_{-\delta}^{\delta} f^{\prime}\left(h_{j}\right)^{2} h_{j x}^{2} \\
& \leq \int_{-1}^{1} h_{j}^{n}\left(h_{j x x x}+f^{\prime}\left(h_{j}\right) h_{j x}\right)^{2}+C \int_{-\delta}^{\delta}\left(1+h_{j}^{n+2 q-2}\right) h_{j x}^{2}
\end{aligned}
$$

As

$$
\begin{aligned}
\int h_{j}^{n+2 q-2} h_{j x}^{2} & =\frac{-1}{n+2 q-1} \int h_{j}^{n+2 q-1} h_{j x x} \\
& \leq C\left(\int h_{j}^{2(n+2 q-1)}\right)^{1 / 2}\left(\int h_{j x x}^{2}\right)^{1 / 2}
\end{aligned}
$$

by (4.2), (4.5), and (4.6) we conclude that

$$
\int_{-\delta}^{\delta} h_{j}^{n} h_{j x x x}^{2}
$$

is bounded uniformly in $j$, but this is in conflict with (4.9) as $n<1 / 2$ and $\delta$ could be arbitrarily small, so the classical solution cannot be a global one, contradiction holds.

The proof for the second case is similar. Without loss of generality let us assume that $c_{1}>c_{2}$. Again we take $b=0$ and fix some small $\delta_{0}$ so that $\hat{h}$ is decreasing in $\left(-\delta_{0}, 0\right)$ and increasing in $\left(0, \delta_{0}\right)$. For each $\delta<\delta_{0}$ we use the same rescalings as before to define $H_{j}$ and $\hat{H}$ and claim that (4.7) holds. For, we pick $\sigma_{0}$ in $(-1,0)$ such that $H_{j y y}\left(\sigma_{0}\right)=c_{1}-\varepsilon_{0}$, where $\varepsilon_{0}$ is a fixed number less than $\left(c_{1}-c_{2}\right) / 2$. As before one can show that there is some $\xi \in\left(\sigma_{0}, 1\right)$ such that $H_{j y y}(\xi)=\left(c_{1}+c_{2}\right) / 2$. So we can define

$$
\sigma_{1}=\inf \left\{\sigma>\sigma_{0}: H_{j y y}(\sigma)=\left(c_{1}+c_{2}\right) / 2\right\}<1
$$

We consider the two subcases as before. We have in subcase (a) $H_{j y y} \geq \frac{c_{1}+c_{2}}{4}\left(y-\sigma_{1}\right)^{2}$ and in subcase (b) $H_{j y y} \geq \frac{c_{1}+c_{2}}{4}\left(y-\sigma_{2}\right)^{2}$ for $y \in\left(\sigma_{0}, \sigma_{1}\right)$. In both cases

$$
\int_{\sigma_{0}}^{\sigma_{1}}\left|H_{j y y y}\right| \geq\left|\frac{c_{1}-c_{2}}{2}-\varepsilon_{0}\right|>0
$$

Now the same arguments as before would show that (4.7) holds, so the same contradiction can be drawn.

Proof of Corollary 4.1. First of all, from the interpolation inequality [F2] for functions in $H^{1}\left(S_{L}\right)$ :

$$
\int u^{4} \leq C\left(\int|u|\right)^{2}\left(\int u_{x}^{2}+\int u^{2}\right)
$$

it is easy to see that, for $q \in(-1,3)$, the energy $\mathcal{E}(h)$ satisfies

$$
\int h_{x}^{2} \leq C \mathcal{E}(h)
$$

for some positive constant $C$. By a standard argument based on the direct method, the minimization problem

$$
m=\inf \left\{\mathcal{E}(h): \quad h \in X\left(L, c_{0}\right)\right\}
$$

admits a minimizer in the closure of $X\left(L, c_{0}\right)$, which is a steady state of (4.1).
Let us examine the candidates for the minimizer. First, according to Theorem 10 in [LP3], the constant state $c_{0} / L$ becomes energy unstable whenever $L$ satisfies $L>L_{1}$, where $L_{1}$ satisfies $L_{1}^{3-q} c_{0}^{q-1}=4 \pi^{2}$, and hence it cannot be a minimizer. Next, the classification results in [LP1] shows that, for any pair $\left(L, c_{0}\right)$, there are, up to translations, at most finitely many positive steady states with period $L / j, j \geq 2$ in $X\left(L, c_{0}\right)$, but they cannot be minimizers as they are also energy unstable due to Theorem 1 of [LP2]. Furthermore, the classification in section 5 of [LP1] asserts that positive steady states with minimal period and fully supported droplets with zero contact angle do not exist if $L>L_{2}$ for some $L_{2}$, depending on $c_{0}$ and $q$. From the same source we know that there are, up to translations, at most finitely many arrays of identical droplets with zero angle in $X\left(L, c_{0}\right)$. We claim that they too cannot be minimizers. For, consider an array of identical droplets $h$, which vanishes at $-L / 2$ and $L / 2$. Define $h^{*}$ to be the function equal to $h$ on $(-L / 2, L / 2)$ and zero outside this interval. Then the rearrangement of $h^{*}$ gives a function which is positive inside and zero outside $(-L / 2, L / 2)$. Extending the restriction of $h^{*}$ on $(-L / 2, L / 2)$ as an $L$-periodic function $h^{* *}$. From the properties of rearrangement $h^{* *}$ belongs to the closure of $X\left(L, c_{0}\right)$, with energy strictly lower than that of $h$; see, for instance, [LiL]. Therefore $h$ cannot be a minimizer. Since the energy is invariant under translation, we conclude that no array of identical droplets can be a minimizer of the energy.

As a result, for any $L$ greater than $L_{1}$ and $L_{2}$, if we denote by $\mu$ the minimum of the energies of all of the possible positive steady states, fully supported droplets with zero contact angle and arrays of identical droplets with zero contact angle in $X\left(L, c_{0}\right)$, then $m<\mu$. Now the corollary follows from Theorem 4.1 by taking

$$
\mathcal{U}=\left\{h \in X\left(L, c_{0}\right): \mathcal{E}(h)<(m+\mu) / 2\right\} .
$$

Remark 4.1. A sharp version of the interpolation inequality used in the above proof is the Nagy's inequality [SP]:

$$
\int u^{4} \leq \frac{9}{4 \pi^{2}}\left(\int|u|\right)^{2}\left(\int u_{x}^{2}\right)
$$

which is valid for all $u \in H^{1}(\mathbf{R})$. By modifying this inequality one can show that the following inequality holds for all $u \in H^{1}\left(S_{L}\right)$ :

$$
\int u^{4} \leq C\left(\int|u|\right)^{2}\left(\int u_{x}^{2}+\int u^{2}\right)
$$

for any constant $C>9 / 4 \pi^{2}$. Using this result, one can show that Corollary 4.1 continues to hold when $q=3$ provided $c_{0}$ satisfies

$$
3 B c_{0}^{2}<8 \pi^{2}
$$

Appendix A. Suitable weak solutions. Here we give a sketch of the proof of Theorem 2.1. We shall treat problem (2.1), where $n \in(1.5,3.5)$ in (2.1) and $f$ satisfies (2.4) and (2.6). The proof when $f$ satisfies (2.5) instead of (2.6) can be handled in a similar and simpler way.

Step 1. (2.1) admits a positive, classical solution for all time if $n \geq 4$ and $f \in$ $C^{2, \alpha}([0, \infty))$.

This is achieved by considering the approximation problem $(\varepsilon>0)$

$$
\left\{\begin{array}{l}
h_{t}+\left[\left(|h|^{n}+\varepsilon\right)\left(h_{x x}+f(h)\right)_{x}\right]_{x}=0 \\
h(0)=h_{0}>0 \text { in } C^{\infty}\left(S_{L}\right)
\end{array}\right.
$$

One first shows that this problem admits a global classical solution $h_{\varepsilon}$. In fact, using the interpolation inequality on $H^{1}\left(S_{L}\right)$ [F2],

$$
\int h^{4} \leq C\left(\int h\right)^{2}\left(\int h_{x}^{2}+\int h^{2}\right)
$$

for some positive constant $C$ in the energy dissipation relation

$$
\begin{gathered}
\frac{1}{2} \int h_{\varepsilon x}^{2}-\int F\left(h_{\varepsilon}\right)+\int_{0}^{t} \int\left(|h|^{n}+\varepsilon\right)\left|\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x}\right|^{2} \\
=\frac{1}{2} \int h_{0 x}^{2}-\int F\left(h_{0}\right)
\end{gathered}
$$

where $F$ is a primitive of $f$, with the help of the conservation of area

$$
\int h=c_{0} \equiv \int h_{0}
$$

and the growth condition $p<3$ in (1.4) or $p=3$ when $c_{0}$ is small one obtains a uniform $H^{1}$-bound on $h_{\varepsilon}$. Using the entropy inequality one further shows that, although $h_{\varepsilon}$ may change sign, its limit of as $\varepsilon \downarrow 0$ through a subsequence is a positive function $h$ which solves (2.1). We refer to [BF] and [BP2] for details.

Step 2. (2.1) admits a positive, classical solution for all time if $n \geq 4$ and $f \in$ $C^{2, \alpha}((0, \infty))$ satisfies $(2.4)(p<3)$ and $(2.6)(q>1-n / 2)$.

Consider the approximation problem $(\delta>0)$

$$
\left\{\begin{array}{l}
h_{t}+\left[h^{n}\left(h_{x x}+f_{\delta}(h)\right)_{x}\right]_{x}=0, \quad f_{\delta}(z)=f(z+\delta) \\
h(0)=h_{0}>0 \text { in } C^{\infty}\left(S_{L}\right)
\end{array}\right.
$$

By Step 1, this problem admits a positive, classical solution $h_{\delta}$, which is uniformly bounded in $H^{1}$-norm again by $(2.4)(p<3)$. Further we compute the change rate of the entropy $\int h_{\delta}^{2-n}$ as follows:

$$
\begin{aligned}
\frac{d}{d t} \int h_{\delta}^{2-n} & =(2-n)(1-n) \int h_{\delta x}\left(h_{\delta x x}+f_{\delta}\left(h_{\delta}\right)\right)_{x} \\
& \leq-\frac{1}{2}(2-n)(1-n) \int h_{\delta x x}^{2}+C \int f_{\delta}^{2}\left(h_{\delta}\right) \\
& \leq-\frac{1}{2}(2-n)(1-n) \int h_{\delta x x}^{2}+C\left(\int h_{\delta}^{2 q}+1\right) \\
& \leq C\left(\int h_{\delta}^{2-n}+1\right)
\end{aligned}
$$

as $q \geq 1-n / 2$. It follows that $\left\|h_{\delta}^{2-n}\right\|_{L^{1}}$ is uniformly bounded on every interval $[0, T]$. By passing to limit and using $n \geq 4, h_{\delta}$ subconverges to a positive, classical solution of (2.1), with initial datum $h_{0}$.

We remark that the assertions in Steps 1 and 2 hold when the coefficient $h^{n}$ is replaced by some positive, smooth $a(h)$, which behaves like $h^{n}$ near 0 .

Step 3. Equation (2.1) admits a suitable weak solution if $n \in(1.5,4)$, (2.4) and (2.6) hold for $0 \leq p<3$ and $q>1-n / 2$.

Consider the approximation problem $(\varepsilon>0)$

$$
\left\{\begin{array}{l}
h_{t}+\left[a_{\varepsilon}(h)\left(h_{x x}+f(h)\right)_{x}\right]_{x}=0, \quad a_{\varepsilon}(z)=\frac{z^{4}}{z^{4-n}+\varepsilon} \\
h(0)=h_{0}>0 \text { in } C^{\infty}\left(S_{L}\right)
\end{array}\right.
$$

As the coefficients behave like $h^{4}$ near 0, Step 2 guarantees that this problem admits a positive, classical solution $h_{\varepsilon}$ for all $\varepsilon \leq 1$. Moreover, these solutions satisfy

$$
\begin{equation*}
\sup _{[0, T]} \int h_{\varepsilon x}^{2} \leq C_{1} \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\iint_{Q_{T}} a_{\varepsilon}\left(h_{\varepsilon}\right)\left|\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x}\right|^{2} \leq C_{2} \tag{A.2}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left\|h_{\varepsilon}\right\|_{C_{x, t}^{\frac{1}{2}, \frac{1}{8}}\left(Q_{T}\right)} \leq C_{3} \tag{A.3}
\end{equation*}
$$

(we refer to $[\mathrm{BF}]$ for the deduction of (A.3) from (A.1) and (A.2)), and, by (A.1), (A.2), and (2.6) ( $q>1-n / 2$ ),

$$
\begin{align*}
\iint_{Q_{T}} a_{\varepsilon}\left(h_{\varepsilon}\right) h_{\varepsilon x x x}^{2} \leq & 2 \iint_{Q_{T}} a_{\varepsilon}\left(h_{\varepsilon}\right)\left|\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x}\right|^{2} \\
& +2 \iint_{Q_{T}} a_{\varepsilon}\left(h_{\varepsilon}\right) f^{\prime 2}\left(h_{\varepsilon}\right) h_{\varepsilon x}^{2} \\
\leq & C\left(1+\iint_{Q_{T}} h_{\varepsilon}^{n+2 q-2} h_{\varepsilon x}^{2}\right) \\
\leq & C\left(1+\iint_{Q_{T}} h_{\varepsilon x}^{2}\right) \leq C_{4} \tag{A.4}
\end{align*}
$$

Define

$$
G_{s, \varepsilon}(z)=\int_{z}^{M} \int_{y}^{M} \frac{\tau^{s}}{a_{\varepsilon}(\tau)} d \tau d y
$$

where $M$ is a fixed number greater than $\sup _{[0, T]} h_{\varepsilon}$ for all $\varepsilon \leq 1$. Then we have

$$
\begin{align*}
\frac{d}{d t} \int G_{s, \varepsilon}\left(h_{\varepsilon}\right)= & -\int\left(h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+s \int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{2} h_{\varepsilon x x}\right) \\
& -\int f\left(h_{\varepsilon}\right)\left(h_{\varepsilon}^{s} h_{\varepsilon x x}+s h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2}\right) \tag{A.5}
\end{align*}
$$

We estimate the terms on the left of (A.5) as follows: For $s \in(-1 / 2,1)$, there exists a positive number $\sigma$ depending on $s$ such that

$$
\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+s \int h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2} h_{\varepsilon x x} \geq \sigma_{s}\left(\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4}\right)
$$

and, for $s=-1 / 2$,

$$
\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+s \int h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2} h_{\varepsilon x x} \geq 0
$$

Therefore, as $q \geq 1-n / 2$,

$$
\begin{aligned}
& \left|\int f\left(h_{\varepsilon}\right)\left(h_{\varepsilon}^{s} h_{\varepsilon x x}+s h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2}\right)\right| \\
& \\
& \leq \delta\left(\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4}\right)+C_{\delta} \int h_{\varepsilon}^{s} f^{2}\left(h_{\varepsilon}\right) \\
& \leq \\
& \leq \delta\left(\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4}\right)+C_{\delta}\left(\int h_{\varepsilon}^{s-n+2}+1\right) \\
& \leq \\
& \leq\left(\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4}\right)+C_{\delta}\left(1+\int h_{\varepsilon}+\int G_{s, \varepsilon}\left(h_{\varepsilon}\right)\right)
\end{aligned}
$$

In the last step we have used the relation

$$
\begin{aligned}
G_{s, \varepsilon}(z) & =\int_{z}^{M} \int_{y}^{M} \tau^{s-n} d \tau d y+\varepsilon \int_{z}^{M} \int_{y}^{M} \tau^{s-4} d \tau d y \\
& =\frac{1}{(s-n+1)(s-n+2)} z^{s-n+2}-\frac{M^{s-n+1}}{s-n+1} z+\frac{M^{s-n+2}}{s-n+2}
\end{aligned}
$$

$$
\begin{equation*}
+\varepsilon\left[\frac{1}{(s-3)(s-2)} z^{s-2}-\frac{M^{s-3}}{s-3} z+\frac{M^{s-2}}{s-2}\right] \tag{A.6}
\end{equation*}
$$

Putting this identity back to (A.5) yields, for $s \in(-1 / 2, \min \{1, n-2\})$,

$$
\begin{equation*}
\sup _{[0, T]}\left[\int h_{\varepsilon}^{s-n+2}+\varepsilon \int h_{\varepsilon}^{s-2}\right]+\sigma \iint_{Q_{T}}\left(h_{\varepsilon}^{s} h_{\varepsilon x x}^{2}+h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4}\right) \leq C_{5} \tag{A.7}
\end{equation*}
$$

Next, we fix $s^{\prime}>-1 / 2$ such that $-\frac{1}{2}-s^{\prime}+2 q>-n+2$ still holds. By (A.5) and (A.7),

$$
\begin{aligned}
\frac{d}{d t} \int G_{-\frac{1}{2}, \varepsilon}\left(h_{\varepsilon}\right) & \leq C \int\left(h_{\varepsilon}^{q}+1\right)\left(h_{\varepsilon}^{-1 / 2} h_{\varepsilon x x}+s h_{\varepsilon}^{-3 / 2} h_{\varepsilon x}^{2}\right) \\
& \leq C \int\left(h_{\varepsilon}^{s^{\prime}} h_{\varepsilon x x}^{2}+h_{\varepsilon}^{s^{\prime}-2} h_{\varepsilon x}^{4}\right)+C\left(\int h_{\varepsilon}^{-1-s^{\prime}+2 q}+1\right) \\
& \leq C \int\left(h_{\varepsilon}^{s^{\prime}} h_{\varepsilon x x}^{2}+h_{\varepsilon}^{s^{\prime}-2} h_{\varepsilon x}^{4}\right)+C\left(\int G_{-\frac{1}{2}, \varepsilon}\left(h_{\varepsilon}\right)+\int h_{\varepsilon}+1\right)
\end{aligned}
$$

so

$$
\begin{equation*}
\sup _{[0, T]}\left[\int h_{\varepsilon}^{\frac{3}{2}-n}+\varepsilon \int h_{\varepsilon}^{-\frac{5}{2}}\right] \leq C_{6} . \tag{A.8}
\end{equation*}
$$

To let $\varepsilon$ go to 0 , first observe that, by (A.2) and (A.4),

$$
\begin{equation*}
\sqrt{a_{\varepsilon}\left(h_{\varepsilon}\right)} h_{\varepsilon x x x} \rightharpoonup h^{\frac{n}{2}} h_{x x x} \quad \text { in } L^{2}\left(Q_{T}\right) \tag{A.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{a_{\varepsilon}\left(h_{\varepsilon}\right)}\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x} \rightharpoonup h^{\frac{n}{2}}\left(h_{x x}+f(h)\right)_{x} \quad \text { in } L^{2}\left(Q_{T}\right) \tag{A.10}
\end{equation*}
$$

By parabolic regularity, for all $s>-1 / 2$ (since $h_{\varepsilon}$ are uniformly bounded in $\varepsilon$, (A.7) holds for all $s>-1 / 2$ ),

$$
\begin{aligned}
h_{\varepsilon}^{\frac{s}{2}} h_{\varepsilon x x} & \rightarrow h^{\frac{s}{2}} h_{x x} \\
h_{\varepsilon}^{\frac{s-2}{4}} h_{\varepsilon x} & \rightarrow h^{\frac{s-2}{4}} h_{x}, \text { uniformly in any compact subset of }\{h>0\} .
\end{aligned}
$$

Taking $s^{\prime} \in(-1 / 2, s)$ and using (A.7), we have

$$
\begin{aligned}
\iint_{Q_{T}}\left|h_{\varepsilon}^{\frac{s}{2}} h_{\varepsilon x x}-h^{\frac{s}{2}} h_{x x}\right|^{2} & =\left(\iint_{\{h \geq \delta\}}+\iint_{\{h<\delta\}}\right)\left|h_{\varepsilon}^{\frac{s}{2}} h_{\varepsilon x x}-h^{\frac{s}{2}} h_{x x}\right|^{2} \\
& \leq o(\varepsilon)+C \delta^{s-s^{\prime}} \rightarrow 0, \text { as } \varepsilon \rightarrow 0 \text { and } \delta \rightarrow 0
\end{aligned}
$$

so

$$
\begin{equation*}
h_{\varepsilon}^{\frac{s}{2}} h_{\varepsilon x x} \rightarrow h^{\frac{s}{2}} h_{x x} \quad \text { in } L^{2}\left(Q_{T}\right) \tag{A.11}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
h_{\varepsilon}^{\frac{s-2}{4}} h_{\varepsilon x} \rightarrow h^{\frac{s-2}{4}} h_{x} \quad \text { in } L^{4}\left(Q_{T}\right) \tag{A.12}
\end{equation*}
$$

Now, using (A.9)-(A.12) to pass to limit we obtain a subsequence of $h_{\varepsilon}$ converging uniformly to some $h$ in $Q_{T}$. From (A.1)-(A.4), (A.7), and (A.8) we see that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. It remains to establish $\left(H_{3}\right)$.

Lemma A.1. There exists a set $\Gamma$ of full measure in $[0, T]$ such that, for a sequence $\varepsilon_{j} \rightarrow 0$,

$$
h_{\varepsilon_{j}}(x, t) \rightarrow h(x, t) \quad \text { in } H^{1}\left(S_{L}\right) \forall t \in \Gamma,
$$

and
$\int G_{s, \varepsilon_{j}}\left(h_{\varepsilon_{j}}\right)(t) \phi^{4} \rightarrow \int G_{s}(h)(t) \phi^{4} \quad \forall t \in[0, T] \forall \phi \in C^{\infty}\left(S_{L}\right), s \in(-1 / 2, n-2)$.
Proof. It follows from (A.12) (taking $s=2$ ) that

$$
\iint_{Q_{T}}\left|h_{\varepsilon x}-h_{x}\right|^{2} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 .
$$

Therefore, there exists a subset $\Gamma \subset[0, T]$ with full measure such that, for a subsequence $\varepsilon=\varepsilon_{j}$,

$$
\int\left|h_{\varepsilon x}-h_{x}\right|^{2}(t) \rightarrow 0 \quad \forall t \in \Gamma
$$

To prove the second statement, observe that each $t \in[0, T], K_{3}$ implies that $h(x, t)>0$ a.e. in $S_{L}$. So it follows (A.6), (A.7), the pointwise convergence

$$
G_{s, \varepsilon}\left(h_{\varepsilon}\right)(t) \rightarrow G_{s}(h)(t) \quad \text { a.e. in } S_{L}
$$

and the dominated convergence theorem.
Now we can prove $\left(H_{3}\right)$. First, by a direct computation we have

$$
\begin{align*}
\frac{1}{2} \int h_{\varepsilon x}^{2} \phi^{4}- & \int F\left(h_{\varepsilon}\right) \phi^{4}+\int_{t_{0}}^{t} \int a_{\varepsilon}\left(h_{\varepsilon}\right)\left|\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x}\right|^{2} \phi^{4} \\
= & -\int_{t_{0}}^{t} \int a_{\varepsilon}\left(h_{\varepsilon}\right)\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x}\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)\left(\phi^{4}\right)_{x} \\
& -\int_{t_{0}}^{t} \int a_{\varepsilon}\left(h_{\varepsilon}\right)\left(h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right)_{x}\left[h_{\varepsilon x x}\left(\phi^{4}\right)_{x}+h_{\varepsilon x}\left(\phi^{4}\right)_{x x}\right] \\
& +\frac{1}{2} \int h_{\varepsilon x}^{2}\left(t_{0}\right) \phi^{4}-\int F\left(h_{\varepsilon}\left(t_{0}\right)\right) \phi^{4} \tag{A.13}
\end{align*}
$$

and, for $s=-\frac{1}{2}+\delta \in\left(-\frac{1}{2}, \min \{1, n-2\}\right)$,

$$
\begin{aligned}
\frac{d}{d t} \int G_{s, \varepsilon}\left(h_{\varepsilon}\right) \phi^{4}= & \int G_{s, \varepsilon}^{\prime}\left(h_{\varepsilon}\right) h_{\varepsilon t} \phi^{4} \\
= & -\left[\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2} \phi^{4}+s \int h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2} h_{\varepsilon x x} \phi^{4}\right]-\int h_{\varepsilon}^{s} h_{\varepsilon x} h_{\varepsilon x x}\left(\phi^{4}\right)_{x} \\
& -\int f\left(h_{\varepsilon}\right)\left[h_{\varepsilon}^{s} h_{\varepsilon x x} \phi^{4}+s h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2} \phi^{4}+h_{\varepsilon}^{s} h_{\varepsilon x}\left(\phi^{4}\right)_{x}\right] \\
& -\int\left[a_{\varepsilon}^{\prime}\left(h_{\varepsilon}\right) G_{s, \varepsilon}^{\prime}\left(h_{\varepsilon}\right)+a_{\varepsilon}\left(h_{\varepsilon}\right) G_{s, \varepsilon}^{\prime \prime}\left(h_{\varepsilon}\right)\right] h_{\varepsilon x}\left[h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right]\left(\phi^{4}\right)_{x} \\
& -\int a_{\varepsilon}\left(h_{\varepsilon}\right) G_{s, \varepsilon}^{\prime}\left(h_{\varepsilon}\right)\left[h_{\varepsilon x x}+f\left(h_{\varepsilon}\right)\right]\left(\phi^{4}\right)_{x x} \\
\leq & -\sigma\left[\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2} \phi^{4}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4} \phi^{4}\right] \\
& +C\left[\int h_{\varepsilon}^{s+2}\left(\phi_{x}^{4}+\phi^{2} \phi_{x x}^{2}\right)+\int h_{\varepsilon}^{s} f^{2}\left(h_{\varepsilon}\right) \phi^{4}\right]
\end{aligned}
$$

where the constants $\sigma$ and $C$ are positive constants. Note that, in the last inequality of (A.14), we have used

$$
\begin{aligned}
a_{\varepsilon}(z) G_{s, \varepsilon}(z) & =z^{s} \\
\left|a_{\varepsilon}^{\prime}(z) G_{s, \varepsilon}^{\prime}(z)\right| & \leq C_{7} z^{s} \\
\left|a_{\varepsilon}(z) G_{s, \varepsilon}^{\prime}(z)\right| & \leq C_{8} z^{s+1}
\end{aligned}
$$

and, for $-1 / 2<s<1$,

$$
\begin{aligned}
\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2} \phi^{4}+ & s \int h_{\varepsilon}^{s-1} h_{\varepsilon x}^{2} h_{\varepsilon x x} \phi^{4} \\
& \geq \sigma_{1}\left[\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2} \phi^{4}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4} \phi^{4}\right]-C_{1}\left|\int h_{\varepsilon}^{s-1} h_{\varepsilon x}^{3}\left(\phi^{4}\right)_{x}\right| \\
& \geq \sigma_{2}\left[\int h_{\varepsilon}^{s} h_{\varepsilon x x}^{2} \phi^{4}+\int h_{\varepsilon}^{s-2} h_{\varepsilon x}^{4} \phi^{4}\right]-C_{2} \int h_{\varepsilon}^{s+2} \phi_{x}^{4}
\end{aligned}
$$

Using (A.9)-(A.12) we can pass limit in (A.13) to obtain the local energy inequality. Similarly, by passing limit in the integral form of (A.14) using also Lemma A.1, we see that the local entropy inequality also holds.

Finally, by an approximation argument the initial data can be taken to be nonnegative $H^{1}$-functions, with finite $\left\|h_{0}^{3 / 2-n}\right\|_{L^{1}}$. One may consult [BF] for the proof of $\lim _{t \rightarrow 0} h(t)=h_{0}$ in $H^{1}$. We have finished our outline of the proof of Theorem 2.1.

Appendix B. The parabolic Hausdorff dimension. Same as the Hausdorff measures, fourth order parabolic Hausdorff measures can be defined by a general construction due to Carathéordory; see [Fe]. Here we state their definitions and list some of their basic properties.

Let $s$ be nonnegative, and $\delta>0$. For any set $X$ in $\mathbf{R}^{2}$, we let $\mathcal{C}$ be a collection of cylinders $Q_{\alpha}$ of the form $\left\{(x, t):\left|x-x_{0}\right|<\rho_{\alpha}\right.$, and $\left.\left|t-t_{0}\right|<\rho_{\alpha}^{4}\right\}\left(\rho_{\alpha}>0\right)$ whose union contains $X$. Then let

$$
\mathcal{P}_{\delta}^{s}(X) \equiv \inf \left\{\sum \rho_{\alpha}^{s}: \text { All collections } \mathcal{C} \text { that cover } X \text { with } \rho_{\alpha}<\delta\right\}
$$

and define the $s$-parabolic Hausdorff measure to be

$$
\mathcal{P}^{s}(X)=\sup _{\delta \rightarrow 0} \mathcal{P}_{\delta}^{s}(X)
$$

Then $\mathcal{P}_{\delta}^{s}$ and $\mathcal{P}^{s}$ are outer measures for which all Borel subsets are measurable. We define the $s$-parabolic Hausdorff dimension to be the infimum of $\left\{s: \mathcal{P}^{s}(X)=0\right.$. $\}$. It is clear that $\mathcal{P}^{t}(X)=0$ if $\mathcal{P}^{s}(X)<\infty$ whenever $t>s$, and $\mathcal{P}^{5}(X)$ is positive for any bounded, open $X$.

We state the following version of the Vitali covering theorem; see section 6 in [CKN] for a proof.

ThEOREM B.1. Let $\mathcal{C}$ be a collection of parabolic cylinders described as above. Assuming that there is a uniform bound on the diameters of these cylinders, we can find a countable subcollection consisting of mutually disjoint cylinders $Q_{j}=\{(x, t)$ : $\left.\left|x-x_{0}\right|<\rho_{j},\left|t-t_{0}\right|<\rho_{j}^{4}\right\}$ so that the union of the enlarged cylinders $Q_{j}^{\prime}=\{(x, t):$ $\left.\left|x-x_{0}\right|<5 \rho_{j},\left|t-t_{0}\right|<625 \rho_{j}^{4}\right\}$ covers $\mathcal{C}$.
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# THE STABILITY OF THE NORMAL STATE OF SUPERCONDUCTORS IN THE PRESENCE OF ELECTRIC CURRENTS* 
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#### Abstract

The stability of the normal state of superconductors in the presence of electric currents is studied in the large domain limit. The model being used is the time-dependent GinzburgLandau model, in the absence of an applied magnetic field, and with the effect of the induced magnetic field being neglected. We find that if the current is nowhere perpendicular to the boundary, or if the minimal current on the boundary, at points where it is perpendicular to it, is greater than the critical current in the one-dimensional case, then the normal state is stable. We also prove some short-time instability when the current is both perpendicular to the boundary and smaller than the one-dimensional critical current.
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1. Introduction. It is well known that when a superconductor is placed at a temperature lower than the critical one, it loses its electrical resistivity. This means that current can flow through a superconducting sample with a vanishingly small voltage drop. If one raises the current above a certain critical level, superconductivity will be destroyed and the material would revert to the normal state, even if the temperature is kept fixed below the critical one.

The reverse experiment can also be considered. One can flow a strong current through the sample which would set it in the normal state. Then, if we lower the current, there is a critical current where the sample would abruptly become purely superconducting. Though the two experiments substantially differ from each other from a theoretical point of view, hysteresis was not experimentally observed in the current-voltage characteristics of the sample [8, 14, 15].

We consider here the second experiment. To this end we must analyze the stability of the normal state. The model we use in this work is the time-dependent GinzburgLandau model [7, 4], presented here in a dimensionless form as follows:

$$
\begin{gather*}
\frac{\partial \psi}{\partial t}+i \phi \psi=(\nabla-i A)^{2} \psi+\psi\left(1-|\psi|^{2}\right) \quad \text { in } \Omega,  \tag{1.1a}\\
-\kappa^{2} \nabla \times(\nabla \times A)-\sigma\left(\frac{\partial A}{\partial t}+\nabla \phi\right)=\frac{i}{2}(\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi})+|\psi|^{2} A \quad \text { in } \Omega,  \tag{1.1b}\\
\psi=0 \quad \text { on } \partial \Omega_{c},  \tag{1.1c}\\
(i \nabla+A) \psi \cdot \nu=0 \quad \text { on } \partial \Omega_{i} . \tag{1.1d}
\end{gather*}
$$

[^46]

Fig. 1. Typical superconducting sample. The arrows denote the direction of the current flow ( $J_{i n}$ for the inlet and $J_{o u t}$ for the outlet).

In (1.1) $\psi$ is the superconducting order parameter, so that $|\psi|$ represents the number density of superconducting electrons. Superconductors for which $|\psi|=1$ are said to be wholly superconducting, and those for which $\psi=0$ are said to be at the normal state. $A$ is the magnetic vector potential and $\phi$ is the electric scalar potential. The constant $\sigma$ is a measure of the normal conductivity of the superconducting material so that $-\sigma \nabla \phi$ is the normal current, and $\kappa$ is the Ginzburg-Landau parameter. Length has been scaled with the coherence length $\xi$, which is the natural length-scale for variations in $\psi$. The domain $\Omega \subset \subset \mathbb{R}^{n}(n=1,2,3)$, where the superconducting sample resides, is smooth and has an interface, denoted by $\partial \Omega_{c}$, with a conducting metal which is at the normal state. The rest of the boundary, denoted by $\partial \Omega_{i}$, is adjacent to an insulator. We allow nonsmoothness of $\partial \Omega$ in the sense that $\partial \Omega_{c}$ and $\partial \Omega_{i}$ are required to be perpendicular to each other in order to include cylindrical-like domains. Figure 1 presents a typical two-dimensional sample, where the current flows into the sample from one part of $\partial \Omega_{c}$ and exits from another part, disconnected from the first one. Most wires would fall into the above class of domains.

Equations (1.1) are gauge invariant in the sense that they are invariant under transformations of the form

$$
A \rightarrow A+\nabla \omega, \quad \phi \rightarrow \phi-\frac{\partial \omega}{\partial t}, \quad \psi \rightarrow \psi e^{i \kappa \omega}
$$

Note that none of the important physical properties, i.e., $|\psi|$, the magnetic field $H=\nabla \times A$, and the electric field $E=-\partial A / \partial t-\nabla \phi$, are altered by the above transformation.

To obtain a well-posed problem one must add to (1.1) initial conditions, and the equations satisfied by $A$ and $\phi$ outside $\Omega$, that is, the Maxwell equations. Continuity
of the tangential components of $A$ and $\nabla \times A$ through $\partial \Omega$ and some conditions on $\nabla \times A$ at infinity should be required as well. Since these details are irrelevant in the context of the present contribution, we omit them. Interested readers may be able to find them in $[4,6]$.

We consider here the stability of the normal state. If $\psi \equiv 0$, we obtain that the steady state solution must satisfy

$$
\nabla \times H=-\frac{\sigma}{\kappa^{2}} \nabla \phi
$$

and hence $\phi$ is harmonic in $\Omega$. To obtain $\phi$ we thus need to solve the following problem:

$$
\begin{cases}\Delta \phi=0 & \text { in } \Omega  \tag{1.2}\\ \phi=\phi_{0}(x) & \text { on } \partial \Omega_{c} \\ \frac{\partial \phi}{\partial \nu}=0 & \text { on } \partial \Omega_{i}\end{cases}
$$

We note that instead of prescribing the potential on $\partial \Omega_{c}$ we can prescribe the current in the normal direction to the boundary $J_{n}(x)=-\sigma \partial \phi / \partial \nu$. For simplicity we assume that $\nabla \phi \neq 0$ everywhere in $\Omega$. This can easily be achieved; for instance, for the samples described in Figure 1, if $\inf \phi$ on one connected component of $\partial \Omega_{c}$ is greater than the $\sup \phi$ on the other connected component, then $\nabla \phi$ never vanishes.

Once (1.2) is solved, one can solve for the magnetic field. Here we need to solve a problem in $\mathbb{R}^{n}$,

$$
\begin{cases}\nabla \times H=-\frac{\sigma}{\kappa^{2}} \nabla \phi=\frac{1}{\kappa^{2}} J & \text { in } \Omega  \tag{1.3}\\ \nabla \times H=0 & \text { in } \mathbb{R}^{n} \backslash \Omega \\ H \rightarrow h_{e x} & \text { as }|x| \rightarrow \infty\end{cases}
$$

with $H$ continuous across $\partial \Omega$. We assume zero applied magnetic field $\left(h_{e x}=0\right)$. To simplify our problem further we shall assume $A=H=0$. This assumption can be justified in the case where $\kappa \gg 1$ in view of (1.3). However, since we intend to consider large domains, one must assume that $\kappa \gg \operatorname{diam} \Omega$. In real-world coordinates this means that our domain size must be much larger than the coherence length $\xi$ but also much smaller than the penetration depth $\lambda$, which is the length-scale characterizing variations in $H(\kappa=\lambda / \xi)$. While this assumption significantly limits the validity of our results, it has been made very often by physicists [15, 8] and is reasonable to adopt as a starting point.

Once the above assumption is adopted one obtains

$$
\begin{cases}\frac{\partial \psi}{\partial t}-\Delta \psi+i \phi \psi-\psi\left(1-|\psi|^{2}\right)=0 & \text { in } \Omega \\ \psi=0 & \text { on } \partial \Omega_{c} \\ \frac{\partial \psi}{\partial \nu}=0 & \text { on } \partial \Omega_{i} \\ \psi(x, 0)=\psi_{0}(x) & \text { in } \Omega\end{cases}
$$

It should be noted that in [6] Du and Gray prove, within the framework of a more general case, convergence in the limit $\kappa \rightarrow \infty$ of (1.1) to a different limit problem where the magnetic field is not negligible. The domain size considered there is, however, much larger than in our case, as it is comparable with the penetration depth.

Linearizing the above near the normal state, we obtain

$$
\begin{cases}\frac{\partial \psi}{\partial t}-\Delta \psi+i \phi \psi-\psi=0 & \text { in } \Omega  \tag{1.4}\\ \psi=0 & \text { on } \partial \Omega_{c} \\ \frac{\partial \psi}{\partial \nu}=0 & \text { on } \partial \Omega_{i} \\ \psi(x, 0)=\psi_{0}(x) & \text { in } \Omega\end{cases}
$$

The above problem has been analyzed by physicists in one-dimensional settings. Ivlev and Kopnin review these results in [8]. In these settings we have $\phi=J x+\mu$, where $J$ (denoting the current) and $\mu$ are constants. Previous results include the closed form solution of (1.4) in $\mathbb{R}$ for any initial condition. In $\mathbb{R}_{+}$, the first critical current $J_{c}$ for which a steady state solution $(\partial|\psi| / \partial t=0)$ exists is found. Then weakly nonlinear analysis is performed, where it is shown that [9] the bifurcation taking place near $J=J_{c}$ is subcritical (i.e., unstable).

We consider (1.4) in three-dimensional settings. While all the results are stated for three-dimensional objects, they are equally valid for two-dimensional objects as well. We deal with (1.4) in the large domain limit; i.e., we consider a domain $\Omega_{R}$ which is obtained from $\Omega$ via the transformation

$$
\begin{equation*}
x \rightarrow R x \tag{1.5}
\end{equation*}
$$

The portions of the boundaries $\partial \Omega_{R}^{c}$ and $\partial \Omega_{R}^{i}$ are similarly obtained from $\partial \Omega_{c}$ and $\partial \Omega_{i}$, respectively. To keep $\nabla \phi$ unaltered we consider also potentials of the form

$$
\phi_{R}=R \phi(x / R)
$$

Thus, we consider the following problem:

$$
\begin{cases}\frac{\partial \psi_{R}}{\partial t}-\Delta \psi_{R}+i \phi_{R} \psi_{R}-\psi_{R}=0 & \text { in } \Omega_{R}  \tag{1.6}\\ \psi_{R}=0 & \text { on } \partial \Omega_{R}^{c} \\ \frac{\partial \psi_{R}}{\partial \nu}=0 & \text { on } \partial \Omega_{R}^{i} \\ \psi_{R}(x, 0)=\psi_{0}(x) & \text { in } \Omega_{R}\end{cases}
$$

Our main result is the following.
THEOREM 1.1. Let $\phi$ satisfy (1.2). Let $\partial \Omega_{c}^{n}$ denote the portion of $\partial \Omega_{c}$ on which $\nabla \phi$ is perpendicular to the boundary. Let further

$$
J_{m}=\min _{x \in \partial \Omega_{c}^{n}}\left|\frac{\partial \phi}{\partial \nu}\right|
$$

and let $J_{c}$ denote the critical current for the problem in $\mathbb{R}_{+}$(which is precisely defined in (2.19)). Suppose further that $|J|>0$ everywhere on $\partial \Omega_{c}$. Then, if $J_{m}>J_{c}$, or if $\partial \Omega_{c}^{n}$ is empty, there exists $R_{0}>0$ such that $\psi_{R} \equiv 0$ is a stable solution of (1.6) in the sense of $L^{2}\left(\Omega_{R}\right)$ for all $R>R_{0}$.

Furthermore, if $J_{m}<J_{c}$, there exists $\psi_{0} \in L^{2}\left(\Omega_{R}\right)$ and $T_{R}>0$ such that

$$
\liminf _{R \rightarrow \infty} \frac{T_{R}}{\ln R}>0
$$

and such that the solution $\psi_{R}$ of (1.6) has the following property:

$$
\begin{equation*}
t<T_{R} \Rightarrow\left\|\psi_{R}\right\|_{L^{2}\left(\Omega_{R}\right)}>\frac{1}{2}\left\|\psi_{0}\right\|_{L^{2}\left(\Omega_{R}\right)} e^{\beta t} \tag{1.7}
\end{equation*}
$$

where

$$
\beta=1-\left(J / J_{c}\right)^{2 / 3}
$$

In the next section we review and enhance the results in [8] in the one-dimensional case. In section 3 we extend some of the results in section 2 to unbounded threedimensional domains. In section 4 we provide the proof of the theorem. Finally, in the last section we highlight some possible directions for future research. The appendix provides a technical result needed in section 2 .
2. One-dimensional problems. In this section we consider (1.4) in two different one-dimensional settings: on $\mathbb{R}$ and on $\mathbb{R}_{+}$. The solution of these simple problems would provide us with some important intuition on the solution of (1.6) in threedimensional bounded domains in the large domain limit. In both cases we shall assume $\phi=J x$, i.e., that the current is uniform and equals $J$ throughout the sample.
2.1. Infinite one-dimensional domain. Here we consider the problem

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}-\psi^{\prime \prime}-\psi+i J x \psi=0 \tag{2.1}
\end{equation*}
$$

We consider here only the case $J>0$. Otherwise, if $J<0$, we can consider the complex conjugate of (2.1). Applying the coordinate transformation

$$
\begin{equation*}
x \rightarrow J^{1 / 3} x ; \quad t \rightarrow J^{2 / 3} t \tag{2.2}
\end{equation*}
$$

we obtain the problem

$$
\frac{\partial \psi}{\partial t}+\mathcal{L} \psi=\lambda_{J} \psi
$$

where

$$
\begin{equation*}
\mathcal{L} \psi=-\psi^{\prime \prime}+i x \psi \tag{2.3}
\end{equation*}
$$

and $\lambda_{J}=J^{-2 / 3}$.
We first focus our interest on the spectrum of the operator $\mathcal{L}: \mathcal{D}_{\mathbb{R}}(\mathcal{L}) \rightarrow L^{2}(\mathbb{R}, \mathbb{C})$, where $\mathcal{D}_{\mathbb{R}}(\mathcal{L})$ is the dense subset of $L^{2}(\mathbb{R}, \mathbb{C})$ defined as

$$
\mathcal{D}_{\mathbb{R}}(\mathcal{L})=\left\{u \in L^{2}(\mathbb{R}, \mathbb{C}) \mid-u^{\prime \prime}+i x u \in L^{2}(\mathbb{R}, \mathbb{C})\right\}
$$

Lemma 2.1. The operator $\mathcal{L}-\lambda I$ is invertible for all $\lambda \in \mathbb{C}$. (Thus $\sigma(\mathcal{L})=\phi$.)
Proof. It is sufficient to consider here $\lambda \in \mathbb{R}$. Otherwise, if $\lambda=\lambda_{r}+i \lambda_{i}$, we apply the transformation $x \rightarrow x-\lambda_{i}$.

Though it is not necessary, we first prove injectivity of $\mathcal{L}-\lambda I$. We shall later make use of a similar argument in three dimensions. To the problem

$$
\mathcal{L} u=\lambda u
$$

we apply the Fourier transform

$$
\begin{equation*}
\hat{u}(\omega)=\mathcal{F}(u)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \omega x} u(x) d x \tag{2.4}
\end{equation*}
$$

to obtain

$$
\omega^{2} \hat{u}-\frac{\partial \hat{u}}{\partial \omega}=\lambda \hat{u}
$$

Since the above equation doesn't possess any nontrivial solutions with bounded $L^{2}(\mathbb{R})$ norm, $\mathcal{L}-\lambda I$ must be injective.

To find the spectrum of $\mathcal{L}$ we construct the Green's function of $\mathcal{L}-\lambda I$. Let

$$
\left\{\begin{array}{l}
w_{1}(x, \lambda)=A_{i}\left(e^{i \pi / 6} x+\lambda e^{i 2 \pi / 3}\right)  \tag{2.5}\\
w_{2}(x, \lambda)=A_{i}\left(-e^{-i \pi / 6} x+\lambda e^{-i 2 \pi / 3}\right)
\end{array}\right.
$$

where $A_{i}$ denotes Airy's function [1] (cf. (A.2) in Appendix A for the asymptotic behavior of $A_{i}$ ). It is easy to show that $u_{1}, u_{2}$ constitute a fundamental set of solutions to $(\mathcal{L}-\lambda I) u=0[13]$. We can now write the Green's function in the form

$$
G(x, \xi, \lambda)= \begin{cases}\frac{w_{2}(\xi, \lambda)}{W\left(w_{1}, w_{2}\right)} w_{1}(x, \lambda), & x>\xi \\ \frac{w_{1}(\xi, \lambda)}{W\left(w_{1}, w_{2}\right)} w_{2}(x, \lambda), & x<\xi\end{cases}
$$

where $W\left(w_{1}, w_{2}\right)$ denote the Wronskian (which is a constant that clearly doesn't vanish since $w_{1}$ and $w_{2}$ are linearly independent).

Using the asymptotic behavior of Airy's functions [1], we can show, using the same procedure applied in Appendix A to the semi-infinite case, that $G(\cdot, \lambda) \in L^{2}\left(\mathbb{R}^{2}, \mathbb{C}\right)$ for all $\lambda \in \mathbb{R}$. The lemma is proved.

The spectrum of the operator $\mathcal{L}: \mathcal{D}_{\mathbb{R}}(\mathcal{L}) \rightarrow L^{2}(\mathbb{R}, \mathbb{C})$ can therefore teach us very little on the stability of the normal state in this case. The following lemma proves its stability in a direct manner.

Lemma 2.2. The trivial solution of $(2.1), \psi \equiv 0$, is globally stable in $L^{2}$; i.e., if $f(x) \in L^{2}(\mathbb{R}, \mathbb{C})$, then the solution of $(2.1), \psi(x, t)$, satisfying the initial condition $\psi(x, 0)=f(x)$ satisfies $\psi(x, t) \underset{t \rightarrow \infty}{ } 0$ in $L^{2}(\mathbb{R}, \mathbb{C})$.

Proof. As long as $\psi(x, t) \in L^{2}(\mathbb{R}, \mathbb{C})$, we can apply to (2.1) the Fourier transform (2.4). We obtain

$$
\frac{\partial \hat{\psi}}{\partial t}+\omega^{2} \hat{\psi}-\frac{\partial \hat{\psi}}{\partial \omega}-\lambda_{J} \hat{\psi}=0
$$

The unique solution to the above problem is given by

$$
\begin{equation*}
\hat{\psi}(\omega, t)=\hat{f}(\omega) \exp \left\{-\omega^{2} t-\omega t^{2}-\frac{1}{3} t^{3}+\lambda_{J} t\right\} \tag{2.6}
\end{equation*}
$$

in which $\hat{f}(\omega)$ denotes the Fourier transform of $f$. Integrating the modulus square of the above over $\mathbb{R}$ with respect to $\omega$, we obtain

$$
\|\psi(., t)\|_{2} \leq C\|f\|_{2} \exp \left\{-\frac{1}{12} t^{3}+\lambda_{J} t\right\}
$$

where $\|\cdot\|_{2}$ denotes the $L^{2}(\mathbb{R}, \mathbb{C})$ norm.
The above superlinear convergence is in accordance with the result proved in the previous lemma by which the spectrum of $\mathcal{L}$ is empty. We note that in [8] the inverse transform of (2.6) is obtained, but no decay proof is given.
2.2. Semi-infinite one-dimensional domain. We now consider (2.1) on $\mathbb{R}_{+}$. We concentrate here on the Dirichlet boundary condition $\psi(0)=0$; however, the same analysis applies to Neumann and mixed boundary conditions as well.

We start by proving the following result on the spectrum of the operator $\mathcal{L}: \mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L}) \rightarrow L^{2}(\mathbb{R}, \mathbb{C})$, where

$$
\mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})=\left\{u \in L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right) \mid-u^{\prime \prime}+i x u \in L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right), u \in H_{0}^{1}\left(\mathbb{R}_{+}, \mathbb{C}\right)\right\}
$$

Lemma 2.3.

1. There exists a sequence of eigenvalues $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ and eigenfunctions of $\mathcal{L}$, with unity norm, $\left\{u_{n}\right\}_{n=1}^{\infty} \subset \mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})$, i.e.,

$$
\mathcal{L} u_{n}=\lambda_{n} u_{n}
$$

2. We have

$$
\begin{equation*}
m=\max _{n \in \mathbb{N}} \Re \lambda_{n}>0 \tag{2.7}
\end{equation*}
$$

3. $\operatorname{span}\left\{u_{n}\right\}_{n=1}^{\infty}=L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right)$.
4. Suppose that $u, v \in L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right)$ can be represented in the form

$$
v=\sum_{n=1}^{\infty} \alpha_{n} u_{n} ; \quad w=\sum_{n=1}^{\infty} \beta_{n} u_{n}
$$

where the convergence is in the $L^{2}$ sense. Let then

$$
\begin{equation*}
\langle v, w\rangle_{U}=\sum_{n=1}^{\infty} \alpha_{n} \bar{\beta}_{n} \tag{2.8}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\inf _{v \in \mathcal{D}_{\mathbb{R}_{+}(\mathcal{L})}} \Re\langle v, \mathcal{L} v\rangle_{U} \geq m\|v\|_{U}^{2}, \tag{2.9}
\end{equation*}
$$

where $\|\cdot\|_{U}$ denotes the norm induced by (2.8).
Proof. Let

$$
z=-i x+\lambda
$$

Let $u(x, \lambda) \in \mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})$ denote an eigenfunction of $\mathcal{L}$, i.e., $\mathcal{L} u=\lambda u$. Let $v(z, \lambda)=$ $u(x, \lambda)$. We have

$$
\left\{\begin{array}{l}
\frac{\partial^{2} v}{\partial z^{2}}-z v=0, \quad z \in \mathbb{C}  \tag{2.10}\\
v(\lambda, \lambda)=0
\end{array}\right.
$$

Since $u \in L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right), v$ must be subdominant (i.e., it decays exponentially fast [13]) in the sector

$$
S_{1}:-\pi<\arg z<-\frac{\pi}{3}
$$

The decaying solution of (2.10) in $S_{1}$ is given by (cf. [13])

$$
v=A_{i}\left(e^{2 \pi i / 3} z\right)
$$

Since the zeros of Airy's functions are eigenvalues of the self-adjoint operator $d^{2} / d x^{2}-x$ in $\mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})$, they must all be real. Let $\left\{\mu_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}$ denote the zeroes of Airy's function on the real axis. By the maximum principle they must all be strictly negative. We arrange them so that $\mu_{n} \downarrow-\infty$. As every eigenvalue of $\mathcal{L}$ must satisfy $v(\lambda, \lambda)=0$, the set $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$, where

$$
\begin{equation*}
\lambda_{n}=e^{-i 2 \pi / 3} \mu_{n} \tag{2.11}
\end{equation*}
$$

contains all the eigenvalues of $\mathcal{L}$. Since $\mu_{1}<0$ we have that

$$
m=\Re \lambda_{1}=-\frac{\mu_{1}}{2}>0
$$

The set $\left\{\tilde{u}_{n}\right\}_{n=1}^{\infty}$ of eigenfunctions of $\mathcal{L}$ in $\mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})$ is given by

$$
\begin{equation*}
\tilde{u}_{n}=A_{i}\left(e^{i 2 \pi / 3}\left(-i x+\lambda_{n}\right)\right)=A_{i}\left(e^{i \pi / 6} x+\mu_{n}\right) \quad \forall n \in \mathbb{N} . \tag{2.12}
\end{equation*}
$$

We then set

$$
\begin{equation*}
u_{n}=\frac{\tilde{u}_{n}}{\left\|\tilde{u}_{n}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}} \tag{2.13}
\end{equation*}
$$

To prove that $\left\{u_{n}\right\}_{n=1}^{\infty}$ is complete in $L^{2}(\mathbb{R}, \mathbb{C})$ we consider the resolvent $\mathcal{L}_{\lambda}^{-1}=$ $(\mathcal{L}-\lambda I)^{-1}$ (which is also the modified resolvent of $\mathcal{L}^{-1}$ ). We have

$$
\begin{equation*}
\mathcal{L}_{\lambda}^{-1} f=\int_{0}^{\infty} \tilde{G}(x, \xi, \lambda) f(\xi) d \xi \tag{2.14a}
\end{equation*}
$$

in which

$$
\tilde{G}(x, \xi, \lambda)= \begin{cases}\frac{\tilde{w}_{2}(\xi, \lambda)}{W\left(w_{1}, \tilde{w}_{2}\right)} w_{1}(x, \lambda), & x>\xi  \tag{2.14b}\\ \frac{w_{1}(\xi, \lambda)}{W\left(w_{1}, \tilde{w}_{2}\right)} \tilde{w}_{2}(x, \lambda), & x<\xi\end{cases}
$$

where

$$
\begin{equation*}
\tilde{w}_{2}(x, \lambda)=\frac{w_{1}(0, \lambda)}{w_{2}(0, \lambda)} w_{1}(x, \lambda)-w_{2}(x, \lambda) \tag{2.15}
\end{equation*}
$$

and $w_{1}$ and $w_{2}$ are given in (2.5). In Appendix A , we prove that $\tilde{G} \in L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)$, and that

$$
\begin{equation*}
\|\tilde{G}(., ., \lambda)\|_{L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)} \leq e^{M|\lambda|^{3 / 2}} \tag{2.16}
\end{equation*}
$$

as long as $\lambda \notin\left\{\lambda_{n}\right\}_{n=1}^{\infty}$.
Let $u \in \mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})$. We now multiply $\mathcal{L} u$ by $e^{i \theta} \bar{u}$ and integrate over $\mathbb{R}_{+}$to obtain

$$
\Re<e^{i \theta} \mathcal{L} u, u>=\int_{0}^{\infty}\left(\cos \theta\left|u^{\prime}\right|^{2}-\sin \theta x|u|^{2}\right) d x
$$

By Theorem 12.8 in [2] we have that every direction $e^{i \arg \lambda}$ with

$$
\pi / 2<\arg \lambda<3 \pi / 2
$$

is a direction of minimal growth of the resolvent of $e^{i \theta} \mathcal{L}$ for every $-\pi / 2<\theta<0$. Consequently, every direction $e^{i \arg \lambda}$ with

$$
\pi / 2<\arg \lambda<2 \pi
$$

is a direction of minimal growth of $\mathcal{L}_{\lambda}^{-1}$, i.e. (cf. [2]),

$$
\begin{equation*}
\left\|\mathcal{L}_{\lambda}^{-1}\right\| \sim \mathcal{O}\left(|\lambda|^{-1}\right) \quad \pi / 2<\arg \lambda<2 \pi . \tag{2.17}
\end{equation*}
$$

We now apply the same argument used in the proof of Theorem 16.4 in [2]. Let $f \in L^{2}\left(\mathbb{R}_{+}\right)$, and let $g \in V^{\perp}$, where $V=\operatorname{span}\left\{A_{i}\left(e^{i \pi / 6} x+\mu_{n}\right)\right\}_{n=1}^{\infty}=\operatorname{sp}^{\prime}\left(\mathcal{L}^{-1}\right)$. Then,

$$
F(\lambda)=\left\langle\mathcal{L}_{\lambda}^{-1} f, g\right\rangle
$$

is an entire function (cf. [2]) of $\lambda$ satisfying, by (2.16) and (2.17),

$$
\begin{cases}|F(\lambda)| \leq \frac{C}{|\lambda|}, & \pi / 2<\arg \lambda<2 \pi, \\ |F(\lambda)| \leq C e^{M|\lambda|^{3 / 2}}, & \lambda \in \mathbb{C} .\end{cases}
$$

By Theorem 16.1 in [2] (or the Phragmen-Leindelöf theorem) and Liouville's theorem, we must have $F(\lambda) \equiv 0$. Hence, $\bar{V}=\overline{\operatorname{range}\left(\mathcal{L}^{-1}\right)}=\overline{\mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})}$.

It remains still necessary to prove (2.9). Let $w \in \mathcal{D}_{\mathbb{R}_{+}}(\mathcal{L})$. Then,

$$
w=\sum_{n=1}^{\infty} \alpha_{n} u_{n}
$$

and

$$
\mathcal{L} w=\sum_{n=1}^{\infty} \alpha_{n} \lambda_{n} u_{n} .
$$

Hence

$$
\Re\langle w, \mathcal{L} w\rangle_{U}=\sum_{n=1}^{\infty} \Re \lambda_{n}\left|\alpha_{n}\right|^{2} \geq m\|w\|_{U}^{2} .
$$

Similar techniques were used in $[12,10]$ to prove completeness of the system of eigenfunctions of some nonlinear eigenvalue problems in $\mathbb{R}$. We note that the set $\left\{u_{n}\right\}_{n=1}^{\infty}$ is not a basis in the usual sense in Banach spaces. In fact, it has been demonstrated in [5] that the system $\left\{\tilde{u}_{n}, \tilde{u}_{n}\right\}_{n=1}^{\infty}$, which is a biorthogonal system after we appropriately normalize it, is wild. This means that $\left\|\tilde{u}_{n}\right\|_{2}$ grows faster than any algebraic rate as $n \rightarrow \infty$.

We now prove the existence of a critical current $J_{c}$ obtained in $[8,9]$.
Lemma 2.4. Let $\psi(x, t) \in H_{0}^{2}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{C}\right)$ denote a solution of the equation

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}-\frac{\partial^{2} \psi}{\partial x^{2}}-\psi+i J x \psi=0 \quad \text { in } \mathbb{R}_{+} \times \mathbb{R}_{+} . \tag{2.18}
\end{equation*}
$$

If

$$
\begin{equation*}
J>J_{c}=\left(-\frac{\mu_{1}}{2}\right)^{-3 / 2}, \tag{2.19}
\end{equation*}
$$

in which $\mu_{1}$ is the rightmost zero of Airy's function, then $\|\psi(\cdot, t)\|_{U} \underset{t \rightarrow \infty}{ } 0$. Otherwise, if $J<J_{c}$, then $\psi \equiv 0$ is an unstable solution of (2.18).

Proof. We first apply (2.2) to obtain

$$
\left\{\begin{array}{l}
\frac{\partial \psi}{\partial t}+\mathcal{L} \psi-\lambda_{J} \psi=0 \\
\psi(0, t)=0 \\
\psi(x, 0)=\psi_{0}(x)
\end{array}\right.
$$

where $\left\|\psi_{0}\right\|_{U}<\infty$. Taking the inner product (2.8) of the above equation with $\psi$, we obtain

$$
\frac{1}{2} \frac{d}{d t}\|\psi\|_{U}^{2} \leq\left(\lambda_{J}+\frac{\mu_{1}}{2}\right)\|u\|_{U}^{2}
$$

Hence, if (2.19) is satisfied, we have $\lambda_{J}+\mu_{1} / 2<0$, and hence $\psi$ tends to 0 exponentially fast as $t \rightarrow \infty$, in the $\|\cdot\|_{U}$ sense.

If $J<J_{c}$, let $\psi(x, 0)=u_{1}(x)$, where $u_{1}$ is given in (2.13). Then

$$
\psi(x, t)=u_{1}(x) e^{\left(\lambda_{J}+\mu_{1} / 2\right) t}
$$

Returning to the original variables by applying the inverse of (2.2), we obtain

$$
\psi(x, t)=u_{1}\left(J^{1 / 3} x\right) e^{\left[1-\left(J / J_{c}\right)^{2 / 3}\right] t}
$$

and hence $\psi \equiv 0$ is unstable.
3. Unbounded domains in $\mathbb{R}^{\mathbf{3}}$. In this section we consider several different problems: in $\mathbb{R}^{3}$, in $\mathbb{R}_{+}^{3}$, and in a quarter-space. In contrast with the previous section, we consider these problems only to the extent needed in the next section, that is, we analyze the existence of eigenvalues with nonpositive real part of the elliptic operator in the right-hand side of (1.4).
3.1. Eigenfunctions in $\mathbb{R}^{\mathbf{3}}$. We consider here (1.4) with $\phi=J x_{1}$. This choice summarizes all possible electric potentials with constant gradients, as the problem is invariant to translations and rotations. Thus, we have for every eigenfunction $u$,

$$
\begin{equation*}
-\Delta u-u+i J x_{1} u=-\lambda u \tag{3.1}
\end{equation*}
$$

We shall assume here that $\lambda \in \mathbb{R}$; otherwise we can apply the transformation $x_{1} \rightarrow$ $x_{1}-\Im \lambda / J$.

It is easy to find all $L^{2}$ solutions of (3.1) in $\mathbb{R}^{3}$ as follows: apply the Fourier transform (2.4) in the $x_{2}$ and $x_{3}$ directions (using the respective Fourier coordinates $\omega_{2}$ and $\omega_{3}$ ) to obtain

$$
\begin{equation*}
\mathcal{L} \hat{u}=\left((1-\lambda) J^{-2 / 3}-\omega_{2}^{2}-\omega_{3}^{2}\right) \hat{u} \tag{3.2}
\end{equation*}
$$

where assuming $J>0$ we have applied the transformation

$$
x \rightarrow J^{1 / 3} x
$$

(We confine the discussion in what follows to the case $J>0$. If $J<0$, we can consider the complex conjugate of (3.2) to obtain a new problem with $J>0$.)

By Lemma 2.1 we have that $\hat{u} \equiv 0$ is the unique $L^{2}$ solution of (3.2). However, for the blow-up arguments employed in the next section we need to obtain the above result for any uniformly bounded solution of (3.1) in $\mathbb{R}^{3}$. This is exactly what the next lemma states.

Lemma 3.1. Let $u$ denote a uniformly bounded solution of (3.1) in $\mathbb{R}^{3}$. Then, $u \equiv 0$.

Proof. We first show that $u\left(., x_{2}, x_{3}\right) \in L^{2}(\mathbb{R}, \mathbb{C})$. Let $\chi_{r} \in C^{\infty}\left(\mathbb{R}_{+},[0,1]\right)$ satisfy

$$
\chi_{r}(x)=\left\{\begin{array}{ll}
1 & x<r / 2,  \tag{3.3}\\
0 & x>r,
\end{array} \quad\left|\chi^{\prime}\right| \leq \frac{C}{r}\right.
$$

Multiplying (3.1) by $\chi_{r}^{2}\left(\left|x-x_{0}\right|\right) \bar{u}$ we obtain, taking the real part of identity, that

$$
\begin{equation*}
\int_{B\left(x_{0}, r\right)}\left|\nabla\left(\chi_{r} u\right)\right|^{2} \leq \int_{B\left(x_{0}, r\right)}\left[\chi^{2}+|\nabla \chi|^{2}\right]|u|^{2} \tag{3.4}
\end{equation*}
$$

Consequently, since $u$ is bounded in $L^{\infty}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{equation*}
\int_{B\left(x_{0}, r / 2\right)}|\nabla u|^{2} \leq C \quad \forall x_{0} \in \mathbb{R}^{3} \tag{3.5}
\end{equation*}
$$

From the imaginary part of the identity, we obtain that

$$
\int_{B\left(x_{0}, r\right)}\left(\nabla\left(\chi_{r}^{2}\right) \cdot \Im(\bar{u} \nabla u)+J x_{1} \chi_{r}|u|^{2}\right)=0
$$

Let $x_{0}=\left(x_{0}^{1}, x_{0}^{2}, x_{0}^{3}\right)$. Then,

$$
\int_{B\left(x_{0}, r / 2\right)}\left|x_{1}\right||u|^{2} d x_{1} \leq C \int_{B\left(x_{0}, r\right)}\left[|u|^{2}+|\nabla u|^{2}\right]
$$

Consequently, for $\left|x_{0}^{1}\right|>r$, since $u$ is bounded and in view of (3.5), we have

$$
\int_{B\left(x_{0}, r / 2\right)}|u|^{2} \leq \frac{C}{\left|x_{0}^{1}\right|-\frac{r}{2}} \leq \frac{C}{\left|x_{0}^{1}\right|}
$$

Repeating the above steps (from (3.4) to the above inequality) $k$ times we obtain that

$$
\int_{B\left(x_{0}, r / 2^{k}\right)}|u|^{2} \leq \frac{C_{k}}{\left|x_{0}^{1}\right|^{k}}
$$

Hence,

$$
\int_{B\left(x_{0}, r / 2^{k}\right)}\left|x_{1}\right|^{2}|u|^{2} \leq \frac{C_{k}}{\left|x_{0}^{1}\right|^{k-2}}
$$

which allows us to apply standard elliptic estimates [3] to obtain that

$$
|u| \leq \frac{C_{k}}{\left(\left|x_{1}\right|+1\right)^{k}} \quad \forall k \in \mathbb{N}
$$

In view of the above we have that $x_{1}^{k} u\left(x_{1}, x^{\prime}\right) \in L^{2}(\mathbb{R}, \mathbb{C})$ for all fixed $x^{\prime} \in \mathbb{R}^{2}$. Thus, one can apply to (3.1) the Fourier transform (2.4) to obtain

$$
\begin{equation*}
-\Delta_{\perp} \hat{u}+\left(\omega^{2}-1+\lambda\right) \hat{u}-J \frac{\partial \hat{u}}{\partial \omega}=0 \tag{3.6}
\end{equation*}
$$

where

$$
-\Delta_{\perp}=\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}}
$$

Let

$$
\tilde{x}_{r}(x)= \begin{cases}1, & |x|<r  \tag{3.7}\\ e^{-\frac{1}{r}(|x|-r)}, & |x|>r\end{cases}
$$

Multiplying (3.6) by $\tilde{\chi}_{r}^{2}\left(\left|x^{\prime}-x^{0}\right|\right) \overline{\hat{u}}$ and integrating over $\mathbb{R}^{2}$, we obtain

$$
-J \frac{d U_{r}}{d \omega}+\left(\omega^{2}-1+\lambda\right) U_{r}=\int_{\mathbb{R}^{2}}\left(-\left|\nabla\left(\tilde{\chi}_{r} \hat{u}\right)\right|^{2}+\left|\nabla \tilde{\chi}_{r}\right|^{2}|\hat{u}|^{2}\right) d x^{\prime}
$$

where

$$
U_{r}(\omega)=\int_{\mathbb{R}^{2}} \tilde{\chi}_{r}^{2}|\hat{u}|^{2} d x^{\prime}
$$

For the last term, we have

$$
\int_{\mathbb{R}^{2}}\left|\nabla \tilde{\chi}_{r}\right|^{2}|\hat{u}|^{2} \leq \frac{1}{r^{2}} U_{r}
$$

Consequently,

$$
-J \frac{d U_{r}}{d \omega}+\left(\omega^{2}-1+\lambda-r^{-2}\right) U_{r} \leq 0
$$

and therefore, for every $\omega_{0} \in \mathbb{R}$ and $\omega>\omega_{0}$, we have

$$
U_{r}(\omega) \geq U_{r}\left(\omega_{0}\right) \exp \left\{\frac{1}{3}\left(\omega^{3}-\omega_{0}^{3}\right)-\left(1+\lambda+r^{-2}\right)\left(\omega-\omega_{0}\right)\right\}
$$

Thus, since $U_{r}$ is positive, it must diverge exponentially fast, unless

$$
U_{r} \equiv 0
$$

from which the lemma easily follows.
3.1.1. Eigenfunctions in $\mathbb{R}_{+}^{\mathbf{3}}$ : Perpendicular current. Let

$$
\mathbb{R}_{+}^{3}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid x_{1}>0\right\}
$$

We consider here solutions of (3.1) in $\mathbb{R}_{+}^{3}$ satisfying a Dirichlet boundary condition on $\partial \mathbb{R}_{+}^{3}$. Instead of considering complex eigenvalues, we consider only real ones and treat their imaginary part as part of the electric potential.

Lemma 3.2. Let $u \in H^{2}\left(\mathbb{R}_{+}^{3}\right)$ denote a uniformly bounded solution of

$$
\begin{cases}-\Delta u-u+i J\left(x_{1}-\mu\right) u=-\lambda u & \text { in } \mathbb{R}_{+}^{3}  \tag{3.8}\\ u=0 & \text { on } \partial \mathbb{R}_{+}^{3}\end{cases}
$$

with $\lambda \in \mathbb{R}_{+}$. Then, if $J>J_{c}$, where $J_{c}$ is defined as in (2.19), u must vanish identically.

Proof. Let $u_{n}\left(x_{1}\right)$ be defined as in (2.12). Let further

$$
a_{n}\left(x_{2}, x_{3}\right)=\int_{0}^{\infty} u_{n}\left(x_{1}\right) u\left(x_{1}, x_{2}, x_{3}\right) d x_{1}=\left\langle u_{n}, \bar{u}\right\rangle
$$

where the inner product is in the regular $L^{2}$ sense. Clearly, $a_{n}$ is uniformly bounded in $\mathbb{R}^{2}$ as $u \in L^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}\right)$ and $u_{n} \in L^{1}(\mathbb{R}, \mathbb{C})$.

Applying the transformation

$$
\begin{equation*}
x \rightarrow J^{1 / 3} x \tag{3.9}
\end{equation*}
$$

multiplying (3.8) by $u_{n}$, and integrating over $\mathbb{R}_{+}$with respect to $x_{1}$ we obtain, in view of the boundedness of $u$ and the exponential rate of decay of $u_{n}$ as $x_{1} \rightarrow \infty$, that

$$
\begin{equation*}
-\Delta_{\perp} a_{n}+\left(\lambda_{n}-\tilde{\lambda}_{J}-i \mu\right) a_{n}=0 \tag{3.10}
\end{equation*}
$$

where $\tilde{\lambda}_{J}=(1-\lambda) J^{-2 / 3}$ and the definition of $\lambda_{n}$ is given as in Lemma 2.3. Multiplying (3.10) by $\tilde{\chi}_{r}\left(\left|x^{\prime}\right|\right)$, we obtain for the real part
$\left(\frac{\left|\mu_{n}\right|}{2}-\tilde{\lambda}_{J}\right) \int_{\mathbb{R}^{2}}\left|\tilde{\chi}_{r}\right|^{2}\left|a_{n}\right|^{2}=-\int_{\mathbb{R}^{2}}\left|\nabla\left(\tilde{\chi}_{r} a_{n}\right)\right|^{2}+\int_{\mathbb{R}^{2}}\left|\nabla \tilde{\chi}_{r}\right|^{2}\left|a_{n}\right|^{2} \leq \frac{C}{r^{2}} \int_{\mathbb{R}^{2}}\left|\tilde{\chi}_{r}\right|^{2}\left|a_{n}\right|^{2}$.
Since $\tilde{\lambda}_{J}<\left|\mu_{1}\right| / 2 \leq\left|\mu_{n}\right| / 2$ by our assumption we obtain that for sufficiently large $r$ we must have

$$
\int_{\mathbb{R}^{2}}\left|\tilde{\chi}_{r}\right|^{2}\left|a_{n}\right|^{2}=0
$$

Hence, $a_{n} \equiv 0$ in $\mathbb{R}^{2}$. Since by Lemma $2.3\left\{u_{n}\right\}_{n=1}^{\infty}$ is a basis for $L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right)$, we must have $u \equiv 0$.
3.1.2. Steady solutions in $\mathbb{R}_{+}^{\mathbf{3}}$ : Nonperpendicular current. This problem is very similar to the problem in $\mathbb{R}^{3}$. Consider the equation

$$
\left\{\begin{array}{l}
-\Delta u-u+i\left(J_{1} x_{1}+J_{2} x_{2}-\mu\right) u=-\lambda u \quad \text { in } \mathbb{R}_{+}^{3}  \tag{3.11}\\
u=0 \text { on } \partial \mathbb{R}_{+}^{3}
\end{array}\right.
$$

with $J_{2} \neq 0$ and $\lambda \in \mathbb{R}_{+}$. Like the problem in $\mathbb{R}^{3}$, there is no need to consider $\mu \neq 0$ here since the transformation

$$
x_{2} \rightarrow x_{2}+\frac{\mu}{J_{2}}
$$

sets $\mu=0$ in the transformed problem. Furthermore, we also obtain the following result, which is exactly the same as the result obtained in $\mathbb{R}^{3}$.

Lemma 3.3. Let $u$ denote a bounded solution of (3.11) with $J_{2} \neq 0$. Then $u \equiv 0$.
Proof. Consider first the case where $J_{1} \neq 0$. We first apply the transformation (3.9) with $J=J_{1}$ to obtain

$$
\begin{equation*}
-\Delta_{\perp} u+\mathcal{L} u-\tilde{\lambda}_{J_{1}} u+i \gamma x_{2} u=0 \tag{3.12}
\end{equation*}
$$

where $\tilde{\lambda}_{J_{1}}=(1-\lambda) J_{1}^{-2 / 3}$ and $\gamma=J_{2} / J_{1}$. Multiplying (3.12) by $u_{n}$ and integrating over $\mathbb{R}_{+}$with respect to $x_{1}$, we obtain

$$
-\Delta_{\perp} a_{n}+\left(\lambda_{n}-\tilde{\lambda}_{J_{1}}\right) a_{n}+i \gamma x_{2} a_{n}=0 \quad \text { in } \mathbb{R}^{2}
$$

where $a_{n}=\left\langle u_{n}, \bar{u}\right\rangle$. The above equation cannot have any nontrivial bounded solution in $\mathbb{R}^{2}$; otherwise it would also be a bounded solution in $\mathbb{R}^{3}$, which by Lemma 3.1 must identically vanish. Consequently, since $a_{n}$ must be bounded, we must have $a_{n} \equiv 0$ for all $n$, from which the lemma easily follows in this case.

Consider now the case where $J_{1}=0$. Here we define

$$
\tilde{u}\left(x_{1}, x_{2}, x_{3}\right)= \begin{cases}u\left(x_{1}, x_{2}, x_{3}\right), & x_{1}>0 \\ -u\left(-x_{1}, x_{2},, x_{3}\right), & x_{1}<0\end{cases}
$$

Clearly, $\tilde{u}$ is a bounded weak solution of (3.1) in $\mathbb{R}^{3}$ and hence, by Lemma 3.1, $\tilde{u} \equiv 0$.

For later reference we shall also need the following lemma.
Lemma 3.4. Let $u$ denote a bounded solution of

$$
\begin{cases}-\Delta u-u+i J_{2} x_{2} u=-\lambda u & \text { in } \mathbb{R}_{+}^{3} \\ \frac{\partial u}{\partial x_{1}}=0 & \text { on } \partial \mathbb{R}_{+}^{3}\end{cases}
$$

with $\lambda \in \mathbb{R}_{+}$. Then $u \equiv 0$.
Proof. Once again we define, this time an even function,

$$
\tilde{u}\left(x_{1}, x_{2}, x_{3}\right)= \begin{cases}u\left(x_{1}, x_{2}, x_{3}\right), & x_{1}>0 \\ u\left(-x_{1}, x_{2},, x_{3}\right), & x_{1}<0\end{cases}
$$

Clearly, $\tilde{u}$ is a bounded weak solution of (3.1) in $\mathbb{R}^{3}$ and hence, by Lemma 3.1, $\tilde{u} \equiv 0$.

The last result in this section is needed in the next section in order to deal with the interface between $\partial \Omega^{i}$ and $\partial \Omega_{n}$ (that are perpendicular by assumption).

Lemma 3.5. Let

$$
Q=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}_{+}^{3} \mid x_{2}>0\right\}
$$

Let $u$ denote a bounded solution of

$$
\begin{cases}-\Delta u-u+i\left(J_{2} x_{2}+J_{3} x_{3}\right) u=-\lambda u & \text { in } Q, \\ \frac{\partial u}{\partial x_{1}}\left(0, x_{2}, x_{3}\right)=0, & x_{2}>0, \quad x_{3} \in \mathbb{R} \\ u\left(x_{1}, 0, x_{3}\right)=0, & x_{1}>0, \quad x_{3} \in \mathbb{R}\end{cases}
$$

with $\lambda \in \mathbb{R}_{+}$. Then $u \equiv 0$.
Proof. Once again we define an even extension of $u$,

$$
\tilde{u}\left(x_{1}, x_{2}, x_{3}\right)= \begin{cases}u\left(x_{1}, x_{2}, x_{3}\right), & x_{1}>0 \\ u\left(-x_{1}, x_{2},, x_{3}\right), & x_{1}<0\end{cases}
$$

By Lemma 3.3, $\tilde{u}=0$.
4. Large bounded domains in $\mathbb{R}^{\mathbf{3}}$. We consider here (1.6) in the limit $R \rightarrow \infty$ which is the large domain limit. We first show that any eigenfunctions of the elliptic operator in (1.6) must decay exponentially fast, as $R \rightarrow \infty$ away from the boundary. As in the previous section we insert the imaginary part of $\lambda$ into the electric potential
(and consequently consider a family of potentials) and then confine the discussion to real values of $\lambda$.

Before getting into the main discussion we repeat here the definition of $\phi_{R}$ from section 1 and list some of its properties. Recall that $\phi$ is the unique solution of (1.2), and that

$$
\phi_{R}(x)=R \phi(x / R)
$$

The following proposition lists some of the properties of $\phi$ and $\phi_{R}$.
Proposition 4.1. Let $\phi$ denote a solution of (1.2) and $\phi_{R}(x)=R \phi(x / R)$. Let $\mu \in \mathbb{R}$ and $\mu_{R}=R \mu$. Let further $x_{j} \in \Omega_{R_{j}}$ where $R_{j} \uparrow \infty$, and $\left\{\mu_{j}\right\}_{j=1}^{\infty} \subset \mathbb{R}$. Then
(i) we have either $\left|\phi_{R_{j}}\left(x_{j}\right)-\mu_{j}\right|$ is unbounded, or else we must have, up to a subsequence,

$$
\exists(b, J) \in \mathbb{R} \times \mathbb{R}^{3}:\left\|\phi_{R_{j}}-\mu_{j}-J \cdot x-b\right\|_{L^{\infty}\left(D_{r}\left(x_{j}\right)\right.} \rightarrow 0 \quad \forall r>0
$$

where $D_{r}\left(x_{j}\right)=\Omega_{R} \cap B\left(x_{j}, r\right)$.
(ii) we let $\Gamma_{\mu}$ denote the level set $\phi=\mu$. Let $M=\max _{x \in \partial \Omega_{c}} \phi(x)$ and $m=$ $\min _{x \in \partial \Omega_{c}} \phi(x)$. If $\mu \notin[m, M]$, then $\Gamma_{\mu}$ is empty.
(iii) assume that $\partial \Omega_{c}$ is composed of exactly two connected sets as in Figure 1, and that $\Omega$ is diffeomorphic to a cylinder. If $\mu \in[m, M]$, but $\mu \notin \phi\left(\partial \Omega_{c}\right)$, then $\Gamma_{\mu} \cap \partial \Omega_{i}$ is a simple closed contour, separating $\partial \Omega$ into two subsets, such that none of them is a subset of $\partial \Omega_{i}$. Furthermore, $\nabla \phi \neq 0$ on $\Gamma_{\mu}$.
Proof. Let $b_{j}=\phi_{R_{j}}\left(x_{j}\right)-\mu_{j}$ and $J_{j}=\nabla \phi_{R_{j}}\left(x_{j}\right)$. To prove (i) we first choose a subsequence such that $\left(b_{j}, J_{j}\right) \rightarrow(b, J)$. The claim then follows from the Taylor expansion of $\phi_{R_{j}}$ near $x_{j}$.

The proof of (ii) follows immediately from the maximum principle.
To prove (iii) we notice first that since $\phi$ is real analytic, $\Gamma_{\mu}$ must either be closed or intersect $\partial \Omega$. If it is closed, then $\phi \equiv \mu$ inside $\Gamma_{\mu}$, and hence also outside $\Gamma_{\mu}$ (in view of its analyticity), which is clearly a contradiction. Thus $\Gamma_{\mu}$ must intersect the boundary on $\partial \Omega_{i}$.

Since $\phi$ is continuous and since on one of the connected sets we must have $\phi<\mu$ and on the other one $\phi>\mu$, the intersection of $\partial \Omega_{i}$ with $\Gamma_{\mu}$ must contain at least one closed contour. This contour separates $\partial \Omega$ into two disjoints subsets $\partial \Omega_{+}$and $\partial \Omega_{-}$, the first of them contains the connected subset of $\partial \Omega_{c}$; over which $\phi>\mu$, and contains a portion of $\partial \Omega^{i}$. Moreover, this contour is the boundary of a continuous subset of $\Gamma_{\mu}$ which we denote by $A$.

To see this, define cylindrical coordinates $(r, \theta, z)$ in $\Omega$, where $\theta \in[-\pi, \pi)$ and $0 \leq r<R(\theta, z)$. Then, for each $(r, \theta)$ there exists a finite (as $\phi$ is real analytic) set $\left\{z_{j}\right\}$ such that $\left(r, \theta, z_{j}\right) \in \Gamma_{\mu}$. Denote the minimum in this set by $z_{m}$. Clearly, $z=z_{m}(r, \theta)$ is continuous, and thus we can define

$$
A=\left\{(r, \theta, z) \mid z=z_{m}(r, \theta)\right\}
$$

We now consider the problem for $\phi$ in a subdomain of $\Omega$ whose boundary consists of $A$ and $\partial \Omega_{+}$. By the maximum principle and Hopf's lemma we have $\phi>\mu$ on $\partial \Omega_{+}$ and in the interior. In a similar manner we show that $\phi<\mu$ both on $\partial \Omega_{-}$and in the interior of the subdomain surrounded by $A$ and $\partial \Omega_{-}$. This shows that $A=\Gamma_{\mu}$. From Hopf's lemma it follows that $\nabla \phi \neq 0$ on $\Gamma_{\mu}$.

Remark 4.1. While property (i) will be used extensively throughout this section, properties (ii) and (iii) are brought here to provide the reader with some intuition of the behavior of $\phi$ in the "wire-like" domain presented in Figure 1.

Since (1.6) contains the term $i\left(\phi_{R}-\mu_{R}\right) \psi_{R}$ which might be unbounded as $R \rightarrow \infty$, we must provide here the following elliptic estimate.

Lemma 4.1. Let $u_{R}$ denote a solution of

$$
\begin{cases}-\Delta u_{R}-u_{R}+i\left(\phi_{R}-\mu_{R}\right) u_{R}=-\lambda u_{R} & \text { in } \Omega_{R}  \tag{4.1}\\ \frac{\partial \psi_{R}}{\partial \nu}=0, & \text { on } \partial \Omega_{R}^{i} \\ \psi_{R}=0, & \text { on } \partial \Omega_{R}^{c}\end{cases}
$$

in which $\lambda \in \mathbb{R}_{+}$. Let $D_{r}\left(x_{0}\right)=\Omega_{R} \cap B_{r}\left(x_{0}\right)$, where $x_{0} \in \Omega_{R}$ is chosen such that either
(i) $D_{r}\left(x_{0}\right)=B_{r}\left(x_{0}\right)$, or
(ii) $x_{0} \in \partial \Omega_{R}$ and either $\left(\partial D_{r}\left(x_{0}\right) \cap \partial \Omega_{R}\right) \subset \partial \Omega_{R}^{c}$ or $\left(\partial D_{r}\left(x_{0}\right) \cap \partial \Omega_{R}\right) \subset \partial \Omega_{R}^{i}$.

Then,

$$
\begin{equation*}
\exists \tilde{r}>0:\left\|u_{R}\right\|_{L^{\infty}\left(D_{r}\left(x_{0}\right)\right)} \leq C_{r}\left\|u_{R}\right\|_{L^{2}\left(D_{2 r}\left(x_{0}\right)\right)} \quad \forall x_{0} \in \Omega_{R}, r<\tilde{r}, \tag{4.2}
\end{equation*}
$$

where $C_{r}$ is independent of $R$ and $x_{0}$.
Proof. Let $\rho_{R}=\left|u_{R}\right|$. By (4.1) we have that

$$
-\Delta \rho_{R}-\rho_{R} \leq 0
$$

in $\Omega_{R}$. Let $x_{0} \in \Omega_{R}$. We set $U_{r}$ to be the solution (we discuss its existence below) of

$$
\begin{cases}-\Delta U_{r}-U_{r}=0 & \text { in } D_{r}\left(x_{0}\right)  \tag{4.3}\\ U_{r}=0 & \text { on } \partial D_{r}^{c}\left(x_{0}\right) \\ \frac{\partial U_{r}}{\partial \nu}=0 & \text { on } \partial D_{r}^{i}\left(x_{0}\right) \\ U_{r}=\rho_{R} & \text { on } \partial D_{r}^{s}\left(x_{0}\right)\end{cases}
$$

where $\partial D_{r}^{c}\left(x_{0}\right)=\partial D_{r}\left(x_{0}\right) \cap \partial \Omega_{R}^{c}, \partial D_{r}^{i}\left(x_{0}\right)=\partial D_{r}\left(x_{0}\right) \cap \partial \Omega_{R}^{i}$, and $\partial D_{r}^{s}\left(x_{0}\right)=$ $\partial D_{r}\left(x_{0}\right) \backslash\left(\partial D_{r}\left(x_{0}\right) \cap \partial \Omega_{R}\right)$. Note that either $\partial D_{r}^{c}\left(x_{0}\right)=\phi$ or $\partial D_{r}^{i}\left(x_{0}\right)=\phi$. Clearly, there exists $\tilde{r}$, independent of $x_{0}$ and $R$, such that for every $r<\tilde{r}$, we have

$$
\begin{equation*}
\inf _{u \in \mathcal{D}} \frac{\operatorname{int}_{D_{r}\left(x_{0}\right)}|\nabla u|^{2}}{\operatorname{int}_{D_{r}\left(x_{0}\right)}|u|^{2}}>1 \tag{4.4}
\end{equation*}
$$

where

$$
\mathcal{D}=\left\{u \in H^{1}\left(D_{r}\right) \mid u=0 \text { on } \partial D_{r}\left(x_{0}\right) \backslash \partial D_{r}^{i}\left(x_{0}\right)\right\}
$$

For $r<\tilde{r}$ the elliptic operator in (4.3) is invertible, and hence a unique $U_{r}$ exists.
Let then $V=\rho_{R}-U_{r}$. Clearly,

$$
\begin{cases}-\Delta V-V \leq 0 & \text { in } D_{r}\left(x_{0}\right)  \tag{4.5}\\ \frac{\partial V}{\partial \nu}=0 & \text { on } \partial D_{r}^{i}\left(x_{0}\right) \\ V=0 & \text { on } \partial D_{r}\left(x_{0}\right) \backslash \partial D_{r}^{i}\left(x_{0}\right)\end{cases}
$$

Let further

$$
V_{+}=\left\{\begin{array}{l}
V, \quad V \geq 0 \\
0, \quad V<0
\end{array}\right.
$$

Multiplying (4.5) by $V_{+}$and integrating over $D_{r}\left(x_{0}\right)$, we obtain that

$$
\int_{D_{r}}\left|\nabla V_{+}\right|^{2}-\left|V_{+}\right|^{2} \leq 0
$$

and since $V \in \mathcal{D}$, we obtain by (4.4) that $V_{+}=0$. Consequently we have

$$
\begin{equation*}
\rho_{R} \leq U_{r} \quad \text { in } D_{r}\left(x_{0}\right) \tag{4.6}
\end{equation*}
$$

To complete the proof of (4.2) it is thus necessary to obtain an estimate of $\left\|U_{r}\right\|_{L^{\infty}\left(D_{r}\right)}$ in terms of $\left\|\rho_{R}\right\|_{L^{2}\left(D_{r}\right)}$. In case (i) above, since $U_{r}$ is unique, we can use Theorem 10.5 in [3], together with Sobolev embeddings, to obtain

$$
\begin{equation*}
\left\|U_{r}\right\|_{L^{\infty}\left(D_{r}\left(x_{0}\right)\right)} \leq C_{r}\left\|\rho_{R}\right\|_{H^{1 / 2}\left(\partial D_{r}^{s}\right)} \tag{4.7}
\end{equation*}
$$

where $C_{r}$ is independent of $x_{0}$ and $R$.
In case (ii) $D_{r}\left(x_{0}\right)$ is diffeomorphic to a hemisphere with radius $r$. Denote the diffeomorphism by $T_{R, x_{0}}$. Note that $T_{R, x_{0}} \rightarrow I$ as $R \rightarrow \infty$ uniformly in $x_{0}$ (as long as the assumption in (ii) holds) in view of the transformation (1.5). Let $B_{+}=T_{R, x_{0}}\left(D_{r}\right)$. On the flat surface of $B_{+}$we have either $\partial U_{r} / \partial \nu=0$ or $U_{r}=0$. In the first case one can extend $U_{r}$ evenly to a sphere $B$, whereas in the second case we use an odd extension for that matter. In both cases $U_{r}$ satisfies

$$
A: \nabla\left(A^{t} \nabla U_{r}\right)+U_{r}=0 \quad \text { in } B,
$$

where $A=D T_{R, x_{0}}$ is smooth in $B$ and satisfies $A \rightarrow I$ uniformly in $B$ as $R \rightarrow \infty$. On $\partial B, U_{r}$ is equal to either the even extension or the odd extension of $\rho_{R}$. Hence, for sufficiently large $R, U_{r}$ must satisfy (4.7) in case (ii) as well.

Clearly,

$$
\begin{equation*}
\left\|\rho_{R}\right\|_{H^{1 / 2}\left(\partial D_{r}^{s}\right)} \leq\left\|\rho_{R}\right\|_{H^{1}\left(D_{r}\left(x_{0}\right)\right)} . \tag{4.8}
\end{equation*}
$$

Multiplying (4.1) by $\chi_{2 r}^{2}\left(\left|x-x_{0}\right|\right) \bar{u}_{R}$ and integrating over $\Omega_{R}$, we obtain from the real part of the identity

$$
\int_{D_{2 r}\left(x_{0}\right)}\left|\nabla\left(\chi_{2 r} u_{R}\right)\right|^{2}-\left(\left|\nabla \chi_{2 r}\right|^{2}+(1-\lambda) \chi_{2 r}^{2}\right)\left|u_{R}\right|^{2}=0
$$

Hence,

$$
\begin{equation*}
\int_{D_{r}\left(x_{0}\right)}\left|\nabla \rho_{R}\right|^{2} \leq C_{r} \int_{D_{2 r}\left(x_{0}\right)}\left|\rho_{R}\right|^{2} \tag{4.9}
\end{equation*}
$$

Combining the above with (4.6)-(4.8) yields (4.2).
As an immediate conclusion of Lemma 4.1 we prove the following lemma
LEMMA 4.2. Let $u_{R}$ denote a solution of (4.1) with $\lambda \in \mathbb{R}_{+}$. Let $X_{R}$ denote $a$ maximum point of $\left|u_{R}\right|$ in $\Omega_{R}$. Then, $\left|\phi_{R}\left(x_{R}\right)-\mu_{R}\right|$ is bounded as $R \rightarrow \infty$.

Proof. We first normalize $u_{R}$ by $\left|u_{R}\left(x_{R}\right)\right|$ so that $\left\|u_{R}\right\|_{\infty}=1$. Let $D_{r}\left(x_{R}\right)=$ $B\left(x_{R}, r\right) \cap \Omega_{R}$. Multiplying (4.1) by $\chi_{r}^{2}\left(\left|x-x_{R}\right|\right) \bar{u}_{R}$ and integrating over $\Omega_{R}$, we obtain from the imaginary part of the identity

$$
\int_{D_{r}} \nabla\left(\chi_{r}^{2}\right) \cdot \frac{1}{2 i}\left(\overline{u_{R}} \nabla u_{R}-\nabla \bar{u}_{R}\right)+\int_{D_{r}} \chi_{r}^{2}\left(\phi_{R}-\mu_{R}\right)\left|u_{R}\right|^{2}=0 .
$$

Let $b_{R}=\phi_{R}\left(x_{R}\right)-\mu_{R}$. Since $\nabla \phi_{R}$ is bounded in $\Omega_{R}$, and since $r$ is fixed, we have

$$
\inf _{x \in D_{r}}\left|\phi_{R}-\mu_{R}\right| \geq \frac{1}{2} b_{R}
$$

Thus,

$$
b_{R} \int_{D_{r / 2}}\left|u_{R}\right|^{2} \leq C_{r} \int_{D_{r}}\left|u_{R}\right|^{2}+\left|\nabla u_{R}\right|^{2}
$$

Using (4.9) and the fact that $\left|u_{R}\right| \leq 1$, we obtain that

$$
\int_{D_{r / 2}}\left|u_{R}\right|^{2} \leq \frac{C}{b_{R}}
$$

By Lemma 4.1 we then have that

$$
1=\left|u_{R}\left(x_{R}\right)\right| \leq \frac{C_{r}}{b_{R}}
$$

from which the lemma immediately follows.
Remark 4.2. Note that if $\phi_{R} \neq \mu_{R}$ for all $x \in \Omega_{R}$, then $u_{R} \equiv 0$ must be the unique solution of (4.1). To see this multiply (4.1) by $\bar{u}_{R}$ and integrate over $\Omega_{R}$ to obtain from the imaginary part,

$$
\int_{\Omega_{R}}\left(\phi_{R}-\mu_{R}\right)\left|u_{R}\right|^{2}=0
$$

Since $\phi_{R}-\mu_{R}$ is either positive or negative throughout $\Omega_{R}, u_{R}$ must vanish everywhere.

Denote the curve in $\Omega$ along which we have $\phi=\mu$ by $\Gamma_{\mu}$. Denote its image under the mapping (1.5) by $\Gamma_{R}$. By the previous lemma we have that $d\left(x_{R}, \Gamma_{R}\right)$ is bounded as $R \rightarrow \infty$. We now prove that $u_{R}$ must decay exponentially fast away from $\Gamma_{R}$.

Lemma 4.3. Let $u_{R}$ denote a solution of (4.1) with $\lambda \in \mathbb{R}_{+}$. Then, there exists $\alpha>0$ such that

$$
\begin{equation*}
\int_{\Omega_{R}}\left|u_{R}\right|^{2} e^{2 \alpha s} \leq C \tag{4.10}
\end{equation*}
$$

where $s=d\left(x, \Gamma_{R}\right)$ and $C$ is independent of $R$.
Recall that by Proposition 4.1, for domains that are diffeomorphic to a cylinder, when $\phi \neq \mu$ for every $x \in \partial \Omega^{c}, \Gamma_{\mu}$ must be a surface whose boundary is a closed simple contour on $\partial \Omega^{i}$. We also have $\nabla \phi \neq 0$ on $\Gamma_{\mu}$. Note also that by the above remark, if $\Gamma_{R}$ is empty, then $u_{R} \equiv 0$.

Proof. It is convenient to consider here $u_{R}$ for which $\left\|u_{R}\right\|_{L^{2}\left(\Omega_{R}\right)}=1$. Let $\Omega_{\beta}^{+}$ and $\Omega_{\beta}^{-}$be, respectively, defined by

$$
\begin{aligned}
& \Omega_{\beta}^{+}=\left\{x \in \Omega_{R} \mid \phi_{R}-\mu_{R}>\beta\right\} \\
& \Omega_{\beta}^{-}=\left\{x \in \Omega_{R} \mid \phi_{R}-\mu_{R}<-\beta\right\}
\end{aligned}
$$

for some $\beta>0$ which is independent of $R$.

Let $\eta_{\beta}^{+} \in C^{\infty}\left(\Omega_{R},[0,1]\right)$ and $\eta_{\beta}^{-}$, respectively, be defined by

$$
\eta_{\beta}^{+}= \begin{cases}1, & x \in \Omega_{\beta}^{+}, \\ 0, & x \in \Omega_{0}^{-},\end{cases}
$$

and

$$
\eta_{\beta}^{-}= \begin{cases}1, & x \in \Omega_{\beta}^{-}, \\ 0, & x \in \Omega_{0}^{+} .\end{cases}
$$

Let $\mathcal{C}_{\beta}^{ \pm}$denote the portion of $\partial \Omega_{\beta}^{ \pm}$which is not on $\partial \Omega_{R}$. As $\nabla \phi_{R}(x)=\nabla \phi(x / R)$ and since $\nabla \phi$ is bounded in $\Omega$, we have that

$$
d\left(\mathcal{C}_{\beta}^{ \pm}, \Gamma_{\mu}\right) \geq \frac{\beta}{\|\nabla \phi\|_{L^{\infty}(\Omega)}}
$$

Hence, we can choose $\eta_{\beta}^{ \pm}$such that $\left|\nabla \eta_{\beta}^{ \pm}\right|<C$. Let

$$
D_{\beta}^{+}=\left\{x \in \Omega_{R} \mid 0<\eta_{\beta}^{+}<1\right\}
$$

We choose $\eta_{\beta}^{ \pm}$such that

$$
\sup _{x \in D_{\beta}^{+}} s \leq 1
$$

Multiplying (4.1) by $\left(\eta_{\beta}^{+}\right)^{2} e^{2 \alpha s} \bar{u}_{R}$ and integrating over $\Omega_{R}$ we obtain, for the imaginary part and the real part, respectively,

$$
\begin{equation*}
\int_{\Omega_{R}} \nabla\left(\left(\eta_{\beta}^{+}\right)^{2} e^{2 \alpha s}\right) \cdot \frac{1}{2 i}\left(\bar{u}_{R} \nabla u_{R}-u_{R} \nabla \bar{u}_{R}\right)+\int_{\Omega_{R}}\left(\phi_{R}-\mu_{R}\right)\left(\eta_{\beta}^{+}\right)^{2}\left|u_{R}\right|^{2} e^{2 \alpha s}=0 \tag{4.11a}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega_{R}}\left(\eta_{\beta}^{+}\right)^{2}\left|\nabla u_{R}\right|^{2} e^{2 \alpha s}=(1-\lambda) \int_{\Omega_{R}}\left(\eta_{\beta}^{+}\right)^{2}\left|u_{R}\right|^{2} e^{2 \alpha s}-\frac{1}{2} \int_{\Omega_{R}} \nabla\left(\left(\eta_{\beta}^{+}\right)^{2} e^{2 \alpha s}\right) \cdot \nabla\left|u_{R}\right|^{2} \tag{4.11~b}
\end{equation*}
$$

From the real part, (4.11b), we obtain that for every $\epsilon>0$ we have

$$
\begin{equation*}
(1-2 \alpha \epsilon) \int_{\Omega_{R}}\left(\eta_{\beta}^{+}\right)^{2} e^{2 \alpha s}\left|\nabla u_{R}\right|^{2} \leq\left(1+\frac{\alpha}{2 \epsilon}\right) \int_{\Omega_{R}}\left(\eta_{\beta}^{+}\right)^{2} e^{2 \alpha s}\left|u_{R}\right|^{2}+C \int_{D_{\beta}^{+}} e^{2 \alpha s}\left|\nabla u_{R}\right|^{2} \tag{4.12}
\end{equation*}
$$

From (4.11a), or the imaginary part, we obtain

$$
\beta \int_{\Omega_{\beta}^{+}}\left|u_{R}\right|^{2} e^{2 \alpha s} \leq \alpha \int_{\Omega_{R}}\left(\eta_{\beta}^{+}\right)^{2} e^{2 \alpha s}\left[\left|u_{R}\right|^{2}+\left|\nabla u_{R}\right|^{2}\right]+C \int_{D_{\beta}^{+}} e^{2 \alpha s}\left[\left|u_{R}\right|^{2}+\left|\nabla u_{R}\right|^{2}\right] .
$$

Combining the above with (4.12) for $\epsilon=4 \alpha^{-1}$, we obtain

$$
\begin{equation*}
\left(\beta-2 \alpha-4 \alpha^{3}\right) \int_{\Omega_{\beta}^{+}}\left|u_{R}\right|^{2} e^{2 \alpha s} \leq C \int_{D_{\beta}^{+}} e^{2 \alpha s}\left[\left|u_{R}\right|^{2}+\left|\nabla u_{R}\right|^{2}\right] . \tag{4.13}
\end{equation*}
$$

Multiplying (4.1) by $\bar{u}_{R}$ and integrating over $\Omega_{R}$, we obtain (for the real part)

$$
\int_{\Omega_{R}}\left|\nabla u_{R}\right|^{2}=(1-\lambda) \int_{\Omega_{R}}\left|u_{R}\right|^{2}=1-\lambda
$$

Consequently, we obtain from (4.13) that for any given $\alpha$ we may choose $\beta$ to be sufficiently large (but still independent of $R$ ) so that $\beta>2 \alpha+4 \alpha^{3}$, and hence

$$
\int_{\Omega_{\beta}^{+}}\left|u_{R}\right|^{2} e^{2 \alpha s} \leq C e^{2 \alpha} \int_{D_{\beta}^{+}}\left[\left|u_{R}\right|^{2}+\left|\nabla u_{R}\right|^{2}\right] \leq 2 C e^{2 \alpha}
$$

Remark 4.3. By Lemma 4.1 it follows that $\left|u_{R}\right|$ decays exponentially fast away from $\Gamma_{R}$ also in a pointwise sense.

We now prove that any eigenfunction corresponding to a nonpositive eigenvalue must decay exponentially fast away from the boundary.

Lemma 4.4. Let $u_{R}$ denote a solution of (4.1). Then

$$
\begin{equation*}
\exists \alpha>0:\left|u_{R}\right| \leq C e^{-\alpha d(x, \partial \Omega)} \quad \forall \mu_{R} \in \mathbb{R} \tag{4.14}
\end{equation*}
$$

where $\alpha$ is independent of $R, \mu_{R}$, and $\lambda$. Furthermore, denote by $x_{R}$ the maximum point of $\left|u_{R}\right|$. Then $d\left(x_{R}, \partial \Omega_{R}\right)$ is bounded as $R \rightarrow \infty$.

Proof. We apply standard blow-up arguments to prove the lemma. Let

$$
\Omega(R, k, s)=\left\{x \in \Omega_{R} \mid d\left(x, \partial \Omega_{R}\right) \geq k s\right\}
$$

We prove the exponential rate of decay by showing first that
$\exists R_{0}, s_{0}:\left\|u_{R}\right\|_{L^{\infty}(\Omega(R, k+1, s))} \leq \frac{1}{2}\left\|u_{R}\right\|_{L^{\infty}(\Omega(R, k, s))} \quad \forall s>s_{0}, R>R_{0}, k \in \mathbb{N}$.
Suppose, for contradiction, that (4.15) does not hold. Then, there exist sequences $\left\{R_{j}\right\}_{j=1}^{\infty},\left\{s_{j}\right\}_{j=1}^{\infty}$, and $\left\{k_{j}\right\}_{j=1}^{\infty}$ satisfying $R_{j} \uparrow \infty, s_{j} \uparrow \infty, k_{j} \in \mathbb{N}$, and

$$
\begin{equation*}
\left\|u_{R_{j}}\right\|_{L^{\infty}\left(\Omega\left(R_{j}, k_{j}+1, s_{j}\right)\right)} \geq \frac{1}{2}\left\|u_{R_{j}}\right\|_{L^{\infty}\left(\Omega\left(R_{j}, k_{j}, s_{j}\right)\right)} \stackrel{\text { def }}{=} \frac{1}{2} m_{j} \tag{4.16}
\end{equation*}
$$

Let

$$
\tilde{u}_{R_{j}}=\frac{u_{R_{j}}}{m_{j}}
$$

By (4.15) there exists $x_{j} \in \Omega\left(R_{j}, k_{j}+1, s_{j}\right)$ such that

$$
\begin{equation*}
\left|\tilde{u}_{R_{j}}\left(x_{j}\right)\right| \geq \frac{1}{2} \tag{4.17}
\end{equation*}
$$

For notational convenience we also let $f_{j}(x)=\tilde{u}_{R_{j}}\left(x_{j}+x\right)$.
We now distinguish between two different cases.
Case 1.

$$
b_{j}=\inf _{x \in B\left(x_{j}, s_{j}\right)}\left|\phi_{R_{j}}-\mu_{R_{j}}\right| \rightarrow \infty
$$

up to a subsequence.

Let $\chi_{r} \in C^{\infty}\left(\mathbb{R}_{+},[0,1]\right)$ be defined by (3.3). Since $f_{j}$ satisfies (4.1) we multiply it by $\chi_{r}^{2}(0) \bar{f}_{j}$ and integrate over $B(0, r)$ to obtain, for the imaginary part,

$$
\int_{B(0, r)} \nabla\left(\chi_{r}^{2}\right) \cdot \frac{1}{2 i}\left(\bar{f}_{j} \nabla f_{j}-f_{j} \nabla \bar{f}_{j}\right)+\int_{B(0, r)} \chi_{r}^{2}\left(\phi_{R_{j}}-\mu_{R_{j}}\right)\left|f_{j}\right|^{2}=0
$$

yielding

$$
\begin{equation*}
b_{j} \int_{B(0, r / 2)}\left|f_{j}\right|^{2} \leq C_{r} \int_{B(0, r)}\left|f_{j}\right|^{2}+\left|\nabla f_{j}\right|^{2} \tag{4.18}
\end{equation*}
$$

for all $r<s_{j}$. For the real part we obtain that

$$
\int_{B(0, r)}\left|\nabla\left(\chi_{r} f_{j}\right)\right|^{2}-\left(\left|\nabla \chi_{r}\right|^{2}+(1-\lambda) \chi_{r}^{2}\right)\left|f_{j}\right|^{2}=0
$$

and hence

$$
\begin{equation*}
\int_{B(0, r / 2)}\left|\nabla f_{j}\right|^{2} \leq C \int_{B(0, r)}\left|f_{j}\right|^{2} \tag{4.19}
\end{equation*}
$$

Combining (4.18) with (4.19), we obtain

$$
\int_{B(0, r / 2)}\left|f_{j}\right|^{2} \leq \frac{C_{r}}{b_{j}} \int_{B(0,2 r)}\left|f_{j}\right|^{2}
$$

As $\left|f_{j}\right| \leq 1$ we obtain that

$$
\int_{B(0, r / 2)}\left|f_{j}\right|^{2} \rightarrow 0
$$

as $j \rightarrow \infty$, and by Lemma 4.1 also that $f_{j}(0) \rightarrow 0$, a contradiction.
Case 2. $\lim \sup _{j \rightarrow \infty} b_{j}<\infty$.
Let $J=|\nabla \phi|$. We choose a coordinate system, where $\nabla \phi\left(x_{j}\right)$ is parallel to the $x_{1}$ axis. Then, by Lemma 4.2 we have a subsequence for which

$$
\phi_{R_{j}}-\mu_{R_{j}} \rightarrow J x_{1}+b
$$

uniformly in $B(0, r)$ for all $r>0$, where $b$ is a constant. Thus, by standard elliptic estimates and Sobolev embeddings, there exists a subsequence $\left\{f_{j_{k}}\right\}_{k=1}^{\infty}$ such that $f_{j_{k}} \rightarrow f_{\infty}$ uniformly on every compact set in $\mathbb{R}^{3}$ and such that $f_{\infty}$ is a bounded solution of

$$
-\Delta f_{\infty}-f_{\infty}+i\left(J x_{1}+b\right) f_{\infty}=-\lambda f_{\infty} \quad \text { in } \mathbb{R}^{3}
$$

By Lemma 3.1 we must have $f_{\infty} \equiv 0$, a contradiction.
Thus, we have proved (4.15), and hence also (4.14). The boundedness of $d\left(x_{R}, \partial \Omega_{R}\right)$ follows from (4.14) as well.

The following lemma provides the basis for our main stability result.
Lemma 4.5. Let $\partial \Omega_{n}$ denote the subset of $\partial \Omega_{c}$, where $\nabla \phi$ is perpendicular to $\partial \Omega$. Suppose that either $|\nabla \phi|>J_{c}$ for all $x \in \partial \Omega_{n}$ or that $\partial \Omega_{n}$ is empty. Then, for sufficiently large $R, u_{R} \equiv 0$ is the unique solution of (4.1) for all $\mu_{R} \in \mathbb{R}$.

Proof. Let $x_{R}$ be the point where $u_{R}$ obtains its maximum in $\Omega_{R}$. Let $x_{0}^{R}$ denote its projection on $\partial \Omega_{R}$. Recall that by Lemma $4.4\left|x_{R}-x_{0}^{R}\right|$ is bounded as $R \rightarrow \infty$. Note that by Lemma $4.2 \phi_{R}$ converges uniformly to a linear function in $D_{r}\left(x_{0}^{R}\right)$ for all fixed $r>0$ as $R \rightarrow \infty$. Suppose first that $x_{0}^{R} \in \partial \Omega_{i}^{R}$. Following [11], let $\left(t_{1}, t_{2}, t_{3}\right)$ denote a local curvilinear coordinate system, whose origin lies at $x_{0}^{R}$, such that $t_{3}=d\left(x, \partial \Omega_{R}\right)$ when $x \in \Omega_{R}$ and such that the $t_{1}$ and $t_{2}$ curves on $\partial \Omega$ are the lines of curvature. Let further $\kappa_{1}^{R}$ and $\kappa_{2}^{R}$ denote the respective principal curvatures on $\partial \Omega_{R}$. Clearly, $\kappa_{i}^{R}=\kappa_{i} / R(i=1,2)$, where $\kappa_{i}$ is the corresponding principal curvature on $\partial \Omega$, at $x_{0}=x_{0}^{R} / R$.

Since $\partial \Omega$ is smooth near $x_{0}^{R}$, this curvilinear coordinate system is properly defined in some neighborhood of $x_{0}^{R}$. Let

$$
B^{+}(0, r)=\left\{\left(t_{1}, t_{2}, t_{3}\right) \in B(0, r) \mid t_{3}>0\right\}
$$

Then, the above coordinate system is well defined in $B^{+}(0, \delta R)$ for some $\delta>0$. We can now present any $x$ in this neighborhood by

$$
x=r\left(t_{1}, t_{2}\right)-t_{3} \nu
$$

where $\nu$ is the outward normal at $\left(t_{1}, t_{2}, 0\right)$. Let

$$
g_{i j}\left(t_{1}, t_{2}\right)=\frac{\partial r}{\partial t_{i}} \cdot \frac{\partial r}{\partial t_{j}}, \quad i, j=1,2
$$

and

$$
G_{i j}=\left[1-\kappa_{i} t_{3} / R\right] g_{i j}, \quad i, j=1,2 .
$$

Since our coordinate system is orthogonal, we have

$$
g_{12}=0 .
$$

Furthermore, we can scale $t_{1}$ and $t_{2}$ so that

$$
g_{11}=g_{22}=1+O(1 / R) \quad \text { as } R \rightarrow \infty
$$

uniformly in $B^{+}(0, r)$ for every fixed $r>0$. Finally, we define

$$
\left\{\begin{array}{l}
G=\sqrt{G_{11} G_{22}}, \\
\alpha_{j}=\frac{G}{G_{j j}}, \\
\alpha_{3}=G
\end{array} \quad j=1,2\right.
$$

Let $w_{R}(x)=u_{R}(x) /\left|u_{R}\left(x_{R}\right)\right|$. In the new coordinates, (4.1) takes the form

$$
-\sum_{j=1}^{3} \frac{1}{G} \frac{\partial}{\partial t_{j}}\left(\alpha_{j} \frac{\partial w_{R}}{\partial t_{j}}\right)-w_{R}+i\left(\phi_{R}-\mu_{R}\right) w_{R}=-\lambda w_{R}
$$

in $B^{+}(0, \delta R)$. Standard elliptic estimates then prove the existence of a sequence $\left\{w_{R_{j}}\right\}_{j=1}^{\infty}$ such that $w_{R_{j}} \rightarrow w_{\infty}$ uniformly on every compact set in $\mathbb{R}_{+}^{3}$, where here

$$
\mathbb{R}_{+}^{3}=\left\{\left(t_{1}, t_{2}, t_{3}\right) \mid t_{3}>0\right\}
$$

By standard elliptic estimates again we have that $w_{\infty}$ satisfies the following problem:

$$
\begin{cases}-\Delta w_{\infty}-w_{\infty}+i\left(J_{1} t_{1}+J_{2} t_{2}+b\right) w_{\infty}=-\lambda w_{\infty} & \text { in } \mathbb{R}_{+}^{3} \\ \frac{\partial w_{\infty}}{\partial \nu}=0 & \text { on } \partial \mathbb{R}_{+}^{3}\end{cases}
$$

By Lemma 3.4 we have $w_{\infty} \equiv 0$ in $\mathbb{R}_{+}^{3}$, a contradiction since $\left|w_{R}\left(x_{R}\right)\right|=1$ and $\left|x_{R}-x_{0}^{R}\right|$ is bounded.

Consider now the case where $x_{0}^{R} \in \partial \Omega_{c}^{R}$. Following the same procedure as before we obtain that $w_{R} \rightarrow w_{\infty}$ uniformly on every compact set in $\mathbb{R}_{+}^{3}$, where $w_{\infty}$ must satisfy

$$
\begin{cases}-\Delta w_{\infty}-w_{\infty}+i\left(J_{1} t_{1}+J_{2} t_{2}+J_{3} t_{3}+b\right) w_{\infty}=-\lambda w_{\infty} & \text { in } \mathbb{R}_{+}^{3} \\ w_{\infty}=0 & \text { on } \partial \mathbb{R}_{+}^{3}\end{cases}
$$

If $\partial \Omega_{n}$ is empty, we have $J_{1}^{2}+J_{2}^{2}>0$. By Lemma 3.3 we then have $w_{\infty} \equiv 0$. Otherwise, if $x_{0} \in \partial \Omega_{n}$, we must have $w_{\infty} \equiv 0$ by Lemma 3.2 since $J_{3}>J_{c}$.

Finally, if $x_{0}$ lies on the interface between $\partial \Omega_{i}$ and $\partial \Omega_{c}$, we obtain that $w_{\infty}$ must satisfy, since the two surfaces are perpendicular to each other at the interface, a problem in $Q$, where

$$
Q=\left\{\left(t_{1}, t_{2}, t_{3}\right) \mid t_{3}>0, t_{1}>0\right\}
$$

We have

$$
\begin{cases}-\Delta w_{\infty}-w_{\infty}+i\left(J_{1} t_{1}+J_{2} t_{2}+b\right) w_{\infty}=0 & \text { in } Q \\ \frac{\partial w_{\infty}}{\partial \nu}=0, & x \in \partial Q t_{3}=0 \\ w_{\infty}=0, & x \in \partial Q: t_{1}=0\end{cases}
$$

By Lemma 3.5 we have $w_{\infty} \equiv 0$. (Note that some modification of the local coordinate system is necessary in this case.)

Proof of Theorem 1.1. Since the principal part of the differential operator on the left-hand side of (4.1) is the Laplacian, it can be regarded as a perturbation of a self-adjoint operator. Thus, it follows from the discussion below Theorem 15.2 in [2] regarding such perturbations that it has exactly one direction which is not a direction of minimal growth, that is, $\arg \lambda=0$. Hence, it follows from Theorem 15.1 in [2] that the spectrum of this differential operator must be discrete and that all its eigenvalues must have finite multiplicity. Furthermore, by Theorem 16.5 in [2], the eigenfunctions span $L^{2}\left(\Omega_{R}, \mathbb{C}\right)$. Hence, for $J>J_{c}$, since all the eigenvalues of the above operator must have positive real part, the normal state must be stable.

Consider now the case when a point $x \in \partial \Omega_{c}$ exists, where

$$
\left|\frac{\partial \phi}{\partial \nu}\right|=|\nabla \phi|=J<J_{c}
$$

To prove the short-time instability we look at the solution of (1.6), after applying to it the transformation (2.2), with the initial condition

$$
\psi(x, 0)=u_{1}\left(t_{3}\right) \chi_{R^{1 / 2}}\left(t_{1}, t_{2}\right) \eta_{R}\left(t_{3}\right)
$$

where $\left(t_{1}, t_{2}, t_{3}\right)$ are the above-defined system of local curvilinear coordinates, $\chi_{r}$ is defined in (3.3), and

$$
\eta_{R}(x)= \begin{cases}1, & x<\frac{1}{2} \delta R \\ 0, & x>\delta R\end{cases}
$$

is a smooth cutoff function.
Let $\tilde{\beta}=\lambda_{J}-\lambda_{J_{c}}$. We write

$$
\begin{equation*}
\psi_{R}=v+\psi_{0}(x) e^{\tilde{\beta} t} \tag{4.20}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\frac{\partial v}{\partial t}-\Delta v-\lambda_{J} v=f \tag{4.21}
\end{equation*}
$$

The precise form of $f$ need not concern us except for the fact that

$$
\begin{equation*}
\|f\|_{2} \leq \frac{C_{\alpha}}{R^{\alpha}}\left\|\psi_{0}\right\|_{2} e^{\tilde{\beta} t} \quad \forall \alpha<1 \tag{4.22}
\end{equation*}
$$

Multiplying (4.21) by $\bar{v}$ and integrating by parts, we obtain for the real part

$$
\left\{\begin{array}{l}
\frac{\partial\|v\|_{2}}{\partial t}-\lambda_{J}\|v\|_{2}=\|f\|_{2} \\
\|v\|_{2}(0)=0
\end{array}\right.
$$

Consequently,

$$
\|v\|_{2}(t) \leq \int_{0}^{t} e^{\lambda(t-\tau)}\|f\|_{2}(\tau) d \tau
$$

and hence,

$$
\|v\|_{2} \leq \frac{C_{\alpha}}{R^{\alpha}}\left\|\psi_{0}\right\|_{2} e^{\left(\lambda_{J}+\tilde{\beta}\right) t}
$$

Clearly, there exist $T_{R} \sim \mathcal{O}(\ln R)$, as $R \rightarrow \infty$, such that

$$
t<T_{R} \Rightarrow \frac{C_{\alpha}}{R^{\alpha}} e^{\lambda_{J} t}<\frac{1}{2}
$$

and thus

$$
t<T_{R} \Rightarrow\|\psi\|_{2} \geq \frac{1}{2}\left\|\psi_{0}\right\|_{2} e^{\tilde{\beta} t}
$$

Applying the inverse of (2.2), we obtain (1.7).
The above instability result is valid, of course, only for $T<T_{R}$. Proving long-time instability appears to be a much more difficult problem. The stability proof presented above relies on the convergence of any solution of (4.1) to a solution of (3.8) uniformly on every compact set near the point on the boundary where $J$ is perpendicular to it. This, however, does not prove convergence of the spectrum or even of its bottom. What has been demonstrated is only the upper semicontinuity of the spectrum of the differential operator on the left-hand side of (4.1). Lower semicontinuity of the spectrum appears to be much harder to prove, especially since the operator is not self-adjoint. Nevertheless, it does seem reasonable to conjecture that the solution would continue to grow exponentially fast as $t \rightarrow \infty$, in view of the above short-time instability result. Further research is necessary in order to establish that result.
5. Concluding remarks. In the previous section we proved that the normal state remains stable in the large domain limit, as long as the current on the boundary, at points where it is perpendicular to it, is greater than $J_{c}$. If the current is nowhere perpendicular to the boundary, then as long as it doesn't vanish there, the normal state must be stable. We also demonstrate short-time instability when $J_{m}<J_{c}$.

In the following we provide a short list of interesting problems that are waiting to be resolved:

1. Proving long-time instability when $J>J_{c}$. We have elaborated on this matter at the end of the preceding section.
2. Adding the effect of magnetic fields. This magnetic field can be either induced by the electric current (via (1.3)) or else be applied externally (or both). It has been verified experimentally that an induced magnetic field can generate vortices [14] if the current is sufficiently large and the material is close to the wholly superconducting state. However, its effect on the critical current $J_{c}$ has not been investigated. It is reasonable to believe that $J_{c}$ would become smaller if we add the effect of the magnetic field.
3. Adding the effect of temperature, since electric currents have the tendency to heat the sample, thereby creating vortices [14]. Incorporating this effect requires modification of (1.1), and the use of different nondimensionalization; otherwise the domain would become temperature-dependent.
4. Proving that the bifurcating branch (at $J=J_{c}$ ) is unstable.

Appendix A. The Hilbert-Schmidt norm of $\mathcal{L}_{\boldsymbol{\lambda}}{ }^{\mathbf{1}}$.
Lemma A.1. Let $\tilde{G}$ be as given by (2.14b). Then, for any $\lambda \in \mathbb{C} \backslash\left\{\lambda_{n}\right\}_{n=1}^{\infty}$, where $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ are given as in (2.11),

$$
\begin{equation*}
\exists C, M>0:\|\tilde{G}\| \leq C e^{M \lambda^{3 / 2}} \tag{A.1}
\end{equation*}
$$

Proof. We first note that

$$
W\left(w_{1}, \tilde{w}_{2}\right)(x, \lambda)=w_{2}^{\prime}(x, \lambda) w_{1}(x, \lambda)-w_{1}^{\prime}(x, \lambda) w_{2}(x, \lambda)
$$

is independent of $x$ by Abel's formula. Furthermore, for $y=x+i \lambda$ we have

$$
W\left(w_{1}, \tilde{w}_{2}\right)(x, \lambda)=W\left(w_{1}, \tilde{w}_{2}\right)(y, 0)=W\left(w_{1}, \tilde{w}_{2}\right)(0,0) .
$$

Therefore, $W$ is independent of both $x$ and $\lambda$.
Since $W$ is constant, it follows that $\tilde{G}$ is symmetric, i.e.,

$$
\tilde{G}(x, \xi, \lambda)=\tilde{G}(\xi, x, \lambda)
$$

Consequently, it suffices to prove that

$$
\int_{0}^{\infty} d \xi \int_{\xi}^{\infty} d x|\tilde{G}(x, \xi)|^{2}=C_{1} \int_{0}^{\infty} d \xi\left|\tilde{w}_{2}(\xi)\right|^{2} \int_{\xi}^{\infty} d x\left|\tilde{w}_{1}(x)\right|^{2} \leq C e^{M \lambda^{3 / 2}}
$$

where $C, C_{1}$, and $M$ are all independent of $\lambda$.
To obtain the above estimate we use asymptotic properties of Airy's functions [1, 13], from which it follows that

$$
\begin{equation*}
\left|A_{i}(z)\right| \leq \frac{C}{|z|^{1 / 4}}\left|e^{-\frac{2}{3} z^{3 / 2}}\right| \tag{A.2}
\end{equation*}
$$

Consider then first the domain $\xi>M_{0} \lambda$ for sufficiently large $M_{0}>0$. We have

$$
\int_{\xi}^{\infty}\left|w_{1}(x)\right|^{2} d x \leq \int_{\xi}^{\infty} \frac{d x}{|x+i \lambda|^{1 / 2}} e^{-\beta(x)|x+i \lambda|^{3 / 2}}
$$

where

$$
\beta(x)=\frac{4}{3} \cos \left(\frac{3}{2} \arg (x+i \lambda)+\frac{\pi}{4}\right)
$$

It is easy to show that

$$
\left\{\begin{array}{l}
\left|\beta^{\prime}(x)\right| \leq C \frac{|\lambda|}{|x+i \lambda|^{2}}  \tag{A.3}\\
\left|\beta^{\prime}(x)\right| \leq C \frac{|\lambda|}{|x+i \lambda|^{3}}
\end{array}\right.
$$

Let then

$$
\gamma(x)=\beta(x)|x+i \lambda|^{3 / 2}
$$

By (A.3) we have

$$
\left\{\begin{array}{l}
\left|\gamma^{\prime}(x)\right| \geq \frac{3}{2} \beta(x)|x+i \lambda|^{1 / 2}\left[1-C \frac{|\lambda|}{|x+i \lambda|}\right]  \tag{A.4}\\
\left|\gamma^{\prime \prime}(x)\right| \leq \frac{3}{4} \beta(x)|x+i \lambda|^{-1 / 2}\left[1+C \frac{|\lambda|}{|x+i \lambda|}\right]
\end{array}\right.
$$

Using (A.4) and integration by parts, we obtain

$$
\begin{aligned}
\int_{\xi}^{\infty} e^{-\gamma(x)} d x \leq \frac{1}{\left|\gamma^{\prime}(\xi)\right|} e^{-\gamma(\xi)}+ & \int_{\xi}^{\infty} \frac{\left|\gamma^{\prime \prime}(x)\right|}{\left|\gamma^{\prime}(x)\right|} e^{-\gamma(x)} d x \\
& \leq \frac{C}{|\xi+i \lambda|^{1 / 2}} e^{-\gamma(\xi)}+\frac{C}{|\xi+i \lambda|^{3 / 2}} \int_{\xi}^{\infty} e^{-\gamma(x)} d x
\end{aligned}
$$

Hence,

$$
\int_{\xi}^{\infty} e^{-\gamma(x)} d x \leq \frac{C}{|\xi+i \lambda|^{1 / 2}} e^{-\gamma(\xi)}
$$

from which we easily obtain that

$$
\begin{equation*}
\int_{\xi}^{\infty}\left|w_{1}(x)\right|^{2} d x \leq \frac{C}{|\xi+i \lambda|} e^{-\gamma(\xi)} \tag{A.5}
\end{equation*}
$$

From the asymptotic behavior of Airy's function (A.2), we obtain again

$$
\left|\tilde{w}_{2}(\xi)\right|^{2} \leq \frac{C}{|\xi+i \lambda|^{1 / 2}} e^{\gamma(\xi)}
$$

Thus,

$$
\int_{M_{0} \lambda}^{\infty} d \xi\left|\tilde{w}_{2}(\xi)\right|^{2} \int_{\xi}^{\infty} d x\left|\tilde{w}_{1}(x)\right|^{2} \leq \frac{C}{\lambda^{1 / 2}}
$$

To complete the proof we need to bound the norm for $0<\xi<M_{0} \lambda$. By (A.2) and (2.14b) we have

$$
|\tilde{G}(x, \xi, \lambda)| \leq C \exp \left\{\frac{2}{3}\left(M_{0}+1\right)^{3 / 2}|\lambda|^{3 / 2}\right\}
$$

Consequently, from the above and (A.5) we obtain

$$
\begin{aligned}
& \int_{0}^{M_{0} \lambda} d \xi\left|\tilde{w}_{2}(\xi)\right|^{2} \int_{\xi}^{\infty} d x\left|\tilde{w}_{1}(x)\right|^{2}=\int_{0}^{M_{0} \lambda} d \xi\left|\tilde{w}_{2}(\xi)\right|^{2} \int_{\xi}^{M_{0} \lambda} d x\left|\tilde{w}_{1}(x)\right|^{2} \\
& \quad+\int_{0}^{M_{0} \lambda} d \xi\left|\tilde{w}_{2}(\xi)\right|^{2} \int_{M_{0} \lambda}^{\infty} d x\left|\tilde{w}_{1}(x)\right|^{2} \leq C M_{0}^{2} \lambda^{2} \exp \left\{\frac{2}{3}\left(M_{0}+1\right)^{3 / 2}|\lambda|^{3 / 2}\right\}
\end{aligned}
$$

from which (A.1) easily follows.
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#### Abstract

Based on a fundamental identity for stochastic hyperbolic-like operators, we derive in this paper a global Carleman estimate (with singular weight function) for stochastic wave equations. This leads to an observability estimate for stochastic wave equations with nonsmooth lower order terms. Moreover, the observability constant is estimated by means of an explicit function of the norm of the coefficients involved in the equation. An application to the state observation problem for semilinear stochastic wave equations is also given.
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1. Introduction. Let $T>0, G \subset \mathbb{R}^{n}(n \in \mathbb{N})$ be a given bounded domain with a $C^{2}$ boundary $\Gamma$, with $\Gamma_{0}$ a given nonempty open subset of $\Gamma$. Put $Q \triangleq(0, T) \times G$, $\Sigma \triangleq(0, T) \times \Gamma$, and $\Sigma_{0} \triangleq(0, T) \times \Gamma_{0}$. Throughout this paper, we will use $C$ to denote a generic positive constant depending only on $T, G$, and $\Gamma_{0}$, which may change from line to line.

Let $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, P\right)$ be a complete filtered probability space on which a one dimensional standard Brownian motion $\{B(t)\}_{t \geq 0}$ is defined. Let $H$ be a Banach space. We denote by $L_{\mathcal{F}}^{2}(0, T ; H)$ the Banach space consisting of all $H$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0^{-}}$ adapted processes $X(\cdot)$ such that $\mathbb{E}\left(|X(\cdot)|_{L^{2}(0, T ; H)}^{2}\right)<\infty$, with the canonical norm; by $L_{\mathcal{F}}^{\infty}(0, T ; H)$ the Banach space consisting of all $H$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$-adapted bounded processes; and by $L_{\mathcal{F}}^{2}(\Omega ; C([0, T] ; H))$ the Banach space consisting of all $H$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$-adapted continuous processes $X(\cdot)$ such that $\mathbb{E}\left(|X(\cdot)|_{C([0, T] ; H)}^{2}\right)<\infty$, with the canonical norm (similarly, one can define $L_{\mathcal{F}}^{2}\left(\Omega ; C^{k}([0, T] ; H)\right.$ ) for any positive integer $k$ ).

Let us consider the following stochastic wave equation:

$$
\begin{cases}d y_{t}-\Delta y d t=\left(a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f\right) d t+\left(a_{4} y+g\right) d B(t) & \text { in } Q  \tag{1.1}\\ y=0 & \text { on } \Sigma \\ y(0)=y_{0}, \quad y_{t}(0)=y_{1} & \text { in } G\end{cases}
$$

with initial data $\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)$, suitable coefficients $a_{i}(i=$ $1,2,3,4)$, and source terms $f$ and $g$. Here, $y_{t}=\frac{d y}{d t}$.

[^47]Put

$$
\begin{equation*}
\mathcal{H}_{T} \triangleq L_{\mathcal{F}}^{2}\left(\Omega ; C\left([0, T] ; H_{0}^{1}(G)\right)\right) \bigcap L_{\mathcal{F}}^{2}\left(\Omega ; C^{1}\left([0, T] ; L^{2}(G)\right)\right) \tag{1.2}
\end{equation*}
$$

Clearly, $\mathcal{H}_{T}$ is a Banach space with the canonical norm. We begin with the following notion.

Definition 1.1. We call $y \in \mathcal{H}_{T}$ a solution of (1.1) if the following hold:
(i) $y(0)=y_{0}$ in $G, P$-a.s.
(ii) For any $t \in[0, T]$ and any $\eta \in H_{0}^{1}(G)$, it holds that

$$
\begin{aligned}
& \int_{G} y_{t}(t, x) \eta(x) d x-\int_{G} y_{t}(0, x) \eta(x) d x \\
& =\int_{0}^{t} \int_{G}\left\{-\nabla y(s, x) \cdot \nabla \eta(x)+\left[a_{1}(s, x) y_{t}(s, x)+a_{2}(s, x) \cdot \nabla y(s, x)\right.\right. \\
& \left.\left.\quad+a_{3}(s, x) y(s, x)+f(s, x)\right] \eta(x)\right\} d x d s \\
& \quad+\int_{0}^{t} \int_{G}\left[a_{4}(s, x) y(s, x)+g(s, x)\right] \eta(x) d x d B(s), \quad P-a . s .
\end{aligned}
$$

Under some assumptions, for any initial data $\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times\right.$ $L^{2}(G)$ ), one can show that system (1.1) admits one and only one solution $y \in \mathcal{H}_{T}$ (see Proposition 3.1 in section 3).

The main purpose of this paper is to derive a (partial) boundary observability estimate for system (1.1), i.e., find (if possible) a constant $\mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)>0$ such that solutions of system (1.1) satisfy

$$
\begin{align*}
& \left|\left(y(T), y_{t}(T)\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{T}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)} \\
& \leq \mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)\left[\left|\frac{\partial y}{\partial \nu}\right|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}\left(\Gamma_{0}\right)\right)}+|f|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}+|g|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}\right]  \tag{1.4}\\
& \quad \forall\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right) .
\end{align*}
$$

As we shall see in the last section of this paper, inequality (1.4) is strongly related to the state observation problem of semilinear stochastic wave equations.

It is well known that the observability estimate is an important tool for the study of stabilization and controllability problems for deterministic PDEs. We refer the reader to [16] for a recent survey in this respect. Although there are numerous references addressing the observability problems for deterministic PDEs, very little is known for the stochastic counterpart, and it remains to be further understood. Indeed, to the best of our knowledge, [1] is the only publication in this direction, which is devoted to the controllability/observability for the stochastic heat equation. As far as we know, nothing is known for the observability estimate on the stochastic wave equation.

Similar to the deterministic setting, we shall use a stochastic version of the global Carleman estimate to establish inequality (1.4). The difficulty in doing this is the very fact that, unlike the deterministic situation, system (1.1), a stochastic wave equation, is time-irreversible. Therefore, one cannot simply mimic the usual Carleman inequality for the deterministic wave equations (see $[3,4,5,8,9,13]$ and the references cited therein). Rather, in order to overcome this difficulty, instead of the usual smooth
weight function, we need to introduce another singular weight function in this paper to derive the desired Carleman estimate for system (1.1) (see (2.13) in the next section).

On the other hand, the Carleman estimate is itself a fundamental tool for the study of control and inverse problems for deterministic PDEs (see [7, 16] and the references cited therein). Similar to the situation for the observability estimate, although there are numerous references addressing the Carleman estimate for deterministic PDEs, to the best of our knowledge, $[1,12]$ are the only references for the stochastic counterpart, which are devoted to the stochastic heat equation. It would be quite interesting to extend the deterministic Carleman estimate for other PDEs to the stochastic ones, but there are many things to be done, and some of them seem to be challenging. In this paper, in order to present the key idea in the simplest way, we do not pursue the full technical generality.

The rest of this paper is organized as follows. The main results of this paper are stated in section 2 . In section 3 , we show some preliminary results. In section 4 , we present a crucial identity for a stochastic hyperbolic-like operator. Then, in section 5 , we derive pointwise Carleman-type estimates for the stochastic wave operator. Section 6 is devoted to the proof of Theorems 2.1-2.2. Finally, section 7 addresses giving an application of our observability result.
2. Statement of the main results. Fix any $x_{0} \in \mathbb{R}^{d} \backslash \bar{G}$. It is clear that

$$
\begin{equation*}
0<R_{0} \triangleq \min _{x \in G}\left|x-x_{0}\right|<R_{1} \triangleq \max _{x \in G}\left|x-x_{0}\right| \tag{2.1}
\end{equation*}
$$

Put

$$
\begin{equation*}
\Gamma_{0} \triangleq\left\{x \in \Gamma \mid\left(x-x_{0}\right) \cdot \nu(x)>0\right\} \tag{2.2}
\end{equation*}
$$

where $\nu(x)$ is the unit outward normal vector of $G$ at $x \in \Gamma$.
Assume that

$$
\begin{array}{ll}
a_{1} \in L_{\mathcal{F}}^{\infty}\left(0, T ; L^{\infty}(G)\right), & a_{2} \in L_{\mathcal{F}}^{\infty}\left(0, T ; L^{\infty}\left(G ; \mathbb{R}^{n}\right)\right), \\
a_{3} \in L_{\mathcal{F}}^{\infty}\left(0, T ; L^{n}(G)\right), & a_{4} \in L_{\mathcal{F}}^{\infty}\left(0, T ; L^{\infty}(G)\right) \tag{2.3}
\end{array}
$$

and that

$$
\begin{equation*}
f \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right), \quad g \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right) \tag{2.4}
\end{equation*}
$$

In what follows, we use the following notation:

$$
\begin{align*}
\mathcal{A}\left(a_{1}, a_{2}, a_{3}, a_{4}\right) \triangleq & \left|\left(a_{1}, a_{4}\right)\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ;\left(L^{\infty}(G)\right)^{2}\right)}^{2}+\left|a_{2}\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ; L^{\infty}\left(G ; \mathbb{R}^{n}\right)\right)}^{2}  \tag{2.5}\\
& +\left|a_{3}\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ; L^{n}(G)\right)}^{2}
\end{align*}
$$

We choose a sufficiently small constant $c \in(0,1)$ so that (recall (2.1) for $R_{0}$ and $R_{1}$ )

$$
\begin{equation*}
\frac{(4+5 c) R_{0}^{2}}{9 c}>R_{1}^{2} \tag{2.6}
\end{equation*}
$$

In what follows, we take $T\left(>2 R_{1}\right)$ sufficiently large such that

$$
\begin{equation*}
\frac{4(4+5 c) R_{0}^{2}}{9 c}>c^{2} T^{2}>4 R_{1}^{2} \tag{2.7}
\end{equation*}
$$

Our observability estimate for system (1.1) is stated as follows.
THEOREM 2.1. Let (2.3)-(2.4) hold, $\Gamma_{0}$ be given by (2.2), and $T$ satisfy (2.7). Then solutions of system (1.1) satisfy (1.4) with

$$
\begin{equation*}
\mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)=C e^{C \mathcal{A}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)} \tag{2.8}
\end{equation*}
$$

Remark 2.1. From the proof of Theorem 2.1, it is easy to see that the conclusion can be slightly strengthened as follows: for any $t \in(0, T]$, solutions of system (1.1) satisfy

$$
\begin{align*}
& \left|\left(y(t), y_{t}(t)\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{t}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}  \tag{2.9}\\
& \leq e^{C t^{-1} \mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)\left[\left|\frac{\partial y}{\partial \nu}\right|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}\left(\Gamma_{0}\right)\right)}+|f|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}+|g|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}\right]} \begin{array}{l}
\forall\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)
\end{array}
\end{align*}
$$

where $\mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ is given by (2.8).
Remark 2.2. A deterministic version of (1.1) reads

$$
\begin{cases}w_{t t}-\Delta w=b_{1} w_{t}+b_{2} \cdot \nabla w+b_{3} w+h & \text { in } Q  \tag{2.10}\\ w=0 & \text { on } \Sigma \\ w(0)=w_{0}, \quad w_{t}(0)=w_{1} & \text { in } G\end{cases}
$$

where $b_{1} \in L^{\infty}(Q), b_{2} \in L^{\infty}\left(Q ; \mathbb{R}^{n}\right), b_{3} \in L^{\infty}\left(0, T ; L^{p}(G)\right)$ with $p \in[n, \infty]$, and $h \in L^{2}(Q)$. As a special case of [3, Theorems 2.2 and 2.3] and noting the time reversibility of system (2.10), the following counterpart of Theorem 2.1 holds: If $T>2 R_{1}$, then solutions of (2.10) satisfy

$$
\begin{align*}
& \left|\left(w(T), w_{t}(T)\right)\right|_{H_{0}^{1}(G) \times L^{2}(G)} \\
& \left.\leq\left. C e^{C} \begin{array}{l}
{\left[\left|b_{1}\right|_{L^{\infty}(Q)}^{2}+\left|b_{2}\right|_{L \infty\left(Q ; \mathbb{R}^{n}\right)}^{2}+\left|b_{3}\right|_{L^{\infty}\left(0, T ; L^{p}(G)\right)}^{\frac{1}{3 / 2-n / p}}\right]}
\end{array}| | \frac{\partial w}{\partial \nu}\right|_{L^{2}\left(\Sigma_{0}\right)}+|h|_{L^{2}(Q)}\right]  \tag{2.11}\\
& \forall\left(w_{0}, w_{1}\right) \in H_{0}^{1}(G) \times L^{2}(G)
\end{align*}
$$

There are three main differences between Theorem 2.1 and this result. The first is that one can replace the left-hand side of (2.11) by $\left|\left(w_{0}, w_{1}\right)\right|_{H_{0}^{1}(G) \times L^{2}(G)}$. However, due to the time irreversibility of system (1.1), one cannot do the same in the stochastic setting, i.e., replacing the left-hand side of (1.4) by $\left|\left(y_{0}, y_{1}\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}$. The second is that we assume that $T$ in Theorem 2.1 satisfies (2.7), which is usually much more restrictive than that $T>2 R_{1}$ for the deterministic setting (see Remark 2.4 below for more explanation about this). The third is that the observability constant $\mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ in Theorem 2.1 is not as sharp as that in (2.11). Indeed, it is clear that (recall (2.5) for $\mathcal{A}(\cdot, \cdot, \cdot, \cdot)$ )

$$
\left|b_{1}\right|_{L^{\infty}(Q)}^{2}+\left|b_{2}\right|_{L^{\infty}\left(Q ; \mathbb{R}^{n}\right)}^{2}+\left|b_{3}\right|_{L^{\infty}\left(0, T ; L^{p}(G)\right)}^{\frac{1}{3 / 2-n / p}} \leq \mathcal{A}\left(b_{1}, b_{2}, b_{3}, 0\right)+C \quad \forall p \in[n, \infty]
$$

Remark 2.3. It is well known that a sharp condition guaranteeing observability inequality (2.11) (at least when $b_{1}, b_{2}$, and $b_{3}$ are time-invariant) is that the triple
$\left(G, \Gamma_{0}, T\right)$ satisfies the geometric optic condition introduced in [2]. It would be quite interesting to extend this result to the stochastic setting, but this is an open problem.

As mentioned in section 1, in order to prove Theorem 2.1, we need to derive a Carleman estimate (with singular weight function) for system (1.1). For this purpose, for any (large) $\lambda>0$ and $c \in(0,1)$ given in (2.6), set

$$
\begin{equation*}
\ell=\ell(t, x) \triangleq \lambda\left[\left|x-x_{0}\right|^{2}-c\left(t-\frac{T}{2}\right)^{2}\right], \quad \theta \triangleq e^{\ell} \tag{2.12}
\end{equation*}
$$

Also, for any $\beta>0$, set

$$
\begin{equation*}
\Theta=\Theta(t) \triangleq \exp \left\{-\frac{\beta}{t(T-t)}\right\}, \quad 0<t<T \tag{2.13}
\end{equation*}
$$

It is easy to see that $\Theta(t)$ decays rapidly to 0 as $t \rightarrow 0$ or $t \rightarrow T$. Our Carleman estimate for system (1.1) is stated as follows.

Theorem 2.2. Let (2.3)-(2.4) hold, $\Gamma_{0}$ be given by (2.2), and $c$ and $T$ satisfy, respectively, (2.6) and (2.7). Then there exist a constant $\beta>0$ (which is very small) and a constant

$$
\lambda^{*}=C\left[1+\mathcal{A}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)\right]
$$

such that solutions of system (1.1) satisfy

$$
\begin{align*}
& \lambda \mathbb{E} \int_{Q} \Theta \theta^{2}\left(y_{t}^{2}+|\nabla y|^{2}+\lambda^{2} y^{2}\right) d x d t  \tag{2.14}\\
& \leq C \mathbb{E}\left\{\lambda \int_{\Sigma_{0}} \Theta \theta^{2}\left|\frac{\partial y}{\partial \nu}\right|^{2} d \Sigma_{0}+\int_{Q} \Theta \theta^{2}\left(f^{2}+\lambda g^{2}\right) d x d t\right\} \\
& \forall\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right), \quad \forall \lambda \geq \lambda^{*}
\end{align*}
$$

Remark 2.4. The restriction on $T$ in (2.7) is a technical condition, which does not seem to be natural. However, this condition plays a key role in Step 3 in the proof of Theorem 5.1, a crucial preliminary for the proof of Theorem 2.2. As in the deterministic setting (recall Remark 2.2), it is reasonable to expect that it should be improved to be $T>2 R_{1}$. But this is an open problem.

Remark 2.5. We now recall the Carleman estimate for the deterministic wave equation, i.e., system (2.10). Fix a constant $c \in(0,1)$ so that $\left(\frac{2 R_{1}}{T}\right)^{2}<c<\frac{2 R_{1}}{T}$ (which is possible since $T>2 R_{1}$ for the deterministic situation). By [5, equation (11.12) in the proof of Theorem 5.1] and similar to [3, Theorem 2.3], we conclude that there exists a constant

$$
\lambda_{*}=C\left[1+\left|b_{1}\right|_{L^{\infty}(Q)}^{2}+\left|b_{2}\right|_{L^{\infty}\left(Q ; \mathbb{R}^{n}\right)}^{2}+\left|b_{3}\right|_{L^{\infty}\left(0, T ; L^{p}(G)\right)}^{\frac{1}{3 / 2-n / p}}\right]
$$

such that solutions of system (2.10) satisfy

$$
\begin{gather*}
\lambda \int_{Q} \theta^{2}\left(\lambda^{2} w^{2}+w_{t}^{2}+|\nabla w|^{2}\right) d x d t \leq C\left[\lambda \int_{\Sigma_{0}} \theta^{2}\left|\frac{\partial w}{\partial \nu}\right|^{2} d \Sigma_{0}+\int_{Q} \theta^{2}|h|^{2} d x d t\right]  \tag{2.15}\\
\forall\left(w_{0}, w_{1}\right) \in H_{0}^{1}(G) \times L^{2}(G), \quad \forall \lambda \geq \lambda_{*}
\end{gather*}
$$

The main difference between Theorem 2.2 and this result is, as mentioned before, one has to introduce a singular weight $\Theta$ in (2.14).

Remark 2.6. We consider here the simplest case of one dimensional standard Brownian motion. It would be interesting to extend the results in this paper to the case of colored (infinite dimensional) noise, or even with both state- and controldependent noise. But these remain to be done.

Remark 2.7. It would be quite interesting to study Carleman and observability estimates for backward stochastic wave equations. To the best of our knowledge, this is a challenging problem, and nothing is known in this respect.
3. Preliminaries. In this section, we show some preliminary results that will subsequently be used.

In what follows, for simplicity, we denote $\sum_{i, j=1}^{n}$ and $\sum_{i=1}^{n}$ simply by $\sum_{i, j}$ and $\sum_{i}$, respectively. Also, we will use the notation $u_{i}=u_{x_{i}}$, where $x_{i}$ is the $i$ th coordinate of a generic point $x=\left(x_{1}, \ldots, x_{n}\right)$ in $\mathbb{R}^{n}$. In a similar manner, we use the notation $\ell_{i}, v_{i}$, etc., for the partial derivatives of $\ell$ and $v$ with respect to $x_{i}$.

First of all, we have the following well-posedness result for system (1.1).
Proposition 3.1. Under assumptions (2.3)-(2.4), for any $\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}\right.$, $\left.P ; H_{0}^{1}(G) \times L^{2}(G)\right)$, system (1.1) admits one and only one solution $y \in \mathcal{H}_{T}$. Moreover (recall (2.8) for $\mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ ),

$$
\begin{align*}
|y|_{\mathcal{H}_{T}} \leq \mathcal{C}\left(a_{1}, a_{2}, a_{3}, a_{4}\right) & {\left[\left|\left(y_{0}, y_{1}\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}+|f|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}\right.}  \tag{3.1}\\
& \left.+|g|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}\right] .
\end{align*}
$$

Proof. The detailed proof is lengthy but almost standard. Therefore, we give below only a sketch.

Step 1. First of all, following the parabolic regularization approach in the proof of [6, Theorem 4.1, p. 159] (for this, one needs to make numerous but small changes), one can show that, for any $\left(w_{0}, w_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right), \hat{f} \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)$, and $\hat{g} \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)$, the system

$$
\begin{cases}d w_{t}-\Delta w d t=\hat{f} d t+\hat{g} d B(t) & \text { in } Q  \tag{3.2}\\ w=0 & \text { on } \Sigma \\ w(0)=w_{0}, \quad w_{t}(0)=w_{1} & \text { in } G\end{cases}
$$

admits a unique solution $w \in \mathcal{H}_{T}$. Furthermore, there is a constant $C=C(T)>0$ such that, for any $\tau \in[0, T]$, it holds that

$$
\begin{equation*}
|w|_{\mathcal{H}_{\tau}} \leq C\left[\left|\left(w_{0}, w_{1}\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}+|\hat{f}|_{L_{\mathcal{F}}^{2}\left(0, \tau ; L^{2}(G)\right)}+|\hat{g}|_{L_{\mathcal{F}}^{2}\left(0, \tau ; L^{2}(G)\right)}\right] \tag{3.3}
\end{equation*}
$$

where $\mathcal{H}_{\tau}$ is defined similarly to (1.2).
Step 2. Next, we show that system (1.1) admits a local (in time) solution $y \in \mathcal{H}_{\tau}$ for small $\tau \in(0, T]$. For this purpose, fixing any $y \in \mathcal{H}_{\tau}$, we solve the following system:

$$
\begin{cases}d z_{t}-\Delta z d t=\left(a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f\right) d t+\left(a_{4} y+g\right) d B(t) & \text { in } Q  \tag{3.4}\\ z=0 & \text { on } \Sigma \\ z(0)=y_{0}, \quad z_{t}(0)=y_{1} & \text { in } G\end{cases}
$$

By Step 1, system (3.4) (by viewing, respectively, $a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f$ and $a_{4} y+g$ as nonhomogeneous terms $\hat{f}$ and $\hat{g}$ ) admits a unique solution $z \in \mathcal{H}_{\tau}$. We define a map $\mathcal{F}$ from $\mathcal{H}_{\tau}$ into itself by

$$
\mathcal{F}(y)=z
$$

For any $y^{1}, y^{2} \in \mathcal{H}_{\tau}$, by means of (3.3), it is easy to verify that

$$
\left|\mathcal{F}\left(y^{1}\right)-\mathcal{F}\left(y^{2}\right)\right|_{\mathcal{H}_{\tau}} \leq C \tau\left|y^{1}-y^{2}\right|_{\mathcal{H}_{\tau}}
$$

This shows that the map $\mathcal{F}$ is contractive when $\tau$ is small enough. Therefore, $\mathcal{F}$ admits a fixed point $y \in \mathcal{H}_{\tau}$. Hence, system (1.1) admits a local (in time) solution $y \in \mathcal{H}_{\tau}$.

Step 3. To conclude the proof of Proposition 3.1, it suffices to show that estimate (3.1) holds.

For any $\tau \in[0, T]$, applying estimate (3.3) to system (1.1) (by viewing, respectively, $a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f$ and $a_{4} y+g$ as nonhomogeneous terms $\hat{f}$ and $\hat{g}$ ), we obtain (recall (2.5) for $\mathcal{A}\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ )

$$
\begin{align*}
&|y|_{\mathcal{H}_{\tau}}^{2} \leq C {\left[\left|\left(y_{0}, y_{1}\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}^{2}\right.}  \tag{3.5}\\
&\left.+\left|a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f\right|_{L_{\mathcal{F}}\left(0, \tau ; L^{2}(G)\right)}^{2}+\left|a_{4} y+g\right|_{L_{\mathcal{F}}\left(0, \tau ; L^{2}(G)\right)}^{2}\right] \\
& \leq C\left[\left|\left(y_{0}, y_{1}\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}^{2}+|f|_{L_{\mathcal{F}}\left(0, \tau ; L^{2}(G)\right)}^{2}+|g|_{L_{\mathcal{F}}\left(0, \tau ; L^{2}(G)\right)}^{2}\right. \\
&\left.\quad+\mathcal{A}\left(a_{1}, a_{2}, a_{3}, a_{4}\right) \int_{0}^{\tau}|y|_{\mathcal{H}_{s}}^{2} d s\right]
\end{align*}
$$

Now the desired result (3.1) follows from (3.5) and Gronwall's inequality.
Next, we show the following identity.
Proposition 3.2. Let $\mu=\mu(x) \triangleq\left(\mu^{1}, \ldots, \mu^{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a vector field of class $C^{1}$ and $w$ an $H_{l o c}^{2}\left(\mathbb{R}^{n}\right)$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$-adapted process such that $w_{t}$ is an $L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$-valued semimartingale. Then, for a.e. $x \in \mathbb{R}^{n}$ and $P$-a.s. $\omega \in \Omega$, it holds that

$$
\begin{align*}
- & \nabla \cdot\left[2(\mu \cdot \nabla w) \nabla w+\mu\left(w_{t}^{2}-|\nabla w|^{2}\right)\right] d t \\
= & 2\left[\mu \cdot \nabla w\left(d w_{t}-\Delta w d t\right)-d\left(w_{t} \mu \cdot \nabla w\right)-\sum_{i, j} w_{i} w_{j} \frac{\partial \mu^{j}}{\partial x_{i}} d t\right]  \tag{3.6}\\
& +\left(|\nabla w|^{2}-w_{t}^{2}\right) \nabla \cdot \mu d t
\end{align*}
$$

Proof. Noting that $\mu$ is time-independent, it follows that

$$
\begin{aligned}
& 2\left[\mu \cdot \nabla w \Delta w d t+d\left(w_{t} \mu \cdot \nabla w\right)\right]=2\left[\sum_{i, j} \mu^{j} w_{j} w_{i i} d t+\mu \cdot \nabla w d w_{t}+w_{t} \mu \cdot \nabla w_{t} d t\right] \\
& =2 \sum_{i, j}\left[\left(w_{i} \mu^{j} w_{j}\right)_{i}-w_{i} w_{j} \frac{\partial \mu^{j}}{\partial x_{i}}\right] d t-\mu \cdot \nabla|\nabla w|^{2} d t+2 \mu \cdot \nabla w d w_{t}+\mu \cdot \nabla w_{t}^{2} d t \\
& =\nabla \cdot\left[2(\mu \cdot \nabla w) \nabla w+\mu\left(w_{t}^{2}-|\nabla w|^{2}\right)\right] d t+2\left[\mu \cdot \nabla w d w_{t}-\sum_{i, j} w_{i} w_{j} \frac{\partial \mu^{j}}{\partial x_{i}} d t\right] \\
& \quad+\left(|\nabla w|^{2}-w_{t}^{2}\right) \nabla \cdot \mu d t .
\end{aligned}
$$

This gives (3.6).
Finally, we show the following hidden regularity for the solution of system (1.1) (here, by hidden regularity we mean that it follows from the equation rather than from the usual trace theorem in the theory of Sobolev spaces).

Proposition 3.3. Under assumptions (2.3)-(2.4), for any $\left(y_{0}, y_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P\right.$; $\left.H_{0}^{1}(G) \times L^{2}(G)\right)$, the solution of system (1.1) satisfies $\frac{\partial y}{\partial \nu} \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(\Gamma)\right)$. Moreover,

$$
\begin{aligned}
& \left|\frac{\partial y}{\partial \nu}\right|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(\Gamma)\right)} \\
& \leq C\left[\left|\left(y_{0}, y_{1}\right)\right|_{L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)}+|f|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}+|g|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)}\right] \\
& \quad \times \exp \left\{C\left[\left|\left(a_{1}, a_{4}\right)\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ;\left(L^{\infty}(G)\right)^{2}\right)}^{2}+\left|a_{2}\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ; L^{\infty}\left(G ; \mathbb{R}^{n}\right)\right)}^{2}+\left|a_{3}\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ; L^{n}(G)\right)}^{2}\right]\right\} .
\end{aligned}
$$

Proof. Since $\Gamma \in C^{2}$, one can find a vector field $\mu_{0}=\left(\mu_{0}^{1}, \ldots, \mu_{0}^{n}\right) \in C^{1}\left(\bar{\Omega} ; \mathbb{R}^{n}\right)$ such that $\mu_{0}=\nu$ on $\Gamma$ (see [10]). Applying Proposition 3.2 with $\mu=\mu_{0}$ and $w=$ $y$, by means of Proposition 3.1, following [10, 13], it is not difficult to show $\frac{\partial y}{\partial \nu} \in$ $L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(\Gamma)\right)$ and the desired estimate (3.7) (hence we omit the details).
4. Identity for a stochastic hyperbolic-like operator. In this section, we show the following fundamental identity for a stochastic hyperbolic-like operator.

Theorem 4.1. Let $b^{i j} \in C^{1}\left((0, T) \times \mathbb{R}^{n}\right)$ satisfy

$$
\begin{equation*}
b^{i j}=b^{j i}, \quad i, j=1,2, \ldots, n \tag{4.1}
\end{equation*}
$$

$\ell, \Psi \in C^{2}\left((0, T) \times \mathbb{R}^{n}\right)$. Assume $u$ is an $H_{l o c}^{2}\left(\mathbb{R}^{n}\right)$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$-adapted process such that $u_{t}$ is an $L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$-valued semimartingale. Set $\theta=e^{\ell}$ and $v=\theta u$. Then, for
a.e. $x \in \mathbb{R}^{n}$ and $P$-a.s. $\omega \in \Omega$,

$$
\begin{aligned}
& \theta\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right)\left[d u_{t}-\sum_{i, j}\left(b^{i j} u_{i}\right)_{j} d t\right] \\
& +\sum_{i, j}\left[\sum _ { i ^ { \prime } , j ^ { \prime } } \left(2 b^{i j} b^{i^{\prime} j^{\prime}} \ell_{i^{\prime}} v_{i} v_{j^{\prime}}-b^{i j} b^{\left.i^{\prime} j^{\prime} \ell_{i} v_{i^{\prime}} v_{j^{\prime}}\right)-2 b^{i j} \ell_{t} v_{i} v_{t}+b^{i j} \ell_{i} v_{t}^{2}}\right.\right. \\
& \left.+\Psi b^{i j} v_{i} v-\left(A \ell_{i}+\frac{\Psi_{i}}{2}\right) b^{i j} v^{2}\right]_{j} d t \\
& \\
& +d\left[\sum_{i, j} b^{i j} \ell_{t} v_{i} v_{j}-2 \sum_{i, j} b^{i j} \ell_{i} v_{j} v_{t}+\ell_{t} v_{t}^{2}-\Psi v_{t} v+\left(A \ell_{t}+\frac{\Psi_{t}}{2}\right) v^{2}\right] \\
& =\left\{\left[\ell_{t t}+\sum_{i, j}\left(b^{i j} \ell_{i}\right)_{j}-\Psi\right] v_{t}^{2}-2 \sum_{i, j}\left[\left(b^{i j} \ell_{j}\right)_{t}+b^{i j} \ell_{t j}\right] v_{i} v_{t}\right. \\
& \\
& +\sum_{i, j}\left[\left(b^{i j} \ell_{t}\right)_{t}+\sum_{i^{\prime}, j^{\prime}}\left(2 b^{i j^{\prime}}\left(b^{i^{\prime} j} \ell_{i^{\prime}}\right)_{j^{\prime}}-\left(b^{i j} b^{i^{\prime} j^{\prime}} \ell_{i^{\prime}}\right)_{j^{\prime}}\right)+\Psi b^{i j}\right] v_{i} v_{j} \\
& \\
& \left.+B v^{2}+\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right)^{2}\right\} d t+\theta^{2} \ell_{t}\left(d u_{t}\right)^{2},
\end{aligned}
$$

where $\left(d u_{t}\right)^{2}$ denotes the quadratic variation process of $u_{t}$,

$$
\left\{\begin{array}{l}
A \triangleq\left(\ell_{t}^{2}-\ell_{t t}\right)-\sum_{i, j}\left(b^{i j} \ell_{i} \ell_{j}-b_{j}^{i j} \ell_{i}-b^{i j} \ell_{i j}\right)-\Psi,  \tag{4.3}\\
B \triangleq A \Psi+\left(A \ell_{t}\right)_{t}-\sum_{i, j}\left(A b^{i j} \ell_{i}\right)_{j}+\frac{1}{2}\left[\Psi_{t t}-\sum_{i, j}\left(b^{i j} \Psi_{i}\right)_{j}\right]
\end{array}\right.
$$

Proof. By $v(t, x)=\theta(t, x) u(t, x)$, we have $u_{t}=\theta^{-1}\left(v_{t}-\ell_{t} v\right)$ and $u_{j}=\theta^{-1}\left(v_{j}-\ell_{j} v\right)$ for $j=1,2, \ldots, n$. Hence,

$$
\begin{equation*}
d u_{t}=\theta^{-1}\left[d v_{t}-2 \ell_{t} v_{t} d t+\left(\ell_{t}^{2}-\ell_{t t}\right) v d t\right] . \tag{4.4}
\end{equation*}
$$

Similarly, by symmetry condition (4.1), one may check that

$$
\begin{equation*}
\sum_{i, j}\left(b^{i j} u_{i}\right)_{j}=\theta^{-1} \sum_{i, j}\left[\left(b^{i j} v_{i}\right)_{j}-2 b^{i j} \ell_{i} v_{j}+\left(b^{i j} \ell_{i} \ell_{j}-b_{j}^{i j} \ell_{i}-b^{i j} \ell_{i j}\right) v\right] . \tag{4.5}
\end{equation*}
$$

Therefore, by (4.4)-(4.5) and recalling the definition of $A$ in (4.3), we get

$$
\begin{align*}
& \theta\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right)\left[d u_{t}-\sum_{i, j}\left(b^{i j} u_{i}\right)_{j} d t\right] \\
&=\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right)\left\{d v_{t}-\left[\sum_{i, j}\left(b^{i j} v_{i}\right)_{j}-A v\right.\right. \\
&\left.\left.\quad+2 \ell_{t} v_{t}-2 \sum_{i, j} b^{i j} \ell_{i} v_{j}-\Psi v\right] d t\right\} \\
&=\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right) d v_{t}  \tag{4.6}\\
&+\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right)^{2}\left[-\sum_{i, j}\left(b^{i j} v_{i}\right)_{j}+A v\right] d t \\
&+\left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right)^{2} d t .
\end{align*}
$$

We now analyze the first two terms in the right-hand side of (4.6).
First, using Itô's formula, we have

$$
\left.\begin{array}{rl} 
& \left(-2 \ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right) d v_{t}  \tag{4.7}\\
= & d\left[\left(-\ell_{t} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j}+\Psi v\right) v_{t}\right] \\
& -\left[-\ell_{t t} v_{t}^{2}+2 \sum_{i, j}\left(b^{i j} \ell_{i}\right)_{t} v_{j} v_{t}+2 \sum_{i, j} b^{i j} \ell_{i} v_{t j} v_{t}+\Psi v_{t}^{2}+\Psi_{t} v v_{t}\right] d t+\ell_{t}\left(d v_{t}\right)^{2} \\
= & d\left(-\ell_{t} v_{t}^{2}+2 \sum_{i, j} b^{i j} \ell_{i} v_{j} v_{t}+\Psi v v_{t}-\frac{\Psi_{t}}{2} v^{2}\right) \\
& +\left\{-\sum_{i, j}\left(b^{i j} \ell_{i} v_{t}^{2}\right)_{j}+\left[\ell_{t t}+\sum_{i, j}\left(b^{i j} \ell_{i}\right)_{j}-\Psi\right] v_{t}^{2}-2 \sum_{i, j}\left(b^{i j} \ell_{j}\right)_{t} v_{i} v_{t}+\frac{\Psi_{t t}}{2} v^{2}\right\} d t
\end{array}\right\} d t
$$

Next,

$$
\begin{align*}
& -2 \ell_{t} v_{t}\left[-\sum_{i, j}\left(b^{i j} v_{i}\right)_{j}+A v\right] \\
& =2\left[\sum_{i, j}\left(b^{i j} \ell_{t} v_{i} v_{t}\right)_{j}-\sum_{i, j} b^{i j} \ell_{t j} v_{i} v_{t}\right]-\sum_{i, j} b^{i j} \ell_{t}\left(v_{i} v_{j}\right)_{t}-A \ell_{t}\left(v^{2}\right)_{t}  \tag{4.8}\\
& =2\left[\sum_{i, j}\left(b^{i j} \ell_{t} v_{i} v_{t}\right)_{j}-\sum_{i, j} b^{i j} \ell_{t j} v_{i} v_{t}\right]+\sum_{i, j}\left(b^{i j} \ell_{t}\right)_{t} v_{i} v_{j} \\
& \\
& -\left(\sum_{i, j} b^{i j} \ell_{t} v_{i} v_{j}+A \ell_{t} v^{2}\right)_{t}+\left(A \ell_{t}\right)_{t} v^{2}
\end{align*}
$$

Further, by means of a direct computation, one may check that

$$
\begin{align*}
& 2 \sum_{i, j} b^{i j} \ell_{i} v_{j}\left[-\sum_{i, j}\left(b^{i j} v_{i}\right)_{j}+A v\right] \\
& =-\sum_{i, j}\left[\sum_{i^{\prime}, j^{\prime}}\left(2 b^{i j} b^{i^{\prime} j^{\prime}} \ell_{i^{\prime}} v_{i} v_{j^{\prime}}-b^{i j} b^{i^{\prime} j^{\prime}} \ell_{i} v_{i^{\prime}} v_{j^{\prime}}\right)-A b^{i j} \ell_{i} v^{2}\right]_{j}  \tag{4.9}\\
& \quad+\sum_{i, j, i^{\prime}, j^{\prime}}\left[2 b^{i j^{\prime}}\left(b^{i^{\prime} j} \ell_{i^{\prime}}\right)_{j^{\prime}}-\left(b^{i j} b^{i^{\prime} j^{\prime}} \ell_{i^{\prime}}\right)_{j^{\prime}}\right] v_{i} v_{j}-\sum_{i, j}\left(A b^{i j} \ell_{i}\right)_{j} v^{2}
\end{align*}
$$

and

$$
\begin{align*}
\Psi v\left[-\sum_{i, j}\left(b^{i j} v_{i}\right)_{j}+A v\right]= & -\sum_{i, j}\left(\Psi b^{i j} v_{i} v-\frac{\Psi_{i}}{2} b^{i j} v^{2}\right)_{j}+\Psi \sum_{i, j} b^{i j} v_{i} v_{j} \\
& +\left[-\frac{1}{2} \sum_{i, j}\left(b^{i j} \Psi_{i}\right)_{j}+A \Psi\right] v^{2} \tag{4.10}
\end{align*}
$$

Finally, combining (4.6)-(4.10), we arrive at the desired equality (4.2).
5. Pointwise Carleman-type estimates for the stochastic wave operator.

In this section, we show a pointwise Carleman-type estimate (with singular weight) for the stochastic wave operator " $d u_{t}-\Delta u d t$."

To begin with, by taking $\left(b^{i j}\right)_{n \times n}=I$, the identity matrix, and $\theta=e^{\ell}$ (with $\ell$ given in (2.12)) in Theorem 4.1, one obtains the following pointwise Carleman-type estimate for the stochastic wave operator.

Lemma 5.1. Let $\ell, \Psi \in C^{2}\left((0, T) \times \mathbb{R}^{n}\right)$ and $k \in \mathbb{R}$. Assume $u$ is an $H_{l o c}^{2}\left(\mathbb{R}^{n}\right)$ valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$-adapted process such that $u_{t}$ is an $L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$-valued semimartingale.

Set $v=\theta u$. Then, for a.e. $x \in \mathbb{R}^{n}$ and P-a.s. $\omega \in \Omega$, it holds that

$$
\begin{align*}
\theta( & \left.-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)\left(d u_{t}-\Delta u d t\right) \\
& +d\left[\ell_{t}\left(v_{t}^{2}+|\nabla v|^{2}\right)-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}+A \ell_{t} v^{2}\right] \\
& +\sum_{i}\left\{2 v_{i}(\nabla \ell) \cdot(\nabla v)-\ell_{i}|\nabla v|^{2}-2 \ell_{t} v_{t} v_{i}+\ell_{i} v_{t}^{2}+\Psi v v_{i}-A \ell_{i} v^{2}\right\}_{i} d t  \tag{5.1}\\
\geq & {\left[(1-k) \lambda v_{t}^{2}+(k+3-4 c) \lambda|\nabla v|^{2}+B v^{2}\right.} \\
& \left.+\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2}\right] d t+\theta^{2} \ell_{t}\left(d u_{t}\right)^{2}
\end{align*}
$$

where

$$
\left\{\begin{align*}
\Psi & \triangleq(2 n-2 c-1+k) \lambda  \tag{5.2}\\
A & =4\left[c^{2}\left(t-\frac{T}{2}\right)^{2}-\left|x-x_{0}\right|^{2}\right] \lambda^{2}+\lambda(4 c+1-k) \\
B & =4\left[(4 c+5-k)\left|x-x_{0}\right|^{2}-(8 c+1-k) c^{2}\left(t-\frac{T}{2}\right)^{2}\right] \lambda^{3}+O\left(\lambda^{2}\right)
\end{align*}\right.
$$

The desired pointwise Carleman-type estimate (with singular weight function $\Theta$ ) for the stochastic wave operator reads as follows.

Theorem 5.1. Assume $u$ is an $H^{2}(G)$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$-adapted process such that $u_{t}$ is an $L^{2}(G)$-valued semimartingale. Let $v=\theta u$ and $T$ satisfy (2.7). Then there exist three constants $\lambda_{0}>0, \beta_{0}>0$, and $c_{0}>0$, independent of $u$, such that, for all $\beta \in\left(0, \beta_{0}\right)$ and $\lambda \geq \lambda_{0}$ and a.e. $x \in G$ and $P$-a.s. $\omega \in \Omega$, it holds that

$$
\begin{align*}
& \Theta \theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)\left(d u_{t}-\Delta u d t\right)  \tag{5.3}\\
& \quad+d\left\{\Theta\left[\ell_{t}\left(v_{t}^{2}+|\nabla v|^{2}\right)-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}+A \ell_{t} v^{2}\right]\right\} \\
& \quad+\sum_{i}\left\{\Theta\left[2 v_{i}(\nabla \ell) \cdot(\nabla v)-\ell_{i}|\nabla v|^{2}-2 \ell_{t} v_{t} v_{i}+\ell_{i} v_{t}^{2}+\Psi v v_{i}-A \ell_{i} v^{2}\right]\right\}_{i} d t \\
& \geq\left[c_{0} \lambda \Theta \theta^{2}\left(u_{t}^{2}+|\nabla u|^{2}+\lambda^{2} u^{2}\right)+\Theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2}\right] d t+\Theta \theta^{2} \ell_{t}\left(d u_{t}\right)^{2}
\end{align*}
$$

with $A$ and $\Psi$ given by (5.2).
Remark 5.1. The main difference between the pointwise estimates (5.1) and (5.3) is that we introduce a singular "pointwise" weight in (5.3). Another difference between (5.1) and (5.3) is that $T$ is arbitrary in the former estimate, while for the latter one needs to take $T$ to be large enough.

Proof of Theorem 5.1. We borrow some idea from the proof of [15, Theorem 1]. The proof is divided into several steps.

Step 1. We multiply both sides of inequality (5.1) by $\Theta$. Obviously, we have (recall (5.2) for $A$ and $\Psi$ )

$$
\begin{align*}
& \Theta d\left[\ell_{t}\left(v_{t}^{2}+|\nabla v|^{2}\right)-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}+A \ell_{t} v^{2}\right] \\
& =d\left\{\Theta\left[\ell_{t}\left(v_{t}^{2}+|\nabla v|^{2}\right)-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}+A \ell_{t} v^{2}\right]\right\}  \tag{5.4}\\
& \quad-\frac{\beta(T-2 t)}{t^{2}(T-t)^{2}} \Theta\left[\ell_{t}\left(v_{t}^{2}+|\nabla v|^{2}\right)-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}+A \ell_{t} v^{2}\right] d t
\end{align*}
$$

Note that

$$
\begin{align*}
& \left|-\frac{\beta(T-2 t)}{t^{2}(T-t)^{2}} \Theta\left[-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}\right]\right| \\
& \leq \frac{\beta|T-2 t|}{t^{2}(T-t)^{2}} \Theta\left[2\left|(\nabla \ell) \cdot(\nabla v) v_{t}\right|+\left|\Psi v_{t} v\right|\right]  \tag{5.5}\\
& \leq \frac{\beta|T-2 t|}{t^{2}(T-t)^{2}} \Theta\left[(|\nabla \ell|+1) v_{t}^{2}+|\nabla \ell||\nabla v|^{2}+\frac{1}{4} \Psi^{2} v^{2}\right] .
\end{align*}
$$

Thus, by (5.1) and using (5.4)-(5.5), we get

$$
\begin{align*}
\Theta & \theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)\left(d u_{t}-\Delta u d t\right) \\
& +d\left\{\Theta\left[\ell_{t}\left(v_{t}^{2}+|\nabla v|^{2}\right)-2(\nabla \ell) \cdot(\nabla v) v_{t}-\Psi v v_{t}+A \ell_{t} v^{2}\right]\right\} \\
& +\sum_{i}\left\{\Theta\left[2 v_{i}(\nabla \ell) \cdot(\nabla v)-\ell_{i}|\nabla v|^{2}-2 \ell_{t} v_{t} v_{i}+\ell_{i} v_{t}^{2}+\Psi v v_{i}-A \ell_{i} v^{2}\right]\right\}_{i} d t \\
\geq & \left\{\Theta(1-k) \lambda v_{t}^{2}+\Theta(k+3-4 c) \lambda|\nabla v|^{2}+\frac{\beta(T-2 t)}{t^{2}(T-t)^{2}} \ell_{t} \Theta\left(v_{t}^{2}+|\nabla v|^{2}\right)\right.  \tag{5.6}\\
& -\frac{\beta|T-2 t|}{t^{2}(T-t)^{2}} \Theta\left[(|\nabla \ell|+1) v_{t}^{2}+|\nabla \ell||\nabla v|^{2}\right] \\
& +\left[B+\frac{\beta(T-2 t)}{t^{2}(T-t)^{2}} \ell_{t} A-\frac{\beta|T-2 t|}{4 t^{2}(T-t)^{2}} \Psi^{2}\right] \Theta v^{2} \\
& \left.+\Theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2}\right\} d t+\Theta \theta^{2} \ell_{t}\left(d u_{t}\right)^{2}
\end{align*}
$$

where $B$ is given by (5.2).
Step 2. Recalling that $\ell$ and $\Psi$ are given, respectively, by (2.12) and (5.2), we get

$$
\text { right-hand side of }(5.6)=\left[\lambda \Theta\left(F_{1} v_{t}^{2}+F_{2}|\nabla v|^{2}\right)+\lambda^{3} \Theta G v^{2}\right.
$$

$$
\left.+\Theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2}\right] d t+\Theta \theta^{2} \ell_{t}\left(d u_{t}\right)^{2}
$$

where

$$
\begin{align*}
& F_{1} \triangleq 1-k+\frac{c \beta(T-2 t)^{2}}{t^{2}(T-t)^{2}}-\frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left(2\left|x-x_{0}\right|+\lambda^{-1}\right)  \tag{5.8}\\
& F_{2} \triangleq k+3-4 c+\frac{c \beta(T-2 t)^{2}}{t^{2}(T-t)^{2}}-\frac{2 \beta|T-2 t|\left|x-x_{0}\right|}{t^{2}(T-t)^{2}} \tag{5.9}
\end{align*}
$$

and

$$
\begin{align*}
G \triangleq & 4\left[(4 c+5-k)\left|x-x_{0}\right|^{2}-(8 c+1-k) c^{2}\left(t-\frac{T}{2}\right)^{2}\right]+O\left(\lambda^{-1}\right)  \tag{5.10}\\
& +\frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left\{4 c|T-2 t|\left[c^{2}(t-T / 2)^{2}-\left|x-x_{0}\right|^{2}\right]+O\left(\lambda^{-1}\right)\right\}
\end{align*}
$$

Step 3. Let us show that $F_{1}, F_{2}$, and $G$ are positive when $\lambda$ is large enough and $\beta$ is sufficiently small. For this, put

$$
\begin{aligned}
& F_{1}^{0} \triangleq 1-k, \quad F_{2}^{0} \triangleq k+3-4 c \\
& G^{0} \triangleq 4\left[(4 c+5-k)\left|x-x_{0}\right|^{2}-(8 c+1-k) c^{2}\left(t-\frac{T}{2}\right)^{2}\right]+O\left(\lambda^{-1}\right)
\end{aligned}
$$

which are, respectively, the nonsingular part of $F_{1}, F_{2}$, and $G$. Similarly, put

$$
\begin{aligned}
& F_{1}^{1} \triangleq \frac{c \beta(T-2 t)^{2}}{t^{2}(T-t)^{2}}-\frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left(2\left|x-x_{0}\right|+\lambda^{-1}\right) \\
& F_{2}^{1} \triangleq \frac{c \beta(T-2 t)^{2}}{t^{2}(T-t)^{2}}-\frac{2 \beta|T-2 t|\left|x-x_{0}\right|}{t^{2}(T-t)^{2}} \\
& G^{1} \triangleq \frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left\{4 c|T-2 t|\left[c^{2}(t-T / 2)^{2}-\left|x-x_{0}\right|^{2}\right]+O\left(\lambda^{-1}\right)\right\}
\end{aligned}
$$

which are, respectively, the singular part of $F_{1}, F_{2}$, and $G$.
Further, we choose $k=1-c$. It is easy to see that both $F_{1}^{0}$ and $F_{1}^{0}$ are positive, and

$$
G^{0} \geq 4(4+5 c) R_{0}^{2}-9 c^{3} T^{2}+O\left(\lambda^{-1}\right)
$$

which, via the first inequality in (2.7), is positive, provided that $\lambda$ is sufficiently large.
When $t$ is close to 0 or $T$, i.e., $t \in I_{0} \triangleq\left(0, \delta_{0}\right) \cup\left(T-\delta_{0}, T\right)$ for some sufficiently small $\delta_{0} \in(0, T / 2)$, the dominant terms in $F_{i}(i=1,2)$ and $G$ are the singular ones. For $t \in I_{0}$,

$$
\left.F_{1}^{1} \geq \frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left[c\left(T-2 \delta_{0}\right)-2 R_{1}-\lambda^{-1}\right)\right]=\frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left(c T-2 R_{1}-2 c \delta_{0}-\lambda^{-1}\right)
$$

which, via the second inequality in (2.7), is positive, provided that both $\delta_{0}$ and $\lambda^{-1}$ are sufficiently small. Similarly, for $t \in I_{0}, F_{2}^{0}$ is positive, provided that $\delta_{0}$ is sufficiently small. Further, for $t \in I_{0}$,

$$
\begin{aligned}
G^{1} & \geq \frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left\{4 c\left|T-2 \delta_{0}\right|\left[c^{2}\left(\delta_{0}-T / 2\right)^{2}-R_{1}^{2}\right]+O\left(\lambda^{-1}\right)\right\} \\
& \geq \frac{\beta|T-2 t|}{t^{2}(T-t)^{2}}\left\{4 c\left|T-2 \delta_{0}\right|\left[c^{2} T^{2} / 4-R_{1}^{2}+c^{2} \delta_{0}\left(\delta_{0}-T\right)\right]+O\left(\lambda^{-1}\right)\right\}
\end{aligned}
$$

which, via the second inequality in (2.7), is positive, provided that both $\delta_{0}$ and $\lambda^{-1}$ are sufficiently small.

By (5.8)-(5.10), we see that $F_{1}=F_{1}^{0}+F_{1}^{1}, F_{2}=F_{2}^{0}+F_{2}^{1}$, and $G=G^{0}+G^{1}$. Noting the positivity of $F_{1}^{0}, F_{2}^{0}$, and $G^{0}$, by the above argument, we see that $F_{1}, F_{2}$, and $G$ are positive for $t \in I_{0}$. For $t \in(0, T) \backslash I_{0}$, noting again the positivity of $F_{1}^{0}$, $F_{2}^{0}$, and $G^{0}$, one can choose $\beta>0$ small enough such that $F_{1}^{1}, F_{2}^{1}$, and $G^{1}$ are very small so that $F_{1}, F_{2}$, and $G$ are positive. Hence (5.6)-(5.7) yield the desired (5.3). This completes the proof of Theorem 5.1.
6. Proof of Theorems $\mathbf{2 . 1} \mathbf{- 2 . 2}$. We are now in a position to prove Theorems 2.1-2.2.

Proof of Theorem 2.2. The key idea is to apply Theorem 5.1. Integrating both sides of (5.3) (with $u$ replaced by $y$, and $v=\theta y$ ), using integration by parts, and recalling that $\Theta(t)$ decays exponentially to 0 as $t \rightarrow 0$ or $t \rightarrow T$, noting that $\left.v\right|_{\Sigma}=0$ (and hence $\nabla v=\frac{\partial v}{\partial \nu} \nu$ on $\Sigma$ ), we arrive at

$$
\begin{align*}
& \mathbb{E} \int_{Q}\left[c_{0} \lambda \Theta \theta^{2}\left(y_{t}^{2}+|\nabla y|^{2}+\lambda^{2} y^{2}\right)+\Theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2}\right] d x d t \\
& \leq \mathbb{E} \int_{Q} \Theta \theta\left[\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)\left(d y_{t}-\Delta y d t\right)-\theta \ell_{t}\left(d y_{t}\right)^{2}\right] d x  \tag{6.1}\\
& \quad+\mathbb{E} \int_{\Sigma} \Theta \frac{\partial \ell}{\partial \nu}\left|\frac{\partial v}{\partial \nu}\right|^{2} d \Gamma d t
\end{align*}
$$

By the first equation of system (1.1), we get

$$
\begin{align*}
& \mathbb{E} \int_{Q} \Theta \theta\left[\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)\left(d y_{t}-\Delta y d t\right)-\theta \ell_{t}\left(d y_{t}\right)^{2}\right] d x  \tag{6.2}\\
&= \mathbb{E} \int_{Q} \Theta \theta\left[\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)\left(a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f\right)\right. \\
&\left.\quad-\theta \ell_{t}\left(a_{4} y+g\right)^{2}\right] d x d t \\
& \leq \mathbb{E} \int_{Q} \Theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2} d x d t \\
&+C\left\{\mathbb{E} \int_{Q} \Theta \theta^{2}\left(a_{1} y_{t}+a_{2} \cdot \nabla y+a_{3} y+f\right)^{2} d x d t+\lambda \mathbb{E} \int_{Q} \Theta \theta^{2}\left(a_{4} y+g\right)^{2} d x d t\right\} \\
& \leq \mathbb{E} \int_{Q} \Theta\left(-2 \ell_{t} v_{t}+2 \nabla \ell \cdot \nabla v+\psi v\right)^{2} d x d t \\
&+C\left\{\mathbb{E} \int_{Q} \Theta \theta^{2}\left(f^{2}+\lambda g^{2}\right) d x d t+\left|a_{1}\right|_{L_{\mathcal{F}}}^{2}\left(0, T ;\left(L^{\infty}(G)\right)\right.\right. \\
& \mathbb{E} \int_{Q} \Theta \theta^{2} y_{t}^{2} d x d t \\
&+\lambda\left[\lambda\left|a_{3}\right|_{L_{\mathcal{F}}}^{2}\left(0, T ; L^{n}(G)\right)+\left|a_{4}\right|_{L_{\mathcal{F}}\left(0, T ;\left(L^{\infty}(G)\right)\right.}^{2}\right] \mathbb{E} \int_{Q} \Theta \theta^{2} y^{2} d x d t \\
&\left.+\left[\left|a_{2}\right|_{L_{\mathcal{F}}^{\infty}\left(0, T ; L^{\infty}\left(G ; \mathbb{R}^{n}\right)\right)}^{2}+\left|a_{3}\right|_{L_{\mathcal{F}}}^{2}\left(0, T ; L^{n}(G)\right)\right] \mathbb{E} \int_{Q} \Theta \theta^{2}|\nabla y|^{2} d x d t\right\} .
\end{align*}
$$

On the other hand, recalling (2.2), we have

$$
\begin{align*}
& \mathbb{E} \int_{\Sigma} \Theta \frac{\partial \ell}{\partial \nu}\left|\frac{\partial v}{\partial \nu}\right|^{2} d \Gamma d t=2 \lambda \mathbb{E} \int_{\Sigma} \Theta \theta^{2}\left(x-x_{0}\right) \cdot \nu(x)\left|\frac{\partial y}{\partial \nu}\right|^{2} d \Gamma d t  \tag{6.3}\\
& \leq 2 \lambda \mathbb{E} \int_{\Sigma_{0}} \Theta \theta^{2}\left(x-x_{0}\right) \cdot \nu(x)\left|\frac{\partial y}{\partial \nu}\right|^{2} d \Gamma_{0} d t \leq C \lambda \mathbb{E} \int_{\Sigma_{0}} \Theta \theta^{2}\left|\frac{\partial y}{\partial \nu}\right|^{2} d \Gamma_{0} d t
\end{align*}
$$

Finally, combining (6.1), (6.2), and (6.3), we arrive at the desired estimate (2.14). This completes the proof of Theorem 2.2.

Proof of Theorem 2.1. The proof follows easily from Theorem 2.2 and the energy estimate in Proposition 3.1. We omit the details.
7. Application to state observation problem of semilinear stochastic wave equations. This section is devoted to giving an application of the observability inequality in section 2. Fixing two known nonlinear functions $F(\eta, v, \zeta): \mathbb{R}^{1} \times \mathbb{R}^{1} \times$ $\mathbb{R}^{n} \rightarrow \mathbb{R}^{1}$ and $G(\eta): \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$, and unknown initial data $\left(w_{0}, w_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ;\right.$ $\left.H_{0}^{1}(G) \times L^{2}(G)\right)$, for the semilinear stochastic wave equation

$$
\begin{cases}d w_{t}-\Delta w d t=F\left(w, w_{t}, \nabla w\right) d t+G(w) d B(t) & \text { in } Q  \tag{7.1}\\ w=0 & \text { on } \Sigma \\ w(0)=w_{0}, \quad w_{t}(0)=w_{1} & \text { in } G\end{cases}
$$

we consider the following.
State observation problem: Let $T>0$ be given. Determine the state $\left(w(t), w_{t}(t)\right) \in$ $L^{2}\left(\Omega, \mathcal{F}_{t}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)$ of $(7.1)$ (for $\left.t \in(0, T]\right)$ from the observed boundary data

$$
\frac{\partial w}{\partial \nu}(t, x), \quad(t, x) \in \Sigma_{0}, \quad P \text {-a.s. }
$$

We refer the reader to $[11,14]$ for some studies on the state observation problems for (deterministic) semilinear wave equations. To the best of our knowledge, nothing is published for the stochastic setting. We need the following assumption:
(H) The nonlinear functions $F(\cdot)$ and $G(\cdot)$ satisfy the following:
(1)

$$
\begin{aligned}
\left|F\left(\eta_{1}, v, \zeta\right)-F\left(\eta_{2}, v, \zeta\right)\right|+\left|G\left(\eta_{1}\right)-G\left(\eta_{2}\right)\right| & \leq L\left(1+\left|\eta_{1}\right|^{p-1}+\left|\eta_{2}\right|^{p-1}\right)\left|\eta_{1}-\eta_{2}\right| \\
& \forall \eta_{1}, \eta_{2}, v \in \mathbb{R}^{1}, \zeta \in \mathbb{R}^{n}
\end{aligned}
$$

with $1 \leq p \leq \frac{n}{n-2}$ if $n \geq 3 ; 1 \leq p<\infty$ if $n=1,2$;
(2)

$$
\begin{aligned}
\mid F\left(\eta, v_{1}, \zeta_{1}\right)- & F\left(\eta, v_{2}, \zeta_{2}\right) \mid \leq L\left(\left|v_{1}-v_{2}\right|+\left|\zeta_{1}-\zeta_{2}\right|\right) \\
& \forall\left(\eta, v_{i}, \zeta_{i}\right) \in \mathbb{R}^{1} \times \mathbb{R}^{1} \times \mathbb{R}^{n}, i=1,2, \\
|F(0, v, \zeta)| \leq & L(|v|+|\zeta|) \quad \forall(v, \zeta) \in \mathbb{R}^{1} \times \mathbb{R}^{n}
\end{aligned}
$$

for some constant $L>0$;
(3) for any given initial data $\left(w_{0}, w_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)$, (7.1) admits a unique solution $w=w\left(\cdot ; w_{0}, w_{1}\right) \in \mathcal{H}_{T}$ (the solution of (7.1) is defined similarly to Definition 1.1).

Since we do not introduce any sign condition on the nonlinearities $F(\cdot)$ and $G(\cdot)$, the global existence of a solution of (7.1) is not guaranteed. This is why we need to impose the third assumption in (H). The (global) well-posedness of (7.1) is an interesting but difficult problem, which is beyond the scope of this paper.

It is easy to see that, by the Sobolev embedding theorem, assumption (H) implies that

$$
F\left(z, z_{t}, \nabla z\right) \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right), \quad G(z) \in L_{\mathcal{F}}^{2}\left(0, T ; L^{2}(G)\right)
$$

for any $z \in \mathcal{H}_{T}$. Thus, thanks to Proposition 3.3, we can define a nonlinear map $\gamma: L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right) \rightarrow L_{\mathcal{F}}^{2}\left(0, T ; L^{2}\left(\Gamma_{0}\right)\right)$ by

$$
\gamma\left(w_{0}, w_{1}\right)=\left.\frac{\partial w}{\partial \nu}\right|_{\Sigma_{0} \times \Omega}
$$

where $w$ is the solution of (7.1). Now we have the following result.
Theorem 7.1. Let $(\mathrm{H})$ hold, $\Gamma_{0}$ be given by (2.2), and $T$ satisfy (2.7). Then, for any $\left(w_{0}, w_{1}\right),\left(\hat{w}_{0}, \hat{w}_{1}\right) \in L^{2}\left(\Omega, \mathcal{F}_{0}, P ; H_{0}^{1}(G) \times L^{2}(G)\right)$ and any $t \in(0, T]$, there exists a constant $\widetilde{C}=\widetilde{C}\left(F, G, w_{0}, \hat{w}_{0}, w_{1}, \hat{w}_{1}\right)>0$ such that

$$
\begin{aligned}
& \left|\left(w(t)-\hat{w}(t), w_{t}(t)-\hat{w}_{t}(t)\right)\right|_{L^{2}\left(\Omega, \mathcal{F} t, P ; H_{0}^{1}(G) \times L^{2}(G)\right)} \\
& \leq e^{C t^{-1}} \widetilde{C}\left|\gamma\left(w_{0}, w_{1}\right)-\gamma\left(\hat{w}_{0}, \hat{w}_{1}\right)\right|_{L_{\mathcal{F}}^{2}\left(0, T ; L^{2}\left(\Gamma_{0}\right)\right)}
\end{aligned}
$$

where $\hat{w}=\hat{w}\left(\cdot ; \hat{w}_{0}, \hat{w}_{1}\right) \in \mathcal{H}_{T}$ is the solution of (7.1) with $\left(w_{0}, w_{1}\right)$ replaced by $\left(\hat{w}_{0}, \hat{w}_{1}\right)$.

Remark 7.1. Theorem 7.1 indicates that the state $\left(w(t), w_{t}(t)\right) \in L^{2}\left(\Omega, \mathcal{F}_{t}, P ;\right.$ $\left.H_{0}^{1}(G) \times L^{2}(G)\right)$ of (7.1) (for $\left.t \in(0, T]\right)$ can be uniquely determined from the observed boundary data $\left.\frac{\partial w}{\partial \nu}(t, x)\right|_{\Sigma_{0}}, P$-a.s., and continuously depend on it.

Proof of Theorem 7.1. Set

$$
y=\hat{w}-w .
$$

It is easy to see that $y$ is a solution of (1.1) with

$$
\left\{\begin{array}{l}
a_{1}=\int_{0}^{1} \partial_{\eta} F\left(w+s(\hat{w}-w), w_{t}, \nabla w\right) d s, \quad a_{2}=\int_{0}^{1} \partial_{v}\left(\hat{w}, w_{t}+s\left(\hat{w}_{t}-w_{t}\right), \nabla w\right) d s \\
a_{3}=\int_{0}^{1} \partial_{\zeta} F\left(\hat{w}, \hat{w}_{t}, \nabla w+s(\nabla \hat{w}-\nabla w)\right) d s, \quad a_{4}=\int_{0}^{1} \partial_{\eta} G(w+s(\hat{w}-w)) d s
\end{array}\right.
$$

The desired result follows immediately from Remark 2.1.
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#### Abstract

In this paper, we study a free boundary problem for compressible spherically symmetric Navier-Stokes equations with a gravitational force and degenerate viscosity coefficients. Under certain assumptions that are imposed on the initial data, we obtain the global existence and uniqueness of the weak solution and give some uniform bounds (with respect to time) of the solution. Moreover, we obtain some stabilization rate estimates in $L^{\infty}$-norm and weighted $H^{1}$-norm of the solution. The results show that such a system is stable under small perturbations and could be applied to the astrophysics.
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1. Introduction. We consider the compressible Navier-Stokes equations with density-dependent viscosity in $\mathbb{R}^{n}(n \geq 2)$, which can be written in Eulerian coordinates as

$$
\left\{\begin{array}{l}
\partial_{\tau} \rho+\nabla \cdot(\rho \vec{u})=0  \tag{1.1}\\
\partial_{\tau}(\rho \vec{u})+\nabla \cdot(\rho \vec{u} \otimes \vec{u})+\nabla P=\operatorname{div}\left(\mu\left(\nabla \vec{u}+\nabla \vec{u}^{\top}\right)\right)+\nabla(\lambda \operatorname{div} \vec{u})-\rho \vec{f}
\end{array}\right.
$$

in a domain $\left\{(\vec{\xi}, \tau) \mid \vec{\xi} \in \Omega_{\tau} \subset \mathbb{R}^{n}, \tau>0\right\}$, the initial conditions and boundary conditions are

$$
\begin{gather*}
(\rho, \vec{u})(\vec{\xi}, 0)=\left(\rho_{0}, u_{0}\right)(\vec{\xi}), \vec{\xi} \in \Omega_{0}=\left\{\vec{\xi} \in \mathbb{R}^{n}|a<|\vec{\xi}|<b\},\right.  \tag{1.2}\\
\left.\vec{u}\right|_{|\vec{\xi}|=a}=0,\left.\rho\right|_{\vec{\xi} \in \partial \Omega_{\tau} \backslash\{|\vec{\xi}|=a\}}=0, \tag{1.3}
\end{gather*}
$$

where $0<a<b<\infty, \Omega_{\tau}=\psi\left(\Omega_{0}, \tau\right)$ and $\psi$ is the flow of $\vec{u}$ :

$$
\left\{\begin{array}{l}
\partial_{\tau} \psi(\vec{\xi}, \tau)=\vec{u}(\psi(\vec{\xi}, \tau), \tau), \quad \vec{\xi} \in \mathbb{R}^{n}  \tag{1.4}\\
\psi(\vec{\xi}, 0)=\vec{\xi}
\end{array}\right.
$$

Here $\rho, P, \vec{u}=\left(u_{1}, \ldots, \mathrm{u}_{n}\right)$, and $\vec{f}$ are the density, pressure, velocity, and external force, respectively; $\lambda=\lambda(\rho)$ and $\mu=\mu(\rho)$ are the viscosity coefficients.

[^48]For the initial-boundary value problem (1.1)-(1.3) with the spherically symmetric initial data and external force

$$
\begin{gathered}
(\rho, \vec{u})(\vec{\xi}, 0)=\left(\rho_{0}(r), u_{0}(r) \frac{\vec{\xi}}{r}\right), \vec{\xi} \in \Omega_{0} \\
\vec{f}=f(m, r, \tau) \frac{\vec{\xi}}{r}, m(\rho, r)=\int_{a}^{r} \rho(s, \tau) s^{n-1} d s, \vec{\xi} \in \Omega_{\tau}
\end{gathered}
$$

where $r=|\vec{\xi}|=\sqrt{\xi_{1}^{2}+\cdots+\xi_{n}^{2}}$, we are looking for spherically symmetric solutions $(\rho, \vec{u})$ :

$$
\rho(\vec{\xi}, \tau)=\rho(r, \tau), \quad \vec{u}(\vec{\xi}, \tau)=u(r, \tau) \frac{\vec{\xi}}{r}, \vec{\xi} \in \Omega_{\tau}
$$

where $\Omega_{\tau}=\left\{\vec{\xi} \in \mathbb{R}^{n}\left|a<|\vec{\xi}|<b(\tau), b(0)=b, b^{\prime}(\tau)=u(b(\tau), \tau)\right\}\right.$. Then $(\rho, u)(r, \tau)$ is determined by

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\partial_{r}(\rho u)+\frac{n-1}{r} \rho u=0,  \tag{1.5}\\
\rho\left(\partial_{t} u+u \partial_{r} u\right)+\partial_{r} P=\partial_{r}\left[(\lambda+2 \mu)\left(\partial_{r} u+\frac{n-1}{r} u\right)\right]-2(n-1) \frac{u}{r} \partial_{r} \mu-\rho f,
\end{array}\right.
$$

where $(r, \tau) \in(a, b(\tau)) \times(0, \infty)$, with the initial data

$$
\begin{equation*}
\left.(\rho, u)\right|_{\tau=0}=\left(\rho_{0}, u_{0}\right)(r), a \leq r \leq b \tag{1.6}
\end{equation*}
$$

the boundary conditions

$$
\begin{equation*}
\left.u\right|_{r=a}=0,\left.\quad\right|_{r=b(\tau)}=0 \tag{1.7}
\end{equation*}
$$

where $b(0)=b, b^{\prime}(\tau)=u(b(\tau), \tau), \tau>0$.
To simplify the presentation, we consider only the famous polytropic model, i.e., $P(\rho)=A \rho^{\gamma}$, with $\gamma>1$ and $A>0$ being constants. And we assume that the viscosity coefficients $\mu$ and $\lambda$ are proportional to $\rho^{\theta}$, i.e., $\mu(\rho)=c_{1} \rho^{\theta}$ and $\lambda(\rho)=c_{2} \rho^{\theta}$, where $c_{1}, c_{2}$, and $\theta$ are three constants.

Additionally, we assume that the external force $f(m, r, \tau)$ satisfies

$$
\begin{equation*}
f(m, r, \tau)=f_{\infty}(m, r)+\Delta f(m, r, \tau) \tag{1.8}
\end{equation*}
$$

for all $m \geq 0, r \geq a$, and $\tau \geq 0$, with

$$
\begin{gather*}
f_{\infty}(m, r)=G \frac{M_{0}+m}{r^{n-1}}, \Delta f(m, r, \tau) \in C^{1}\left(\mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}_{+}\right)  \tag{1.9}\\
\|\Delta f(\cdot, \cdot, \tau)\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)} \leq f_{1}(\tau),\left\|\left(\partial_{r} \Delta f, \partial_{\tau} \Delta f\right)(\cdot, \cdot, \tau)\right\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)} \leq f_{2}(\tau)  \tag{1.10}\\
f_{1} \in L^{\infty} \cap L^{2}\left(\mathbb{R}_{+}\right), \quad f_{2} \in L^{2}\left(\mathbb{R}_{+}\right) \tag{1.11}
\end{gather*}
$$

where $\mathbb{R}_{+}=[0, \infty), G>0$ is a constant, $M_{0} \geq 0$ is the total mass of the solid core surrounded by the gas, and the perturbation $\Delta f$ tends to 0 as $\tau \rightarrow \infty$ in some weak sense. If $M_{0}=0$, we ignore the gravitational effect of the solid core. $\Delta f$ expresses the influence of the outside gravitational force, $f_{\infty}$ is the precise expression for its own gravitational force and the gravitational force of the solid core, in the astrophysical case (with spherical symmetry).

It is very interesting to study the stabilization problem for the model of the atmosphere of a planet, whose evolution is influenced by the gravitational force. In [22], we considered a simple model that is one-dimensional Navier-Stokes equations. In this paper, we study the stabilization problem of the spherically symmetric model (1.5). We should consider the essential multidimensional model in the future.

Now, we consider the stationary problem, namely

$$
\begin{equation*}
\left(P\left(\rho_{\infty}\right)\right)_{r}=-\rho_{\infty} f_{\infty}\left(m\left(\rho_{\infty}, r\right), r\right) \tag{1.12}
\end{equation*}
$$

in an interval $r \in\left(a, l_{\infty}\right)$, with the end $l_{\infty}$ satisfying

$$
\begin{equation*}
\rho_{\infty}\left(l_{\infty}\right)=0, \int_{a}^{l_{\infty}} \rho_{\infty} r^{n-1} d r=M:=\int_{a}^{b} \rho_{0} r^{n-1} d r \tag{1.13}
\end{equation*}
$$

The unknown quantities are the stationary density $\rho_{\infty} \geq 0$ and free boundary $l_{\infty}>0$. If $\gamma>\frac{2 n-2}{n}$, from Proposition 2.5, we know that there exists a unique solution $\left(\rho_{\infty}, l_{\infty}\right)$ to the stationary system (1.12)-(1.13), satisfying $\rho_{\infty}(r) \sim\left(l_{\infty}^{n}-r^{n}\right)^{\frac{1}{\gamma-1}}$, $\left(\rho_{\infty}\right)_{r}(r)<0, a<r<l_{\infty}$, with $l_{\infty}<+\infty$.

To handle the free boundary problem (1.5)-(1.7), it is convenient to reduce the problem in Eulerian coordinates $(r, \tau)$ to the problem in Lagrangian coordinates $(x, t)$ moving with the fluids, via the transformation:

$$
\begin{equation*}
x=\int_{a}^{r} y^{n-1} \rho(y, \tau) d y, t=\tau \tag{1.14}
\end{equation*}
$$

Then the fixed boundary $r=a$ and the free boundary $r=b(\tau)$ become

$$
x=0 \text { and } x=\int_{a}^{b(\tau)} y^{n-1} \rho(y, \tau) d y=\int_{a}^{b} y^{n-1} \rho_{0}(y) d y=M
$$

where $M$ is the total mass initially so that the region $\{(r, \tau) \mid a \leq r \leq b(\tau), \tau \geq 0\}$ under consideration is transformed into the region $\{(x, t) \mid 0 \leq x \leq M, t \geq 0\}$, and the function $m(\rho, r)$ becomes $x$. Under the coordinate transformation (1.14), the equations (1.5)-(1.7) are transformed into

$$
\left\{\begin{array}{l}
\partial_{t} \rho(x, t)=-\rho^{2} \partial_{x}\left(r^{n-1} u\right)  \tag{1.15}\\
\partial_{t} u(x, t)=r^{n-1}\left\{\partial_{x}\left[\rho(\lambda+2 \mu) \partial_{x}\left(r^{n-1} u\right)-P\right]-2(n-1) \frac{u}{r} \partial_{x} \mu\right\}-f(x, r, t), \\
r^{n}(x, t)=a^{n}+n \int_{0}^{x} \rho^{-1}(y, t) d y
\end{array}\right.
$$

where $(x, t) \in(0, M) \times(0, \infty)$, with the initial data

$$
\begin{equation*}
\left.(\rho, u)\right|_{t=0}=\left(\rho_{0}, u_{0}\right)(x),\left.r\right|_{t=0}=r_{0}(x)=\left(a^{n}+n \int_{0}^{x} \rho_{0}^{-1}(y) d y\right)^{\frac{1}{n}} \tag{1.16}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
\left.u\right|_{x=0}=0,\left.\rho\right|_{x=M}=0, t>0 \tag{1.17}
\end{equation*}
$$

It is standard that if we can solve the problem (1.15)-(1.17), then the free boundary problem (1.1)-(1.3) has a solution.

From (1.12)-(1.13), it is easy to see that $\rho_{\infty}(x)$ is the solution to the stationary system

$$
\begin{gather*}
A r_{\infty}^{n-1}\left(\rho_{\infty}^{\gamma}\right)_{x}=-f_{\infty}\left(x, r_{\infty}\right), r_{\infty}^{n}(x)=a^{n}+n \int_{0}^{x} \rho_{\infty}^{-1}(y) d y, x \in(0, M)  \tag{1.18}\\
\rho_{\infty}(M)=0 \tag{1.19}
\end{gather*}
$$

The results in $[8,20]$ show that the compressible Navier-Stokes system with the constant viscosity coefficient has the singularity at the vacuum. Considering the modified Navier-Stokes system in which the viscosity coefficient depends on the density, Liu, Xin, and Yang [11] proved that such system is local well posed. It is motivated by the physical consideration that, in the derivation of the Navier-Stokes equations from the Boltzmann equation through the Chapman-Enskog expansion to the second order, cf. [6], viscosity is a function of temperature. If we consider the case of isentropic fluids, this dependence is reduced to the dependence on the density function.

Since $n \geq 2$ and the viscosity coefficient $\mu$ depends on $\rho$, the nonlinear term $2(n-1) \frac{1}{r} u \partial_{x} \mu$ in $(1.15)_{2}$ makes the analysis significantly different from the onedimensional case $[11,15,19,21,22]$. When $\mu \geq \mu>0$ and $\rho_{0} \geq \rho>0$, authors in $[4,24]$ obtained the existence, uniqueness, and global behavior of the solution for compressible spherically symmetric Navier-Stokes equations with an external pressure and without the nonlinear term $2(n-1) \frac{1}{r} u \partial_{x} \mu$. Following the ideas in [24], we can obtain the existence and uniqueness results for the stationary problem in section 2 . In this paper, since viscosity coefficients and density will degenerate at the free boundary, we need to use the weighted function $(M-x)$ to control the lower bound of the density in section 3.

Considering the system (1.15)-(1.17) with a general external force, Chen-Zhang obtained the local existence and uniqueness of the solution in [3]. In this paper, when the initial data $\left(\rho_{0}, u_{0}, r_{0}\right)$ are close to the stationary state $\left(\rho_{\infty}, 0, r_{\infty}\right)$, we will obtain some appropriate a priori estimates and prove that the maximum existence time $T^{*}=\infty$. The difficulty of this problem is to obtain the lower bound of the density $\rho$. The key ideas are using the classical continuation method and the result of Claim 1. In Claim 1, we want to prove that there is a small positive constant $\epsilon_{1}$, such that, for any $T>0$, if

$$
\begin{equation*}
I(t)=\left\|g(\cdot, t)-g_{\infty}\right\|_{L^{\infty}} \leq 2 \epsilon_{1} \forall t \in[0, T] \tag{1.20}
\end{equation*}
$$

where $g(x, t)=(M-x)^{-\frac{1}{\gamma}} \rho(x, t)$ and $g_{\infty}(x)=(M-x)^{-\frac{1}{\gamma}} \rho_{\infty}(x)$, then

$$
\begin{equation*}
I(t) \leq \epsilon_{1} \forall t \in[0, T] \tag{1.21}
\end{equation*}
$$

Using the energy method and induction method, we can estimate the weighted $L^{2}-$ norm of $g-g_{\infty}$ in Lemma 3.7. In such a process (see Lemmas 3.5-3.6), we use the weight function $(1+t)^{\alpha}$ (with $\alpha=-\frac{5}{8}$ ) to remedy the disadvantage of the nonlinear term $2(n-1) \frac{1}{r} u \partial_{x} \mu$, and we use the induction method to increase $\alpha$ to $-\epsilon_{2}$. Then, by the reduction to absurdity, we can finish the proof of Claim 1 in Lemma 3.8.

Our results show that such a system is stable under small perturbations, it does not develop vacuum states or concentration states for all time, and the interface $\partial \Omega_{\tau}$ propagates with finite speed.

The assumptions on $c_{1}, c_{2}, \theta, \gamma$, and initial data can be stated as follows:
(A1) $\gamma>\frac{2 n-2}{n}, \theta \in(0, \gamma-1) \cap\left(0, \frac{\gamma}{2}\right], c_{1}$ and $c_{2}$ satisfy that $c_{1}>0$ and $2 c_{1}+n c_{2}>0$;
(A2) $N_{1}(M-x)^{1 / \gamma} \leq \rho_{0} \leq N_{2}(M-x)^{1 / \gamma}$, with some positive constants $0<N_{1}<N_{2}$, and $(M-x)^{1-\frac{\theta}{\gamma}}\left(\rho_{0}^{\theta}\right)_{x}^{2} \in L^{1}([0, M]),\left(\rho_{0}^{\gamma}\right)_{x} \in L^{2}([0, M])$;
(A3) $u_{0} \in L^{2}([0, M]), \rho_{0}^{\frac{\theta+1}{2}}\left(u_{0}\right)_{x} \in L^{2}([0, M]), u_{0}(0)=0$,

$$
\begin{equation*}
\left(\left(2 c_{1}+c_{2}\right) \rho_{0}^{\theta+1}\left(r_{0}^{n-1} u_{0}\right)_{x}\right)_{x}-2 c_{1}(n-1) \frac{u_{0}}{r_{0}}\left(\rho_{0}^{\theta}\right)_{x} \in L^{2}([0, M]) \tag{1.22}
\end{equation*}
$$

Under the above assumptions (A1)-(A3), we will prove the existence of the global weak solution to the initial-boundary value problem (1.15)-(1.17) in the sense of the following definition.

Definition 1.1. A pair of functions $(\rho, u, r)(x, t)$ is called a global weak solution to the initial-boundary value problem (1.15)-(1.17) if, for any $T>0$,

$$
\begin{gathered}
\rho, u \in L^{\infty}([0, M] \times[0, T]) \cap C^{1}\left([0, T] ; L^{2}([0, M])\right), \\
r \in C^{1}\left([0, T] ; L^{\infty}([0, M])\right) \\
\rho^{-1}, \quad\left(r^{n-2} u\right)_{x}, \quad\left(r^{n-1}\right)_{x} \in L^{\infty}\left([0, T] ; L^{1}([0, M])\right)
\end{gathered}
$$

and

$$
\rho^{1+\theta}\left(r^{n-1} u\right)_{x} \in L^{\infty}([0, M] \times[0, T]) \cap C^{\frac{1}{2}}\left([0, T] ; L^{2}([0, M])\right)
$$

Furthermore, the following equations hold:

$$
\begin{gathered}
\rho_{t}+\rho^{2}\left(r^{n-1} u\right)_{x}=0, \rho(x, 0)=\rho_{0}(x), \text { a.e. } \\
r_{t}=u, r(x, 0)=r_{0}(x), r^{n}(x, t)=a^{n}+n \int_{0}^{x} \rho^{-1}(y, t) d y, \text { a.e. } \\
\int_{0}^{\infty} \int_{0}^{M}\left[u \psi_{t}+\left(P-\rho(\lambda+2 \mu)\left(r^{n-1} u\right)_{x}\right)\left(r^{n-1} \psi\right)_{x}\right. \\
\left.+2(n-1) \mu\left(r^{n-2} u \psi\right)_{x}-f(x, r, t) \psi\right] d x d t+\int_{0}^{M} u_{0}(x) \psi(x, 0) d x=0
\end{gathered}
$$

for any test function $\psi(x, t) \in C_{0}^{\infty}(\Omega)$, with $\Omega=\{(x, t) \mid 0<x \leq M, t \geq 0\}$ and

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{0}^{\epsilon} u d x=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{1-\epsilon}^{1} \rho d x=0
$$

In what follows, we always use $C\left(C_{i}\right)$ to denote a generic positive constant depending only on $\gamma, \theta, f_{1}, f_{2}$, and the initial data, independent of the given time T.

We now state the main theorems in this paper.
THEOREM 1.1. Under the conditions (1.8)-(1.11) and (A1)-(A3), there exists a constant $\epsilon_{0}>0$ such that if

$$
\begin{equation*}
\left\|f_{1}\right\|_{L^{\infty}}^{2}+\int_{0}^{\infty}(1+t) f_{1}^{2}(t) d t \leq \epsilon_{0}^{2} \tag{1.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{0}\right\|_{L^{2}}+\left\|(M-x)^{-\frac{1}{\gamma}}\left(\rho_{0}-\rho_{\infty}\right)\right\|_{L^{\infty}} \leq \epsilon_{0} \tag{1.24}
\end{equation*}
$$

then the system (1.15)-(1.17) has a unique global weak solution ( $\rho, u, r$ ) satisfying

$$
\begin{gather*}
C^{-1}(M-x)^{\frac{1}{\gamma}} \leq \rho(x, t) \leq C(M-x)^{\frac{1}{\gamma}}  \tag{1.25}\\
r(x, t) \in[a, C]  \tag{1.26}\\
\int_{0}^{M}(M-x)^{1-\frac{\theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2} d x \leq C \tag{1.27}
\end{gather*}
$$

and

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}}+\left\|\left[\rho\left(r^{n-1} u\right)_{x}\right](\cdot, t)\right\|_{L^{\infty}} \leq C \tag{1.28}
\end{equation*}
$$

for all $t \geq 0$ and $x \in[0, M]$. Furthermore, if $(1+t)^{\frac{2(\gamma+\theta)}{\gamma+\theta+1}} f_{1}^{2}(t) \in L^{1}\left(\mathbb{R}_{+}\right)$, for any $\eta>0$, we have

$$
\begin{gather*}
\int_{0}^{M}\left\{u^{2}+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \leq C_{\eta}(1+t)^{-\frac{2(\gamma+\theta)}{\gamma+\theta+1}+\eta}  \tag{1.29}\\
\quad \int_{0}^{M}\left(\rho^{\theta-1} u^{2}+\rho^{\theta+1} u_{x}^{2}\right) d x \leq C_{\eta}(1+t)^{-\frac{2(\gamma+\theta)}{\gamma+\theta+1}+\eta}  \tag{1.30}\\
\int_{0}^{M}(M-x)^{2-\frac{2 \theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2} d x \leq C_{\eta}(1+t)^{-\frac{\gamma+\theta-1}{\gamma+\theta+1}+\eta}  \tag{1.31}\\
\left\|\rho^{\gamma}(\cdot, t)-\rho_{\infty}^{\gamma}(\cdot)\right\|_{L^{\infty}} \leq C_{\eta}(1+t)^{-\frac{3 \gamma+3 \theta-1}{4(\gamma+\theta+1)}+\frac{\eta}{2}} \tag{1.32}
\end{gather*}
$$

and

$$
\begin{equation*}
\left.\| \rho^{\frac{\gamma+\theta}{2}}(\cdot, t)-\rho_{\infty^{\frac{\gamma+\theta}{2}}}^{\frac{1}{2}} \cdot\right)\left\|_{L^{\infty}}^{2}+\right\| u(\cdot, t) \|_{L^{\infty}} \leq C_{\eta}(1+t)^{-\frac{\gamma+\theta}{\gamma+\theta+1}+\frac{\eta}{2}} \tag{1.33}
\end{equation*}
$$

for all $t \geq 0$, where $C_{\eta}$ is a positive constant depending on $\eta$.
Remark 1.1. The constant $\epsilon_{0}=\epsilon_{0}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$ is defined in (3.55). There are no smallness assumptions on $\left\|(M-x)^{1-\frac{\theta}{\gamma}}\left(\rho_{0}^{\theta}\right)_{x}^{2}\right\|_{L^{1}}$ and $\| \rho_{0}^{\frac{1+\theta}{2}}$ $\left(u_{0}\right)_{x} \|_{L^{2}}$.

Remark 1.2. The uniqueness of the solution in Theorems 1.1 or 3.1 means that if $\left(\rho_{1}, u_{1}, r_{1}\right)$ and $\left(\rho_{2}, u_{2}, r_{2}\right)$ are two solutions to the system (1.15)-(1.17) with the same initial data $\left(\rho_{0}, u_{0}, r_{0}\right)$ and satisfy regularity conditions in the theorem, then we have that $\left(\rho_{1}, u_{1}, r_{1}\right)=\left(\rho_{2}, u_{2}, r_{2}\right)$.

Remark 1.3. In particular, the viscosity of the gas is proportional to the square root of the temperature for the hard sphere model (as pointed out in [15, 21]), and the relation between $\theta$ and $\gamma$ is

$$
\theta=\frac{\gamma-1}{2}
$$

Our condition (A1) covers it. Since the Navier-Stokes system with constant viscosity coefficients has the singularity at the vacuum [8, 20], we assume that $\theta>0$ in (A1).

Remark 1.4. Considering the no-vacuum system in an exterior domain in $\mathbb{R}^{3}$, Kobayashi and Shibata [9] obtained $\left\|\left(\rho-\rho_{\infty}, u\right)(\cdot, t)\right\|_{L^{2}} \lesssim(1+t)^{-\frac{3}{4}}$ and $\|\left(\rho-\rho_{\infty}, u\right)$ $(\cdot, t) \|_{L^{\infty}} \lesssim(1+t)^{-\frac{3}{2}}$ when $\rho_{\infty}$ is a positive constant. Considering the no-vacuum system in $\mathbb{R}^{n}(n \geq 3)$, Ukai, Yang, and Zhao [18] obtained $\left\|\left(\rho-\rho_{\infty}, u\right)(\cdot, t)\right\|_{L^{2} \cap L^{\infty}} \leq$ $C(1+t)^{-\frac{n}{4}+\epsilon}$ when $\rho_{\infty}$ is close to a positive constant. Considering the one-dimensional system with a degenerate viscosity coefficient, we [22] obtained $\left\|\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}, u\right)(\cdot, t)\right\|_{L^{\infty}} \leq$
$C(1+t)^{-\frac{1}{2}}$ when the external force $f_{\infty}$ is close to a positive constant $N_{0}$ and the stationary density $\rho_{\infty}$ is close to $\left(\frac{N_{0}(M-x)}{A}\right)^{\frac{1}{\gamma}}$. Since $\frac{\gamma+\theta}{\gamma+\theta+1}>\frac{1}{2}$ and $\frac{3 \gamma+3 \theta-1}{4(\gamma+\theta+1)}>\frac{1}{2}$ (if $\gamma+\theta>3$ ), it is easy to see that our results in Theorem 1.1 are better than that in [22]. Using similar arguments as that in Theorem 1.1, we can also obtain similar results in the one-dimensional case, which are better than that in [22]. For example, the stabilization rate estimate $\left\|\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}, u\right)(\cdot, t)\right\|_{L^{\infty}} \leq C(1+t)^{-\frac{1}{2}}$ in [22] can be replaced by $\left\|\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}, u\right)(\cdot, t)\right\|_{L^{\infty}} \leq C_{\eta}(1+t)^{-\frac{\gamma+\theta}{\gamma+\theta+1}+\frac{\eta}{2}},\left\|\rho^{\frac{\gamma+\theta}{2}}(\cdot, t)-\rho_{\infty}^{\frac{\gamma+\theta}{2}}(\cdot)\right\|_{L^{\infty}} \leq$ $C_{\eta}(1+t)^{-\frac{\gamma+\theta}{2(\gamma+\theta+1)}+\frac{\eta}{4}}, t \geq 0$ for any $\eta>0$.

Remark 1.5. Since the information of the dimension $n$ mainly appear in the index of the radii $r$, and we consider only the system with a solid core $r \geq a>0$ in this paper; our results cannot show the effect of the dimension. In [23], we studied the global behavior of the solution to a similar problem with a positive external pressure and without a solid core, and we obtained the stabilization rate estimates for the solution of exponential type. The admissible range of the parameter $\frac{\lambda}{\mu}$ depends on the dimension $n$ in [23]. We will study the system without a solid core $r \geq 0$ and with degenerate viscosity coefficients in the future, and we will guess that stabilization rate estimates of the solution cannot be better than that in Theorem 1.1.

THEOREM 1.2 (continuous dependence). For each $i=1,2$, let $\left(\rho_{i}, u_{i}, r_{i}\right)$ be the solution to the system (1.15)-(1.17) with the initial data $\left(\rho_{0 i}, u_{0 i}, r_{0 i}\right)$, which satisfies regularity conditions in Theorem 1.1. Then, we have

$$
\begin{aligned}
& \int_{0}^{M}\left(\left(u_{1}-u_{2}\right)^{2}+\rho_{1}^{1-\theta} \rho_{2}^{2 \theta-4}\left(\rho_{1}-\rho_{2}\right)^{2}+\rho_{1}^{\theta} \rho_{2}^{-1}\left(r_{1}-r_{2}\right)^{2}\right) d x \\
\leq & C e^{C t} \int_{0}^{M}\left(\left(u_{01}-u_{02}\right)^{2}+\rho_{01}^{1-\theta} \rho_{02}^{2 \theta-4}\left(\rho_{01}-\rho_{02}\right)^{2}+\rho_{01}^{\theta} \rho_{02}^{-1}\left(r_{01}-r_{02}\right)^{2}\right) d x
\end{aligned}
$$

for all $t \geq 0$.
Remark 1.6. Using similar arguments as that in [3], we can easily obtain such continuous dependence of the solution on the initial data and omit the details.

Remark 1.7. If we ignore the influence of self-gravitation, i.e., $f_{\infty}(m, r)=G \frac{M_{0}}{r^{n-1}}$, with $M_{0}>0$, then we can also obtain the same results in Theorems 1.1-1.2.

We now briefly review the previous works in this direction. For the related free boundary problem of one-dimensional isentropic fluids with density-dependent viscosity (like $\mu(\rho)=c \rho^{\theta}$ ), see $[11,15,19,21,22]$ and the references therein. For the related stabilization rate estimates of the one-dimensional free boundary problem, see $[5,12,16,22]$, etc. For the spherically symmetric solutions of the Navier-Stokes equations with a free boundary, see $[2,4,13,14,23,24]$, etc. Also see Bresch and Desjardins [1], Lions [10], and Vaigant and Kazhikhov [17] for multidimensional isentropic fluids.

The rest of this paper is organized as follows. First, we obtain the existence and the uniqueness of the solution to the stationary problem in section 2 . In section 3 , we will prove some a priori estimates and extend the local solution in [3] to the global solution in time. In section 4, we obtain the stabilization rate estimates of the solution.
2. The stationary problem. Zlotnik and Ducomet [24] obtained the existence of the positive solution to the stationary problem with a positive external pressure. Using similar arguments as that in [24], we can obtain the following results for the stationary problem without an external pressure. We start with a proof of the existence of a nonnegative solution to the Lagrangian stationary problem.

Proposition 2.1. If

$$
\begin{equation*}
\gamma>\frac{2 n-2}{n} \tag{2.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\gamma=\frac{2 n-2}{n} \text { and }\left(\frac{n \gamma}{(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}\right)^{\frac{2 n-2}{n}}<\frac{G}{A}\left(\frac{M}{2}+M_{0}\right) \tag{2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
n>2,1<\gamma<\frac{2 n-2}{n} \text { and } \delta_{6}^{\gamma}\left(a^{n}+\frac{n \gamma}{\delta_{6}(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}\right)^{\frac{2 n-2}{n}} \leq \frac{G}{A}\left(\frac{M}{2}+M_{0}\right) \text {, } \tag{2.3}
\end{equation*}
$$

where $\delta_{6}=a^{-n}\left(1-\frac{\gamma n}{2 n-2}\right) \frac{2 n-2}{\gamma-1} M^{\frac{\gamma-1}{\gamma}}$, then the Lagrangian stationary problem (1.18)(1.19) has a nonnegative solution $\rho_{\infty} \in W^{1, \beta}([0, M])$ satisfying $C^{-1}(M-x)^{\frac{1}{\gamma}} \leq$ $\rho_{\infty}(x) \leq C(M-x)^{\frac{1}{\gamma}}$, where $\beta \in\left[1, \frac{\gamma}{\gamma-1}\right)$ is a constant.

Proof. We introduce the nonlinear operator

$$
I: K \rightarrow W^{1, \beta}([0, M]),
$$

where $K=\left\{f \in C([0, M]) \mid f \geq 0,\left\|\frac{(M-x)^{\frac{1}{\gamma}}}{f(x)^{\gamma}}\right\|_{L^{\infty}}<\infty,\left\|\frac{f(x)}{(M-x)^{\frac{1}{\gamma}}}\right\|_{L^{\infty}}<\infty,\right\}$, by setting

$$
I(f)(x)=\left(\frac{\int_{x}^{M} G \frac{M_{0}+y}{r_{f}^{20-2}(y)} d y}{A}\right)^{\frac{1}{\gamma}} \text {, with } r_{f}^{n}(x)=a^{n}+n \int_{0}^{x} f^{-1}(y) d y, x \in[0, M] .
$$

We can restate the problem (1.18)-(1.19) as the fixed-point problem

$$
\begin{equation*}
\rho_{\infty}=I\left(\rho_{\infty}\right) \tag{2.4}
\end{equation*}
$$

For all $f \in K_{\delta_{1}, \delta_{2}}=\left\{f \in K \left\lvert\, \delta_{1}(M-x)^{\frac{1}{\gamma}} \leq f(x) \leq \delta_{2}(M-x)^{\frac{1}{\gamma}}\right.\right\}$, with $0<\delta_{1} \leq$ $\delta_{2}<\infty$, we have

$$
a^{n} \leq r_{f}^{n}(x) \leq a^{n}+\frac{n \gamma}{\delta_{1}(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}:=B^{n}
$$

and

$$
\left(\frac{G\left(\frac{M}{2}+M_{0}\right)}{A B^{2 n-2}}\right)^{\frac{1}{\gamma}}(M-x)^{\frac{1}{\gamma}} \leq I(f)(x) \leq\left(\frac{G\left(M+M_{0}\right)}{A a^{2 n-2}}\right)^{\frac{1}{\gamma}}(M-x)^{\frac{1}{\gamma}}, x \in[0, M] .
$$

If $\gamma>\frac{2 n-2}{n}$, then $I\left(K_{\delta_{3}, \delta_{4}}\right) \subset K_{\delta_{3}, \delta_{4}}$, where $\delta_{4}=\left(\frac{G\left(M+M_{0}\right)}{A a^{2 n-2}}\right)^{\frac{1}{\gamma}}$ and $\delta_{3}$ is a positive constant satisfying $\delta_{3}^{\gamma}\left(a^{n}+\frac{n \gamma}{\delta_{3}(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}\right)^{\frac{2 n-2}{n}} \leq \frac{G}{A}\left(\frac{M}{2}+M_{0}\right)$. And one can immediately verify that $I$ is a compact operator on $K_{\delta_{3}, \delta_{4}}$. Since $K_{\delta_{3}, \delta_{4}}$ is a convex closed bounded nonempty subset of $C([0, M])$, the problem (2.4) has a solution $\rho \in K_{\delta_{3}, \delta_{4}}$ by Schauder's fixed-point theorem.

Similarly, if $\gamma=\frac{2 n-2}{n}$ and $\left(\frac{n \gamma}{(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}\right)^{\frac{2 n-2}{n}}<\frac{G}{A}\left(\frac{M}{2}+M_{0}\right)$, then $I\left(K_{\delta_{5}, \delta_{4}}\right) \subset$ $K_{\delta_{5}, \delta_{4}}$, where $\delta_{5}=a^{-n}\left[\left(\frac{G}{A}\left(\frac{M}{2}+M_{0}\right)\right)^{\frac{n}{2 n-2}}-\frac{n \gamma}{(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}\right]$, and problem (2.4) has a solution $\rho \in K_{\delta_{5}, \delta_{4}}$.

Similarly, if $n>2,1<\gamma<\frac{2 n-2}{n}$ and $\delta_{6}^{\gamma}\left(a^{n}+\frac{n \gamma}{\delta_{6}(\gamma-1)} M^{\frac{\gamma-1}{\gamma}}\right)^{\frac{2 n-2}{n}} \leq \frac{G}{A}\left(\frac{M}{2}+M_{0}\right)$, then $I\left(K_{\delta_{6}, \delta_{4}}\right) \subset K_{\delta_{6}, \delta_{4}}$, and problem (2.4) has a solution $\rho \in K_{\delta_{6}, \delta_{4}}$. $\quad$.

Similar to [24], we say a stationary solution $\left(\rho_{\infty}, r_{\infty}^{n}\right)$ is statically stable if

$$
\begin{align*}
J[W] & :=\int_{0}^{M}\left(\gamma A \rho_{\infty}^{1+\gamma} W_{x}^{2}-(2 n-2) G\left(M_{0}+x\right) r_{\infty}^{2-3 n} W^{2}\right) d x \\
& \geq \delta_{7} \int_{0}^{M}\left((M-x)^{\frac{1+\gamma}{\gamma}} W_{x}^{2}+W^{2}\right) d x \tag{2.5}
\end{align*}
$$

for some $\delta_{7}>0$ and all $W \in K_{1}$,

$$
K_{1}=\left\{f \in C([0, M]) \mid f(0)=0,\left\|(M-x)^{\frac{1}{\gamma}} f^{\prime}(x)\right\|_{L^{\infty}}<\infty,\left\|\frac{1}{(M-x)^{\frac{1}{\gamma}} f^{\prime}(x)}\right\|_{L^{\infty}}<\infty\right\}
$$

Now, the static potential energy takes the following form:

$$
\begin{equation*}
S[V]=\int_{0}^{M}\left(\frac{A}{\gamma-1}\left(V_{x}\right)^{1-\gamma}+\int_{\frac{a^{n}}{n}}^{V} G\left(M_{0}+x\right)(n h)^{\frac{2-2 n}{n}} d h\right) d x . \tag{2.6}
\end{equation*}
$$

We call

$$
\begin{gathered}
V \in K_{2}=\left\{f \in C([0, M]) \left\lvert\, f(0)=\frac{a^{n}}{n}\right.,\left\|(M-x)^{\frac{1}{\gamma}} f^{\prime}(x)\right\|_{L^{\infty}}<\infty,\right. \\
\left.\left\|\frac{1}{(M-x)^{\frac{1}{\gamma}} f^{\prime}(x)}\right\|_{L^{\infty}}<\infty\right\}
\end{gathered}
$$

is a point of local quadratic minimum of $S$ if

$$
\begin{equation*}
S[V+W]-S[V] \geq \delta_{8} \int_{0}^{M}\left((M-x)^{\frac{1+\gamma}{\gamma}} W_{x}^{2}+W^{2}\right) d x \tag{2.7}
\end{equation*}
$$

for all $W \in K_{1}$ and $\left\|(M-x)^{\frac{1}{\gamma}} W_{x}\right\|_{L^{\infty}([0, M])}+\|W\|_{L^{\infty}} \leq \delta_{9}$, for some $\delta_{8}>0$ and $\delta_{9}>0$.

Proposition 2.2. If $\gamma>\frac{2 n-2}{n}$ and $\rho_{\infty}$ is a solution of the problem (1.18)-(1.19) satisfying $\rho_{\infty} \in W^{1, \beta}([0, M])$ and $C^{-1}(M-x)^{\frac{1}{\gamma}} \leq \rho_{\infty}(x) \leq C(M-x)^{\frac{1}{\gamma}}$, then we have that (2.5) and (2.7) hold, with $V=V_{\infty}=\frac{r_{\infty}^{n}}{n}$.

Proof. From $r_{\infty} \geq a,\left(A \rho_{\infty}^{\gamma}\right)_{x}=-G \frac{M_{0}+x}{r_{\infty}^{2 n-2}}$ and $\left(r_{\infty}^{n}\right)_{x}=n \rho_{\infty}^{-1}$, using integration by parts, we have

$$
\begin{aligned}
J[W]= & \int_{0}^{M}\left(\gamma A \rho_{\infty}^{1+\gamma} W_{x}^{2}+(2 n-2) A\left(\rho_{\infty}^{\gamma}\right)_{x} r_{\infty}^{-n} W^{2}\right) d x \\
= & \int_{0}^{M}\left(\gamma A \rho_{\infty}^{1+\gamma} W_{x}^{2}-2(2 n-2) A \rho_{\infty}^{\gamma} r_{\infty}^{-n} W W_{x}\right. \\
& \left.+n(2 n-2) A \rho_{\infty}^{\gamma-1} r_{\infty}^{-2 n} W^{2}\right) d x \text { for all } W \in K_{1}
\end{aligned}
$$

If $\gamma>\frac{2 n-2}{n}$, we have

$$
J[W] \geq C^{-1} \int_{0}^{M}\left((M-x)^{\frac{1+\gamma}{\gamma}} W_{x}^{2}+(M-x)^{\frac{\gamma-1}{\gamma}} W^{2}\right) d x
$$

From $r_{\infty} \geq a$ and $\left(A \rho_{\infty}^{\gamma}\right)_{x}=-G \frac{M_{0}+x}{r_{\infty}^{2 n-2}}$, using integrating by parts and the CauchySchwarz inequality, we have

$$
\begin{align*}
\int_{0}^{M} W^{2} d x & \leq C \int_{0}^{\frac{M}{2}}(M-x)^{1-\frac{1}{\gamma}} W^{2} d x+C \int_{0}^{M} G \frac{M_{0}+x}{r_{\infty}^{2 n-2}} W^{2} d x \\
& =C \int_{0}^{\frac{M}{2}}(M-x)^{1-\frac{1}{\gamma}} W^{2} d x-C \int_{0}^{M} A\left(\rho_{\infty}^{\gamma}\right)_{x} W^{2} d x \\
& \leq C \int_{0}^{M}\left((M-x)^{\frac{1+\gamma}{\gamma}} W_{x}^{2}+(M-x)^{\frac{\gamma-1}{\gamma}} W^{2}\right) d x \tag{2.8}
\end{align*}
$$

then we can immediately obtain (2.5), with some $\delta_{7}=\delta_{7}\left(G, A, M_{0}, M, a, n, \gamma\right)$.
Similarly, we obtain

$$
\begin{aligned}
& S\left[V_{\infty}+W\right]-S\left[V_{\infty}\right] \\
= & \frac{1}{2} \int_{0}^{M}\left\{A\left[\gamma+O\left(\left|(M-x)^{\frac{1}{\gamma}} W_{x}\right|\right)\right] \rho_{\infty}^{1+\gamma} W_{x}^{2}\right. \\
& \left.-[2 n-2+O(|W|)] G\left(M_{0}+x\right) r_{\infty}^{2-3 n} W^{2}\right\} d x \\
\geq & \frac{\delta_{7}}{2} \int_{0}^{M}\left((M-x)^{\frac{1+\gamma}{\gamma}} W_{x}^{2}+W^{2}\right) d x \\
& +\int_{0}^{M}\left\{O\left(\left|(M-x)^{\frac{1}{\gamma}} W_{x}\right|\right) \rho_{\infty}^{1+\gamma} W_{x}^{2}+O(|W|) G\left(M_{0}+x\right) r_{\infty}^{2-3 n} W^{2}\right\} d x
\end{aligned}
$$

for all $W \in K_{1}$. Here, $O(d)$ means $O(d) \rightarrow 0$ as $d \rightarrow 0$. If $\gamma>\frac{2 n-2}{n}$, choosing $\delta_{9}$ small enough, we can immediately obtain (2.7), with some $\left(\delta_{8}, \delta_{9}\right)\left(G, A, M_{0}, M, a, n, \gamma\right)$.

Using a similar argument as that in Proposition 2.2, we could obtain the following uniqueness result.

Proposition 2.3. Let $\rho_{\infty}$ be a solution obtained in Proposition 2.1, and $\rho_{2}$ be another solution of the problem (1.18)-(1.19) satisfying $\rho_{2} \in W^{1, \beta}([0, M])$ and $C^{-1}(M-x)^{\frac{1}{\gamma}} \leq \rho_{2}(x) \leq C(M-x)^{\frac{1}{\gamma}}$. If $\gamma>\frac{2 n-2}{n}$ and $\left\|(M-x)^{-\frac{1}{\gamma}}\left(\rho_{\infty}-\rho_{2}\right)(x)\right\|_{L^{\infty}} \leq$ $\delta_{10}$ with a small enough positive constant $\delta_{10}$, then we have that $\rho_{\infty}(x)=\rho_{2}(x)$, a.e. $x \in[0, M]$.

Proof. From (1.18)-(1.19), we have

$$
\begin{aligned}
& A \rho_{\infty}^{\gamma}(x)=\int_{x}^{M} G \frac{M_{0}+y}{r_{\infty}^{2 n-2}} d y, r_{\infty}^{n}(x)=a^{n}+n \int_{0}^{x} \rho_{\infty}^{-1}(y) d y \\
& A \rho_{2}^{\gamma}(x)=\int_{x}^{M} G \frac{M_{0}+y}{r_{2}^{2 n-2}} d y, r_{2}^{n}(x)=a^{n}+n \int_{0}^{x} \rho_{2}^{-1}(y) d y
\end{aligned}
$$

and

$$
A\left(\rho_{\infty}^{\gamma}-\rho_{2}^{\gamma}\right)=\int_{x}^{M} G\left(M_{0}+y\right)\left(r_{\infty}^{2-2 n}-r_{2}^{2-2 n}\right) d y
$$

Multiplying the above equality by $\left(\rho_{\infty}^{-1}-\rho_{2}^{-1}\right)$, integrating over $[0, M]$, and using the fact that $\int_{0}^{M} n\left(\rho_{\infty}^{-1}-\rho_{2}^{-1}\right)(x) \int_{x}^{M} g(y) d y d x=\int_{0}^{M} g\left(r_{\infty}^{n}-r_{2}^{n}\right) d x$, we obtain

$$
\begin{aligned}
0= & \int_{0}^{M}\left\{A\left(\rho_{\infty}^{\gamma}-\rho_{2}^{\gamma}\right)\left(\rho_{\infty}^{-1}-\rho_{2}^{-1}\right)-G \frac{\left(M_{0}+x\right)}{n}\left(r_{\infty}^{2-2 n}-r_{2}^{2-2 n}\right)\left(r_{\infty}^{n}-r_{2}^{n}\right)\right\} d x \\
= & \int_{0}^{M}\left\{-A\left[\gamma+O\left(\left|(M-x)^{-\frac{1}{\gamma}}\left(\rho_{\infty}-\rho_{2}\right)\right|\right)\right] \rho_{\infty}^{1+\gamma}\left(\rho_{\infty}^{-1}-\rho_{2}^{-1}\right)^{2}\right. \\
& \left.-\frac{A}{n^{2}}\left[2 n-2+O\left(\left|r_{\infty}^{n}-r_{2}^{n}\right|\right)\right]\left(\rho_{\infty}^{\gamma}\right)_{x} r_{\infty}^{-n}\left(r_{\infty}^{n}-r_{2}^{n}\right)^{2}\right\} d x \\
\leq & -C^{-1} \int_{0}^{M}\left((M-x)^{\frac{1+\gamma}{\gamma}}\left(\rho_{\infty}^{-1}-\rho_{2}^{-1}\right)^{2}+\left(r_{\infty}^{n}-r_{2}^{n}\right)^{2}\right) d x
\end{aligned}
$$

when $\gamma>\frac{2 n-2}{n}$ and $\delta_{10}$ is small enough. Thus, we can immediately obtain that $\rho_{\infty}=\rho_{2}$.

Now, we shall use the shooting method to prove the uniqueness of the solution $\rho_{\infty} \in K$.

Proposition 2.4. Under the assumption (2.1), the Lagrangian stationary problem (1.18)-(1.19) has a unique solution $\rho_{\infty} \in K$.

Proof. We consider the Cauchy problem

$$
\begin{gather*}
\left(A \rho^{\gamma}\right)_{x}=-G\left(M_{0}+x\right)(n V)^{\frac{2-2 n}{n}},(V)_{x}=\rho^{-1}, x \in(0, M)  \tag{2.9}\\
\left.\rho\right|_{x=0}=\sigma,\left.V\right|_{x=0}=\frac{a^{n}}{n} \tag{2.10}
\end{gather*}
$$

for the unknown functions $\rho(\sigma, x)$ and $V(\sigma, x)$, where $\sigma>0$ is the shooting parameter. Thus, for each $\sigma>0$, using the classical ODE theory, there exists a unique solution to the problem (2.9)-(2.10) satisfying $\rho(\sigma, x)>0$ for $x \in\left[0, M_{\sigma}\right)$, where either $\left.\rho\right|_{x=M_{\sigma}}=$ 0 and $M_{\sigma} \in(0, M)$ or $M_{\sigma}=M$.

Clearly, if $\rho_{\infty} \in K$ is a solution to the problem (1.18)-(1.19), then $\rho_{\infty}$ satisfies (2.9)-(2.10) for some $\sigma_{0}>0$, and $M_{\sigma_{0}}=M$. We will show that it is possible only for one value of $\sigma$. Using similar arguments as that in [7, section V.3], we obtain that $\left(\partial_{\sigma} \rho^{\gamma}, \partial_{\sigma} V\right)$ is well defined and satisfies the linear Cauchy problem
$A\left(\partial_{\sigma} \rho^{\gamma}\right)_{x}=(2 n-2) G\left(M_{0}+x\right)(n V)^{\frac{2-3 n}{n}} \partial_{\sigma} V,\left(\partial_{\sigma} V\right)_{x}=-\frac{1}{\gamma} \rho^{-\gamma-1} \partial_{\sigma} \rho^{\gamma}, x \in\left[0, M_{\sigma}\right)$,

$$
\begin{equation*}
\left.\partial_{\sigma} \rho^{\gamma}\right|_{x=0}=1,\left.\partial_{\sigma} V\right|_{x=0}=0 \tag{2.12}
\end{equation*}
$$

It is easy to see that

$$
\partial_{\sigma} \rho^{\gamma}>0,\left(\partial_{\sigma} V\right)_{x}<0, \text { and } \partial_{\sigma} V<0
$$

hold on $\left(0, M_{4}\right)$, where either $\left.\partial_{\sigma} \rho^{\gamma}\right|_{x=M_{4}}=0$ and $M_{4} \in\left(0, M_{\sigma}\right)$ or $M_{4}=M_{\sigma}$. We claim that only $M_{4}=M_{\sigma}$ can occur.

Assume that $M_{4} \in\left(0, M_{\sigma}\right)$. Letting $\phi=A \rho^{\gamma}\left(\partial_{\sigma} V\right)_{x}+\frac{n}{2 n-2} A \partial_{\sigma} \rho^{\gamma}(V)_{x}$, from (2.9) and (2.11), we have

$$
\int_{0}^{M_{4}} \phi d x=\left.\left\{A \rho^{\gamma} \partial_{\sigma} V+\frac{n}{2 n-2} A \partial_{\sigma} \rho^{\gamma} V\right\}\right|_{0} ^{M_{4}}
$$

By the estimates $\rho\left(\sigma, M_{4}\right)>0,\left.\partial_{\sigma} \rho^{\gamma}\right|_{x=M_{4}}=0,\left.\partial_{\sigma} V\right|_{x=M_{4}}<0$ and the initial conditions (2.10) and (2.12), we get

$$
\int_{0}^{M_{4}} \phi d x<0
$$

On the other hand, from (2.9) and (2.11), we have

$$
\phi=A \rho^{-1} \partial_{\sigma} \rho^{\gamma}\left(\frac{n}{2 n-2}-\frac{1}{\gamma}\right)>0, x \in\left(0, M_{4}\right)
$$

It is a contradiction.
Thus, we obtain

$$
\rho(\sigma, x)>0, \partial_{\sigma} \rho(\sigma, x)>0, x \in\left(0, M_{\sigma}\right)
$$

and $M_{\sigma}$ is nondecreasing on $\sigma \in(0, \infty)$. Therefore, for each fixed point $x \in\left[0, M_{b}\right)$, the function $\rho(\sigma, x)$ is strictly increasing on $\sigma \geq b$.

If there exists $\sigma_{1} \neq \sigma_{0}$ such that $M_{\sigma_{1}}=M_{\sigma_{0}}=M$ and $\rho\left(\sigma_{1}, x\right) \in K$, then there exists $\min \left\{\sigma_{0}, \sigma_{1}\right\}<\sigma_{2}<\max \left\{\sigma_{0}, \sigma_{1}\right\}$ such that $0<\|(M-x)^{-\frac{1}{\gamma}}\left(\rho\left(\sigma_{2}, x\right)-\right.$ $\left.\rho\left(\sigma_{0}, x\right)\right) \|_{L^{\infty}} \leq \delta_{10}$. From Proposition 2.3, we have that $\rho\left(\sigma_{2}, x\right)=\rho\left(\sigma_{0}, x\right)=\rho_{\infty}(x)$, which is a contradiction. Thus, we finish the proof of Proposition 2.4.

Using the properties of the transformation (1.14) and Propositions 2.1-2.4, we can immediately obtain the following proposition.

Proposition 2.5. Under the assumption (2.1), the Eulerian stationary problem (1.12)-(1.13) has a unique solution $\left(\rho_{\infty}, l_{\infty}\right)$ satisfying $\rho_{\infty}(r) \sim\left(l_{\infty}^{n}-r^{n}\right)^{\frac{1}{\gamma-1}},\left(\rho_{\infty}\right)_{r}<$ $0, a<r<l_{\infty}$, with $l_{\infty}<+\infty$.

Remark 2.1. The uniqueness of the solution in Proposition 2.5 means that if $\left(\rho_{\infty 1}, l_{\infty 1}\right)$ and $\left(\rho_{\infty 2}, l_{\infty 2}\right)$ are two solutions to the Eulerian stationary problem (1.12)(1.13) with the same total mass $M$, and satisfy $\rho_{\infty i}(r) \sim\left(l_{\infty i}^{n}-r^{n}\right)^{\frac{1}{\gamma-1}}, i=1,2$, then we have that $\left(\rho_{\infty 1}, l_{\infty 1}\right)=\left(\rho_{\infty 2}, l_{\infty 2}\right)$.
3. Global existence. Using similar arguments as that in [3], we obtain the following local existence and uniqueness result and omit the proof.

Theorem 3.1 (local result). Under the assumptions in Theorem 1.1, there is a positive constant $T_{1}>0$ such that the free boundary problem (1.15)-(1.17) admits a unique weak solution $(\rho, u, r)(x, t)$ on $[0, M] \times\left[0, T_{1}\right]$ in the sense that

$$
\begin{gathered}
\rho(x, t), u(x, t), r(x, t) \in L^{\infty}\left([0, M] \times\left[0, T_{1}\right]\right) \cap C^{1}\left(\left[0, T_{1}\right] ; L^{2}([0, M])\right), \\
\rho^{\theta+1} \partial_{x}\left(r^{n-1} u\right) \in L^{\infty}\left([0, M] \times\left[0, T_{1}\right]\right) \cap C^{\frac{1}{2}}\left(\left[0, T_{1}\right] ; L^{2}([0, M])\right), \\
\partial_{x} r^{n-1}, \partial_{x}\left(r^{n-2} u\right) \in L^{\infty}\left(\left[0, T_{1}\right], L^{1}([0, M])\right),
\end{gathered}
$$

and the following equations hold:

$$
\begin{gather*}
\partial_{t} \rho=-\rho^{2} \partial_{x}\left(r^{n-1} u\right), \quad \rho(x, 0)=\rho_{0} \\
\partial_{t} r(x, t)=u(x, t), r^{n}(x, t)=a^{n}+n \int_{0}^{x} \rho^{-1}(y, t) d y  \tag{3.1}\\
\left(r^{\beta}\left(\rho^{\theta}\right)_{x}\right)_{t}=-\frac{\theta r^{1+\beta-n}}{2 c_{1}+c_{2}} u_{t}-\frac{\theta}{2 c_{1}+c_{2}}\left(A r^{\beta}\left(\rho^{\gamma}\right)_{x}+r^{1+\beta-n} f\right), \tag{3.2}
\end{gather*}
$$

$$
\begin{align*}
& \left(2 c_{1}+c_{2}\right) \rho^{1+\theta}\left(r^{n-1} u\right)_{x} \\
= & A \rho^{\gamma}+2 c_{1}(n-1) \rho^{\theta} \frac{u}{r}+\int_{x}^{M}\left\{-\frac{u_{t}}{r^{n-1}}+2 c_{1}(n-1) \rho^{\theta}\left(\frac{u}{r}\right)_{x}-\frac{f}{r^{n-1}}\right\} d y \tag{3.3}
\end{align*}
$$

for almost all $x \in[0, M]$, any $t \in\left[0, T_{1}\right]$, where $\beta=\frac{2(n-1) c_{1} \theta}{2 c_{1}+c_{2}}$,

$$
\begin{align*}
& \int_{0}^{\infty} \int_{0}^{M}\left[u \psi_{t}+\left(P-\rho(\lambda+2 \mu)\left(r^{n-1} u\right)_{x}\right)\left(r^{n-1} \psi\right)_{x}\right. \\
& \left.+2(n-1) \mu\left(r^{n-2} u \psi\right)_{x}-f(x, r, t) \psi\right] d x d t+\int_{0}^{M} u_{0}(x) \psi(x, 0) d x=0 \tag{3.4}
\end{align*}
$$

for any test function $\psi(x, t) \in C_{0}^{\infty}\left((0, M] \times\left[0, T_{1}\right)\right)$. Furthermore, we have

$$
\begin{gather*}
\frac{N_{1}}{3}(1-x)^{\frac{1}{\gamma}} \leq \rho(x, t) \leq 3 N_{2}(1-x)^{\frac{1}{\gamma}}, \quad(x, t) \in[0, M] \times\left[0, T_{1}\right]  \tag{3.5}\\
(M-x)^{-\frac{1}{\gamma}} \rho(x, t) \in C\left(\left[0, T_{1}\right] ; L^{\infty}([0, M])\right)  \tag{3.6}\\
(M-x)^{\frac{\gamma-\theta}{2 \gamma}}\left(\rho^{\theta}\right)_{x}, \rho_{t}, u_{t} \in L^{\infty}\left(\left[0, T_{1}\right] ; L^{2}([0, M])\right)
\end{gather*}
$$

and

$$
\rho^{\frac{\theta+1}{2}} u_{x t} \in L^{2}\left([0, M] \times\left[0, T_{1}\right]\right), \rho \partial_{x} u \in L^{\infty}\left([0, M] \times\left[0, T_{1}\right]\right)
$$

Remark 3.1. From $(1.15)_{1},(3.5)$, and $\rho \partial_{x} u \in L_{t, x}^{\infty}$, we have that $(M-x)^{-\frac{1}{\gamma}} \partial_{t} \rho \in$ $L_{t x}^{\infty}$. Thus, (3.6) holds.

Assume the maximum existence time of the weak solution in Theorem 3.1 is $T^{*}$. In this section, under the small assumptions on the initial data, we will obtain the following a priori estimates and prove that $T^{*}=\infty$. In the following, we may assume that $(\rho, u, r)(x, t)$ is suitably smooth since the following estimates are valid for the solutions with the regularities indicated in Theorem 3.1 by using the Friedrichs mollifier.

From (1.9), (1.18), and Proposition 2.1, we could easily obtain the following lemma.

Lemma 3.1. Under the assumptions of Theorem 1.1, we have

$$
\begin{gather*}
A \rho_{\infty}^{\gamma}(x)=\int_{x}^{M} G \frac{M_{0}+y}{r_{\infty}^{2 n-2}} d y  \tag{3.7}\\
C^{-1}(M-x)^{\frac{1}{\gamma}} \leq \rho_{\infty} \leq C(M-x)^{\frac{1}{\gamma}}, r_{\infty}(x) \in[a, C] \tag{3.8}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{d}{d x}\left(A \rho_{\infty}^{\gamma}(x)\right)=-G \frac{M_{0}+x}{r_{\infty}^{2 n-2}}, C^{-1} \leq(M-x)^{1-\frac{1}{\gamma}} \frac{d}{d x} \rho_{\infty}(x) \leq C \tag{3.9}
\end{equation*}
$$

for all $x \in[0, M]$.
Lemma 3.2. Under the assumptions of Theorem 1.1, we have

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{M}\left(\frac{1}{2} u^{2}+\frac{A \rho^{\gamma-1}}{\gamma-1}+\int_{a}^{r} G \frac{M_{0}+x}{s^{n-1}} d s\right) d x  \tag{3.10}\\
& +\int_{0}^{M}\left\{\left(\frac{2}{n} c_{1}+c_{2}\right) \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}+\frac{2(n-1)}{n} c_{1} \rho^{1+\theta}\left(r^{n-1} u_{x}-\frac{u}{r \rho}\right)^{2}\right\} d x \\
= & -\int_{0}^{M} \Delta f u d x, t \in\left[0, T^{*}\right) .
\end{align*}
$$

Proof. Multiplying (1.15) $)_{2}$ by $u$, integrating the resulting equation over $[0, M]$, and using integration by parts and the boundary conditions (1.17), we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{M} \frac{1}{2} u^{2} d x+\int_{0}^{M}\left\{\left(2 c_{1}+c_{2}\right) \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}-2 c_{1}(n-1) \rho^{\theta} \partial_{x}\left(r^{n-2} u^{2}\right)\right\} d x  \tag{3.11}\\
= & \int_{0}^{M} A \rho^{\gamma} \partial_{x}\left(r^{n-1} u\right) d x-\int_{0}^{M} f u d x .
\end{align*}
$$

From (1.15), we have

$$
\begin{gather*}
\int_{0}^{M} A \rho^{\gamma} \partial_{x}\left(r^{n-1} u\right) d x=-\frac{d}{d t} \int_{0}^{M} \frac{A}{\gamma-1} \rho^{\gamma-1} d x,  \tag{3.12}\\
-\int_{0}^{M} f u d x=-\frac{d}{d t} \int_{0}^{M} \int_{a}^{r} G \frac{M_{0}+x}{s^{n-1}} d s d x-\int_{0}^{M} \Delta f u d x, \tag{3.13}
\end{gather*}
$$

and

$$
\begin{align*}
& \left(2 c_{1}+c_{2}\right) \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}-2 c_{1}(n-1) \rho^{\theta} \partial_{x}\left(r^{n-2} u^{2}\right) \\
= & \left(\frac{2}{n} c_{1}+c_{2}\right) \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}+\frac{2(n-1)}{n} c_{1} \rho^{1+\theta}\left(r^{n-1} u_{x}-\frac{u}{r \rho}\right)^{2} . \tag{3.14}
\end{align*}
$$

From (3.11)-(3.14), we can immediately obtain (3.10).
Now, using the classical continuation method, we will obtain the estimate of $\left\|(M-x)^{-\frac{1}{\gamma}}\left(\rho-\rho_{\infty}\right)\right\|_{L^{\infty}}$.

Claim 1. Under the assumptions of Theorem 1.1, for any $T \in\left(0, T^{*}\right)$, if

$$
\begin{equation*}
I(t)=\left\|g(\cdot, t)-g_{\infty}\right\|_{L^{\infty}} \leq 2 \epsilon_{1} \forall t \in[0, T], \tag{3.15}
\end{equation*}
$$

where $g(x, t)=(M-x)^{-\frac{1}{\gamma}} \rho(x, t)$ and $g_{\infty}(x)=(M-x)^{-\frac{1}{\gamma}} \rho_{\infty}(x)$, then

$$
\begin{equation*}
I(t) \leq \epsilon_{1} \forall t \in[0, T], \tag{3.16}
\end{equation*}
$$

where

$$
\epsilon_{1}=\epsilon_{0}+C_{10} \epsilon_{0}^{\frac{\theta}{\gamma} 2^{-N_{4}-1}},
$$

and positive constants $N_{4}$ and $C_{10}$ are defined in Lemmas 3.6 and 3.8, respectively.
Using the results in Lemmas 3.3-3.8, we can finish the proof of Claim 1.
Lemma 3.3. Under the assumptions of Theorem 1.1 and (3.15), if $\epsilon_{1}$ is small enough, then there exists a positive constant $C_{1}=C_{1}\left(G, A, M_{0}, M, a, n, \gamma\right)$ such that

$$
\begin{gather*}
C_{1}^{-1}(M-x)^{\frac{1}{\gamma}} \leq \rho(x, t) \leq C_{1}(M-x)^{\frac{1}{\gamma}},  \tag{3.17}\\
r(x, t) \in\left[a, C_{1}\right] \tag{3.18}
\end{gather*}
$$

for all $t \in[0, T]$ and $x \in[0, M]$.
Proof. From (1.15) $)_{3},(3.15)$, and Lemma 3.1, we can easily obtain the estimate (3.17) and (3.18), when $4 \epsilon_{1}<\min _{x \in[0, M]} g_{\infty}$.

LEmma 3.4. Under the assumptions of Lemma 3.3, if $\epsilon_{1}$ is small enough, then there exists a positive constant $C_{2}=C_{2}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$ such that

$$
\begin{equation*}
\int_{0}^{M}\left\{u^{2}+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \leq C_{2} \epsilon_{0}^{2} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s+\int_{0}^{t} \int_{0}^{M}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right)(x, s) d x d s \leq C_{2} \epsilon_{0}^{2} \tag{3.20}
\end{equation*}
$$

for all $t \in[0, T]$.
Proof. From (2.6), (3.7), and (3.10), we have

$$
\begin{align*}
& \frac{d}{d t}\left(\int_{0}^{M} \frac{1}{2} u^{2} d x+S[V]-S\left[V_{\infty}\right]\right)  \tag{3.21}\\
& +\int_{0}^{M}\left\{\left(\frac{2}{n} c_{1}+c_{2}\right) \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}+\frac{2(n-1)}{n} c_{1} \rho^{1+\theta}\left(r^{n-1} u_{x}-\frac{u}{r \rho}\right)^{2}\right\} d x \\
= & -\int_{0}^{M} \Delta f u d x
\end{align*}
$$

where $V_{\infty}=\frac{r_{\infty}^{n}}{n}$ and $V=\frac{r^{n}}{n}$. From (2.7), (3.17)-(3.18), and Proposition 2.2, we have

$$
\begin{align*}
& C^{-1} \int_{0}^{M}(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2} d x \\
\leq & S[V]-S\left[V_{\infty}\right] \leq C \int_{0}^{M}(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2} d x \tag{3.22}
\end{align*}
$$

when $\left\|(M-x)^{\frac{1}{\gamma}}\left(\rho^{-1}-\rho_{\infty}^{-1}\right)\right\|_{L_{x}^{\infty}}+\left\|\frac{1}{n}\left(r^{n}-r_{\infty}^{n}\right)\right\|_{L_{x}^{\infty}} \leq C_{3} \epsilon_{1} \leq \delta_{9}$. From (1.24), (3.17)-(3.18), and (3.21)-(3.22), we obtain

$$
\begin{align*}
& \int_{0}^{M}\left\{u^{2}+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \\
& +\int_{0}^{t} \int_{0}^{M}\left\{\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right\} d x d s \\
\leq & C \epsilon_{0}^{2}+C \int_{0}^{t} f_{1}(s)\|u(\cdot, s)\|_{L^{\infty}} d s \tag{3.23}
\end{align*}
$$

Since $\theta \in(0, \gamma-1)$, we obtain

$$
\begin{align*}
& |u(x, t)|=\left|\int_{0}^{x} u_{x} d y\right| \leq C\left(\int_{0}^{x} \rho^{\theta+1} u_{x}^{2} d y\right)^{\frac{1}{2}}\left(\int_{0}^{x} \rho^{-\theta-1} d y\right)^{\frac{1}{2}} \\
\leq & C\left(\int_{0}^{x} \rho^{\theta+1} u_{x}^{2} d y\right)^{\frac{1}{2}}\left(\int_{0}^{x}(M-y)^{-\frac{\theta+1}{\gamma}} d y\right)^{\frac{1}{2}} \leq C\left(\int_{0}^{x} \rho^{\theta+1} u_{x}^{2} d y\right)^{\frac{1}{2}} \tag{3.24}
\end{align*}
$$

and

$$
\begin{equation*}
C \int_{0}^{t} f_{1}(s)\|u(\cdot, s)\|_{L^{\infty}} d s \leq \frac{1}{2} \int_{0}^{t} \int_{0}^{M} \rho^{\theta+1} u_{x}^{2} d y d s+C^{2} \int_{0}^{t} f_{1}^{2} d t \tag{3.25}
\end{equation*}
$$

From (1.23) and (3.23)-(3.25), we can immediately obtain (3.19)-(3.20).

Lemma 3.5. Under the assumptions of Lemma 3.3, if $\epsilon_{1}$ is small enough, then there exists a positive constant $C_{4}=C_{4}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$ such that

$$
\begin{align*}
& (1+t)^{\alpha} \int_{0}^{M} \rho_{\infty}^{\theta-1}\left(g-g_{\infty}\right)^{2} d x \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{\alpha}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x d s \leq C_{4} \epsilon_{0} \tag{3.26}
\end{align*}
$$

for all $t \in[0, T]$, where $\alpha=-\frac{5}{8}$.
Proof. Multiplying $(1.15)_{2}$ by $(1+t)^{\alpha} r^{1-n}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)$, and integrating over $[0, M]$, using integration by parts and the boundary conditions (1.17), we obtain

$$
\begin{align*}
& (1+t)^{\alpha} \int_{0}^{M}\left[A\left(\rho_{\infty}^{\gamma}-\rho^{\gamma}\right)\left(\rho^{-1}-\rho_{\infty}^{-1}\right)+G\left(M_{0}+x\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right)\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right] d x  \tag{3.27}\\
& =-(1+t)^{\alpha} \int_{0}^{M} \frac{u_{t}}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x-(1+t)^{\alpha} \int_{0}^{M} \Delta f r^{1-n}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x \\
& +(1+t)^{\alpha} \int_{0}^{M}\left(2 c_{1}+c_{2}\right) \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right)\left(\rho_{\infty}^{-1}-\rho^{-1}\right) d x \\
& +(1+t)^{\alpha} \int_{0}^{M} 2 c_{1}(n-1) \rho^{\theta}\left(\frac{u}{r}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right)_{x} d x:=\sum_{i=1}^{4} B_{i}
\end{align*}
$$

We can rewrite the left-hand side (L.H.S.) of (3.27) as follows:

$$
\begin{aligned}
\text { L.H.S. of }(3.27)= & (1+t)^{\alpha} \int_{0}^{M}\left[A\left(\gamma+O\left(\epsilon_{1}\right)\right) \rho_{\infty}^{\gamma+1}\left(\rho^{-1}-\rho_{\infty}^{-1}\right)^{2}\right. \\
& \left.-\left(2 n-2+O\left(\epsilon_{1}\right)\right) G\left(M_{0}+x\right) r_{\infty}^{2-3 n}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)^{2}\right] d x
\end{aligned}
$$

Similar to (2.5), we have

$$
\begin{equation*}
\text { L.H.S. of }(3.27) \geq C_{5}(1+t)^{\alpha} \int_{0}^{M}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x \tag{3.28}
\end{equation*}
$$

when $\epsilon_{1} \leq \delta_{10}$ is small enough.
Using (3.17)-(3.19), integration by parts, and Hölder's inequality, we can estimate $B_{i}$ as follows:

$$
\begin{align*}
B_{1}= & -\frac{d}{d t} \int_{0}^{M}(1+t)^{\alpha} \frac{u}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x+\alpha(1+t)^{\alpha-1} \int_{0}^{M} \frac{u}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x  \tag{3.29}\\
& +(1+t)^{\alpha} \int_{0}^{M} u^{2}\left(\frac{1}{n}+\frac{(n-1) r_{\infty}^{n}}{n r^{n}}\right) d x \\
\leq & -\frac{d}{d t} \int_{0}^{M}(1+t)^{\alpha} \frac{u}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x+C \int_{0}^{M} u^{2} d x+C \epsilon_{0}^{2}(1+t)^{\alpha-1}
\end{align*}
$$

$$
\begin{equation*}
B_{2} \leq C \epsilon_{0}(1+t)^{\alpha} f_{1} \tag{3.30}
\end{equation*}
$$

$$
\begin{align*}
B_{3} & =-\frac{2 c_{1}+c_{2}}{\theta} \int_{0}^{M}\left(\rho^{\theta}\right)_{t}(1+t)^{\alpha}\left(\frac{1}{\rho_{\infty}}-\frac{1}{\rho}\right) d y \\
& =-\frac{2 c_{1}+c_{2}}{\theta} \int_{0}^{M} \partial_{t} h\left(\rho, \rho_{\infty}\right)(1+t)^{\alpha} d x \\
& =-\frac{2 c_{1}+c_{2}}{\theta} \frac{d}{d t} \int_{0}^{M} h\left(\rho, \rho_{\infty}\right)(1+t)^{\alpha} d x+\frac{\alpha\left(2 c_{1}+c_{2}\right)}{\theta} \int_{0}^{M} h\left(\rho, \rho_{\infty}\right)(1+t)^{\alpha-1} d x \tag{3.31}
\end{align*}
$$

where $h\left(\rho, \rho_{\infty}\right)=\int_{\rho_{\infty}}^{\rho} \theta s^{\theta-1}\left(\frac{1}{\rho_{\infty}}-\frac{1}{s}\right) d s \sim \rho_{\infty}^{\theta-1}\left(g-g_{\infty}\right)^{2}$ and

$$
\begin{align*}
B_{4} & \leq C(1+t)^{\alpha} \int_{0}^{M}\left[\rho^{\theta}\left|u_{x}\right|+\rho^{\theta-1}|u|\right] d x \\
& \leq C(1+t)^{\alpha}\left[\int_{0}^{M}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right) d x\right]^{\frac{1}{2}}\left[\int_{0}^{M}(M-x)^{\frac{\theta-1}{\gamma}}\right]^{\frac{1}{2}} \\
& \leq C(1+t)^{\alpha}\left[\int_{0}^{M}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right) d x\right]^{\frac{1}{2}} \tag{3.32}
\end{align*}
$$

since $\gamma+\theta-1>0$. From (3.27)-(3.32), we get

$$
\begin{aligned}
& \quad \frac{d}{d t} \int_{0}^{M}(1+t)^{\alpha}\left\{\frac{u}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)+\frac{2 c_{1}+c_{2}}{\theta} h\left(\rho, \rho_{\infty}\right)\right\} d x \\
& \quad+C^{-1} \int_{0}^{M}(1+t)^{\alpha-1} \rho_{\infty}^{\theta-1}\left(g-g_{\infty}\right)^{2}+(1+t)^{\alpha}\left\{\rho_{\infty}^{\gamma-1}\left[\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right]\right\} d x \\
& \leq C(1+t)^{\alpha}\left[\int_{0}^{M} \rho_{\infty}^{\theta+1} u_{x}^{2} d x+\|u(\cdot, t)\|_{L^{\infty}}^{2}\right]^{\frac{1}{2}}+C \epsilon_{0}(1+t)^{\alpha} f_{1} \\
& \quad+C \int_{0}^{M} u^{2} d x+C \epsilon_{0}^{2}(1+t)^{\alpha-1}
\end{aligned}
$$

And using (1.23), (3.17)-(3.20), and Hölder's inequality, we can immediately obtain (3.26).

Let $\epsilon_{2} \in\left(0, \min \left\{\frac{1}{4}, \frac{\gamma-\theta-1}{\gamma-\theta}, \frac{\gamma-1}{2(3 \gamma-1)}\right\}\right)$ be a constant. Define $\left\{\beta_{j}\right\}$ and $\left\{\alpha_{j}\right\}$ by $\beta_{j+1}=\frac{\beta_{j}}{2}+\frac{1}{2}-\frac{\epsilon_{2}}{4}, \alpha_{j}=\frac{\beta_{j}}{2}-\frac{1}{2}-\frac{\epsilon_{2}}{4}$ and $\alpha_{0}=\alpha=-\frac{5}{8}, j=0,1, \ldots$ Let $N_{4}$ be an integer satisfying $\beta_{N_{4}} \in\left[1-\epsilon_{2}, 1-\frac{3 \epsilon_{2}}{4}\right)$ and $\alpha_{N_{4}} \in\left(-\epsilon_{2},-\frac{\epsilon_{2}}{4}\right)$. It is easy to see that $\beta_{0}=-\frac{1}{4}+\frac{\epsilon_{2}}{2}<0, \alpha_{j} \in\left[-\frac{5}{8},-\frac{\epsilon_{2}}{4}\right)$ and $\beta_{j} \in\left(-\frac{1}{4}, 1-\frac{3 \epsilon_{2}}{4}\right), j=0,1, \ldots, N_{4}$. Then, the following lemma can be proved by induction.

Lemma 3.6. Under the assumptions of Lemma 3.3, if $\epsilon_{1}$ is small enough, then there exists a positive constant $C_{7}=C_{7}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$ such that

$$
\begin{equation*}
\int_{0}^{M}\left\{u^{2}+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \leq C_{7} \epsilon_{0}^{2^{1-N_{4}}}(1+t)^{\epsilon_{2}-1} \tag{3.33}
\end{equation*}
$$

$\int_{0}^{t}(1+s)^{1-\epsilon_{2}}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s+\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right) d x d s \leq C_{7} \epsilon_{0}^{2^{1-N_{4}}}$,
and

$$
\begin{equation*}
\int_{0}^{M} \frac{(M-x)^{\frac{\theta-1}{\gamma}}}{(1+t)^{\epsilon_{2}}}\left(g-g_{\infty}\right)^{2} d x+\int_{0}^{t} \int_{0}^{M} \frac{\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}}{(1+s)^{\epsilon_{2}}} d x d s \leq C_{7} \epsilon_{0}^{2^{-N_{4}}} \tag{3.35}
\end{equation*}
$$

for all $t \in[0, T]$.
Proof. The following estimates can be proved by induction:

$$
\begin{equation*}
\int_{0}^{M}\left\{u^{2}+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \leq C_{j, \epsilon_{2}} \epsilon_{0}^{2^{1-j}}(1+t)^{-\beta_{j}} \tag{3.36}
\end{equation*}
$$

$\int_{0}^{t}(1+s)^{\beta_{j}}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s+\int_{0}^{t} \int_{0}^{M}(1+s)^{\beta_{j}}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right)(x, s) d x d s \leq C_{j, \epsilon_{2}} \epsilon_{0}^{1^{1-j}}$,
and

$$
\begin{align*}
& (1+t)^{\alpha_{j}} \int_{0}^{M} \rho_{\infty}^{\theta-1}\left(g-g_{\infty}\right)^{2} d x \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{\alpha_{j}}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x d s \leq C_{j, \epsilon_{2}} \epsilon_{0}^{2^{-j}} \tag{3.38}
\end{align*}
$$

for all $t \geq 0$, where $C_{j, \epsilon_{2}}$ is a constant depending on $j$ and $\epsilon_{2}, j=0,1, \ldots, N_{4}$.
From (3.19)-(3.20) and (3.26), we obtain that (3.36)-(3.38) hold with $j=0$. Now, suppose that (3.36)-(3.38) hold with $j=k \geq 0$. To show (3.36)-(3.37) hold with $j=k+1$, from (3.21), we have

$$
\begin{aligned}
& \frac{d}{d t}\left\{(1+t)^{\beta_{k+1}}\left(\int_{0}^{M} \frac{1}{2} u^{2} d x+S[V]-S\left[V_{\infty}\right]\right)\right\} \\
& +(1+t)^{\beta_{k+1}} \int_{0}^{M}\left(\frac{2}{n} c_{1}+c_{2}\right) \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]+\frac{2(n-1)}{n} c_{1} \rho^{1+\theta}\left(r^{n-1} u_{x}-\frac{u}{r \rho}\right)^{2} d x \\
= & \beta_{k+1}(1+t)^{\alpha_{k}}\left(\int_{0}^{M} \frac{1}{2} u^{2}(x, t) d x+S[V]-S\left[V_{\infty}\right]\right)-(1+t)^{\beta_{k+1}} \int_{0}^{M} \Delta f u d x .
\end{aligned}
$$

Integrating the above equality in $[0, t]$, using (1.24), (3.17)-(3.20), (3.22), and (3.38) with $j=k$ and the fact that $\alpha_{k}<0$, we obtain

$$
\begin{align*}
& (1+t)^{\beta_{k+1}} \int_{0}^{M}\left\{u^{2}(x, t)+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{\beta_{k+1}}\left\{\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right\} d x d s \\
\leq & C \epsilon_{0}^{2^{-k}}+C \int_{0}^{t}(1+s)^{\beta_{k+1}} f_{1}(s)\|u(\cdot, s)\|_{L^{\infty}} d s \tag{3.39}
\end{align*}
$$

From (1.23) and (3.25), we can immediately obtain (3.36)-(3.37) with $j=k+1$.

To show (3.38) with $j=k+1$, from (3.27)-(3.28), we have

$$
\begin{align*}
&(1+t)^{\alpha_{k+1}} \int_{0}^{M}\left[A\left(\rho_{\infty}^{\gamma}-\rho^{\gamma}\right)\left(\rho^{-1}-\rho_{\infty}^{-1}\right)\right. \\
&\left.+G\left(M_{0}+x\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right)\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right] d x \\
&=-(1+t)^{\alpha_{k+1}} \int_{0}^{M} \frac{u_{t}}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x-(1+t)^{\alpha_{k+1}} \int_{0}^{M} \Delta f r^{1-n}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x \\
&+(1+t)^{\alpha_{k+1}} \int_{0}^{M}\left(2 c_{1}+c_{2}\right) \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right)\left(\rho_{\infty}^{-1}-\rho^{-1}\right) d x \\
&(3.40)+(1+t)^{\alpha_{k+1}} \int_{0}^{M} 2 c_{1}(n-1) \rho^{\theta}\left(\frac{u}{r}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right)_{x} d x:=\sum_{i=1}^{4} E_{i}, \tag{3.40}
\end{align*}
$$

and

$$
\begin{equation*}
\text { L.H.S. of }(3.40) \geq C_{8}(1+t)^{\alpha_{k+1}} \int_{0}^{M}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x \tag{3.41}
\end{equation*}
$$

Similar to (3.29)-(3.32), applying the estimates (3.17)-(3.19), integration by parts, Hölder's inequality, and the fact that $\alpha_{k+1}<0$, we can estimate $E_{i}$ as follows:

$$
\begin{gather*}
E_{1} \leq-\frac{d}{d t} \int_{0}^{M} \begin{array}{c}
(1+t)^{\alpha_{k+1}} \frac{u}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x+C\|u\|_{L_{x}^{\infty}}^{2}+C \epsilon_{0}^{2}(1+t)^{\alpha_{k+1}-1} \\
E_{2} \leq C \epsilon_{0} f_{1}(1+t)^{\alpha_{k+1}} \\
E_{3}= \\
\quad-\frac{2 c_{1}+c_{2}}{\theta} \frac{d}{d t} \int_{0}^{M} h\left(\rho, \rho_{\infty}\right)(1+t)^{\alpha_{k+1}} d x \\
\\
\quad+\frac{\alpha_{k+1}\left(2 c_{1}+c_{2}\right)}{\theta} \int_{0}^{M} h\left(\rho, \rho_{\infty}\right)(1+t)^{\alpha_{k+1}-1} d x
\end{array} . \tag{3.42}
\end{gather*}
$$

and

$$
\begin{equation*}
E_{4} \leq C(1+t)^{-\frac{1}{2}-\frac{\epsilon_{2}}{4}}\left[(1+t)^{\beta_{k+1}} \int_{0}^{M} \rho^{\theta+1} u_{x}^{2} d x+\|u(\cdot, t)\|_{L^{\infty}}^{2}\right]^{\frac{1}{2}} \tag{3.45}
\end{equation*}
$$

Using (1.23), (3.40)-(3.45), (3.36)-(3.37) with $j=k+1$ and Hölder's inequality, we get

$$
\begin{aligned}
& \int_{0}^{M}(1+t)^{\alpha_{k+1}} \rho_{\infty}^{\theta-1}\left(g-g_{\infty}\right)^{2} d x+\int_{0}^{t} \int_{0}^{M}(1+s)^{\alpha_{k+1}-1} \rho_{\infty}^{\theta-1}\left(g-g_{\infty}\right)^{2} d x d s \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{\alpha_{k+1}}\left\{\rho_{\infty}^{\gamma-1}\left[\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right]\right\} d x d s \\
\leq & C(1+t)^{\alpha_{k+1}} \int_{0}^{M}|u|\left|r-r_{\infty}\right| d x+C \int_{0}^{M}\left|u_{0} \| r_{0}-r_{\infty}\right| d x \\
& +C \int_{0}^{t}\left[f_{1}(1+s)^{\alpha_{k+1}}+\epsilon_{0}^{2}(1+s)^{\alpha_{k+1}-1}+\|u\|_{L_{x}^{\infty}}^{2}\right] d s \\
& +C \int_{0}^{t}(1+s)^{-\frac{1}{2}-\frac{\epsilon_{2}}{4}}\left[(1+t)^{\beta_{k+1}}\left(\int_{0}^{M} \rho^{\theta+1} u_{x}^{2} d x+\|u(\cdot, t)\|_{L^{\infty}}^{2}\right)\right]^{\frac{1}{2}} d s \\
(3.46) \leq & C \epsilon_{0}^{2-(k+1)}
\end{aligned}
$$

and finish the proof of (3.38) with $j=k+1$. Thus, we show that (3.36)-(3.38) hold for $j=0,1, \ldots, N_{4}$ and obtain (3.33)-(3.35).

From Lemma 3.6, we can obtain the following estimate of the weighted $L^{2}-$ norm of $g-g_{\infty}$.

Lemma 3.7. Under the assumptions of Lemma 3.3, then there exists a positive constant $C_{9}=C_{9}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$ such that

$$
\begin{equation*}
\int_{0}^{M}(M-x)^{\frac{\theta-1+(\gamma-\theta) \epsilon_{2}}{\gamma}}\left(g-g_{\infty}\right)^{2} d x \leq C_{9} \epsilon_{0}^{2-N_{4}}, t \in[0, T] \tag{3.47}
\end{equation*}
$$

Proof. Using (3.33), (3.35), and Hölder's inequality, we have

$$
\begin{aligned}
& \int_{0}^{M}(M-x)^{\frac{\theta-1+(\gamma-\theta) \epsilon_{2}}{\gamma}}\left(g-g_{\infty}\right)^{2} d x \\
\leq & C\left[\int_{0}^{M}(1+t)^{1-\epsilon_{2}}(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2} d x\right]^{\epsilon_{2}}\left[\int_{0}^{M} \frac{(M-x)^{\frac{\theta-1}{\gamma}}}{(1+t)^{\epsilon_{2}}}\left(g-g_{\infty}\right)^{2} d x\right]^{1-\epsilon_{2}} \\
\leq & C \epsilon_{0}^{2^{-N_{4}}} .
\end{aligned}
$$

Then, using a similar argument as that in [22], we can finish the proof of Claim 1 in the following lemma.

Lemma 3.8. Under the assumptions of Lemma 3.3, if $\epsilon_{0}$ is small enough, then there exists a positive constant $C_{10}=C_{10}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$ such that

$$
\begin{equation*}
\left|g(x, t)-g_{\infty}(x)\right| \leq C_{10} \epsilon_{0}^{\frac{\theta}{\gamma} 2^{-N_{4}-1}} \text { for all }(x, t) \in[0, M] \times[0, T] \tag{3.48}
\end{equation*}
$$

Proof. From (3.2), for any fixed $x \in[0, M]$, we have

$$
\begin{align*}
& I_{1}(x, t)+\frac{\theta}{2 c_{1}+c_{2}} \int_{0}^{t} A r^{\beta}(x, \tau)\left(\rho^{\gamma}(x, \tau)-\rho_{\infty}^{\gamma}(x)\right) d \tau \\
= & r_{0}^{\beta}(x) \rho_{0}^{\theta}(x)+I_{2}(x, t), x \in[0, M], t \in[0, T] \tag{3.49}
\end{align*}
$$

where

$$
\begin{aligned}
I_{1}(x, t)= & r_{\infty}^{\beta}(x) \rho^{\theta}(x, t)-\left(r_{\infty}^{\beta}(x)-r^{\beta}(x, t)\right) \rho^{\theta}(x, t) \\
& +\int_{x}^{M} \beta\left[\left(r^{\beta-n} \rho^{\theta-1}\right)(y, t)-\left(r_{0}^{\beta-n} \rho_{0}^{\theta-1}\right)(y)\right] d y \\
& -\frac{\theta}{2 c_{1}+c_{2}} \int_{x}^{M}\left[\left(r^{\beta-n+1} u\right)(y, t)-\left(r_{0}^{\beta-n+1} u_{0}\right)(y)\right] d y \\
& +\frac{\theta(\beta-n+1)}{2 c_{1}+c_{2}} \int_{0}^{t} \int_{x}^{M} r^{\beta-n} u^{2} d y d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
& I_{2}(x, t) \\
= & -\frac{\theta A \beta}{2 c_{1}+c_{2}} \int_{0}^{t} \int_{x}^{M} r^{\beta-n} \frac{\rho^{\gamma}-\rho_{\infty}^{\gamma}}{\rho} d y d \tau \\
& +\frac{\theta}{2 c_{1}+c_{2}} \int_{0}^{t} \int_{x}^{M}\left\{r^{\beta} G\left(M_{0}+y\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right)+r^{\beta-n+1} \Delta f\right\} d y d \tau
\end{aligned}
$$

Using (3.17)-(3.18), (3.47), Hölder's inequality, and the condition $\epsilon_{2}<\frac{\gamma-\theta-1}{\gamma-\theta}$, i.e., $\frac{\theta+1+(\gamma-\theta) \epsilon_{2}}{\gamma}<1$, we have

$$
\begin{align*}
& \left|\left(r-r_{\infty}\right)(x)\right| \leq C\left|r^{n}-r_{\infty}^{n}\right| \\
\leq & C \int_{0}^{x}\left|\rho^{-1}-\rho_{\infty}^{-1}\right| d y \leq C \int_{0}^{x}(M-y)^{-\frac{1}{\gamma}}\left|g-g_{\infty}\right| d y \\
\leq & C\left(\int_{0}^{x}(M-y)^{\frac{\theta-1+(\gamma-\theta) \epsilon_{2}}{\gamma}}\left(g-g_{\infty}\right)^{2} d y\right)^{\frac{1}{2}}\left(\int_{0}^{x}(M-y)^{-\frac{\theta+1+(\gamma-\theta) \epsilon_{2}}{\gamma}} d y\right)^{\frac{1}{2}} \\
\leq & C \epsilon_{0}^{2-N_{4}-1} \tag{3.50}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{x}^{M}\left|\rho^{\theta-1}-\rho_{\infty}^{\theta-1}\right| d y \leq C \int_{x}^{M}(M-y)^{\frac{\theta-1}{\gamma}}\left|g-g_{\infty}\right| d y  \tag{3.51}\\
\leq & C\left(\int_{x}^{M}(M-y)^{\frac{\theta-1+(\gamma-\theta) \epsilon_{2}}{\gamma}}\left(g-g_{\infty}\right)^{2} d y\right)^{\frac{1}{2}}\left(\int_{x}^{M}(M-y)^{\frac{2 \theta}{\gamma}-\frac{\theta+1+(\gamma-\theta) \epsilon_{2}}{\gamma}} d y\right)^{\frac{1}{2}} \\
\leq & C \epsilon_{0}^{2^{-N-1}}(M-x)^{\frac{\theta}{\gamma}}
\end{align*}
$$

From the fact $\theta \in\left(0, \frac{\gamma}{2}\right]$ and the estimate (3.18)-(3.19), we have

$$
\begin{align*}
&\left|-\frac{\theta}{2 c_{1}+c_{2}} \int_{x}^{M}\left[\left(r^{\beta-n+1} u\right)(y, t)-\left(r_{0}^{\beta-n+1} u_{0}\right)(y)\right] d y\right| \\
& \leq C(M-x)^{\frac{1}{2}}\left(\|u\|_{L_{x}^{2}}+\left\|u_{0}\right\|_{L_{x}^{2}}\right) \\
& \leq C \epsilon_{0}^{2^{-N_{4}-1}}(M-x)^{\frac{\theta}{\gamma}}, x \in[0, M] . \tag{3.52}
\end{align*}
$$

Thus, from (1.23), (3.17)-(3.20), and (3.50)-(3.52), we obtain

$$
\begin{equation*}
\left|I_{1}(x, t)-r_{\infty}^{\beta} \rho^{\theta}\right| \leq C_{1,1}(M-x)^{\frac{\theta}{\gamma}} \epsilon_{0}^{2-N_{4}-1} \tag{3.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|I_{2}\left(x, t_{1}\right)-I_{2}\left(x, t_{2}\right)\right| \leq C_{1,2}(M-x) \epsilon_{0}^{2^{-N_{4}-1}}\left|t_{2}-t_{1}\right|, x \in[0, M] \tag{3.54}
\end{equation*}
$$

Claim 2. For any fixed $x \in[0, M]$, we have

$$
\begin{aligned}
I_{1}(x, t) & \geq \min \left\{I_{1}(x, 0), r_{\infty}^{\beta}\left(\rho_{\infty}^{\gamma}-\frac{C_{1,2}}{C_{1,3}} \epsilon_{0}^{2-N_{4}-1}(M-x)\right)^{\frac{\theta}{\gamma}}-C_{1,1} \epsilon_{0}^{2^{-N_{4}-1}}(M-x)^{\frac{\theta}{\gamma}}\right\} \\
& :=M_{1,1}
\end{aligned}
$$

where $C_{1,3}:=\frac{A \theta a^{\beta}}{2 c_{1}+c_{2}} \leq \frac{A \theta r^{\beta}}{2 c_{1}+c_{2}}$.
Proof of Claim 2. If not, there exists $t_{1,1}>0$ such that $I_{1}\left(x, t_{1,1}\right)<M_{1,1}$, then we can find $t_{1,2} \in\left(0, t_{1,1}\right)$ such that $I_{1}\left(x, t_{1,2}\right)=M_{1,1}$ and $I_{1}(x, t)<M_{1,1}$ for all $t \in\left(t_{1,2}, t_{1,1}\right)$. From (3.54), we have

$$
I_{1}\left(x, t_{1,1}\right)-I_{1}\left(x, t_{1,2}\right)+\frac{A \theta}{2 c_{1}+c_{2}} \int_{t_{1,2}}^{t_{1,1}} r^{\beta}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \geq-C_{1,2} \epsilon_{0}^{2^{-N_{4}-1}}(M-x)\left(t_{1,1}-t_{1,2}\right)
$$

From (3.53), we have

$$
\begin{aligned}
& \rho^{\theta}(x, t)=r_{\infty}^{-\beta}\left(I_{1}(x, t)-\left(I_{1}(x, t)-r_{\infty}^{\beta} \rho^{\theta}\right)\right) \\
\leq & r_{\infty}^{-\beta}\left(M_{1,1}+C_{1,1} \epsilon_{0}^{2^{-N_{4}-1}}(M-x)^{\frac{\theta}{\gamma}}\right) \leq\left(\rho_{\infty}^{\gamma}-\frac{C_{1,2}}{C_{1,3}} \epsilon_{0}^{2^{-N_{4}-1}}(M-x)\right)^{\frac{\theta}{\gamma}}
\end{aligned}
$$

and

$$
\rho^{\gamma} \leq \rho_{\infty}^{\gamma}-\frac{C_{1,2}}{C_{1,3}} \epsilon_{0}^{2^{-N_{4}-1}}(M-x)
$$

then $I_{1}\left(x, t_{1,1}\right) \geq I_{1}\left(x, t_{1,2}\right)$. It is a contradiction. Thus, Claim 2 holds.
Similarly, we can obtain the following claim.
Claim 3. For any fixed $x \in[0, M]$, we have

$$
\begin{aligned}
I_{1}(x, t) & \leq \max \left\{I_{1}(x, 0), r_{\infty}^{\beta}\left(\rho_{\infty}^{\gamma}+\frac{C_{1,2}}{C_{1,4}} \epsilon_{0}^{2^{-N_{4}-1}}(M-x)\right)^{\frac{\theta}{\gamma}}+C_{1,1} \epsilon_{0}^{2-N_{4}-1}(M-x)^{\frac{\theta}{\gamma}}\right\} \\
& :=M_{1,2}
\end{aligned}
$$

where $C_{1,4}$ is a positive constant satisfying $C_{1,4} \geq \frac{A \theta r^{\beta}}{2 c_{1}+c_{2}}$.
From Claims 2 and 3, we have

$$
\left|g(x, t)-g_{\infty}(x)\right| \leq C_{1,5} \epsilon_{0}^{\frac{\theta}{\gamma} 2^{-N_{4}-1}}, x \in[0, M], t \in[0, T]
$$

when $\epsilon_{0} \leq \delta_{11}$, with a small positive constant $\delta_{11}\left(G, A, M_{0}, M, a, n, \gamma, \theta, c_{1}, c_{2}\right)$.
Using the results in Lemmas 3.3-3.8, we have that there exists $\epsilon_{0}$ satisfying

$$
\begin{equation*}
4 \epsilon_{1}<\min _{x \in[0, M]} g_{\infty}, C_{3} \epsilon_{1} \leq \delta_{9}, \epsilon_{1} \leq \delta_{10} \text { and } \epsilon_{0} \leq \delta_{11} \tag{3.55}
\end{equation*}
$$

such that Claim 1 holds with

$$
\epsilon_{1}=\epsilon_{0}+C_{10} \epsilon_{0}^{\frac{\theta}{\gamma} 2^{-N_{4}-1}} .
$$

From (3.6) and Claim 1, using the classical continuation method, we can easily obtain the following lemma.

Lemma 3.9. Under the assumptions of Theorem 1.1, we obtain that (3.17)-(3.18), (3.33)-(3.35), (3.48), and

$$
\begin{equation*}
\left|r(x, t)-r_{\infty}(x)\right| \leq C_{11} \epsilon_{0}^{\frac{\theta}{\gamma} 2^{-N_{4}-1}} \tag{3.56}
\end{equation*}
$$

hold for all $x \in[0, M]$ and $t \in\left[0, T^{*}\right)$.
Proof. Let $\mathcal{A}=\left\{T \in\left[0, T^{*}\right) \mid I(t) \leq \epsilon_{1}\right.$ for all $\left.t \in[0, T]\right\}$. Since $I(0) \leq \epsilon_{0}<\epsilon_{1}$ and $I(t) \in C\left(\left[0, T^{*}\right)\right)$, then there exists a constant $T_{0}>0$ such that $I(t) \leq \epsilon_{1}$ for all $t \in\left[0, T_{0}\right]$. Thus, $\mathcal{A}$ is not empty and relatively closed in $\left[0, T^{*}\right)$. To show that $\mathcal{A}$ is also relatively open in $\left[0, T^{*}\right)$, and hence the entire interval, it therefore suffices to show that the weaker bound

$$
I(t) \leq 2 \epsilon_{1}, \text { for all } t \in\left[0, T^{\prime}\right] \subset\left[0, T^{*}\right)
$$

implies $I(t) \leq \epsilon_{1}$ for all $t \in\left[0, T^{\prime}\right]$. From Claim 1, we have that $\mathcal{A}=\left[0, T^{*}\right)$.
Then, from Lemmas 3.3-3.8, we obtain that (3.17)-(3.18), (3.33)-(3.35), (3.48), and (3.56) hold for all $x \in[0, M]$ and $t \in\left[0, T^{*}\right)$.

We will prove an estimate in weighted $L^{2}\left([0, M] \times\left[0, T^{*}\right)\right)$-norm of the function $g-g_{\infty}$.

Lemma 3.10. Under the assumptions of Theorem 1.1, we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}\left(g-g_{\infty}\right)^{2} d x d s \leq C \tag{3.57}
\end{equation*}
$$

where $t \in\left[0, T^{*}\right)$.
Proof. From (1.15), we have

$$
\begin{aligned}
A\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right)= & \int_{x}^{M}\left(\frac{u_{t}}{r^{n-1}}+\frac{\Delta f}{r^{n-1}}\right) d y+\int_{x}^{M} G\left(M_{0}+y\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right) d y \\
& +\left(2 c_{1}+c_{2}\right) \rho^{\theta+1}\left(r^{n-1} u\right)_{x}-2 c_{1}(n-1) \rho^{\theta} \frac{u}{r}-2 c_{1}(n-1) \int_{x}^{M} \rho^{\theta}\left(\frac{u}{r}\right)_{x} d y
\end{aligned}
$$

Multiplying the above equality by $(1+t)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right)$, and integrating the resulting equation over $[0, M] \times[0, t]$, we obtain

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{M} A(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right)^{2} d x d s  \tag{3.58}\\
= & \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} \frac{u_{t}}{r^{n-1}} d y d x d s \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} \frac{\Delta f}{r^{n-1}} d y d x d s \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} G\left(M_{0}+y\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right) d y d x d s \\
& +\int_{0}^{t} \int_{0}^{M}\left(2 c_{1}+c_{2}\right)(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \rho^{\theta+1}\left(r^{n-1} u\right)_{x} d x d s \\
& -\int_{0}^{t} \int_{0}^{M} 2 c_{1}(n-1)(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \rho^{\theta} \frac{u}{r} d x d s \\
& -\int_{0}^{t} \int_{0}^{M} 2 c_{1}(n-1)(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} \rho^{\theta}\left(\frac{u}{r}\right)_{x} d y d x d s \\
:= & \sum_{i=1}^{6} F_{i} .
\end{align*}
$$

Using (1.15), (1.23), Lemma 3.9, integration by parts, and the Cauchy-Schwarz inequality, we can estimate $F_{i}$ as follows.

$$
\begin{align*}
F_{1}= & \left.\left\{\int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} \frac{u}{r^{n-1}} d y d x\right\}\right|_{0} ^{t}  \tag{3.59}\\
& +\int_{0}^{t} \int_{0}^{M} \epsilon_{2}(1+s)^{-\epsilon_{2}-1}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} \frac{u}{r^{n-1}} d y d x d s \\
& +\int_{0}^{t} \int_{0}^{M} \gamma(1+s)^{-\epsilon_{2}}(M-x)^{-2} \rho^{\gamma+1}\left(r^{n-1} u\right)_{x} \int_{x}^{M} \frac{u}{r^{n-1}} d y d x d s \\
& +\int_{0}^{t} \int_{0}^{M}(n-1)(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \int_{x}^{M} \frac{u^{2}}{r^{n}} d y d x d s
\end{align*}
$$

$$
\begin{aligned}
\leq & C\left\|g-g_{\infty}\right\|_{L_{x t}^{\infty}}\left(\int_{0}^{M} u^{2} d x\right)^{\frac{1}{2}}\left(\int_{0}^{M}(M-x)^{-\frac{1}{2}} d x\right)^{\frac{1}{2}}+C \\
& +C\left(\int_{0}^{t} \int_{x}^{M} \frac{\rho_{\infty}^{\gamma-1}}{(1+s)^{\epsilon_{2}}}\left(g-g_{\infty}\right)^{2} d x d s\right)^{\frac{1}{2}} \\
& \left(\int_{0}^{t}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s \int_{0}^{M}(M-x)^{-\frac{\gamma-1}{\gamma}} d x\right)^{\frac{1}{2}} \\
& +C\left(\int_{0}^{t} \int_{x}^{M} \rho^{\theta+1}\left(r^{n-1} u\right)_{x}^{2} d x d s\right)^{\frac{1}{2}}\left(\int_{0}^{t}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s \int_{0}^{M}(M-x)^{-\frac{\theta-1}{\gamma}} d x\right)^{\frac{1}{2}} \\
& +C\left\|g-g_{\infty}\right\|_{L_{x t}^{\infty}} \int_{0}^{t}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s \\
\leq & C
\end{aligned}
$$

$$
\begin{align*}
& F_{2} \leq C\left(\int_{0}^{t}(1+t)^{-1-\epsilon_{2}}\right)^{\frac{1}{2}}\left(\int_{0}^{t}(1+t) f_{1}^{2} d t\right)^{\frac{1}{2}} \leq C  \tag{3.60}\\
& \left|r(x, t)-r_{\infty}(x)\right| \\
\leq & C \int_{0}^{x} \rho_{\infty}^{-1}\left|g-g_{\infty}\right| d y \leq C\left(\int_{0}^{x} \rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2} d y\right)^{\frac{1}{2}}\left(\int_{0}^{x} \rho_{\infty}^{-\gamma-1} d y\right)^{\frac{1}{2}} \\
(3.61) \leq & C(M-x)^{-\frac{1}{2 \gamma}}\left(\int_{0}^{M} \rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2} d x\right)^{\frac{1}{2}}
\end{align*}
$$

$$
F_{3} \leq C \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left|\rho^{\gamma}-\rho_{\infty}^{\gamma}\right|
$$

$$
\times\left(\int_{0}^{M} \rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2} d z\right)^{\frac{1}{2}} \int_{x}^{M}(M-y)^{-\frac{1}{2 \gamma}} d y d x
$$

$$
\leq \frac{A}{4} \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right)^{2} d x d s
$$

$$
+C \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}} \rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2} d x d s \int_{0}^{M}(M-z)^{-\frac{1}{\gamma}} d z
$$

$$
\leq \frac{A}{4} \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right)^{2} d x d s+C
$$

$$
F_{4}=-\frac{2 c_{1}+c_{2}}{\theta} \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-2}\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right)\left(\rho^{\theta}\right)_{t} d x d s
$$

$$
=-\left.\frac{2 c_{1}+c_{2}}{\theta}\left\{(1+s)^{-\epsilon_{2}} \int_{0}^{M}(M-x)^{-2}\left(\frac{\theta}{\gamma+\theta} \rho^{\gamma+\theta}-\rho_{\infty}^{\gamma} \rho^{\theta}\right) d x\right\}\right|_{0} ^{t}
$$

$$
-\frac{\epsilon_{2}\left(2 c_{1}+c_{2}\right)}{\theta} \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}-1}(M-x)^{-2}\left(\frac{\theta}{\gamma+\theta} \rho^{\gamma+\theta}-\rho_{\infty}^{\gamma} \rho^{\theta}\right) d x
$$

$$
\leq C\left\|g-g_{\infty}\right\|_{L_{t, x}^{\infty}} \int_{0}^{M}(M-x)^{\frac{\theta}{\gamma}-1} d x\left(1+\int_{0}^{t}(1+s)^{-1-\epsilon_{2}} d s\right)+C
$$

(3.63) $\leq C$,

$$
\begin{align*}
F_{5} & \leq C \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}\|u(\cdot, t)\|_{L^{\infty}}(M-x)^{\frac{\theta}{\gamma}-1} d x d s \\
& \leq C\left\{\int_{0}^{t}(1+s)^{-1-\epsilon_{2}} d s\right\}^{\frac{1}{2}}\left\{\int_{0}^{t}(1+s)^{1-\epsilon_{2}}\|u(\cdot, t)\|_{L^{\infty}}^{2} d s\right\}^{\frac{1}{2}} \leq C \tag{3.64}
\end{align*}
$$

and

$$
\begin{align*}
F_{6} & \leq C \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-1} \int_{x}^{M}\left(\left|\rho^{\theta} u_{x}\right|+\left|\rho^{\theta-1} u\right|\right) d y d x d s  \tag{3.65}\\
& \leq C \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{-1}\left[\int_{x}^{M}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right) d y\right]^{\frac{1}{2}}\left[\int_{x}^{M} \rho^{\theta-1} d y\right]^{\frac{1}{2}} d x d s \\
& \leq C \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{\frac{\theta-1}{2 \gamma}-\frac{1}{2}}\left[\int_{x}^{M}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right) d y\right]^{\frac{1}{2}} d x d s \\
& \leq C\left[\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right) d x d s\right]^{\frac{1}{2}}\left[\int_{0}^{t}(1+s)^{-1-\epsilon_{2}} d t\right]^{\frac{1}{2}} \\
& \leq C .
\end{align*}
$$

From (3.58)-(3.65), we can immediately get (3.57).
Lemma 3.11. Under the assumptions of Theorem 1.1, we obtain

$$
\begin{align*}
& (1+t)^{-\epsilon_{2}} \int_{0}^{M}(M-x)^{1-\frac{\theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2}(x, t) d x \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}}(M-x)^{2-\frac{2 \theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2}(x, s) d x d s \leq C \tag{3.66}
\end{align*}
$$

for all $t \in\left[0, T^{*}\right)$.
Proof. From (3.2), we have

$$
\begin{aligned}
& \partial_{t}\left[\frac{\theta}{2 c_{1}+c_{2}} r^{1+\beta-n} u+r^{\beta}\left(\rho^{\theta}\right)_{x}-r_{\infty}^{\beta}\left(\rho_{\infty}^{\theta}\right)_{x}\right] \\
& +\frac{A \gamma \rho^{\gamma-\theta}}{2 c_{1}+c_{2}}\left[\frac{\theta}{2 c_{1}+c_{2}} r^{1+\beta-n} u+r^{\beta}\left(\rho^{\theta}\right)_{x}-r_{\infty}^{\beta}\left(\rho_{\infty}^{\theta}\right)_{x}\right] \\
= & \frac{A \gamma \theta}{\left(2 c_{1}+c_{2}\right)^{2}} \rho^{\gamma-\theta} r^{1+\beta-n} u+\frac{\theta(1+\beta-n)}{2 c_{1}+c_{2}} r^{\beta-n} u^{2}-\frac{\theta}{2 c_{1}+c_{2}} r^{1+\beta-n} \Delta f \\
& -\frac{\theta}{2 c_{1}+c_{2}}\left(r^{\beta} \frac{G\left(M_{0}+x\right)}{r^{2 n-2}}+r_{\infty}^{\beta} \frac{\rho^{\gamma-\theta}}{\rho_{\infty}^{\gamma-\theta}}\left(A \rho_{\infty}^{\gamma}\right)_{x}\right)
\end{aligned}
$$

Let $H=\frac{\theta}{2 c_{1}+c_{2}} r^{1+\beta-n} u+r^{\beta}\left(\rho^{\theta}\right)_{x}-r_{\infty}^{\beta}\left(\rho_{\infty}^{\theta}\right)_{x}$. Multiplying (3.67) by $(1+t)^{-\epsilon_{2}}(M-$ $x)^{1-\frac{\theta}{\gamma}} H$, integrating the resulting equation over $[0, M]$, and using the Cauchy-Schwarz
inequality, we obtain

$$
\begin{align*}
& \quad \frac{d}{d t} \int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{1-\frac{\theta}{\gamma}} H^{2} d x+C_{13} \int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{2-\frac{2 \theta}{\gamma}} H^{2} d x \\
& \leq C \int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{1-\frac{\theta}{\gamma}}\left((M-x)^{1-\frac{\theta}{\gamma}}|H u|+\left|u^{2} H\right|+|\Delta f H|\right) d x \\
& \quad+\int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{1-\frac{\theta}{\gamma}}\left|r^{\beta} G \frac{M_{0}+x}{r^{2 n-2}}+\frac{\rho^{\gamma-\theta} r_{\infty}^{\beta}}{\rho_{\infty}^{\gamma-\theta}}\left(A \rho_{\infty}^{\gamma}\right)_{x}\right||H| d x \\
& \leq \\
& \frac{C_{13}}{4} \int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{2-\frac{2 \theta}{\gamma}} H^{2} d x+C\|u(\cdot, t)\|_{L^{\infty}}^{2}+C\|u(\cdot, t)\|_{L^{\infty}}^{2}\|u(\cdot, t)\|_{L^{2}}^{2}  \tag{3.68}\\
& 3.68) \quad+C f_{1}^{2}+C \int_{0}^{M}(1+t)^{-\epsilon_{2}}\left|r^{\beta} G \frac{M_{0}+x}{r^{2 n-2}}+\frac{\rho^{\gamma-\theta} r_{\infty}^{\beta}}{\rho_{\infty}^{\gamma-\theta}}\left(A \rho_{\infty}^{\gamma}\right)_{x}\right|^{2} d x .
\end{align*}
$$

Here, we use the estimates (3.17)-(3.18) and the condition $\theta \in(0, \gamma-1)$. From (3.9) and (3.17)-(3.18), we have

$$
\begin{align*}
& \int_{0}^{M}(1+t)^{-\epsilon_{2}}\left|r^{\beta} G \frac{M_{0}+x}{r^{2 n-2}}+\frac{\rho^{\gamma-\theta} r_{\infty}^{\beta}}{\rho_{\infty}^{\gamma-\theta}}\left(A \rho_{\infty}^{\gamma}\right)_{x}\right|^{2} d x \\
= & \int_{0}^{M}(1+t)^{-\epsilon_{2}}\left|r^{\beta} G \frac{M_{0}+x}{r^{2 n-2}}-G \frac{\left(\rho^{\gamma-\theta} r_{\infty}^{\beta}\right)\left(M_{0}+x\right)}{\left(\rho_{\infty}^{\gamma-\theta}\right)\left(r_{\infty}^{2 n-2}\right)}\right|^{2} d x \\
\leq & C \int_{0}^{M}(1+t)^{-\epsilon_{2}}\left[\left(r-r_{\infty}\right)^{2}+\left(g-g_{\infty}\right)^{2}\right] d x \tag{3.69}
\end{align*}
$$

From (3.33) and (3.68)-(3.69), we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{1-\frac{\theta}{\gamma}} H^{2} d x+\frac{C_{13}}{2} \int_{0}^{M}(1+t)^{-\epsilon_{2}}(M-x)^{2-\frac{2 \theta}{\gamma}} H^{2} d x \\
\leq & C \int_{0}^{M}(1+t)^{-\epsilon_{2}}\left(\left(r-r_{\infty}\right)^{2}+\left(g-g_{\infty}\right)^{2}\right) d x+C\|u(\cdot, t)\|_{L^{\infty}}^{2}+C f_{1}^{2} \tag{3.70}
\end{align*}
$$

From (A2), (1.23), (3.33)-(3.35), (3.56)-(3.57), and (3.70), we can immediately obtain (3.66).

Lemma 3.12. Under the assumptions of Theorem 1.1, we obtain
$(1+t)^{1-\epsilon_{2}} \int_{0}^{M}\left(\rho^{\theta-1} u^{2}+\rho^{\theta+1} u_{x}^{2}\right)(x, t) d x+\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} u_{t}^{2}(x, s) d x d s \leq C$,

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}} \leq C(1+t)^{-\frac{1}{2}+\frac{\epsilon_{2}}{2}} \tag{3.72}
\end{equation*}
$$

for all $t \in\left[0, T^{*}\right)$.

Proof. Multiplying $(1.15)_{2}$ by $(1+t)^{1-\epsilon_{2}} u_{t}$, integrating the resulting equation over $[0, M] \times[0, t]$, and using integration by parts and the boundary conditions (1.17), we obtain

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} u_{t}^{2}(x, s) d x d s  \tag{3.73}\\
= & \int_{0}^{t} \int_{0}^{M} A(1+s)^{1-\epsilon_{2}} \rho^{\gamma} \partial_{x}\left(r^{n-1} u_{t}\right) d x d s \\
& -\int_{0}^{t} \int_{0}^{M}\left(2 c_{1}+c_{2}\right)(1+s)^{1-\epsilon_{2}} \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right) \partial_{x}\left(r^{n-1} u_{t}\right) d x d s \\
& +\int_{0}^{t} \int_{0}^{M} 2 c_{1}(n-1)(1+s)^{1-\epsilon_{2}} \rho^{\theta} \partial_{x}\left(r^{n-2} u u_{t}\right) d x d s-\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} f u_{t} d x d s \\
:= & \sum_{i=1}^{4} H_{i}
\end{align*}
$$

Using (A3), (1.23), (3.17)-(3.18), (3.33)-(3.34), and the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& H_{2}+H_{3} \\
= & \left\{( 1 + s ) ^ { 1 - \epsilon _ { 2 } } \int _ { 0 } ^ { M } \left[-\frac{2 c_{1}+c_{2}}{2} \rho^{1+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}\right.\right. \\
& \left.\left.+c_{1}(n-1) \rho^{\theta} \partial_{x}\left(r^{n-2} u^{2}\right)\right] d x\right\}\left.\right|_{0} ^{t} \\
& +\int_{0}^{t} \int_{0}^{M} \frac{\left(2 c_{1}+c_{2}\right)\left(1-\epsilon_{2}\right)}{2}(1+s)^{-\epsilon_{2}} \rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2} d x d s \\
& -\int_{0}^{t} \int_{0}^{M} c_{1}(n-1)\left(1-\epsilon_{2}\right)(1+s)^{-\epsilon_{2}} \rho^{\theta} \partial_{x}\left(r^{n-2} u^{2}\right) d x d s \\
& +\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}}\left\{\left(2 c_{1}+c_{2}\right)(n-1) \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right) \partial_{x}\left(r^{n-2} u^{2}\right)\right. \\
& -\frac{\left(2 c_{1}+c_{2}\right)}{2}(1+\theta) \rho^{2+\theta}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{3}+2 \theta c_{1}(n-1) \rho^{\theta+1} \frac{u}{r}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2} \\
& -\theta c_{1} n(n-1) \rho^{\theta} \frac{u^{2}}{r^{2}} \partial_{x}\left(r^{n-1} u\right)+2 n c_{1}(n-1)(n-2) \rho^{\theta-1} \frac{u^{3}}{r^{3}} \\
& \left.-3 c_{1}(n-1)(n-2) \rho^{\theta} \frac{u^{2}}{r^{2}} \partial_{x}\left(r^{n-1} u\right)\right\} d x d s \\
\leq & C+C \int_{0}^{t}\left(\|u\|_{L_{x}^{\infty}}+\left\|\rho\left(r^{n-1} u\right)_{x}\right\|_{L_{x}^{\infty}}\right)(1+s)^{1-\epsilon_{2}} \\
& -C_{14}(1+t)^{1-\epsilon_{2}} \int_{0}^{M}\left[\rho^{1+\theta}\left(\rho^{n-1} u\right)_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x
\end{align*}
$$

$$
\begin{align*}
H_{1}= & \left.\left\{(1+s)^{1-\epsilon_{2}} \int_{0}^{M} A \rho^{\gamma} \partial_{x}\left(r^{n-1} u\right) d x\right\}\right|_{0} ^{t} \\
& +\int_{0}^{t} \int_{0}^{M} A \gamma(1+s)^{1-\epsilon_{2}} \rho^{\gamma+1}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2} d x d s \\
& -\int_{0}^{t} \int_{0}^{M} 2 A(n-1)(1+s)^{1-\epsilon_{2}} \rho^{\gamma} \frac{u}{r} \partial_{x}\left(r^{n-1} u\right) d x d s \\
& +\int_{0}^{t} \int_{0}^{M} A n(n-1)(1+s)^{1-\epsilon_{2}} \rho^{\gamma-1} \frac{u^{2}}{r^{2}} d x d s \\
& -\int_{0}^{t} \int_{0}^{M} A\left(1-\epsilon_{2}\right)(1+s)^{-\epsilon_{2}} \rho^{\gamma} \partial_{x}\left(r^{n-1} u\right) d x d s \\
\leq & (1+s)^{1-\epsilon_{2}} \int_{0}^{M} A \rho^{\gamma} \partial_{x}\left(r^{n-1} u\right) d x+C \tag{3.75}
\end{align*}
$$

and

$$
\begin{align*}
H_{4}= & -\left.\left\{(1+s)^{1-\epsilon_{2}} \int_{0}^{M} G \frac{u\left(M_{0}+x\right)}{r^{n-1}} d x\right\}\right|_{0} ^{t}-\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} \Delta f u_{t} d x d s \\
& +\left(1-\epsilon_{2}\right) \int_{0}^{t} \int_{0}^{M}(1+s)^{-\epsilon_{2}} \frac{G u\left(M_{0}+x\right)}{r^{n-1}} d x d s \\
& +\int_{0}^{t} \int_{0}^{M}(1-n)(1+s)^{1-\epsilon_{2}} G\left(M_{0}+x\right) r^{-n} u^{2} d x d s \\
76 \leq & -(1+s)^{1-\epsilon_{2}} \int_{0}^{M} G \frac{u\left(M_{0}+x\right)}{r^{n-1}} d x+C+\frac{1}{2} \int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} u_{t}^{2} d x d s \tag{3.76}
\end{align*}
$$

Using (3.17)-(3.18), (3.24), (3.33), integration by parts, and the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& (1+s)^{1-\epsilon_{2}} \int_{0}^{M} A \rho^{\gamma} \partial_{x}\left(r^{n-1} u\right) d x-(1+s)^{1-\epsilon_{2}} \int_{0}^{M} G \frac{u\left(M_{0}+x\right)}{r^{n-1}} d x  \tag{3.77}\\
= & (1+s)^{1-\epsilon_{2}} \int_{0}^{M}\left(A\left(\rho^{\gamma}-\rho_{\infty}^{\gamma}\right) \partial_{x}\left(r^{n-1} u\right)-G r^{n-1} u\left(M_{0}+x\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right)\right) d x \\
\leq & \frac{C_{14}}{4}(1+t)^{1-\epsilon_{2}} \int_{0}^{M} \rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2} d x+C .
\end{align*}
$$

From (3.73)-(3.77), we can obtain

$$
\begin{aligned}
& (1+t)^{1-\epsilon_{2}} \int_{0}^{M}\left[\rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x+\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} u_{t}^{2} d x d s \\
\leq & C+C \int_{0}^{t}\left(\|u\|_{L_{x}^{\infty}}+\left\|\rho\left(r^{n-1} u\right)_{x}\right\|_{L_{x}^{\infty}}\right)(1+s)^{1-\epsilon_{2}} \\
(3.78) \times & \int_{0}^{M}\left[\rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x d s .
\end{aligned}
$$

From (3.3), we have

$$
\begin{aligned}
\rho\left(r^{n-1} u\right)_{x}= & \frac{1}{\left(2 c_{1}+c_{2}\right) \rho^{\theta}}\left\{A \rho^{\gamma}+2 c_{1}(n-1) \rho^{\theta} \frac{u}{r}\right. \\
& \left.+\int_{x}^{M}\left[-\frac{u_{t}}{r^{n-1}}+2 c_{1}(n-1) \rho^{\theta}\left(\frac{u}{r}\right)_{x}-\frac{f}{r^{n-1}}\right] d y\right\}
\end{aligned}
$$

Using conditions $\theta \in\left(0, \frac{\gamma}{2}\right] \cap(0, \gamma-1)$, (1.23), estimates (3.17)-(3.20), and Hölder's inequality, we conclude that

$$
\begin{equation*}
\left\|\rho \partial_{x}\left(r^{n-1} u\right)\right\|_{L_{x}^{\infty}} \leq C+C\left(\|u(\cdot, t)\|_{L^{\infty}}^{2}+\int_{0}^{M}\left[\rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2}+u_{t}^{2}\right] d x\right)^{\frac{1}{2}} \tag{3.79}
\end{equation*}
$$

Using (3.24), (3.34), (3.78)-(3.79), and the Cauchy-Schwarz inequality, we can obtain

$$
\begin{aligned}
& (1+t)^{1-\epsilon_{2}} \int_{0}^{M}\left[\rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x+\int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}} u_{t}^{2} d x d s \\
\leq & C+C \int_{0}^{t}\left(\int_{0}^{M}(1+s)^{1-\epsilon_{2}}\left[\rho^{1+\theta}\left(r^{n-1} u\right)_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x\right)^{2} d s
\end{aligned}
$$

Using Gronwall's inequality and the estimate (3.34), we can immediately get (3.71).
From (3.17), (3.71), and the fact $\theta \in(0, \gamma-1)$, we can obtain

$$
\begin{aligned}
|u(x, t)| & \leq\left|\int_{0}^{x} u_{x} d y\right| \leq C\left(\int_{0}^{x} \rho^{\theta+1} u_{x}^{2} d y\right)^{\frac{1}{2}}\left(\int_{0}^{x}(M-y)^{-\frac{\theta+1}{\gamma}} d y\right)^{\frac{1}{2}} \\
& \leq C(1+t)^{-\frac{1}{2}+\frac{\epsilon_{2}}{2}},(x, t) \in[0, M] \times\left[0, T^{*}\right)
\end{aligned}
$$

Lemma 3.13. Under the assumptions of Theorem 1.1, we obtain

$$
\begin{gather*}
\int_{0}^{M} u_{t}^{2}(x, t) d x+\int_{0}^{t} \int_{0}^{M}\left[\rho^{\theta+1} u_{x t}^{2}+\rho^{\theta-1} u_{t}^{2}\right] d x d s \leq C_{11}  \tag{3.80}\\
\left\|\rho\left(r^{n-1} u\right)_{x}(\cdot, t)\right\|_{L^{\infty}} \leq C_{11} \tag{3.81}
\end{gather*}
$$

for all $t \in\left[0, T^{*}\right)$.
Proof. We differentiate the equation (1.15) $)_{2}$ with respect to $t$, multiply it by $u_{t}$, and integrate it over $[0, M] \times[0, t]$ using the boundary conditions (1.17), then derive

$$
\begin{align*}
& \int_{0}^{M} \frac{1}{2} u_{t}^{2} d x  \tag{3.82}\\
= & \int_{0}^{M} \frac{1}{2} u_{t}^{2}(x, 0) d x-\int_{0}^{t} \int_{0}^{M}\left[\left(2 c_{1}+c_{2}\right) \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right)-A \rho^{\gamma}-2 c_{1}(n-1) \rho^{\theta} \frac{u}{r}\right] \\
& \times \partial_{x}\left((n-1) r^{n-2} u u_{t}\right) d x d s-\int_{0}^{t} \int_{0}^{M} \partial_{t}\left[\left(2 c_{1}+c_{2}\right) \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right)-A \rho^{\gamma}\right. \\
& \left.-2 c_{1}(n-1) \rho^{\theta} \frac{u}{r}\right] \partial_{x}\left(r^{n-1} u_{t}\right) d x d s+\int_{0}^{t} \int_{0}^{M} 2 c_{1}(n-1) \partial_{t}\left(r^{n-1} \rho^{\theta} \partial_{x}\left(\frac{u}{r}\right)\right) u_{t} d x d s
\end{align*}
$$

$$
\begin{aligned}
& -\int_{0}^{t} \int_{0}^{M} f_{t} u_{t} d x d s \\
:= & \sum_{i=1}^{5} J_{i}
\end{aligned}
$$

From (A2)-(A3), we have

$$
\begin{align*}
J_{1} \leq & C\left(\left\|\left(\left(2 c_{1}+c_{2}\right) \rho_{0}^{\theta+1}\left(r_{0}^{n-1} u_{0}\right)_{x}\right)_{x}-2 c_{1}(n-1) \frac{u_{0}}{r_{0}}\left(\rho_{0}^{\theta}\right)_{x}\right\|_{L^{2}}\right. \\
& \left.+\left\|\left(\rho_{0}^{\gamma}\right)_{x}\right\|_{L^{2}}+\left\|f\left(x, r_{0}, 0\right)\right\|_{L^{2}}\right)^{2} \\
\leq & C \tag{3.83}
\end{align*}
$$

From (3.17)-(3.20) and the Cauchy-Schwarz inequality, we get

$$
\begin{align*}
& J_{3}+J_{4} \\
= & -\int_{0}^{t} \int_{0}^{M}\left[\left(2 c_{1}+c_{2}\right) \rho^{1+\theta}\left(r^{n-1} u_{t}\right)_{x}^{2}-2 c_{1}(n-1) \rho^{\theta}\left(r^{n-2} u_{t}^{2}\right)_{x}\right] d x d s \\
& +\int_{0}^{t} \int_{0}^{M}\left\{\left(2 c_{1}+c_{2}\right)(1+\theta) \rho^{\theta+2}\left[\partial_{x}\left(r^{n-1} u\right)\right]^{2}-(n-1)\left(2 c_{1}+c_{2}\right) \rho^{1+\theta} \partial_{x}\left(r^{n-2} u^{2}\right)\right. \\
& \left.-\gamma \rho^{\gamma+1} \partial_{x}\left(r^{n-1} u\right)-2 c_{1}(n-1) \theta \rho^{\theta+1} \partial_{x}\left(r^{n-1} u\right) \frac{u}{r}-2 c_{1}(n-1) \rho^{\theta} \frac{u^{2}}{r^{2}}\right\} \\
& \times\left[(n-1) \frac{u_{t}}{r \rho}+r^{n-1} u_{t x}\right] d x d s+2 c_{1}(n-1) \int_{0}^{t} \int_{0}^{M}\left\{(n-1) r^{n-2} u \rho^{\theta}\left(\frac{u}{r}\right)_{x} u_{t}\right. \\
& \left.-\theta r^{n-1} \rho^{\theta+1}\left(r^{n-1} u\right)_{x}\left(\frac{u}{r}\right)_{x} u_{t}-r^{n-1} \rho^{\theta}\left(\frac{u^{2}}{r^{2}}\right)_{x} u_{t}\right\} d x d s \\
\leq & -C_{15} \int_{0}^{t} \int_{0}^{M}\left(\rho^{\theta+1} u_{x t}^{2}+\rho^{\theta-1} u_{t}^{2}\right) d x d s+C \\
(3.84) & +C \int_{0}^{t}\left(\|u\|_{L_{x}^{\infty}}^{2}+\left\|\rho\left(r^{n-1} u\right)_{x}\right\|_{L_{x}^{\infty}}^{2}\right) \int_{0}^{M}\left[\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x d s . \tag{3.84}
\end{align*}
$$

From (1.11), (3.17)-(3.20), and the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
J_{2} \leq & \frac{C_{15}}{8} \int_{0}^{t} \int_{0}^{M}\left(\rho^{\theta-1} u_{t}^{2}+\rho^{\theta+1} u_{x t}^{2}\right) d x d s+C \\
& +C \int_{0}^{t}\left(\|u\|_{L_{x}^{\infty}}^{2}+\left\|\rho\left(r^{n-1} u\right)_{x}\right\|_{L_{x}^{\infty}}^{2}\right) \int_{0}^{M}\left[\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x d s \tag{3.85}
\end{align*}
$$

and

$$
\begin{align*}
J_{5} \leq & \frac{C_{15}}{8} \int_{0}^{t} \int_{0}^{M} \rho^{\theta-1} u_{t}^{2} d x d s \\
& +C \int_{0}^{t} \int_{0}^{M}\left(G\left(M_{0}+x\right) r^{-n}|u|+\left|\partial_{r} \Delta f u\right|+\left|\partial_{t} \Delta f\right|\right)^{2} \rho^{1-\theta} d x d s \\
\leq & \frac{C_{15}}{8} \int_{0}^{M} r^{\alpha-2} u_{t}^{2} d x d s+C \tag{3.86}
\end{align*}
$$

From (3.82)-(3.86), we have

$$
\begin{align*}
& \int_{0}^{M} u_{t}^{2}(x, t) d x+\int_{0}^{t} \int_{0}^{M}\left[\rho^{\theta+1} u_{x t}^{2}+\rho^{\theta-1} u_{t}^{2}\right] d x d s \\
\leq & C+C \int_{0}^{t}\left(\|u\|_{L_{x}^{\infty}}^{2}+\left\|\rho\left(r^{n-1} u\right)_{x}\right\|_{L_{x}^{\infty}}^{2}\right) \int_{0}^{M}\left[\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x d s \tag{3.87}
\end{align*}
$$

From (3.71)-(3.72) and (3.79), we have

$$
\begin{equation*}
\left\|\rho \partial_{x}\left(r^{n-1} u\right)\right\|_{L_{x}^{\infty}} \leq C+C\left\|u_{t}\right\|_{L_{x}^{2}} \tag{3.88}
\end{equation*}
$$

From (3.20), (3.71)-(3.72), and (3.87)-(3.88), we obtain

$$
\begin{aligned}
& \int_{0}^{M} u_{t}^{2}(x, t) d x+\int_{0}^{t} \int_{0}^{M}\left[\rho^{\theta+1} u_{x t}^{2}+\rho^{\theta-1} u_{t}^{2}\right] d x d s \\
\leq & C+C \int_{0}^{t} \int_{0}^{M}\left[\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right] d x\left\|u_{t}\right\|_{L_{x}^{2}}^{2} d s
\end{aligned}
$$

Using Gronwall's inequality and the estimate (3.20), we can immediately obtain (3.80)-(3.81).

Proof of existence and uniqueness. If $T^{*}<\infty$, from Lemmas 3.9-3.13, we have, for all $t \in\left[0, T^{*}\right)$,

$$
\begin{gathered}
C^{-1}(M-x)^{1 / \gamma} \leq \rho(x, t) \leq C(M-x)^{1 / \gamma}, x \in[0, M] \\
\int_{0}^{M}(M-x)^{1-\frac{\theta}{\gamma}}\left(\rho^{\theta}\right)_{x}^{2} d x \leq C, \int_{0}^{M}\left(\rho^{\gamma}\right)_{x}^{2} d x \leq C \\
\int_{0}^{M} u^{2}+(M-x)^{\frac{\theta+1}{\gamma}} u_{x}^{2} d x \leq C, u(0, t)=0
\end{gathered}
$$

and

$$
\int_{0}^{M}\left\{\left(\left(2 c_{1}+c_{2}\right) \rho^{\theta+1}\left(r^{n-1} u\right)_{x}\right)_{x}-2 c_{1}(n-1) \frac{u}{r} \partial_{x} \rho^{\theta}\right\}^{2} d x \leq C
$$

Thus, from Theorem 3.1, there exists $T_{2}>0$ such that the free boundary problem $(1.15)-(1.17)$ admits a unique weak solution $\left(\rho_{2}, u_{2}, r_{2}\right)(x, t)$ on $[0, M] \times\left[T^{*}-\frac{T_{2}}{2}, T^{*}+\right.$ $\left.\frac{T_{2}}{2}\right]$, with initial data $(\rho, u, r)\left(x, T^{*}-\frac{T_{2}}{2}\right)$. Using the uniqueness result in Theorem 3.1, we obtain that

$$
(\tilde{\rho}, \tilde{u}, \tilde{r})(x, t)= \begin{cases}(\rho, u, r)(x, t), & t \in\left[0, T^{*}-\frac{T_{2}}{2}\right] \\ \left(\rho_{2}, u_{2}, r_{2}\right)(x, t), & t \in\left[T^{*}-\frac{T_{2}}{2}, T^{*}+\frac{T_{2}}{2}\right]\end{cases}
$$

is a solution of the system (1.15)-(1.17), which is in contradiction with the definition of $T^{*}$. Thus, we have that $T^{*}=\infty$. From Lemmas 3.9-3.13, we can show that the global weak solution satisfies the regularity conditions (1.25)-(1.26) and (1.28) in Theorem 1.1.

Remark 3.2. The uniqueness of the solution of Theorem 3.1 is obtained by the energy method. Let $\left(u_{i}, \rho_{i}, r_{i}\right), i=1,2$, be two solutions of the system (1.15)-(1.17)
satisfying the regularity conditions in Theorem 1.1. Using similar arguments as that in the uniqueness part in [3], we can obtain, for all $T>0$,

$$
\begin{aligned}
& \frac{d}{d t} \int_{0}^{M}\left(w^{2}+\rho_{1}^{1-\theta} \rho_{2}^{2 \theta-4} \varrho^{2}+\rho_{1}^{\theta} \rho_{2}^{-1} \mathcal{R}^{2}\right) d x \\
& +C^{-1} \int_{0}^{M} \rho_{1}^{1+\theta}\left(\rho_{1} r_{1}^{2 n-2}\left(\partial_{x} w\right)^{2}+\frac{w^{2}}{r_{1}^{2} \rho_{1}}\right) d x \\
\leq & C \int_{0}^{M}\left(w^{2}+\rho_{1}^{1-\theta} \rho_{2}^{2 \theta-4} \varrho^{2}+\rho_{1}^{\theta} \rho_{2}^{-1} \mathcal{R}^{2}\right) d x, t \in[0, T]
\end{aligned}
$$

where $(w, \varrho, \mathcal{R})=\left(u_{1}-u_{2}, \rho_{1}-\rho_{2}, r_{1}-r_{2}\right)$. Using Gronwall's inequality, we could obtain that $\left(u_{1}, \rho_{1}, r_{1}\right)=\left(u_{2}, \rho_{2}, r_{2}\right)$, a.e. $(x, t) \in[0, M] \times[0, T]$.

## 4. Further decay result.

Lemma 4.1. Let $\nu$ be a positive constant satisfying $\nu<\min \left\{1, \frac{2 \gamma-2}{\gamma+\theta}\right\}$. Under the assumptions of Theorem 1.1, we obtain

$$
\begin{equation*}
\left\|\rho^{\frac{\gamma+\theta}{2}}(\cdot, t)-\rho_{\infty^{\frac{\gamma+\theta}{2}}}(\cdot)\right\|_{L^{\infty}} \leq C(1+t)^{-\frac{1}{4}+\frac{\epsilon_{2}}{2}}, \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|r(\cdot, t)-r_{\infty}(\cdot)\right\|_{L^{\infty}} \leq C_{\nu}(1+t)^{-\frac{1}{4} \nu+\frac{\epsilon_{2} \nu}{2}} \tag{4.2}
\end{equation*}
$$

for all $t \geq 0$, where $C_{\nu}$ is a positive constant depending on $\nu$.
Proof. From (3.48), (3.56), and (3.66), we have

$$
\begin{equation*}
\int_{0}^{M}\left(\rho^{\frac{\gamma+\theta}{2}}-\rho_{\infty}^{\frac{\gamma+\theta}{2}}\right)_{x}^{2} d x \leq C(1+t)^{\epsilon_{2}}, t \geq 0 \tag{4.3}
\end{equation*}
$$

Combining (3.33) and the Galiardo-Nirenberg inequality $\|\phi\|_{L^{\infty}} \leq\|\phi\|_{L^{2}}^{\frac{1}{2}}\left\|\phi^{\prime}\right\|_{L^{2}}^{\frac{1}{2}}$, we obtain

$$
\| \rho^{\frac{\gamma+\theta}{2}}-\rho_{\infty^{\frac{\gamma+\theta}{2}}}^{\|_{L^{\infty}}} \leq C(1+t)^{-\frac{1}{4}+\frac{\epsilon_{2}}{2}}, t \geq 0 .
$$

From (3.17)-(3.18), (3.48), and (4.1), we have

$$
\left\|\rho^{\frac{\nu(\gamma+\theta)}{2}}(\cdot, t)-\rho_{\infty}^{\frac{\nu(\gamma+\theta)}{2}}(\cdot)\right\|_{L^{\infty}} \leq C\left\|\rho^{\frac{\gamma+\theta}{2}}(\cdot, t)-\rho_{\infty}^{\frac{\gamma+\theta}{2}}(\cdot)\right\|_{L^{\infty}}^{\nu} \leq C(1+t)^{-\frac{\nu}{4}+\frac{\epsilon_{2} \nu}{2}}
$$

and

$$
\begin{aligned}
\left\|r(\cdot, t)-r_{\infty}(\cdot)\right\|_{L^{\infty}} & \leq C \int_{0}^{M}\left|\rho^{-1}-\rho_{\infty}^{-1}\right| d x \\
& \leq C\left\|\rho^{\frac{\nu(\gamma+\theta)}{2}}(\cdot, t)-\rho_{\infty}^{\frac{\nu(\gamma+\theta)}{2}}(\cdot)\right\|_{L^{\infty}} \int_{0}^{M}(M-x)^{-\frac{1}{\gamma}-\frac{\nu(\gamma+\theta)}{2 \gamma}} d x \\
& \leq C_{\nu}(1+t)^{-\frac{\nu}{4}+\frac{\epsilon_{2} \nu}{2}}
\end{aligned}
$$

for all $t \geq 0$.
Using similar arguments as that in Lemmas 3.6,3.11-3.12, and 4.1 with $\nu=\frac{\gamma-1}{2 \gamma}$, we can obtain the following lemma and omit the proof.

Lemma 4.2. Under the assumptions of Theorem 1.1, we have

$$
\begin{gather*}
\int_{0}^{M}(M-x)^{\frac{\theta-1}{\gamma}}\left(g-g_{\infty}\right)^{2} d x+\int_{0}^{t} \int_{0}^{M}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x d s \leq C  \tag{4.4}\\
\int_{0}^{M}\left\{u^{2}(x, t)+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \leq C(1+t)^{-1}  \tag{4.5}\\
\int_{0}^{t}(1+s)\|u(\cdot, s)\|_{L^{\infty}}^{2} d s+\int_{0}^{t} \int_{0}^{M}(1+s)\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right)(x, s) d x d s \leq C  \tag{4.6}\\
\int_{0}^{M}(M-x)^{1-\frac{\theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2} d x+\int_{0}^{t} \int_{0}^{M}(M-x)^{2-\frac{2 \theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2} d x d s \leq C \tag{4.7}
\end{gather*}
$$

and

$$
\begin{equation*}
(1+t) \int_{0}^{M}\left(\rho^{\theta-1} u^{2}+\rho^{\theta+1} u_{x}^{2}\right)(x, t) d x+\int_{0}^{t} \int_{0}^{M}(1+s) u_{t}^{2}(x, s) d x d s \leq C \tag{4.8}
\end{equation*}
$$

for all $t \geq 0$.
Remark 4.1. The key point is as follows: Similar to (3.32), using the estimates $(3.18),(3.34),(4.2)$, and the condition $\epsilon_{2}<\frac{\gamma-1}{2(3 \gamma-1)}$, we have

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{M} 2 c_{1}(n-1) \rho^{\theta}\left(\frac{u}{r}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right)_{x} d x d s \\
\leq & C \int_{0}^{t} \int_{0}^{M}\left\{\left|r-r_{\infty}\right|\left(\left|\rho^{\theta} u_{x}\right|+\left|\rho^{\theta-1} u\right|\right)+\rho^{\theta}\left|u\left(\rho^{-1}-\rho_{\infty}^{-1}\right)\right|\right\} d x d s \\
\leq & C \int_{0}^{t} \int_{0}^{M}(1+s)^{1-\epsilon_{2}}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right)(x, s) d x d s \\
& +C \int_{0}^{t}(1+s)^{\epsilon_{2}-1}\left\|r(\cdot, t)-r_{\infty}(\cdot)\right\|_{L^{\infty}}^{2} \int_{0}^{M}(M-x)^{\frac{\theta-1}{\gamma}} d x d s \\
& +C \int_{0}^{t}(1+s)^{\epsilon_{2}-1}\left\|\rho^{\frac{\nu(\gamma+\theta)}{2}}(\cdot, t)-\rho_{\infty}^{\frac{\nu(\gamma+\theta)}{2}}(\cdot)\right\|_{L^{\infty}}^{2} \int_{0}^{M}(M-x)^{\frac{\theta+1}{\gamma}-\frac{2}{\gamma}-\frac{\nu(\gamma+\theta)}{\gamma}} d x d s \\
\leq & C+C \int_{0}^{t}(1+s)^{\epsilon_{2}-1-\frac{\nu}{2}+\epsilon_{2} \nu} d s \leq C, \quad t \geq 0 .
\end{aligned}
$$

Without loss of generality, we assume that $\eta \in\left(0, \frac{2(\gamma+\theta)}{\gamma+\theta+1}\right)$. Let $\epsilon_{4} \in\left(0, \frac{\gamma+\theta-1}{3(\gamma+\theta)}\right)$ be a constant satisfying $\frac{1-\epsilon_{4}}{2-\frac{3 \gamma+3 \theta-1}{2(\gamma+\theta)}+\frac{\epsilon_{4}}{2}}>\frac{2(\gamma+\theta)}{\gamma+\theta+1}-\eta$. Define $\left\{\kappa_{j}\right\}$ and $\left\{\eta_{j}\right\}$ by $\eta_{j+1}=$ $1+\kappa_{j}, \kappa_{j}=\frac{3 \gamma+3 \theta-1}{4(\gamma+\theta)} \eta_{j}-\frac{\epsilon_{4}}{4} \eta_{j}-\frac{1}{2}-\frac{\epsilon_{4}}{2}$, and $\eta_{0}=1$. Let $N_{5}$ be a positive integer satisfying $\eta_{N_{5}}>\frac{2(\gamma+\theta)}{\gamma+\theta+1}-\eta$. It is easy to see that $\eta<2$ and $\kappa_{j}<1, j=0,1 \ldots, N_{5}$. Using similar arguments as that in Lemma 4.2, applying the induction method, we can obtain the following lemma and omit the proof.

Lemma 4.3. Under the assumptions of Theorem 1.1, we have

$$
\begin{equation*}
\int_{0}^{M}\left\{u^{2}(x, t)+(M-x)^{\frac{\gamma-1}{\gamma}}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right\} d x \leq C_{\eta, j}(1+t)^{-\eta_{j}} \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{t}(1+s)^{\eta_{j}}\|u(\cdot, s)\|_{L^{\infty}}^{2} d s+\int_{0}^{t} \int_{0}^{M}(1+s)^{\eta_{j}}\left(\rho^{\theta+1} u_{x}^{2}+\rho^{\theta-1} u^{2}\right)(x, s) d x d s \leq C_{\eta, j} \tag{4.10}
\end{equation*}
$$

$$
\begin{gather*}
\left\|\rho^{\frac{\gamma+\theta}{2}}(\cdot, t)-\rho_{\infty}^{\frac{\gamma+\theta}{2}}(\cdot)\right\|_{L^{\infty}} \leq C_{\eta, j}(1+t)^{-\frac{\eta_{j}}{4}}  \tag{4.11}\\
\int_{0}^{t} \int_{0}^{M}(1+s)^{\kappa_{j}}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x d s \leq C_{\eta, j}  \tag{4.12}\\
(1+t)^{\eta_{j}} \int_{0}^{M}\left(\rho^{\theta-1} u^{2}+\rho^{\theta+1} u_{x}^{2}\right)(x, t) d x+\int_{0}^{t} \int_{0}^{M}(1+s)^{\eta_{j}} u_{t}^{2}(x, s) d x d s \leq C_{\eta, j} \tag{4.13}
\end{gather*}
$$

and

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}} \leq C_{\eta, j}(1+t)^{-\frac{\eta_{j}}{2}} \tag{4.14}
\end{equation*}
$$

for all $t \geq 0, j=0, \ldots, N_{5}$, where $C_{\eta, j}$ is a positive constant depending on $\eta$ and $j$.
Remark 4.2. The main difficulty is to show (4.12) with $j=k$, when (4.9)-(4.11) hold with $j=k$. From (3.27)-(3.28), we have

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}}\left[A\left(\rho_{\infty}^{\gamma}-\rho^{\gamma}\right)\left(\rho^{-1}-\rho_{\infty}^{-1}\right)\right. \\
& \left.+G\left(M_{0}+x\right)\left(r^{2-2 n}-r_{\infty}^{2-2 n}\right)\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right] d x d t \\
= & -\int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}} \frac{u_{t}}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x d t \\
& -\int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}} \Delta f r^{1-n}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x d t \\
& +\int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}}\left(2 c_{1}+c_{2}\right) \rho^{1+\theta} \partial_{x}\left(r^{n-1} u\right)\left(\rho_{\infty}^{-1}-\rho^{-1}\right) d x d t \\
& +\int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}} 2 c_{1}(n-1) \rho^{\theta}\left(\frac{u}{r}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right)\right)_{x} d x d t \\
:= & \sum_{i=1}^{4} Q_{i}, T>0 \tag{4.15}
\end{align*}
$$

and

$$
\begin{equation*}
\text { L.H.S. of }(4.15) \geq C_{12} \int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}}\left[\rho_{\infty}^{\gamma-1}\left(g-g_{\infty}\right)^{2}+\left(r-r_{\infty}\right)^{2}\right] d x d t \tag{4.16}
\end{equation*}
$$

Similar to (3.29)-(3.32), applying the estimates (3.17)-(3.20), (4.4), integration by parts, the Cauchy-Schwarz inequality, and the fact that $\kappa_{j}=\frac{3 \gamma+3 \theta-1}{4(\gamma+\theta)} \eta_{j}-\frac{\epsilon_{4}}{4} \eta_{j}-\frac{1}{2}-$ $\frac{\epsilon_{4}}{2}<\eta_{j}$, we can estimate $Q_{i}$ as follows:

$$
\begin{align*}
Q_{1} \leq & -\left.\int_{0}^{M}(1+t)^{\kappa_{k}} \frac{u}{r^{n-1}}\left(\frac{r^{n}}{n}-\frac{r_{\infty}^{n}}{n}\right) d x\right|_{0} ^{T}+C \int_{0}^{T}(1+t)^{\kappa_{k}}\|u\|_{L_{x}^{\infty}}^{2} d t \\
& +C \int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}-1}|u|\left|r-r_{\infty}\right| d x d t \\
\leq & C  \tag{4.17}\\
Q_{2} \leq & \frac{C_{12}}{6} \int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}}\left(r-r_{\infty}\right)^{2} d x d t+C \int_{0}^{T} f_{1}^{2}(1+t)^{\kappa_{k}} d t
\end{align*}
$$

$$
\begin{align*}
\leq & \frac{C_{12}}{6} \int_{0}^{T} \int_{0}^{M}(1+t)^{\kappa_{k}}\left(r-r_{\infty}\right)^{2} d x d t+C,  \tag{4.18}\\
Q_{3} \leq & C \int_{0}^{T} \int_{0}^{M}(1+t)^{\eta_{k}} \rho^{1+\theta}\left(r^{n-1} u_{x}\right)_{x}^{2} d x d t \\
& +C \int_{0}^{T} \int_{0}^{M}(1+t)^{2 \kappa_{k}-\eta_{k}-\frac{\eta_{k} \nu_{1}}{2}}(M-x)^{\frac{\theta-1}{\gamma}-\frac{\nu_{1}(\gamma+\theta)}{\gamma}} d x d t \\
& \leq C, \tag{4.19}
\end{align*}
$$

where $\nu_{1}=\frac{\gamma+\theta-1}{\gamma+\theta}-\epsilon_{4}$,

$$
\left\|r(\cdot, t)-r_{\infty}(\cdot)\right\|_{L^{\infty}} \leq C(1+t)^{\frac{\nu_{1} \eta_{k}}{4}},
$$

and

$$
\begin{align*}
Q_{4} \leq & C \int_{0}^{T} \int_{0}^{M}(1+t)^{\eta_{k}}\left(\rho^{1+\theta}\left(r^{n-1} u_{x}\right)_{x}^{2}+\rho^{\theta-1} u^{2}\right) d x d t \\
& +C \int_{0}^{T} \int_{0}^{M}(1+t)^{2 \kappa_{k}-\eta_{k}-\frac{\eta_{k} \nu_{1}}{2}}(M-x)^{\frac{\theta-1}{\gamma}} d x d t \\
\leq & C . \tag{4.20}
\end{align*}
$$

From (4.15)-(4.20), we finish the proof of (4.12) with $j=k$.
From (4.12) with $j=N_{5}$, using similar arguments as that in Lemma 3.11, we can obtain the following lemma and omit the proof.

Lemma 4.4. Under the assumptions of Theorem 1.1, we have

$$
\begin{equation*}
\int_{0}^{M}(M-x)^{2-\frac{2 \theta}{\gamma}}\left(\rho^{\theta}-\rho_{\infty}^{\theta}\right)_{x}^{2} d x \leq C_{\eta}(1+t)^{\eta-\frac{\gamma+\theta-1}{\gamma+\theta}}, \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\rho^{\gamma}(\cdot, t)-\rho_{\infty}^{\gamma}(\cdot)\right\|_{L^{\infty}} \leq C(1+t)^{\frac{n}{2}-\frac{3 \gamma+3 \theta-1}{4(\gamma+\theta+1)}}, t \geq 0 . \tag{4.22}
\end{equation*}
$$

Thus, we finish the proof of Theorem 1.1.
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#### Abstract

In this paper, we obtain symmetric $C^{\infty}$ real-valued tight wavelet frames in $L_{2}(\mathbb{R})$ with compact support and the spectral frame approximation order. Furthermore, we present a family of symmetric compactly supported $C^{\infty}$ orthonormal complex wavelets in $L_{2}(\mathbb{R})$. A complete analysis of nonstationary tight wavelet frames and orthonormal wavelet bases in $L_{2}(\mathbb{R})$ is given.
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1. Introduction. In this paper, we are interested in symmetric compactly supported $C^{\infty}$ tight wavelet frames with the spectral frame approximation order. Since it is impossible to achieve all these properties under the framework of stationary tight wavelet frames, it is natural for us to consider nonstationary tight wavelet frames, in particular, nonstationary tight wavelet frames derived from nonstationary multiresolution analysis by the new (nonstationary) unitary extension principle.

We start with a family of $2 \pi$-periodic trigonometric polynomials $\widehat{a_{j}}, j \in \mathbb{N}$, and their associated nonstationary refinable functions (or tempered distributions) $\phi_{j-1}, j \in$ $\mathbb{N}$, defined by

$$
\begin{equation*}
\widehat{\phi_{j-1}}(\xi):=\widehat{a_{j}}(\xi / 2) \widehat{\phi_{j}}(\xi / 2)=\prod_{n=1}^{\infty} \widehat{a_{n+j-1}}\left(2^{-n} \xi\right), \quad \xi \in \mathbb{R}, j \in \mathbb{N}, \tag{1.1}
\end{equation*}
$$

where the $2 \pi$-periodic trigonometric polynomials $\widehat{a_{j}}, j \in \mathbb{N}$, are called refinement masks. Here, the Fourier transform $\hat{f}$ of a function $f \in L_{1}(\mathbb{R})$ used in this paper is defined to be $\hat{f}(\xi):=\int_{\mathbb{R}} f(t) e^{-i t \xi} d t$ and can be naturally extended to square integrable functions and tempered distributions.

The stationary multiresolution analysis corresponds to the case that all the masks $\widehat{a_{j}}$ are the same; therefore, all the functions $\phi_{j}$ are the same, and, in particular, $\widehat{\phi_{0}}(\xi)=\widehat{a_{1}}(\xi / 2) \widehat{\phi_{1}}(\xi / 2)$. We say that a function $\phi: \mathbb{R} \mapsto \mathbb{C}$ is refinable with a $2 \pi$ periodic trigonometric polynomial refinement mask $\hat{a}$ if $\hat{\phi}(\xi)=\hat{a}(\xi / 2) \hat{\phi}(\xi / 2)$. The frame generators $\psi^{\ell}$ are generally obtained from the refinable function $\phi$ via $\widehat{\psi^{\ell}}(\xi)=$ $\widehat{b^{\ell}}(\xi / 2) \hat{\phi}(\xi / 2)$ for some $2 \pi$-periodic trigonometric polynomials $\widehat{b^{\ell}}$ with some desirable properties.

[^49]A tight wavelet frame in $L_{2}(\mathbb{R})$ (in the stationary case) is generated by the integer translates and dyadic dilates of a finite set of elements in $L_{2}(\mathbb{R})$. More precisely, we say that $\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ generates a (normalized) tight wavelet frame in $L_{2}(\mathbb{R})$ if

$$
\begin{equation*}
\|f\|_{L_{2}(\mathbb{R})}^{2}=\sum_{\ell=1}^{L} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left|\left\langle f, \psi_{j, k}^{\ell}\right\rangle\right|^{2} \quad \forall f \in L_{2}(\mathbb{R}), \tag{1.2}
\end{equation*}
$$

where $\psi_{j, k}^{\ell}:=2^{j / 2} \psi^{\ell}\left(2^{j}-k\right)$ and $\langle f, g\rangle:=\int_{\mathbb{R}} f(t) \overline{g(t)} d t$. As a redundant wavelet system, tight frame wavelet systems are easier to design and provide more flexibilities in applications than orthonormal wavelet bases, especially in image inpainting (see $[1,2,3,4,5]$ for details). Because of this, tight wavelet frames have been extensively studied in the literature; to mention only a few, see $[6,7,8,14,16,18,19,21,25,26$, $27,33]$ and the many references therein.

Tight wavelet frames obtained from refinable functions are of particular interest, due to their associated multiresolution structure (which we refer to as MRA-based) and fast frame algorithms. Constructions of tight wavelet frames from a refinable function can be done by the unitary extension principle in [33]. In fact, many tight wavelet frames have been constructed in $[6,16,33]$. Later, by using the more general oblique extension principle, which is independently developed in [7, 14], more tight wavelet frames with various desirable properties have been obtained in $[7,14,21,25$, $26,27]$ and many other references therein.

For the stationary case, it already has been pointed out in [13] that there does not exist a compactly supported refinable function $\phi$ with a $2 \pi$-periodic trigonometric polynomial refinement mask such that $\phi$ belongs to $C^{\infty}(\mathbb{R})$. Hence, it is impossible to obtain MRA-based compactly supported (stationary) tight wavelet frames in $L_{2}(\mathbb{R})$ whose generators are in $C^{\infty}(\mathbb{R})$. However, it is shown in [10] that, by using the class of masks for orthonormal refinable functions of [12] whose integer shifts form an orthonormal system, one can obtain a family of nonstationary refinable functions such that every nonstationary refinable function belongs to $C^{\infty}(\mathbb{R})$ and its integer shifts still form an orthonormal system in $L_{2}(\mathbb{R})$. For this family of nonstationary refinable functions, a $C^{\infty}$ nonstationary orthonormal wavelet basis in $L_{2}(\mathbb{R})$ is derived in [10]. In fact, ideas of generating a class of nonstationary refinable functions in $C^{\infty}(\mathbb{R})$ from a given family of masks for stationary refinable functions have already been discussed in [15, 35]. One such example is the up-function $[10,15,35]$ generated from the family of masks for the B-splines. Let $\widehat{a_{j}}(\xi)=2^{-j}\left(1+e^{-i \xi}\right)^{j}, j \in \mathbb{N}$, be the mask for the B-spline of order $j$ and define $\phi_{j-1}, j \in \mathbb{N}$, as in (1.1). Then all $\phi_{j-1}, j \in \mathbb{N}$, are compactly supported $C^{\infty}$ functions. In particular, the function $\phi_{0}$ is supported on $[0,2]$ (see $[10,15,35])$.

Motivated by the interesting work of Cohen and Dyn [10] and equipped with the pseudosplines (a more general class of refinable functions containing B-splines, interpolatory refinable functions, and Daubechies orthonormal refinable functions in [12] as special cases), together with the idea of the unitary extension principle, we establish the analysis needed here for constructing nonstationary $C^{\infty}(\mathbb{R})$ tight wavelet frames in $L_{2}(\mathbb{R})$ with desirable properties, especially the symmetry property, which cannot be achieved by real-valued orthonormal dyadic refinable functions. As we will see, the construction more or less follows the idea of the unitary extension principle for the stationary case, while the main analysis of this paper is somehow different from that of [10]. For example, in the orthonormal wavelet case, the approximation order of the truncated wavelet series in [10] is the same as that of the (nonstationary)
multiresolution analysis, while in the tight wavelet frame case, they are different, even for the stationary case, as shown in [14].

Next, we briefly describe ideas of the construction of tight wavelet frames. Although one of our major objectives of this paper is to use the family of refinement masks for pseudosplines to construct tight wavelet frames and to provide the corresponding analysis, the construction in this paper is given for the general setting.

We start with $2 \pi$-periodic measurable functions $\widehat{a_{j}}, j \in \mathbb{N}$, as a sequence of refinement masks. To make the idea of the unitary extension principle work, it is necessary to require that for every $j \in \mathbb{N}$, the mask $\widehat{a_{j}}$ should satisfy

$$
\begin{equation*}
\left|\widehat{a_{j}}(\xi)\right|^{2}+\left|\widehat{a_{j}}(\xi+\pi)\right|^{2} \leqslant 1 \quad \text { a.e. } \xi \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

Since we are interested only in compactly supported tight wavelet frames, it is natural to start with compactly supported refinable functions $\phi_{j}$, which, in turn, require that the degrees of the trigonometric polynomials $\widehat{a_{j}}$ do not increase too fast. For a $2 \pi$-periodic trigonometric polynomial $\hat{a}$, we denote $\operatorname{deg}(\hat{a})$ the smallest nonnegative integer such that its Fourier coefficients of $\hat{a}$ vanish outside $[-\operatorname{deg}(\hat{a}), \operatorname{deg}(\hat{a})]$. We note that $\operatorname{deg}(\hat{a})$ defined here is somewhat slightly different from the usual definition of the degree of a trigonometric polynomial; $\operatorname{deg}(\hat{a})$ here is the minimal integer $k$ such that $[-k, k]$ contains the support of the Fourier coefficients of both $\hat{a}$ and $\hat{a}(-\cdot)$. For $\phi_{0}$ in (1.1) to be compactly supported, by a simple calculation, it is very natural to require [10] that

$$
\begin{equation*}
\sum_{j=1}^{\infty} 2^{-j} \operatorname{deg}\left(\widehat{a_{j}}\right)<\infty \tag{1.4}
\end{equation*}
$$

With (1.3) and (1.4), under the condition that $\sum_{j=1}^{\infty}\left|\widehat{a_{j}}(0)-1\right|<\infty$, it can be proved that all the corresponding refinable functions $\phi_{j-1}$ in (1.1) are well-defined compactly supported functions in $L_{2}(\mathbb{R})$.

Wavelet functions $\psi_{j-1}^{\ell}, j \in \mathbb{N}$ and $\ell \in\left\{1, \ldots, \mathcal{J}_{j}\right\}$, are obtained from $\phi_{j}$ by

$$
\begin{equation*}
\widehat{\psi_{j-1}^{\ell}}(\xi):=\widehat{b_{j}^{\ell}}(\xi / 2) \widehat{\phi_{j}}(\xi / 2), \quad \ell=1, \ldots, \mathcal{J}_{j} \tag{1.5}
\end{equation*}
$$

where $\mathcal{J}_{j}$ are positive integers and each $\widehat{b_{j}^{\ell}}, \ell=1, \ldots, \mathcal{J}_{j}$, is called a (high-pass) wavelet mask. Denote $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. We say that $\left\{\phi_{0}\right\} \cup\left\{\psi_{j}^{\ell}: j \in \mathbb{N}_{0}, \ell=1, \ldots, \mathcal{J}_{j+1}\right\}$ generates a nonstationary tight wavelet frame in $L_{2}(\mathbb{R})$ if

$$
\begin{equation*}
\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}:=2^{j / 2} \psi_{j}^{\ell}\left(2^{j} \cdot-k\right): j \in \mathbb{N}_{0}, k \in \mathbb{Z}, \ell=1, \ldots, \mathcal{J}_{j+1}\right\} \tag{1.6}
\end{equation*}
$$

is a tight frame of $L_{2}(\mathbb{R})$; that is, the following holds:

$$
\begin{equation*}
\|f\|_{L_{2}(\mathbb{R})}^{2}=\sum_{k \in \mathbb{Z}}\left|\left\langle f, \phi_{0}(\cdot-k)\right\rangle\right|^{2}+\sum_{j=0}^{\infty} \sum_{\ell=1}^{\mathcal{J}_{j+1}} \sum_{k \in \mathbb{Z}}\left|\left\langle f, \psi_{j ; j, k}^{\ell}\right\rangle\right|^{2} \quad \forall f \in L_{2}(\mathbb{R}) \tag{1.7}
\end{equation*}
$$

We say that $\psi_{j}^{\ell}$ has $\nu$ vanishing moments if ${\widehat{\psi_{j}^{\ell}}}^{(n)}(0)=0$ for all $n=0, \ldots, \nu-1$, where ${\widehat{\psi_{j}^{\ell}}}^{(n)}$ denotes the $n$th derivative of $\widehat{\psi_{j}^{\ell}}$. It is clear that (1.7) is equivalent to

$$
\begin{equation*}
f=\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{0}(\cdot-k)\right\rangle \phi_{0}(\cdot-k)+\sum_{j=0}^{\infty} \sum_{\ell=1}^{\mathcal{J}_{j+1}} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j ; j, k}^{\ell}\right\rangle \psi_{j ; j, k}^{\ell}, \quad f \in L_{2}(\mathbb{R}) \tag{1.8}
\end{equation*}
$$

The frame approximation operators $Q_{n}, n \in \mathbb{N}$, associated with the truncation of the tight wavelet frame in (1.6) at level $n$, are defined to be

$$
\begin{equation*}
Q_{n}(f):=\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{0}(\cdot-k)\right\rangle \phi_{0}(\cdot-k)+\sum_{j=0}^{n-1} \sum_{\ell=1}^{\mathcal{J}_{j+1}} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j ; j, k}^{\ell}\right\rangle \psi_{j ; j, k}^{\ell}, \quad f \in L_{2}(\mathbb{R}) . \tag{1.9}
\end{equation*}
$$

For $\nu \geqslant 0$, we denote $W_{2}^{\nu}(\mathbb{R})$ the Sobolev space of all functions $f \in L_{2}(\mathbb{R})$ such that

$$
\begin{equation*}
\|f\|_{W_{2}^{\nu}(\mathbb{R})}^{2}:=\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)|\hat{f}(\xi)|^{2} d \xi<\infty \tag{1.10}
\end{equation*}
$$

The Sobolev seminorm $|f|_{W_{2}^{\nu}(\mathbb{R})}$ is defined to be

$$
\begin{equation*}
|f|_{W_{2}^{\nu}(\mathbb{R})}^{2}:=\int_{\mathbb{R}}|\xi|^{2 \nu}|\hat{f}(\xi)|^{2} d \xi, \quad f \in W_{2}^{\nu}(\mathbb{R}) \tag{1.11}
\end{equation*}
$$

The unitary extension principle provides a sufficient condition on the wavelet masks $\widehat{a_{j}}$ and $\widehat{b_{j}^{\ell}}, \ell=1, \ldots, \mathcal{J}_{j}$, so that, with $\psi_{j-1}^{\ell}$ defined in (1.5), the wavelet system in (1.6) forms a tight frame in $L_{2}(\mathbb{R})$. Altogether, we have the following result on nonstationary tight wavelet frames in $L_{2}(\mathbb{R})$.

ThEOREM 1.1. Let $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic trigonometric polynomials with $\widehat{a_{j}}(0)=1$ for all $j \in \mathbb{N}$. If (1.3) and (1.4) hold, letting $\phi_{j}$ and $\psi_{j-1}^{\ell}, j \in \mathbb{N}$ and $\ell \in\left\{1, \ldots, \mathcal{J}_{j}\right\}$, be defined in (1.1) and (1.5), respectively, then the following hold:
(i) All functions $\phi_{j-1}, j \in \mathbb{N}$, are well-defined compactly supported functions in $L_{2}(\mathbb{R})$.
(ii) If $\widehat{b_{j}^{\ell}}, j \in \mathbb{N}$ and $\ell \in\left\{1, \ldots, \mathcal{J}_{j}\right\}$, are $2 \pi$-periodic trigonometric polynomials satisfying

$$
\begin{align*}
& \left|\widehat{a_{j}}(\xi)\right|^{2}+\sum_{\ell=1}^{\mathcal{J}_{j}}\left|\widehat{b_{j}^{\ell}}(\xi)\right|^{2}=1 \quad \text { and }  \tag{1.12}\\
& \widehat{a_{j}}(\xi) \overline{\widehat{a_{j}}(\xi+\pi)}+\sum_{\ell=1}^{\mathcal{J}_{j}} \widehat{b_{j}^{\ell}}(\xi) \overline{\widehat{b_{j}^{\ell}}(\xi+\pi)}=0,
\end{align*}
$$

then the wavelet system in (1.6) is a compactly supported tight wavelet frame in $L_{2}(\mathbb{R})$.
(iii) If, in addition to (1.12), we assume that

$$
\begin{equation*}
\operatorname{deg}\left(\widehat{a_{j}}\right)=O\left(j^{\alpha} 2^{\beta j}\right) \quad \text { as } \quad j \rightarrow \infty \quad \text { for some } \quad \alpha \geqslant 0,0 \leqslant \beta<1 \tag{1.13}
\end{equation*}
$$

and assume that there exist a positive number $\nu \in \frac{1}{2} \mathbb{N}$ and a positive integer $N$ such that $1-\left|\widehat{a_{j}}(\xi)\right|^{2}$ has a zero of order $2 \nu$ at $\xi=0$ for all $j \geqslant N$, that is, for $j \geqslant N$,

$$
\begin{equation*}
\left|\widehat{a_{j}}(\xi)\right|^{2}=1+O\left(|\xi|^{2 \nu}\right), \quad \xi \rightarrow 0 \tag{1.14}
\end{equation*}
$$

then there exists a positive constant $C$, independent of $f$ and $n$, such that

$$
\begin{align*}
& \left\|f-Q_{n}(f)\right\|_{L_{2}(\mathbb{R})} \leqslant C n^{\nu \alpha} 2^{-\nu(1-\beta) n}|f|_{W_{2}^{\nu}(\mathbb{R})}  \tag{1.15}\\
& \quad \forall f \in W_{2}^{\nu}(\mathbb{R}) \quad \text { and } \quad n \geqslant N
\end{align*}
$$

where the linear operators $Q_{n}$ are defined in (1.9).

Item (ii) of Theorem 1.1 is called the unitary extension principle for the nonstationary case. Theorem 1.1 will be proved in section 4 . As we shall see in section 4, the main effort there is to prove items (i) and (iii) of Theorem 1.1. To show item (ii) of Theorem 1.1, one needs to show the convergence of the frame series in the right side of $(1.8)$ to the function $f$ in $L_{2}(\mathbb{R})$. When (1.13) holds, the convergence of the frame series follows from (iii) by observing that the masks in item (ii) satisfy (1.14) for $\nu=1 / 2$. Furthermore, a refined analysis establishes the convergence of the frame series even without assuming (1.13).

We further remark that (1.12) guarantees the multiresolution frame decomposition algorithm whose proof can be straightforwardly verified and is more or less known. In fact, Theorem 1.1 generalizes the unitary extension principle from the stationary case in [33] to the general nonstationary case. It is clear that, similar to the stationary case, for every fixed $j \in \mathbb{N}$, in order to construct a set of $2 \pi$-periodic trigonometric polynomials $\widehat{b_{j}^{\ell}}, \ell=1, \ldots, \mathcal{J}_{j}$, derived from the mask $\widehat{a_{j}}$ so that (1.12) is satisfied, the mask $\widehat{a_{j}}$ must satisfy (1.3). Hence, (1.3) is a necessary and sufficient condition to make (1.12) hold, as we shall see later in this section.

Nonstationary spline tight wavelet frames using the oblique extension principle developed in $[7,14]$ have been systematically studied in Chui, He, and Stöckler [8] recently. There, they considered an even more general nonstationary setting; i.e., it is not even shift-invariant at each level. Since the oblique extension principle is a generalization of the unitary extension principle, the proof of [8] might be modified to prove item (ii) of Theorem 1.1. However, this at most leads to the conclusion $Q_{n}(f) \rightarrow f$ in $L_{2}(\mathbb{R})$. Our approach of item (ii) is beyond the proof of the tight frame property itself in (1.8). Instead, we analyze the approximation power of the truncated tight wavelet frame series as stated in item (iii) of Theorem 1.1. As a consequence of this analysis, we obtain the tight frame property stated in item (ii) of Theorem 1.1. Finally, we remark that a systematic study of general nonstationary wavelet frames that may not be MRA-based was given in [34]

Following [14], we say that a tight wavelet frame $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}\right.$ : $\left.j \in \mathbb{N}_{0}, k \in \mathbb{Z}, \ell=1, \ldots, \mathcal{J}_{j+1}\right\}$ provides frame approximation order $\nu$ if there exist a positive constant $C$, independent of $f$ and $n$, and a positive integer $N$ such that

$$
\begin{equation*}
\left\|f-Q_{n}(f)\right\|_{L_{2}(\mathbb{R})} \leqslant C 2^{-\nu n}|f|_{W_{2}^{\nu}(\mathbb{R})} \quad \forall f \in W_{2}^{\nu}(\mathbb{R}) \quad \text { and } \quad n \geqslant N \tag{1.16}
\end{equation*}
$$

We say that a tight wavelet frame provides the spectral frame approximation order if it provides frame approximation order $\nu$ for any positive integer $\nu$. Here, we point out that for the frame approximation order discussed in this paper, the constant $C$ in (1.15) of Theorem 1.1 and the constant $C$ in (1.16) of Theorems 1.2 and 1.4 can be explicitly obtained.

In section 4 , we shall study when $Q_{n}(f)$ approaches $f$ with an approximation order $\nu$ as $n \rightarrow \infty$. As a consequence, we prove item (ii) of Theorem 1.1 and (1.8) by showing that $Q_{n}(f) \rightarrow f$ in $L_{2}(\mathbb{R})$ as $n \rightarrow \infty$ for every $f \in L_{2}(\mathbb{R})$, provided that the conditions in Theorem 1.1 are satisfied. The approximation order of $Q_{n}(f)$ was not studied in [10], since it was not needed there. In fact, since only orthonormal wavelet systems were considered in [10], the associated operators $Q_{n}$ become orthogonal projections and attain the approximation order provided by the nonstationary multiresolution analysis. Therefore, one only needs to understand the conditions under which $Q_{n}(f) \rightarrow f$ in $L_{2}(\mathbb{R})$ as $n \rightarrow \infty$ in the orthonormal wavelet case. Nevertheless, our approach here applies to this special case as well and simplifies the conditions given in [10]. The approximation order of $Q_{n}(f)$ was not studied in [8] either, since it is a
more challenging problem in its more general setting of [8]. For the stationary case, it is evident that (1.13) holds with $\alpha=\beta=0$ and, consequently, the notion of the frame approximation power in (1.15) agrees with that of the frame approximation order in (1.16). However, we shall present an example of nonstationary tight wavelet frames derived from the up-function (see Theorem 1.3) to demonstrate that (1.15) holds with $\nu=2, \alpha=1$, and $\beta=0$, while (1.16) fails for any $\nu>0$; that is, this particular nonstationary tight wavelet frame has a "weak" frame approximation order 2 in the sense of (1.15), but it does not have any "strong" frame approximation order in the sense of (1.16).

Finally, we note that the $2 \pi$-periodic trigonometric polynomial wavelet masks $\widehat{b_{j}^{\ell}}, j \in \mathbb{N}$ and $\ell \in\left\{1, \ldots, \mathcal{J}_{j}\right\}$, can be constructed from the masks $\widehat{a_{j}}$ by many ways provided that the refinement masks $\widehat{a_{j}}, j \in \mathbb{N}$, satisfy (1.3). Here is one such construction modified from the stationary case of [6] (also cf. [16, 27, 25]). For every $j \in \mathbb{N}$, from the mask $\widehat{a_{j}}$ with real coefficients and satisfying (1.3), define

$$
\begin{align*}
& \widehat{b_{j}^{1}}(\xi):=e^{-i \xi} \widehat{\widehat{a_{j}}(\xi+\pi)} \\
& \widehat{b_{j}^{2}}(\xi):=2^{-1}\left[A_{j}(\xi)+e^{-i \xi} \overline{A_{j}(\xi)}\right]  \tag{1.17}\\
& \widehat{b_{j}^{3}}(\xi):=2^{-1}\left[A_{j}(\xi)-e^{-i \xi} \overline{A_{j}(\xi)}\right]
\end{align*}
$$

where $A_{j}$ is a $\pi$-periodic trigonometric polynomial with real coefficients such that

$$
\left|A_{j}(\xi)\right|^{2}=1-\left|\widehat{a_{j}}(\xi)\right|^{2}-\left|\widehat{a_{j}}(\xi+\pi)\right|^{2}
$$

Then, $\widehat{a_{j}}, \widehat{b_{j}^{1}}, \widehat{b_{j}^{2}}$, and $\widehat{b_{j}^{3}}, j \in \mathbb{N}$, satisfy (1.12) with $\mathcal{J}_{j}=3$. Furthermore, the corresponding wavelets defined by (1.5) using masks in (1.17) are symmetric or antisymmetric whenever $\phi_{j}$ is symmetric.

After establishing Theorem 1.1, we focus on constructing nonstationary $C^{\infty}(\mathbb{R})$ wavelets derived from a family of refinement masks for pseudosplines. Pseudosplines (of type I) were first introduced in [14] and [36] to improve the approximation order of truncated tight wavelet frame series for the tight wavelet frame system obtained by the unitary extension principle. The pseudosplines in [14] are generally not symmetric. The pseudosplines of type II are symmetric and were introduced in [16]. Since we are aiming at constructing symmetric tight wavelet frames, we will use pseudosplines of type II. For positive integers $m, l \in \mathbb{N}$, throughout the paper we denote

$$
\begin{equation*}
P_{m, l}(x):=\sum_{j=0}^{l-1}\binom{m+j-1}{j} x^{j}=\sum_{j=0}^{l-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j}, \quad x \in \mathbb{R} \tag{1.18}
\end{equation*}
$$

The masks for pseudosplines of type II with order $(m, l)$ [16] are given by

$$
\begin{equation*}
\widehat{a_{m, l}}(\xi):=\cos ^{2 m}(\xi / 2) P_{m, l}\left(\sin ^{2}(\xi / 2)\right), \quad m \in \mathbb{N}, l=1, \ldots, m \tag{1.19}
\end{equation*}
$$

Since it is evident that $\widehat{a_{m, l}}(\xi) \geqslant 0$ for all $\xi \in \mathbb{R}$, the mask $\widehat{a_{m, l}^{I}}$, for the pseudospline of type I with order ( $m, l$ ) introduced in [14] and [36], is obtained by taking the square root of the mask $\widehat{a_{m, l}}$ in (1.19) for the pseudospline of type II with order ( $m, l$ ) using the Fejér-Riesz lemma such that

$$
\begin{equation*}
\left|\widehat{a_{m, l}^{I}}(\xi)\right|^{2}=\widehat{a_{m, l}}(\xi), \quad \xi \in \mathbb{R} \tag{1.20}
\end{equation*}
$$

While the pseudosplines of type II and their masks in (1.19) are symmetric, their type I counterparts usually do not have symmetry. For the case $l=1$, the corresponding refinable pseudosplines are B-splines for both types. For the case $l=m$, the corresponding refinable pseudospline $\phi$ of type I with mask $\widehat{a_{m, m}^{I}}$ in (1.20) has orthonormal integer shifts (i.e., $\{\phi(\cdot-k): k \in \mathbb{Z}\}$ is an orthonormal system in $\left.L_{2}(\mathbb{R})\right)$, and the corresponding refinable pseudospline $\phi$ of type II with mask $\widehat{a_{m, m}}$ in (1.19) is interpolatory (i.e., $\phi(0)=1$ and $\phi(k)=0$ for all $k \in \mathbb{Z} \backslash\{0\}$ ). It is easy to verify that the condition in (1.3) is satisfied for all the masks for pseudosplines of type I and type II (e.g., see [14, 16]).

Our construction here employs masks $\widehat{a_{m, l}}$ in (1.19) for pseudosplines of type II, since we are interested in constructing symmetric tight wavelet frames. We have the following result on symmetric $C^{\infty}$ tight wavelet frames in $L_{2}(\mathbb{R})$ with compact support and the spectral frame approximation order.

THEOREM 1.2. Let $\widehat{a_{j}}:=\widehat{a_{m_{j}, l_{j}}}$ be defined in (1.19), where $1 \leqslant l_{j} \leqslant m_{j}$ and $m_{j}$ $(j \in \mathbb{N})$ are positive integers satisfying

$$
\begin{equation*}
\lim _{j \rightarrow \infty} m_{j}=\infty \quad \text { and } \quad \sum_{j=1}^{\infty} 2^{-j} m_{j}<\infty \tag{1.21}
\end{equation*}
$$

For $j \in \mathbb{N}$, define $\phi_{j-1}$ as in (1.1) and $\psi_{j-1}^{1}, \psi_{j-1}^{2}$, and $\psi_{j-1}^{3}$ as in (1.5) with the wavelet masks $\widehat{b_{j}^{1}}, \widehat{b_{j}^{2}}$, and $\widehat{b_{j}^{3}}$ being derived from $\widehat{a_{j}}$ in (1.17). Then the following hold:
(1) Each nonstationary refinable function $\phi_{j}, j \in \mathbb{N}_{0}$, is a compactly supported $C^{\infty}$ real-valued function that is symmetric about the origin: $\phi_{j}(-\cdot)=\phi_{j}$.
(2) Each wavelet function $\psi_{j}^{\ell}, \ell=1,2,3$ and $j \in \mathbb{N}_{0}$, is a compactly supported $C^{\infty}$ function with $l_{j+1}$ vanishing moments and satisfies $\psi_{j}^{\ell}(1-\cdot)=\psi_{j}^{\ell}$ for $\ell=1,2$ and $\psi_{j}^{3}(1-\cdot)=-\psi_{j}^{3}$.
(3) The system $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}:=2^{j / 2} \psi_{j}^{\ell}\left(2^{j} \cdot-k\right): j \in \mathbb{N}_{0}, k \in\right.$ $\mathbb{Z}, \ell=1,2,3\}$ is a compactly supported symmetric $C^{\infty}$ tight wavelet frame in $L_{2}(\mathbb{R})$.
(4) If in addition $\lim \inf _{j \rightarrow \infty} l_{j} / m_{j}>0$, then the tight wavelet frame in item (3) has the spectral frame approximation order.
The simplest choice in Theorem 1.2 is $m_{j}=l_{j}=j$ for all $j \in \mathbb{N}$, for which the condition in (1.21) is evidently satisfied and $\liminf \operatorname{inc}_{j \rightarrow \infty} l_{j} / m_{j}=1>0$. Therefore, by Theorem 1.2, we have a symmetric $C^{\infty}$ tight wavelet frame in $L_{2}(\mathbb{R})$ with compact support and the spectral frame approximation order. Of course, the claims in Theorem 1.2 also hold if one chooses $m \approx \rho_{1} j$ and $l_{j} \approx \rho_{2} j$ for all $j \in \mathbb{N}$ with some fixed positive numbers $\rho_{1}$ and $\rho_{2}$. In order to have refinable functions $\phi_{j}, j \in \mathbb{N}$, in (1.1) with support as small as possible, one should choose a sequence $\left\{m_{j}\right\}_{j=1}^{\infty}$ so that $m_{j}$ goes to $\infty$ as slowly as possible. This is one of our motivations to choose a general integer $m_{j}$ instead of the standard choice $m_{j}=j$ for our setup. We point out that such a strategy has already been considered by Cohen [9]. We also mention that all the claims in Theorem 1.2 hold, except possibly for the symmetry property, if one chooses the masks $\widehat{a_{j}}:=\widehat{a_{m_{j}, l_{j}}^{I}}$ in (1.20) for the pseudosplines of type I instead of type II in Theorem 1.2.

It is clear that the frame approximation order in (1.16) implies (1.15). For the stationary case, it is evident that (1.13) holds with $\alpha=\beta=0$ and, consequently, the notion of the frame approximation power in (1.15) agrees with that of the frame approximation order in (1.16). However, as illustrated by the following result, they could be quite different in the case of nonstationary tight wavelet frames.

THEOREM 1.3. Let $\widehat{a_{j}}(\xi):=2^{-j}\left(1+e^{-i \xi}\right)^{j}, j \in \mathbb{N}$, be the masks for the upfunction; in other words, we take $m_{j}:=j$ and $l_{j}:=1$ in Theorem 1.2. For $j \in \mathbb{N}$, define $\phi_{j-1}$ as in (1.1) and $\psi_{j-1}^{1}, \psi_{j-1}^{2}$, and $\psi_{j-1}^{3}$ as in (1.5) with the wavelet masks $\widehat{b_{j}^{1}}, \widehat{b_{j}^{2}}$, and $\widehat{b_{j}^{3}}$ being derived from $\widehat{a_{j}}$ in (1.17). Then the following hold:
(i) $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}, \ell=1,2,3\right\}$ is a compactly supported symmetric $C^{\infty}$ tight wavelet frame in $L_{2}(\mathbb{R})$, and each $\psi_{j}$ has one vanishing moment.
(ii) There exists a positive constant $C$, independent of $f$ and $n$, such that

$$
\begin{equation*}
\left\|f-Q_{n}(f)\right\|_{L_{2}(\mathbb{R})} \leqslant C n^{2} 2^{-2 n}|f|_{W_{2}^{2}(\mathbb{R})} \quad \forall f \in W_{2}^{2}(\mathbb{R}) \quad \text { and } \quad n \geqslant 2 \tag{1.22}
\end{equation*}
$$

where the linear operators $Q_{n}$ are defined in (1.9).
(iii) The nonstationary tight wavelet frame in (i) does not have any frame approximation order; i.e., for any given $\nu>0$, there does not exist a positive constant $C$ such that (1.16) is satisfied.
The Daubechies orthogonal masks $\widehat{a_{j, j}^{I}}$ in (1.20) with real coefficients for the pseudosplines of type I with order $(j, j)$ have been considered in [10] (also see [9] for the general case $\widehat{a_{m_{j}, m_{j}}^{I}}$ ) to obtain $C^{\infty}$ compactly supported (nonstationary) orthonormal refinable functions, from which (nonstationary) orthonormal wavelets with the spectral approximation order are derived in [9, 10]. However, it is well known [13] that such Daubechies orthogonal masks $\widehat{a_{j, j}^{I}}$, having real coefficients and obtained from $\widehat{a_{j, j}}$ via the Fejér-Riesz lemma in (1.20), are not symmetric (except $j=1$ ) and therefore, all the associated nonstationary refinable functions $\phi_{j}, j \in \mathbb{N}_{0}$, are not symmetric. One way to achieve symmetry is to split the masks $\widehat{a_{j, j}}$ into masks that are similar to $\widehat{a_{j, j}^{I}}$ in (1.20) but allow complex-valued coefficients (see [30]). Examples of symmetric orthonormal complex wavelets were first constructed in [30] in this way from Daubechies orthogonal masks of odd orders. Recently, symmetric orthonormal complex-valued wavelets have been systematically studied in Han [23].

Let $P_{j, j}$ be the polynomial defined in (1.18). For an odd integer $j$, one can always construct [23, Lemma 6 and section 2] two polynomials $P_{j}^{r}$ and $P_{j}^{i}$ with real coefficients such that

$$
\begin{equation*}
P_{j, j}(x)=\left[P_{j}^{r}(x)\right]^{2}+\left[P_{j}^{i}(x)\right]^{2}, \quad x \in \mathbb{R} \quad \text { with } \quad P_{j}^{r}(0)=1, \quad P_{j}^{i}(0)=0 \tag{1.23}
\end{equation*}
$$

Now define

$$
\begin{equation*}
\widehat{a_{j}^{S}}(\xi):=e^{i(j-1) \xi / 2} 2^{-j}\left(1+e^{-i \xi}\right)^{j}\left[P_{j}^{r}\left(\sin ^{2}(\xi / 2)\right)+i P_{j}^{i}\left(\sin ^{2}(\xi / 2)\right)\right] \tag{1.24}
\end{equation*}
$$

It is easy to check $\left[23\right.$, Lemma 3] that $\left|\widehat{a_{j}^{S}}(\xi)\right|^{2}=\left.\widehat{a_{j, j}^{I}}(\xi)\right|^{2}=\widehat{a_{j, j}}(\xi)$ and the integer shifts of the stationary refinable function associated with the mask $\widehat{a_{j}^{S}}$ are orthonormal. Using this family of masks, one can obtain symmetric $C^{\infty}$ orthonormal complex wavelets with compact support. We summarize the above discussion into the following result.

Theorem 1.4. Let $m_{j}, j \in \mathbb{N}$, be positive odd integers such that (1.21) holds. Take $\widehat{a_{j}}(\xi):=\widehat{a_{m_{j}}^{S}}$, where $\widehat{a_{m_{j}}^{S}}$ is defined in (1.24). Define

$$
\widehat{\psi_{j-1}}(2 \xi):=e^{-i \xi} \widehat{\widehat{a_{j}}(\xi+\pi)} \widehat{\phi_{j}}(\xi), \quad j \in \mathbb{N}
$$

where $\phi_{j}, j \in \mathbb{N}_{0}$, are defined in (1.1). Then the following hold:
(1) Each refinable function $\phi_{j}, j \in \mathbb{N}_{0}$, is a compactly supported $C^{\infty}$ complexvalued function such that $\phi_{j}(1-\cdot)=\phi_{j}$ and $\left\{\phi_{j}(\cdot-k): k \in \mathbb{Z}\right\}$ is an orthonormal system in $L_{2}(\mathbb{R})$.
(2) Each wavelet function $\psi_{j}, j \in \mathbb{N}_{0}$, is a compactly supported $C^{\infty}$ complexvalued function such that $\psi_{j}(1-\cdot)=-\psi_{j}$ and $\psi_{j}$ has $m_{j+1}$ vanishing moments.
(3) $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}:=2^{j / 2} \psi_{j}\left(2^{j} \cdot-k\right) \quad: j \in \mathbb{N}_{0}, k \in \mathbb{Z}\right\}$ is a compactly supported symmetric $C^{\infty}$ orthonormal basis of $L_{2}(\mathbb{R})$ and has the spectral approximation order.
This paper is organized as follows. In section 2, we shall discuss nonstationary cascade algorithms and some properties of nonstationary refinable functions. In particular, we study the initial functions in a nonstationary cascade algorithm and provide a sufficient condition for the convergence of a nonstationary cascade algorithm in a Sobolev space $W_{2}^{\nu}(\mathbb{R})$. As a consequence, we obtain a characterization for nonstationary orthonormal wavelet bases in $L_{2}(\mathbb{R})$. In section 3 , we shall study the frame approximation order of a nonstationary tight wavelet frame. The proofs of Theorems 1.1-1.4 will be given in section 4 .
2. Nonstationary cascade algorithms and refinable functions. In this section, we first discuss the existence of $L_{2}$-solutions of nonstationary refinable functions for a general set of masks satisfying (1.3). In fact, this follows from the following result, proved in this section:

$$
\begin{equation*}
\left[\widehat{\phi_{j}}, \widehat{\phi_{j}}\right](\xi):=\sum_{k \in \mathbb{Z}}\left|\widehat{\phi_{j}}(\xi+2 \pi k)\right|^{2} \leqslant 1, \quad \text { a.e. } \xi \in \mathbb{R} \quad \forall j \in \mathbb{N}_{0} \tag{2.1}
\end{equation*}
$$

for all masks satisfying (1.3), provided that the infinite products in (1.1) exist almost everywhere. The above inequality plays a critical role in our study of nonstationary tight wavelet frames and their frame approximation orders.

The question of when the refinable functions are in Sobolev spaces is discussed next. In fact, we prove it as a consequence of the convergence of the cascade algorithm in various Sobolev spaces when $\widehat{a_{j}}, j \in \mathbb{N}$, are masks of pseudosplines. The proof is done in the Fourier domain with the initial function whose Fourier transform is the characteristic function of $[-\pi, \pi]$. We then prove that when the cascade algorithm converges for one initial function, it converges for a large class of functions. Although a similar result is well known for the stationary case, it is not straightforward for the case of nonstationary cascade algorithms. However, this result is important in computer aided geometric design, because it results in a compactly supported function in each iteration of the cascade algorithm that generates a curve from a finitely supported sequence of points to approximate the underlying curve. Hence, it is desirable to prove the convergence of a cascade algorithm with a compactly supported initial function instead of an infinitely supported band-limited function in computer aided geometric design [17].

For the nonstationary refinable functions $\phi_{j}, j \in \mathbb{N}_{0}$, defined by masks for pseudosplines as in Theorem 1.2, one could use the same techniques developed in [10] to show that the cascade algorithm converges for the special initial function whose Fourier transform is the characteristic function of $[-\pi, \pi]$ that leads to $\phi_{j} \in C^{\infty}(\mathbb{R})$ for all $j \in \mathbb{N}_{0}$. But our discussion on nonstationary cascade algorithms in this section will supplement the results in [10] on nonstationary cascade algorithms. We use the results in [10] whenever they can be directly applied, e.g., Lemma 2.1, and at the same
time develop our own results to achieve our goal with a systematic and comprehensive approach. We also believe that some results (e.g., Theorem 2.4 and Lemmas 2.2 and 2.7) derived in this section have their own value in addition to being used to prove Theorem 2.8 in this section.
2.1. $\boldsymbol{L}_{\mathbf{2}}$-solutions. We start with a basic property about the pointwise convergence of the infinite product in (1.1). A sufficient condition for the convergence of the infinite product in (1.1) has been established in the following lemma by Cohen and Dyn in [10, Theorem 2.1].

LEMMA 2.1. Let $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic trigonometric polynomials such that $\sup _{j \in \mathbb{N}}\left\|\widehat{a_{j}}\right\|_{L_{\infty}(\mathbb{R})}<\infty$. If (1.4) holds and $\sum_{j=1}^{\infty}\left|\widehat{a_{j}}(0)-1\right|<\infty$, then the infinite product in (1.1) converges uniformly on every compact set of $\mathbb{R}$ and all $\phi_{j}, j \in \mathbb{N}_{0}$, in (1.1) are well-defined compactly supported tempered distributions.

Next, we consider when $\phi_{j} \in L_{2}(\mathbb{R}), j \in \mathbb{N}_{0}$, provided that the infinite products in (1.1) exist almost everywhere. In order to investigate the frame approximation order of a nonstationary tight wavelet frame, we establish (2.1), which is the following lemma.

Lemma 2.2. Let $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic measurable functions satisfying (1.3) for each $j \in \mathbb{N}$. Assume that, for every $j \in \mathbb{N}_{0}, \widehat{\phi_{j}}(\xi):=\lim _{N \rightarrow \infty} \prod_{n=1}^{N} \widehat{a_{n+j}}\left(2^{-n} \xi\right)$ is well defined for almost every $\xi \in \mathbb{R}$; that is, the infinite product in (1.1) exists for almost every point in $\mathbb{R}$. Then (2.1) holds, and, consequently, $\phi_{j} \in L_{2}(\mathbb{R})$ with $\left\|\phi_{j}\right\|_{L_{2}(\mathbb{R})} \leqslant 1$ for every $j \in \mathbb{N}_{0}$.

Proof. It suffices to prove the case $j=0$, since the proof of the general case $j \in \mathbb{N}_{0}$ is the same. Note that $\widehat{\phi_{0}}(\xi)=\lim _{n \rightarrow \infty} \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right)$ for almost every $\xi \in \mathbb{R}$. For any fixed positive integer $K$, we have

$$
\begin{equation*}
\sum_{k=-K}^{K}\left|\widehat{\phi_{0}}(\xi+2 \pi k)\right|^{2}=\lim _{n \rightarrow \infty} \sum_{k=-K}^{K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2} \quad \text { a.e. } \xi \in \mathbb{R} . \tag{2.2}
\end{equation*}
$$

Let $N$ be the smallest positive integer such that $N>1+\log _{2} K$. Then we have $[-K, K] \subseteq\left[-K, 2^{N}-1-K\right]$. Consequently, for all $n \geqslant N$, we have $[-K, K] \subseteq$ $\left[-K, 2^{n}-1-K\right]$ and

$$
\begin{equation*}
\sum_{k=-K}^{K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2} \leqslant \sum_{k=-K}^{2^{n}-1-K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2} \tag{2.3}
\end{equation*}
$$

Let $L_{\infty}(\mathbb{T}):=\left\{f \in L_{\infty}(\mathbb{R}): f\right.$ is $2 \pi$-periodic $\}$. The transition operator $T_{j}$ : $L_{\infty}(\mathbb{T}) \rightarrow L_{\infty}(\mathbb{T})$ is defined for each $f \in L_{\infty}(\mathbb{T})$ as follows:

$$
\left[T_{j} f\right](\xi):=\left|\widehat{a_{j}}(\xi / 2)\right|^{2} f(\xi / 2)+\left|\widehat{a_{j}}(\xi / 2+\pi)\right|^{2} f(\xi / 2+\pi), \quad \xi \in \mathbb{R}
$$

Observing that $\left|\left[T_{j} f\right](\xi)\right| \leqslant\left[\left|\widehat{a_{j}}(\xi / 2)\right|^{2}+\left|\widehat{a_{j}}(\xi / 2+\pi)\right|^{2}\right]\|f\|_{L_{\infty}(\mathbb{R})}$, by (1.3), we deduce that

$$
\begin{equation*}
\left\|T_{j} f\right\|_{L_{\infty}(\mathbb{R})} \leqslant\|f\|_{L_{\infty}(\mathbb{R})}\left\|\left|\widehat{a_{j}}(\cdot / 2)\right|^{2}+\left|\widehat{a_{j}}(\cdot / 2+\pi)\right|^{2}\right\|_{L_{\infty}(\mathbb{R})} \leqslant\|f\|_{L_{\infty}(\mathbb{R})} \tag{2.4}
\end{equation*}
$$

By induction on $n$, we can verify (e.g., [21, Lemma 2.1]) that

$$
\begin{equation*}
\sum_{k=-K}^{2^{n}-1-K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2}=\left[T_{1} T_{2} \cdots T_{n-1} T_{n} 1\right](\xi), \quad \xi \in \mathbb{R} \tag{2.5}
\end{equation*}
$$

Now it follows from (2.3) and (2.4) that, for $n \geqslant N$ and for almost every $\xi \in \mathbb{R}$,

$$
\sum_{k=-K}^{K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2} \leqslant\left[T_{1} T_{2} \cdots T_{n-1} T_{n} 1\right](\xi) \leqslant\left\|T_{1} T_{2} \cdots T_{n-1} T_{n} 1\right\|_{L_{\infty}(\mathbb{R})} \leqslant 1
$$

That is, we have

$$
\sum_{k=-K}^{K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2} \leqslant 1 \quad \text { a.e. } \xi \in \mathbb{R}, n \geqslant N
$$

It follows from the above inequality and (2.2) that, for any fixed positive integer $K$,

$$
\sum_{k=-K}^{K}\left|\widehat{\phi_{0}}(\xi+2 \pi k)\right|^{2}=\lim _{n \rightarrow \infty} \sum_{k=-K}^{K} \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j}(\xi+2 \pi k)\right)\right|^{2} \leqslant 1 \quad \text { a.e. } \xi \in \mathbb{R} .
$$

Taking $K \rightarrow \infty$ in the above inequality, we conclude that (2.1) is true for $j=0$.
Since (2.1) implies that $\left\|\widehat{\phi_{j}}\right\|_{L_{2}(\mathbb{R})}^{2}=\int_{-\pi}^{\pi}\left[\widehat{\phi_{j}}, \widehat{\phi_{j}}\right](\xi) d \xi \leqslant \int_{-\pi}^{\pi} 1 d \xi=2 \pi$, by Plancherel's theorem, it follows that $\left\|\phi_{j}\right\|_{L_{2}(\mathbb{R})} \leqslant 1$.

As Lemma 2.1 states, the assumption that, for $j \in \mathbb{N}_{0}$,

$$
\widehat{\phi_{j}}(\xi):=\lim _{N \rightarrow \infty} \prod_{n=1}^{N} \widehat{a_{n+j}}\left(2^{-n} \xi\right)
$$

is well defined for almost every $\xi \in \mathbb{R}$, required in Lemma 2.2, is satisfied whenever the conditions $\widehat{a_{j}}(0)=1, j \in \mathbb{N}$, and (1.4) hold. In other words, Lemma 2.2 says that if the masks $\widehat{a_{j}}, j \in \mathbb{N}$, satisfy (1.3), (1.4), and $\widehat{a_{j}}(0)=1$, then the corresponding nonstationary refinable functions $\phi_{j} \in L_{2}(\mathbb{R}), j \in \mathbb{N}_{0}$.

Since the approximation property of $\phi_{j}, j \in \mathbb{N}_{0}$, discussed in this paper depends only on $\phi_{j}$ for large enough $j$, without loss of generality, throughout the paper we shall assume that the normalization condition $\widehat{a_{j}}(0)=1$ holds for all $j \in \mathbb{N}$. In fact, if the conclusion in Lemma 2.1 holds, since $\prod_{n=1}^{\infty} \widehat{a_{n+j}}(0)$ converges and is nonzero for sufficiently large $j$, then we can replace $\widehat{\phi_{j}}$ and $\widehat{a_{j}}$ with $\widehat{\phi_{j}} / \widehat{\phi_{j}}(0)$ and $\widehat{a_{j}}(\xi) / \widehat{a_{j}}(0)$, respectively.
2.2. Cascade algorithms. A cascade algorithm is often used to study various properties of refinable functions and is closely related to a subdivision scheme in computer aided geometric design for generating smooth curves [10, 15, 20, 24]. For a given sequence of masks $\left\{\widehat{a}_{j}\right\}_{j=1}^{\infty}$, starting with an initial function $f \in L_{2}(\mathbb{R})$, one computes a sequence of cascade functions $f_{n}$ by

$$
\begin{equation*}
\widehat{f_{n}}(\xi):=\hat{f}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R}, n \in \mathbb{N} . \tag{2.6}
\end{equation*}
$$

If $\lim _{n \rightarrow \infty} \hat{f}\left(2^{-n} \xi\right)=1$ and $\hat{\phi}(\xi):=\lim _{n \rightarrow \infty} \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right)$ exists for almost every $\xi \in \mathbb{R}$, then by (2.6) it is evident that $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\hat{\phi}(\xi)$ for almost every $\xi \in \mathbb{R}$.

The cascade algorithm is closely related to another algorithm, called a subdivision scheme, which we define next. For a sequence $u: \mathbb{Z} \mapsto \mathbb{C}$, we denote $\hat{u}$ its Fourier series as $\hat{u}(\xi):=\sum_{k \in \mathbb{Z}} u(k) e^{-i k \xi}$. In particular, by $\delta$ we denote the Dirac sequence on $\mathbb{Z}$ such
that $\delta(0)=1$ and $\delta(k)=0$ for $k \in \mathbb{Z} \backslash\{0\}$. That is, $\hat{\delta}=1$. For a sequence $u$ and a mask $a$, the subdivision operator $S_{a}$ maps the sequence $u$ into a new sequence, $S_{a} u$ on $\mathbb{Z}$, which is determined by $\widehat{S_{a} u}(\xi)=2 \hat{a}(\xi) \hat{u}(2 \xi)$. In fact, the product $2^{n} \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{n-j} \xi\right)$ is the Fourier series of the subdivision sequence $S_{a_{n}} S_{a_{n-1}} \cdots S_{a_{2}} S_{a_{1}} \delta$. More precisely, it follows from (2.6) that the cascade sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ and the subdivision sequence $\left\{S_{a_{n}} S_{a_{n-1}} \cdots S_{a_{2}} S_{a_{1}} \delta\right\}_{n=1}^{\infty}$ are related by

$$
\begin{equation*}
f_{n}=\sum_{k \in \mathbb{Z}}\left[S_{a_{n}} S_{a_{n-1}} \cdots S_{a_{2}} S_{a_{1}} \delta\right](k) f\left(2^{n} \cdot-k\right), \quad n \in \mathbb{N} \tag{2.7}
\end{equation*}
$$

Recall that $f \in W_{2}^{\nu}(\mathbb{R})$ if $\|f\|_{W_{2}^{\nu}(\mathbb{R})}^{2}:=\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)|\hat{f}(\xi)|^{2} d \xi<\infty$. For a sequence of masks $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ and an initial function $f \in W_{2}^{\nu}(\mathbb{R})$, we say that the (nonstationary) cascade algorithm associated with masks $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ and an initial function $f$ converges in the Sobolev space $W_{2}^{\nu}(\mathbb{R})$ if $f_{n} \in W_{2}^{\nu}(\mathbb{R})$ for all $n \in \mathbb{N}$ and the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ is convergent in $W_{2}^{\nu}(\mathbb{R})$. Many (but not all) functions in $W_{2}^{\nu}(\mathbb{R})$ can serve as an initial function in a cascade algorithm. One popular and natural choice of an initial function $f$ in computer aided geometric design is from the B-spline functions, since they are compactly supported functions of piecewise polynomials. Hence, it is easy to compute the values of the underlying approximating function. However, to analyze the convergence of the cascade algorithm in the frequency domain, the sinc function $f(x)=\frac{\sin (\pi x)}{\pi x}$, that is, $\widehat{f}=\chi_{[-\pi, \pi]}$, the characteristic function of the interval $[-\pi, \pi]$, is a more natural choice (see, e.g., $[9,10,11,13,22]$ ). Our analysis will show that the cascade algorithm generated by pseudospline masks with the sinc function being the initial function converges in $W_{2}^{\nu}(\mathbb{R})$. To make sure that this cascade algorithm also converges in $W_{2}^{\nu}(\mathbb{R})$ when the initial seed is replaced by splines, we prove a more general result as follows: if a cascade algorithm converges in $W_{2}^{\nu}(\mathbb{R})$ for one initial seed with stable integer shifts, then it converges in $W_{2}^{\nu}(\mathbb{R})$ for a class of initial functions. As we will see, the proof is more technical than the stationary case, because a stationary refinable function is a fixed point of a stationary cascade algorithm, while this is no longer the case for the nonstationary case.

Before proceeding further, let us introduce the following notation. For $\nu \in \mathbb{R}$ and $f \in L_{2}(\mathbb{R})$, we define

$$
\begin{equation*}
[\hat{f}, \hat{f}]_{\nu}(\xi):=\frac{1}{|\xi|^{2 \nu}} \sum_{k \in \mathbb{Z}}|\hat{f}(\xi+2 \pi k)|^{2}|\xi+2 \pi k|^{2 \nu}, \quad \xi \in \mathbb{R} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\{\hat{f}, \hat{f}\}_{\nu}(\xi):=\frac{1}{|\xi|^{2 \nu}} \sum_{k \in \mathbb{Z} \backslash\{0\}}|\hat{f}(\xi+2 \pi k)|^{2}|\xi+2 \pi k|^{2 \nu}, \quad \xi \in \mathbb{R} \tag{2.9}
\end{equation*}
$$

Clearly, we have $[\hat{f}, \hat{f}]:=[\hat{f}, \hat{f}]_{0}=\sum_{k \in \mathbb{Z}}|\hat{f}(\cdot+2 \pi k)|^{2}$ and

$$
\begin{equation*}
[\hat{f}, \hat{f}]_{\nu}(\xi)=\{\hat{f}, \hat{f}\}_{\nu}(\xi)+|\hat{f}(\xi)|^{2} \tag{2.10}
\end{equation*}
$$

Following [20, 22], we introduce the set $\mathcal{F}_{\nu}$ of initial functions in a cascade algorithm as

$$
\begin{array}{r}
\mathcal{F}_{\nu}:=\left\{f \in W_{2}^{\nu}(\mathbb{R}): \lim _{n \rightarrow \infty} \hat{f}\left(2^{-n} \xi\right)=1, \quad \lim _{n \rightarrow \infty}\{\hat{f}, \hat{f}\}_{\nu}\left(2^{-n} \xi\right)=0,\right. \\
\text { a.e. } \left.\xi \in[-\pi, \pi], \quad[\hat{f}, \hat{f}]_{\nu} \in L_{\infty}([-\pi, \pi])\right\} . \tag{2.11}
\end{array}
$$

The following result will be needed later; its proof is rather simple and therefore is omitted.

Lemma 2.3. Let $f \in \mathcal{F}_{\nu}$ for some $\nu \geqslant 0$. Then $[\hat{f}, \hat{f}](\xi) \leqslant[\hat{f}, \hat{f}]_{\nu}(\xi)$ for almost every $\xi \in[-\pi, \pi]$ (consequently, $[\hat{f}, \hat{f}] \in L_{\infty}(\mathbb{R})$ ), and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}[\hat{f}, \hat{f}]\left(2^{-n} \xi\right)=\lim _{n \rightarrow \infty}[\hat{f}, \hat{f}]_{\nu}\left(2^{-n} \xi\right)=1 \quad \text { a.e. } \xi \in \mathbb{R} \tag{2.12}
\end{equation*}
$$

We say that the integer shifts of a function $f \in L_{2}(\mathbb{R})$ are stable in $L_{2}(\mathbb{R})$ if there exists a positive constant $C$ such that

$$
\begin{equation*}
C^{-1} \leqslant[\hat{f}, \hat{f}](\xi) \leqslant C, \quad \text { a.e. } \xi \in \mathbb{R} \tag{2.13}
\end{equation*}
$$

Now we state the following result on an initial function with stable integer shifts in a nonstationary cascade algorithm.

Theorem 2.4. Let $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic measurable functions such that

$$
\widehat{f_{\infty}}(\xi):=\lim _{n \rightarrow \infty} \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right)
$$

exists for almost every $\xi \in \mathbb{R}$. For a function $f \in \mathcal{F}_{\nu}$ with $\nu \geqslant 0$ and stable integer shifts, define $f_{n}, n \in \mathbb{N}$, by (2.6). Assume that $\left\{f_{n}\right\}_{n=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$. Then it converges to $f_{\infty}$ in $W_{2}^{\nu}(\mathbb{R})$. Furthermore, for every $g \in \mathcal{F}_{\nu}$, the sequence of functions $g_{n}, n \in \mathbb{N}$, defined by

$$
\begin{equation*}
\widehat{g_{n}}(\xi):=\hat{g}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R}, n \in \mathbb{N} \tag{2.14}
\end{equation*}
$$

converges to $f_{\infty}$ in $W_{2}^{\nu}(\mathbb{R})$.
Proof. By the definition of $f_{n}$ in (2.6), we deduce that

$$
\begin{aligned}
\int_{\mathbb{R}}(1 & \left.+|\xi|^{2 \nu}\right)\left|\widehat{f_{n}}(\xi)\right|^{2} d \xi \\
& =\int_{\mathbb{R}} \chi_{[-\pi, \pi]}\left(2^{-n} \xi\right)\left([\hat{f}, \hat{f}]\left(2^{-n} \xi\right)+|\xi|^{2 \nu}[\hat{f}, \hat{f}]_{\nu}\left(2^{-n} \xi\right)\right) \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j} \xi\right)\right|^{2} d \xi
\end{aligned}
$$

That is, (2.6) implies

$$
\begin{equation*}
\left\|f_{n}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2}:=\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{f_{n}}(\xi)\right|^{2} d \xi=\int_{\mathbb{R}} F_{n}(\xi) d \xi \tag{2.15}
\end{equation*}
$$

with

$$
F_{n}(\xi):=\left([\hat{f}, \hat{f}]\left(2^{-n} \xi\right)+|\xi|^{2 \nu}[\hat{f}, \hat{f}]_{\nu}\left(2^{-n} \xi\right)\right) \chi_{[-\pi, \pi]}\left(2^{-n} \xi\right) \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j} \xi\right)\right|^{2}, \quad \xi \in \mathbb{R}
$$

Similarly, by (2.14), we deduce that

$$
\begin{equation*}
\left\|g_{n}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2}:=\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{n}}(\xi)\right|^{2} d \xi=\int_{\mathbb{R}} G_{n}(\xi) d \xi \tag{2.16}
\end{equation*}
$$

with

$$
G_{n}(\xi):=\left([\hat{g}, \hat{g}]\left(2^{-n} \xi\right)+|\xi|^{2 \nu}[\hat{g}, \hat{g}]_{\nu}\left(2^{-n} \xi\right)\right) \chi_{[-\pi, \pi]}\left(2^{-n} \xi\right) \prod_{j=1}^{n}\left|\widehat{a_{j}}\left(2^{-j} \xi\right)\right|^{2}
$$

On the one hand, since $g \in \mathcal{F}_{\nu}$, by the definition of $\mathcal{F}_{\nu}$ in (2.11) and Lemma 2.3, we see that there exists a positive constant $C_{1}$ such that $[\hat{g}, \hat{g}](\xi) \leqslant[\hat{g}, \hat{g}]_{\nu}(\xi) \leqslant C_{1}$ for almost every $\xi \in[-\pi, \pi]$. By Lemma 2.3, it follows from (2.13) that $C^{-1} \leqslant[\hat{f}, \hat{f}]_{\nu}(\xi)$ for almost every $\xi \in[-\pi, \pi]$ and

$$
[\hat{g}, \hat{g}](\xi) \leqslant C_{1} \leqslant C C_{1}[\hat{f}, \hat{f}](\xi) \quad \text { and } \quad[\hat{g}, \hat{g}]_{\nu}(\xi) \leqslant C_{1} \leqslant C C_{1}[\hat{f}, \hat{f}]_{\nu}(\xi) \quad \text { a.e. } \xi \in[-\pi, \pi]
$$

Now it follows from the above inequalities that

$$
\begin{equation*}
\left|G_{n}(\xi)\right| \leqslant C C_{1} F_{n}(\xi) \quad \text { a.e. } \xi \in \mathbb{R} \quad \text { and } \quad n \in \mathbb{N} \tag{2.17}
\end{equation*}
$$

On the other hand, by $f, g \in \mathcal{F}_{\nu}$ and Lemma 2.3, since $\lim _{n \rightarrow \infty} \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right)=$ $\widehat{f_{\infty}}(\xi)$ for almost every $\xi \in \mathbb{R}$, we see that $\lim _{n \rightarrow \infty} F_{n}(\xi)=\lim _{n \rightarrow \infty} G_{n}(\xi)=(1+$ $\left.|\xi|^{2 \nu}\right)\left|\widehat{f_{\infty}}(\xi)\right|^{2}$ for almost every $\xi \in \mathbb{R}$. Since $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a convergent sequence in $W_{2}^{\nu}(\mathbb{R})$ and $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\widehat{f_{\infty}}(\xi)$ for almost every $\xi \in \mathbb{R}$, we have $f_{\infty} \in W_{2}^{\nu}(\mathbb{R})$ and $\lim _{n \rightarrow \infty}\left\|f_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$. In particular, we have $\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2}=$ $\left\|f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2}$. By (2.15), we have $\left\|f_{n}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2}=\int_{\mathbb{R}} F_{n}(\xi) d \xi$. Therefore, we conclude that $\lim _{n \rightarrow \infty} \int_{\mathbb{R}} F_{n}(\xi) d \xi=\left\|f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2}$. Now by (2.17) and the generalized Lebesgue dominated convergence theorem, it follows from (2.16) and $\lim _{n \rightarrow \infty} G_{n}(\xi)=(1+$ $\left.|\xi|^{2 \nu}\right)\left|\widehat{f_{\infty}}(\xi)\right|^{2}$ for almost every $\xi \in \mathbb{R}$ that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{n}}(\xi)\right|^{2} d \xi=\lim _{n \rightarrow \infty} \int_{\mathbb{R}} G_{n}(\xi) d \xi=\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{f_{\infty}}(\xi)\right|^{2} d \xi \tag{2.18}
\end{equation*}
$$

But we also have

$$
\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{n}}(\xi)-\widehat{f_{\infty}}(\xi)\right|^{2} \leqslant 2\left(1+|\xi|^{2 \nu}\right)\left[\left|\widehat{g_{n}}(\xi)\right|^{2}+\left|\widehat{f_{\infty}}(\xi)\right|^{2}\right]
$$

By (2.18), we have

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} 2\left(1+|\xi|^{2 \nu}\right)\left[\left|\widehat{g_{n}}(\xi)\right|^{2}+\left|\widehat{f_{\infty}}(\xi)\right|^{2}\right] d \xi=4 \int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{f_{\infty}}(\xi)\right|^{2} d \xi<\infty
$$

Now by the generalized Lebesgue dominated convergence theorem again, we conclude that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|g_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2} & =\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{n}}(\xi)-\widehat{f_{\infty}}(\xi)\right|^{2} d \xi \\
& =\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right) \lim _{n \rightarrow \infty}\left|\widehat{g_{n}}(\xi)-\widehat{f_{\infty}}(\xi)\right|^{2} d \xi=0
\end{aligned}
$$

since $\lim _{n \rightarrow \infty} \widehat{g_{n}}(\xi)=\widehat{f_{\infty}}(\xi)$ for almost every $\xi \in \mathbb{R}$. This completes the proof.
As shown in the next result, the conditions in (2.11) and (2.13) are not very restrictive. In fact, the sinc function and all B-spline functions belong to $\mathcal{F}_{\nu}$ for some $\nu$.

Proposition 2.5. If $f(x):=\frac{\sin (\pi x)}{\pi x}$, then $f \in \mathcal{F}_{\nu}$ for all $\nu \geqslant 0$ and (2.13) holds, where $\mathcal{F}_{\nu}$ is defined in (2.11). For the B-spline $B_{m}$ of order $m$, that is, $\widehat{B_{m}}(\xi)=$
$\left(\frac{1-e^{-i \xi}}{i \xi}\right)^{m}, B_{m} \in \mathcal{F}_{\nu}$ and (2.13) holds for all $0 \leqslant \nu<m-1 / 2$. Note that $B_{m} \notin$ $W_{2}^{m-1 / 2}(\mathbb{R})$.

Proof. Letting $\nu \geqslant 0$, we note that $\hat{f}=\chi_{[-\pi, \pi]}$ and therefore, $f \in W_{2}^{\nu}(\mathbb{R})$. For $\xi \in(-\pi, \pi)$, we have $\hat{f}(\xi+2 \pi k)=0$ for all $k \in \mathbb{Z} \backslash\{0\}$ and, hence,

$$
\{\hat{f}, \hat{f}\}_{\nu}(\xi):=\frac{1}{|\xi|^{2 \nu}} \sum_{k \in \mathbb{Z} \backslash\{0\}}|\hat{f}(\xi+2 \pi k)|^{2}|\xi+2 \pi k|^{2 \nu}=0, \quad \xi \in(\pi, \pi) \backslash\{0\}
$$

Therefore, it is evident that $\lim _{n \rightarrow \infty} \hat{f}\left(2^{-n} \xi\right)=1$ and $\lim _{n \rightarrow \infty}\{\hat{f}, \hat{f}\}_{\nu}\left(2^{-n} \xi\right)=0$ for almost every $\xi \in[-\pi, \pi]$. Moreover, by (2.10), we have

$$
[\hat{f}, \hat{f}]_{\nu}(\xi)=|\hat{f}(\xi)|^{2}+\{\hat{f}, \hat{f}\}_{\nu}(\xi)=|\hat{f}(\xi)|^{2}=1, \quad \xi \in(-\pi, \pi) \backslash\{0\}
$$

Hence, $[\hat{f}, \hat{f}]_{\nu} \in L_{\infty}([-\pi, \pi])$. Thus, $f \in \mathcal{F}_{\nu}$. Inequality (2.13) is obviously true by $[\hat{f}, \hat{f}](\xi)=1$ for almost every $\xi \in \mathbb{R}$.

Letting $0 \leqslant \nu<m-1 / 2$, from $\widehat{B_{m}}(\xi)=\left(\frac{1-e^{-i \xi}}{i \xi}\right)^{m}$, we have $\lim _{j \rightarrow \infty} \widehat{B_{m}}\left(2^{-j} \xi\right)=$ $\widehat{B_{m}}(0)=1, B_{m} \in W_{2}^{\nu}(\mathbb{R})$, and $\left|\widehat{B_{m}}(\xi)\right|^{2}=\frac{\sin ^{2 m}(\xi / 2)}{(\xi / 2)^{2 m}}$. Now a simple computation shows that

$$
\left\{\widehat{B_{m}}, \widehat{B_{m}}\right\}_{\nu}(\xi) \leqslant 2^{2(m-\nu)} \sin ^{2(m-\nu)}(\xi / 2) \sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-2(m-\nu)}
$$

Since $0 \leqslant \nu<m-1 / 2$, we have $2(m-\nu)>1$. Hence, for all $\xi \in[-\pi, \pi]$, the series $\sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-2(m-\nu)}$ uniformly converges and therefore is uniformly bounded. Now it follows from the above inequality that $\left\{\widehat{B_{m}}, \widehat{B_{m}}\right\}_{\nu}(\xi)$ is uniformly bounded on $[-\pi, \pi]$ and

$$
\lim _{n \rightarrow \infty}\left\{\widehat{B_{m}}, \widehat{B_{m}}\right\}_{\nu}\left(2^{-n} \xi\right) \leqslant \lim _{n \rightarrow \infty} \sin ^{2(m-\nu)}\left(2^{-n-1} \xi\right)=0 \quad \forall \xi \in[-\pi, \pi]
$$

Now it follows from (2.10) that $\left[\widehat{B_{m}}, \widehat{B_{m}}\right]_{\nu} \in L_{\infty}([-\pi, \pi])$, since $\widehat{B_{m}} \in L_{\infty}(\mathbb{R})$ and $\left\{\widehat{B_{m}}, \widehat{B_{m}}\right\}_{\nu} \in L_{\infty}([-\pi, \pi])$. It is well known that (2.13) holds for $B_{m}$.

The following result provides us a sufficient condition on the convergence of a nonstationary cascade algorithm in a Sobolev space $W_{2}^{\nu}(\mathbb{R})$. As we will see, this result is sufficient to study the convergence of nonstationary cascade algorithms with masks for pseudosplines.

Proposition 2.6. Let $\widehat{a_{j}}$ and $\widehat{b_{j}}(j \in \mathbb{N})$ be $2 \pi$-periodic measurable functions such that, for all $j \in \mathbb{N}$,

$$
\begin{equation*}
\left|\widehat{a_{j}}(\xi)\right| \leqslant\left|\widehat{b_{j}}(\xi)\right| \quad \text { a.e. } \xi \in \mathbb{R} . \tag{2.19}
\end{equation*}
$$

Let $\eta \in W_{2}^{\nu}(\mathbb{R})$ such that $\lim _{j \rightarrow \infty} \hat{\eta}\left(2^{-j} \xi\right)=1$ for almost every $\xi \in \mathbb{R}$. Define

$$
\widehat{f_{n}}(\xi):=\hat{\eta}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right) \quad \text { and } \quad \widehat{g_{n}}(\xi):=\hat{\eta}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \widehat{b_{j}}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R}
$$

Assume that $\widehat{f_{\infty}}(\xi):=\lim _{n \rightarrow \infty} \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right)$ and $\widehat{g_{\infty}}(\xi):=\lim _{n \rightarrow \infty} \prod_{j=1}^{n} \widehat{b_{j}}\left(2^{-j} \xi\right)$ are well defined for almost every $\xi \in \mathbb{R}$. Then, $\lim _{n \rightarrow \infty}\left\|g_{n}-g_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$ implies
$\lim _{n \rightarrow \infty}\left\|f_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$. In particular, suppose that there are a positive integer $J$ and a $2 \pi$-periodic measurable function $\hat{b}$ such that

$$
\begin{equation*}
\left|\widehat{a_{j}}(\xi)\right| \leqslant|\hat{b}(\xi)| \quad \text { a.e. } \xi \in \mathbb{R}, \forall j>J \quad \text { and } \quad \widehat{a_{j}} \in L_{\infty}(\mathbb{R}), \quad 1 \leqslant j \leqslant J \tag{2.20}
\end{equation*}
$$

For $n \in \mathbb{N}$, define $\widehat{h_{n}}(\xi):=\hat{\eta}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{b}\left(2^{-j} \xi\right)$. If $\left\{h_{n}\right\}_{n=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$, then $f_{n}$ converges to $f_{\infty}$ in $W_{2}^{\nu}(\mathbb{R})$; i.e., $\lim _{n \rightarrow \infty}\left\|f_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$.

Proof. The assumption that the functions $\widehat{f_{\infty}}$ and $\widehat{g_{\infty}}$ are well defined implies that $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\widehat{f_{\infty}}(\xi)$ and $\lim _{n \rightarrow \infty} \widehat{g_{n}}(\xi)=\widehat{g_{\infty}}(\xi)$ for almost every $\xi \in \mathbb{R}$.

By assumption, $\left\{g_{n}\right\}_{n=1}^{\infty}$ converges to $g_{\infty}$ in $W_{2}^{\nu}(\mathbb{R})$; together with the fact that $\lim _{n \rightarrow \infty} \widehat{g_{n}}(\xi)=\widehat{g_{\infty}}(\xi)$ for almost every $\xi \in \mathbb{R}$, we must have $g_{\infty} \in W_{2}^{\nu}(\mathbb{R})$ and $\lim _{n \rightarrow \infty}\left\|g_{n}-g_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$. In particular, we have

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{n}}(\xi)\right|^{2} d \xi=\int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{\infty}}(\xi)\right|^{2} d \xi<\infty
$$

Denote $\eta_{n}(\xi):=2\left(1+|\xi|^{2 \nu}\right)\left[\left|\widehat{g_{n}}(\xi)\right|^{2}+\left|\widehat{g_{\infty}}(\xi)\right|^{2}\right]$. It follows from the above identity that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} \eta_{n}(\xi) d \xi=4 \int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{g_{\infty}}(\xi)\right|^{2} d \xi<\infty \tag{2.21}
\end{equation*}
$$

By (2.19), it follows from the definition of $\widehat{g_{n}}$ and $\widehat{f_{n}}$ that $\left|\widehat{f_{n}}(\xi)\right| \leqslant\left|\widehat{g_{n}}(\xi)\right|$ for almost every $\xi \in \mathbb{R}$. Since we have $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\widehat{f_{\infty}}(\xi)$ for almost every $\xi \in \mathbb{R}$, we also have $\left|\widehat{f_{\infty}}(\xi)\right| \leqslant\left|\widehat{g_{\infty}}(\xi)\right|$ for almost every $\xi \in \mathbb{R}$. Consequently, by $g_{\infty}, g_{n} \in W_{2}^{\nu}(\mathbb{R})$ for all $n \in \mathbb{N}$, we have $f_{\infty}, f_{n} \in W_{2}^{\nu}(\mathbb{R})$ for all $n \in \mathbb{N}$. Moreover, we have
$\left(1+|\xi|^{2 \nu}\right)\left|\widehat{f_{n}}(\xi)-\widehat{f_{\infty}}(\xi)\right|^{2} \leqslant 2\left(1+|\xi|^{2 \nu}\right)\left[\left|\widehat{f_{n}}(\xi)\right|^{2}+\left|\widehat{f_{\infty}}(\xi)\right|^{2}\right] \leqslant \eta_{n}(\xi) \quad$ a.e. $\xi \in \mathbb{R}$.
By (2.21) and the generalized Lebesgue dominated convergence theorem, we conclude that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|f_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}^{2} & =\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{f_{n}}(\xi)-\widehat{f_{\infty}}(\xi)\right|^{2} d \xi \\
& =\int_{\mathbb{R}} \lim _{n \rightarrow \infty}\left(1+|\xi|^{2 \nu}\right)\left|\widehat{f_{n}}(\xi)-\widehat{f_{\infty}}(\xi)\right|^{2} d \xi=0
\end{aligned}
$$

Therefore, $\lim _{n \rightarrow \infty}\left\|g_{n}-g_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$ implies $\lim _{n \rightarrow \infty}\left\|f_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$.
If (2.20) holds, for $n>J$ we deduce that, for almost every $\xi \in \mathbb{R}$,

$$
\begin{aligned}
\left|\widehat{f_{n}}(\xi)\right| & =\left[\prod_{j=1}^{J}\left|\widehat{a_{j}}\left(2^{-j} \xi\right)\right|\right]\left|\hat{\eta}\left(2^{-n} \xi\right)\right| \prod_{j=J+1}^{n}\left|\widehat{a_{j}}\left(2^{-j} \xi\right)\right| \\
& \leqslant C\left|\hat{\eta}\left(2^{-n} \xi\right)\right| \prod_{j=J+1}^{n}\left|\hat{b}\left(2^{-j} \xi\right)\right|=C\left|\widehat{h_{n-J}}\left(2^{-J} \xi\right)\right|,
\end{aligned}
$$

where $C:=\prod_{j=1}^{J}\left\|\widehat{a_{j}}\right\|_{L_{\infty}(\mathbb{R})}<\infty$. Since $\left\{h_{n}\right\}_{n=1}^{\infty}$ is convergent in $W_{2}^{\nu}(\mathbb{R})$, it is evident that $\left\{2^{J} h_{n-J}\left(2^{J} \cdot\right)\right\}_{n=J+1}^{\infty}$ is also convergent in $W_{2}^{\nu}(\mathbb{R})$. Note that the Fourier transform of $2^{J} h_{n-J}\left(2^{J} \cdot\right)$ is $\widehat{h_{n-J}}\left(2^{-J} \cdot\right)$. Now by the generalized Lebesgue dominated
convergence theorem, we conclude that $\left\{f_{n}\right\}_{n=1}^{\infty}$ is also convergent in $W_{2}^{\nu}(\mathbb{R})$; that is, we have $\lim _{n \rightarrow \infty}\left\|f_{n}-f_{\infty}\right\|_{W_{2}^{\nu}(\mathbb{R})}=0$.

Let $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ be a sequence of $2 \pi$-periodic measurable functions. Define $\left\{f_{n}\right\}_{n=1}^{\infty}$ by

$$
\begin{equation*}
\widehat{f_{n}}(\xi):=\chi_{[-\pi, \pi]}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \widehat{a_{j}}\left(2^{-j} \xi\right), \quad \xi \in \mathbb{R}, n \in \mathbb{N} \tag{2.22}
\end{equation*}
$$

where $\chi_{[-\pi, \pi]}$ denotes the characteristic function of the interval $[-\pi, \pi]$. This can be understood as a representation of the nonstationary cascade algorithm associated with the masks $\left\{\widehat{a_{j}}\right\}_{n=1}^{\infty}$ in the frequency domain. Due to Theorem 2.4, we say that a nonstationary cascade algorithm associated with masks $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$ if the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ in (2.22) converges in $W_{2}^{\nu}(\mathbb{R})$. Note that the initial function here in (2.22) is the sinc function $f(x)=\frac{\sin (\pi x)}{\pi x}$ since $\hat{f}(\xi)=\chi_{[-\pi, \pi]}$. Similarly, we say that a stationary cascade algorithm associated with a mask $\hat{a}$ converges in $W_{2}^{\nu}(\mathbb{R})$ if the cascade algorithm associated with $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$ with $\widehat{a_{j}}=\hat{a}$ for all $j \in \mathbb{N}$.

Basically, Proposition 2.6 says that if (2.19) holds and if the nonstationary cascade algorithm associated with $\left\{\widehat{b}_{j}\right\}_{j=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$, then so does the nonstationary cascade algorithm associated with $\left\{\widehat{a}_{j}\right\}_{j=1}^{\infty}$. Similarly, if (2.20) holds and the stationary cascade algorithm associated with mask $\hat{b}$ converges in $W_{2}^{\nu}(\mathbb{R})$, then Proposition 2.6 says that the nonstationary cascade algorithm associated with masks $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ must converge in $W_{2}^{\nu}(\mathbb{R})$.

The convergence of a stationary cascade algorithm associated with a finitely supported mask can be verified easily by calculating the spectrum of the transition operator. Let $\hat{a}$ be a $2 \pi$-periodic trigonometric polynomial with $\hat{a}(0)=1$. Write $\hat{a}(\xi)=\left(1+e^{-i \xi}\right)^{m} \hat{c}(\xi)$ for some nonnegative integer $m$ and some $2 \pi$-periodic trigonometric polynomial $\hat{c}(\xi)$ with $\hat{c}(\pi) \neq 0$. Write $|\hat{c}(\xi)|^{2}=\sum_{k=-K}^{K} c_{k} e^{-i k \xi}$, where $K$ is some nonnegative integer. Denote $\rho(\hat{a})$ the spectral radius of the square matrix $\left(c_{2 j-k}\right)_{-K \leqslant j, k \leqslant K}$ and define $\nu_{2}(\hat{a}):=-1 / 2-\log _{2} \sqrt{\rho(\hat{a})}$. It is known ([20, Theorem 4.3 and Proposition 7.2] and [22, Theorem 2.1]) that the stationary cascade algorithm associated with a $2 \pi$-periodic trigonometric polynomial mask $\hat{a}$ converges in $W_{2}^{\nu}(\mathbb{R})$ if and only if $\nu_{2}(\hat{a})>\nu$. Moreover, $\phi \in W_{2}^{\nu}(\mathbb{R})$ for all $0 \leqslant \nu<\nu_{2}(\hat{a})$, where $\phi$ is the nontrivial compactly supported refinable function associated with mask $\hat{a}$ such that $\hat{\phi}(2 \xi)=\hat{a}(\xi) \hat{\phi}(\xi)$. Moreover, $\phi \notin W_{2}^{\nu}(\mathbb{R})$ for $\nu>\nu_{2}(\hat{a})$ whenever the integer shifts of $\phi$ are stable. See $[17,20,22,24,32,37]$ and the many references therein on the convergence of stationary cascade algorithms.
2.3. Convergence of cascade algorithms with pseudospline masks. We show that the nonstationary cascade algorithm associated with masks for pseudosplines in Theorem 1.2 converges in $W_{2}^{\nu}(\mathbb{R})$ for arbitrary $\nu \geqslant 0$. We first prove the following lemma which is not only used in the proof of the convergence of the nonstationary cascade algorithms associated with pseudospline refinement masks, but also plays an important role in our proof of Theorem 1.2 and the spectral frame approximation order.

Lemma 2.7. Let $\widehat{a_{m, l}}$ be the refinement mask for the pseudospline of type II with $\operatorname{order}(m, l)$ in (1.19). For positive integers $m_{1}, m_{2}$, and $l_{2}$ such that $1 \leqslant m_{1} \leqslant m_{2}$
and $1 \leqslant l_{2} \leqslant m_{2}$, the following inequality holds:

$$
\begin{gather*}
\left|\widehat{a_{m_{2}, l_{2}}}(\xi)\right| \leqslant\left|\widehat{a_{m_{2}, l_{2}}^{I}}(\xi)\right| \leqslant\left|\widehat{b_{m_{1}}}(\xi)\right| \quad \forall \xi \in \mathbb{R} \quad \text { with } \\
\widehat{b_{m_{1}}}(\xi):=2\left(1+e^{-i \xi}\right)^{-1} \widehat{a_{m_{1}, m_{1}}^{I}}(\xi) . \tag{2.23}
\end{gather*}
$$

Note that $\widehat{b_{m_{1}}}$ is uniquely determined by $\widehat{a_{m_{1}, m_{1}}}(\xi)=2^{-1}\left(1+e^{-i \xi}\right) \widehat{b_{m_{1}}}(\xi)$.
Proof. Since $\left|\widehat{a_{m, l}}(\xi)\right| \leqslant 1$ for all $\xi \in \mathbb{R}$ and $1 \leqslant l \leqslant m$, it follows from the relation $\left|\widehat{a_{m, l}^{I}}(\xi)\right|^{2}=\widehat{a_{m, l}}(\xi)$ and (1.18) that $\left|\widehat{a_{m, l}}(\xi)\right| \leqslant\left|\widehat{a_{m, l}^{I}}(\xi)\right| \leqslant\left|\widehat{a_{m, m}^{I}}(\xi)\right|$ for all $\xi \in \mathbb{R}$ and $1 \leqslant l \leqslant m$. Now in order to prove (2.23), it suffices to prove that $\widehat{a_{m_{2}, m_{2}}}(\xi)=\left|\widehat{a_{m_{2}, m_{2}}^{I}}(\xi)\right|^{2} \leqslant\left|\widehat{b_{m_{1}}}(\xi)\right|^{2}$ for all $\xi \in \mathbb{R}$ and $1 \leqslant m_{1} \leqslant m_{2}$.

Setting $x=\sin ^{2}(\xi / 2)$, by the definition of $\widehat{a_{m_{2}, m_{2}}}$ in (1.19), we see that $\widehat{a_{m_{2}, m_{2}}}$ $(\xi) \leqslant\left|\widehat{b_{m_{1}}}(\xi)\right|^{2}$ for all $\xi \in \mathbb{R}$ and $1 \leqslant m_{1} \leqslant m_{2}$ is equivalent to

$$
\begin{align*}
& (1-x)^{m_{2}} P_{m_{2}, m_{2}}(x) \leqslant(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x) \\
& \quad \forall x \in[0,1] \text { and } 1 \leqslant m_{1} \leqslant m_{2} \tag{2.24}
\end{align*}
$$

By the definition of $P_{m, l}$ in (1.18), we deduce that

$$
\begin{aligned}
& (1-x)^{m+1} P_{m+1, m+1}(x)=(1-x)^{m+1} \sum_{j=0}^{m} \frac{(m+j)!}{j!m!} x^{j} \\
& \quad=(1-x)^{m} \sum_{j=0}^{m} \frac{(m+j)!}{j!m!}\left(x^{j}-x^{j+1}\right) \\
& \quad=(1-x)^{m}\left[\sum_{j=0}^{m} \frac{(m+j)!}{j!m!} x^{j}-\sum_{j=1}^{m+1} \frac{(m+j-1)!}{(j-1)!m!} x^{j}\right] \\
& \quad=(1-x)^{m}\left[1-\frac{(2 m)!}{m!m!} x^{m+1}+\sum_{j=1}^{m}\left(\frac{(m+j)!}{j!m!}-\frac{(m+j-1)!}{(j-1)!m!}\right) x^{j}\right] \\
& \quad=(1-x)^{m}\left[1-\frac{(2 m)!}{m!m!} x^{m+1}+\sum_{j=1}^{m} \frac{(m+j-1)!}{j!(m-1)!} x^{j}\right]
\end{aligned}
$$

That is, we have

$$
\begin{aligned}
& (1-x)^{m+1} P_{m+1, m+1}(x) \\
& \quad=(1-x)^{m}\left[\frac{(2 m-1)!}{m!(m-1)!} x^{m}-\frac{(2 m)!}{m!m!} x^{m+1}+\sum_{j=0}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j}\right] \\
& \quad=(1-x)^{m}\left[\frac{(2 m-1)!}{m!(m-1)!} x^{m}(1-2 x)+P_{m, m}(x)\right] \\
& \quad=(1-x)^{m} P_{m, m}(x)-\frac{(2 m-1)!}{m!(m-1)!} x^{m}(1-x)^{m}(2 x-1) \quad \forall m \in \mathbb{N} .
\end{aligned}
$$

Consequently, for $x \in[1 / 2,1]$ and $m_{2} \geqslant m_{1}$, we have $2 x-1 \geqslant 0$ and

$$
\begin{aligned}
(1-x)^{m_{2}} P_{m_{2}, m_{2}}(x) & \leqslant(1-x)^{m_{2}-1} P_{m_{2}-1, m_{2}-1}(x) \leqslant \cdots \leqslant(1-x)^{m_{1}} P_{m_{1}, m_{1}}(x) \\
& \leqslant(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x)
\end{aligned}
$$

Therefore, (2.24) holds for $x \in[1 / 2,1]$.
It remains to prove (2.24) for all $x \in[0,1 / 2]$. Since

$$
(1-x)^{m_{2}} P_{m_{2}, m_{2}}(x) \leqslant(1-x)^{m_{2}} P_{m_{2}, m_{2}}(x)+x^{m_{2}} P_{m_{2}, m_{2}}(1-x)=1,
$$

in order to prove (2.24) for all $x \in[0,1 / 2]$, now it suffices to show that

$$
\begin{equation*}
1 \leqslant(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x) \quad \forall x \in[0,1 / 2] \tag{2.25}
\end{equation*}
$$

Note that

$$
\begin{aligned}
1 & =(1-x)(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x)+x x^{m_{1}-1} P_{m_{1}, m_{1}}(1-x) \\
& =(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x)-x\left[(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x)-x^{m_{1}-1} P_{m_{1}, m_{1}}(1-x)\right]
\end{aligned}
$$

from which we have

$$
(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x)=1+x\left[(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x)-x^{m_{1}-1} P_{m_{1}, m_{1}}(1-x)\right]
$$

In order to prove (2.25), by the above identity, it suffices to prove that

$$
\begin{equation*}
(1-x)^{m_{1}-1} P_{m_{1}, m_{1}}(x) \geqslant x^{m_{1}-1} P_{m_{1}, m_{1}}(1-x) \quad \forall x \in[0,1 / 2] \tag{2.26}
\end{equation*}
$$

Note that for $x \in[0,1 / 2]$, we have $0 \leqslant x /(1-x) \leqslant 1$. By the definition of $P_{m_{1}, m_{1}}(x):=$ $\sum_{j=0}^{m_{1}-1}\binom{m_{1}+j-1}{j} x^{j}$, we have

$$
\begin{aligned}
1=\frac{1}{1} & \geqslant \frac{\binom{m_{1}}{1} x}{\binom{m_{1}}{1}(1-x)} \geqslant \frac{\binom{m_{1}+1}{2} x^{2}}{\binom{m_{1}+1}{2}(1-x)^{2}} \geqslant \cdots \geqslant \frac{\binom{2 m_{1}-2}{m_{1}-1} x^{m_{1}-1}}{\binom{2 m_{1}-2}{m_{1}-1}(1-x)^{m_{1}-1}} \\
& =\frac{x^{m_{1}-1}}{(1-x)^{m_{1}-1}}, \quad x \in[0,1 / 2] .
\end{aligned}
$$

But for positive numbers $a, b, c, d$, it is easy to see that $\frac{a}{b} \geqslant \frac{c}{d}$ implies $\frac{a}{b} \geqslant \frac{a+c}{b+d} \geqslant \frac{c}{d}$. Now it follows from the above inequalities that

$$
1 \geqslant \frac{P_{m_{1}, m_{1}}(x)}{P_{m_{1}, m_{1}}(1-x)}=\frac{\sum_{j=0}^{m_{1}-1}\binom{m_{1}+j-1}{j} x^{j}}{\sum_{j=0}^{m_{1}-1}\binom{m_{1}+j-1}{j}(1-x)^{j}} \geqslant \frac{x^{m_{1}-1}}{(1-x)^{m_{1}-1}}, \quad x \in[0,1 / 2]
$$

from which we see that (2.26) holds.
Next we establish the following result on $C^{\infty}$ nonstationary refinable functions. In fact, we prove that the nonstationary cascade algorithm associated with the masks for pseudosplines of type I or type II in Theorem 1.2 converges in $W_{2}^{\nu}(\mathbb{R})$ for any $\nu \geqslant 0$.

THEOREM 2.8. Let $\widehat{a_{j}}$ be the mask for the pseudospline of type I or type II with order $\left(m_{j}, l_{j}\right)$, where $1 \leqslant l_{j} \leqslant m_{j}$ and $j \in \mathbb{N}$ are positive integers such that (1.21) holds. Then, for every $n \in \mathbb{N}_{0}$, the nonstationary cascade algorithm (2.22)
associated with $\left\{\widehat{a_{j+n}}\right\}_{j=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$ for any $\nu \geqslant 0$. Consequently, the nonstationary refinable functions $\phi_{j}, j \in \mathbb{N}_{0}$, in (1.1) must be well-defined compactly supported $C^{\infty}(\mathbb{R})$ functions.

Proof. Since $\widehat{a_{j}}(\xi)=\widehat{a_{m_{j}, l_{j}}}(\xi)$ or $\widehat{a_{j}}(\xi)=\widehat{a_{m_{j}, l_{j}}^{I}}(\xi)$, it is easy to see that $\operatorname{deg}\left(\widehat{a_{j}}\right) \leqslant$ $2 m_{j}$ and $\widehat{a_{j}}(0)=1$. Therefore, by our assumption in (1.21), we see that

$$
\sum_{j=1}^{\infty} 2^{-j} \operatorname{deg}\left(\widehat{a_{j}}\right) \leqslant 2 \sum_{j=1}^{\infty} 2^{-j} m_{j}<\infty
$$

Moreover, we have $\left|\widehat{a_{j}}(\xi)\right| \leqslant 1$ for all $j \in \mathbb{N}$ and $\xi \in \mathbb{R}$. Thus, the condition of Lemma 2.1 is satisfied. By Lemma 2.1, we conclude that $\phi_{j}, j \in \mathbb{N}_{0}$, are well-defined compactly supported tempered distributions.

Let $\widehat{a_{j, j}}$ be the refinement mask for the pseudospline of type II with order $(j, j)$. It was proved by Daubechies $[12,13]$ that $\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j, j}}\right)=\lim _{j \rightarrow \infty} \nu_{2}\left(\widehat{a_{j, j}^{I}}\right)=\infty$. Hence, there exists a positive integer $J$ such that $\nu_{2}\left(\widehat{a_{J, J}^{I}}\right) \geqslant \nu+2$. By $\lim _{j \rightarrow \infty} m_{j}=$ $\infty$, there exists a positive integer $N$ such that

$$
\begin{equation*}
m_{j} \geqslant J \quad \text { and } \quad \nu_{2}\left(\widehat{a_{j}}\right) \geqslant \nu_{2}\left(\widehat{a_{J, J}^{I}}\right) \geqslant \nu+2 \quad \forall j \geqslant N . \tag{2.27}
\end{equation*}
$$

Let $\hat{b}$ be the unique $2 \pi$-periodic trigonometric polynomial such that $\widehat{a_{J, J}^{I}}(\xi)=2^{-1}(1+$ $\left.e^{-i \xi}\right) \hat{b}(\xi)$. By the definition of $\nu_{2}(\hat{b})$ and (2.27), it is straightforward to see that $\nu_{2}(\hat{b})=\nu_{2}\left(\widehat{a_{J, J}^{I}}\right)-1 \geqslant \nu+1>\nu$. Therefore, the stationary cascade algorithm associated with the mask $\hat{b}$ converges in $W_{2}^{\nu}(\mathbb{R})$ (see [20, Theorem 4.3]). On the other hand, by (2.23) of Lemma 2.7, since $m_{j} \geqslant J$ for $j \geqslant N$, we deduce that

$$
\left|\widehat{a_{j}}(\xi)\right| \leqslant\left|\widehat{a_{m_{j}, l_{j}}^{I}}(\xi)\right| \leqslant|\hat{b}(\xi)| \quad \forall \xi \in \mathbb{R}, j \geqslant N
$$

Since the stationary cascade algorithm associated with the mask $\hat{b}$ converges in $W_{2}^{\nu}(\mathbb{R})$, by Proposition 2.6, the nonstationary cascade algorithm associated with masks $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$. Therefore, we have $\phi_{0} \in W_{2}^{\nu}(\mathbb{R})$ for all $\nu \geqslant 0$. That is, $\phi_{0}$ is a compactly supported $C^{\infty}$ function. The same proof works for every $\phi_{n}$ and for the nonstationary cascade algorithm associated with masks $\left\{\widehat{a_{n+j}}\right\}_{j=1}^{\infty}$.

In computer aided geometric design, it is of interest to consider the convergence of a subdivision scheme and a cascade algorithm in $C^{\kappa}(\mathbb{R})$, the space of functions with the $\kappa$ th continuous derivative, instead of the Sobolev space $W_{2}^{\nu}(\mathbb{R})$. When a cascade algorithm is implemented in the space domain as given in (2.7), the initial function is often chosen to be a compactly supported function such as spline functions of order $\nu$ with $\nu>\kappa+1 / 2$. This is indeed true and can be proved easily by the imbedding theorems of Sobolev spaces.

Corollary 2.9. Let $\widehat{a_{j}}(j \in \mathbb{N})$ be the masks satisfying the conditions given in Theorem 2.8. Let $\kappa$ be any nonnegative integer, and let $f$ be a compactly supported initial function in $W_{2}^{\nu} \cap \mathcal{F}_{\nu}$ with $\nu>\kappa+1 / 2$. Then the nonstationary cascade algorithm defined by (2.7) associated with $\left\{\widehat{a_{n+j}}\right\}_{j=1}^{\infty}$ converges in $C^{\kappa}(\mathbb{R})$.

Proof. The convergence of the cascade algorithm in $W_{2}^{\nu}(\mathbb{R})$ defined by (2.7) follows from Proposition 2.6 and Theorem 2.8. Since all $f_{n}\left(n \in \mathbb{N}_{0}\right)$ and $\phi_{0}$ are supported inside some compact set, it follows from the imbedding theorem that the sequence $f_{n}$ also converges in $C^{\kappa}(\mathbb{R})$.
2.4. Orthogonality. For the stationary case, it is well known that for a compactly supported refinable function $\phi$ with a $2 \pi$-periodic trigonometric polynomial $\hat{a}$, the integer shifts of $\phi$ form an orthonormal system if and only if its refinement mask $\hat{a}$ satisfies

$$
|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}=1 \quad \text { a.e. } \xi \in \mathbb{R}
$$

and the corresponding stationary cascade algorithm converges in $L_{2}(\mathbb{R})$ (that is, $\nu_{2}(\hat{a})>0$; see $\left.[20,22]\right)$. Furthermore, if one chooses the wavelet function $\psi$ by $\hat{\psi}(2 \xi):=e^{-i \xi} \overline{\hat{a}(\xi+\pi)} \hat{\phi}(\xi)$, then the wavelet system generated by $\psi$ forms an orthonormal basis in $L_{2}(\mathbb{R})$. For example, see $[11,12,13,20,22,24,31,32,37]$ and the references therein. It turns out that this is also true for the nonstationary case, as a consequence of the proof of Theorem 2.4.

THEOREM 2.10. Let $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic measurable functions such that, for every $j \in \mathbb{N}_{0}, \widehat{\phi_{j}}(\xi):=\lim _{N \rightarrow \infty} \prod_{n=1}^{N} \widehat{a_{n+j}}\left(2^{-n} \xi\right)$ is well defined for almost every $\xi \in \mathbb{R}$. Then the integer shifts of $\phi_{j}$ form an orthonormal system in $L_{2}(\mathbb{R})$ for all $j \in \mathbb{N}$; i.e.,

$$
\begin{equation*}
\left\langle\phi_{j}(\cdot-k), \phi_{j}\right\rangle:=\int_{\mathbb{R}} \phi_{j}(x-k) \overline{\phi_{j}(x)} d x=\delta(k) \quad \forall k \in \mathbb{Z} \quad \text { and } \quad j \in \mathbb{N}_{0} \tag{2.28}
\end{equation*}
$$

where $\delta(0)=1$ and $\delta(k)=0$ for all $k \neq 0$ if and only if
(1) all the masks $\widehat{a_{j}}$ satisfy

$$
\begin{equation*}
\left|\widehat{a_{j}}(\xi)\right|^{2}+\left|\widehat{a_{j}}(\xi+\pi)\right|^{2}=1 \quad \text { a.e. } \xi \in \mathbb{R}, \quad \forall j \in \mathbb{N}_{0} \tag{2.29}
\end{equation*}
$$

(2) the nonstationary cascade algorithm associated with masks $\left\{a_{n+j}\right\}_{n=1}^{\infty}$ converges in $L_{2}(\mathbb{R})$ for large enough $j \in \mathbb{N}_{0}$.
Moreover, if (1.4) and (2.28) hold, define $\widehat{\psi_{j-1}}(\xi):=e^{-i \xi / 2} \widehat{\widehat{a_{j}}(\xi / 2+\pi) \phi_{j}}(\xi / 2)$ for $j \in \mathbb{N}$; then $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}\right\}$ is an orthonormal basis of $L_{2}(\mathbb{R})$.

Proof. It is known that (2.28) holds for each $j$ if and only if $\left[\widehat{\phi_{j}}, \widehat{\phi_{j}}\right](\xi)=1$ almost everywhere $\xi \in \mathbb{R}$.

Assume that (1) and (2) hold. Then $\left[\widehat{\phi_{j}}, \widehat{\phi_{j}}\right](\xi)=1$ almost everywhere $x \in \mathbb{R}$ for all $j \in \mathbb{N}_{0}$ can be proved by an argument similar to that in the stationary case (see [11, 13, 22, 24, 32]). We omit the details here.

The necessity part is proved as follows. If (2.28) holds, then $\left[\widehat{\phi_{j}}, \widehat{\phi_{j}}\right]=1$ for all $j \in \mathbb{N}_{0}$. Now (2.29) can be verified by the same argument as in the stationary case. So, item (1) holds. Next, we prove item (2); that is, the sequence $\left\{f_{N}\right\}_{N=1}^{\infty}$, defined by

$$
\widehat{f_{N}}(\xi):=\chi_{[-\pi, \pi]}\left(2^{-N} \xi\right) \prod_{n=1}^{N} \widehat{a_{n+j}}\left(2^{-n} \xi\right), \quad N \in \mathbb{N}
$$

converges in $L_{2}(\mathbb{R})$ for every $j \in \mathbb{N}_{0}$. By the relation $\widehat{\phi_{j}}(\xi)=\widehat{a_{j+1}}(\xi / 2) \widehat{\phi_{j+1}}(\xi / 2)$, we deduce that

$$
\begin{equation*}
\widehat{\phi_{j}}(\xi)=\widehat{\phi_{N+j}}\left(2^{-N} \xi\right) \prod_{n=1}^{N} \widehat{a_{n+j}}\left(2^{-n} \xi\right), \quad N \in \mathbb{N} \quad \text { and } \quad j \in \mathbb{N}_{0} \tag{2.30}
\end{equation*}
$$

Applying (2.30) and $\left[\widehat{\phi_{N}}, \widehat{\phi_{N}}\right]=1$, one obtains that

$$
\left\|\widehat{\phi_{j}}\right\|_{L_{2}(\mathbb{R})}^{2}=\int_{\mathbb{R}}\left|\widehat{f_{N}}(\xi)\right|^{2} d \xi, \quad N \in \mathbb{N}
$$

In particular, we have $\lim _{N \rightarrow \infty} \int_{\mathbb{R}}\left|\widehat{f_{N}}(\xi)\right|^{2} d \xi=\left\|\widehat{\phi_{j}}\right\|_{L_{2}(\mathbb{R})}^{2}<\infty$. Note that

$$
\left|\widehat{f_{N}}(\xi)-\widehat{\phi_{j}}(\xi)\right|^{2} \leqslant 2\left[\left|\widehat{f_{N}}(\xi)\right|^{2}+\left|\widehat{\phi_{j}}(\xi)\right|^{2}\right]=: \eta_{N}(\xi), \quad \xi \in \mathbb{R}
$$

and

$$
\lim _{N \rightarrow \infty} \int_{\mathbb{R}} \eta_{N}(\xi) d \xi=4 \int_{\mathbb{R}}\left|\widehat{\phi_{j}}(\xi)\right|^{2} d \xi<\infty
$$

By $\lim _{N \rightarrow \infty} \widehat{f_{N}}(\xi)=\widehat{\phi_{j}}(\xi)$ for almost every $\xi \in \mathbb{R}$ and the generalized Lebesgue dominated convergence theorem, we conclude that $\lim _{N \rightarrow \infty}\left\|\widehat{f_{N}}-\widehat{\phi_{j}}\right\|_{L_{2}(\mathbb{R})}=0$. Thus, for every $j \in \mathbb{N}_{0}$, the cascade algorithm associated with masks $\left\{\widehat{a_{n+j}}\right\}_{n=1}^{\infty}$ converges in $L_{2}(\mathbb{R})$.

If (2.28) holds, by the definition of $\psi_{j}$ and (2.29), then it is easy to check that $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}\right\}$ is an orthonormal system of $L_{2}(\mathbb{R})$. By Theorem 1.1, we see that $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}\right\}$ is a tight frame in $L_{2}(\mathbb{R})$. Therefore, $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}\right\}$ is an orthonormal basis of $L_{2}(\mathbb{R})$.
3. The approximation order of the truncated frame series. In this section, we shall study the approximation property of a nonstationary tight wavelet frame, i.e., the frame approximation properties of the operators $Q_{n}$ in (1.9). The approximation operators $Q_{n}$ and their approximation order for a given stationary tight wavelet frame have been extensively studied in [14]. The approximation operators $Q_{n}$ provide a simple approximation scheme for a given tight wavelet frame and have close links to the frame decomposition and reconstruction algorithms for a tight wavelet frame (see, e.g., [14]). Moreover, their approximation order determines the accuracy of the truncation operators and is not necessarily equal to the best approximation order provided by the underlying nonstationary multiresolution analysis.

Since the approximation operators $Q_{n}$ provide a simple approximation scheme for a given tight wavelet frame, they are often used in various applications. For example, in $[1,2,3,4,5]$, where the (stationary) tight wavelet frame based algorithms for high/super resolution image reconstructions, image inpainting, and deconvolutions are given, the operators $Q_{n}$ are used there to approximate the underlying function from a given data set. The interested reader should consult $[1,2,3,4,5]$ for details.

The operators $Q_{n}$ are closely related to other operators. For a sequence $\left\{\phi_{n}\right\}_{n=0}^{\infty}$ of functions in $L_{2}(\mathbb{R})$, we define the linear operators $P_{n}(f), n \in \mathbb{N}_{0}$, by

$$
\begin{align*}
& P_{n}(f):=\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{n ; n, k}\right\rangle \phi_{n ; n, k}, \quad f \in L_{2}(\mathbb{R}) \text { with }  \tag{3.1}\\
& \phi_{n ; n, k}:=2^{n / 2} \phi_{n}\left(2^{n} \cdot-k\right) .
\end{align*}
$$

Similar to the stationary case, by calculation, it is easy to verify that (1.12) implies

$$
\begin{align*}
& \sum_{\ell=1}^{\mathcal{J}_{j}} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j-1 ; j-1, k}^{\ell}\right\rangle \psi_{j-1 ; j-1, k}^{\ell}  \tag{3.2}\\
&=\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{j ; j, k}\right\rangle \phi_{j ; j, k}-\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{j-1 ; j-1, k}\right\rangle \phi_{j-1 ; j-1, k}
\end{align*}
$$

for $f \in L_{2}(\mathbb{R})$. Consequently, by the definition of the linear operators $Q_{n}$ in (1.9), it follows from the relation in (3.2) that

$$
\begin{aligned}
Q_{n}(f) & =\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{0}(\cdot-k)\right\rangle \phi_{0}(\cdot-k)+\sum_{j=0}^{n-1} \sum_{\ell=1}^{\mathcal{J}_{j+1}} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j ; j, k}^{\ell}\right\rangle \psi_{j ; j, k}^{\ell} \\
& =\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{n ; n, k}\right\rangle \phi_{n ; n, k}=P_{n}(f) .
\end{aligned}
$$

That is, if (1.12) holds, then the linear operators $Q_{n}$ in (1.9) and $P_{n}$ in (3.1) are the same.

The approximation order of $Q_{n}$ 's for a stationary tight wavelet frame is investigated in [14] through that of $P_{n}$ 's, since $Q_{n}=P_{n}$ for a tight frame system constructed from the unitary extension principle. The relationship has been studied in [14] for stationary tight wavelet frames between the approximation order of $P_{n}$ 's and the (best) approximation order provided by the spaces $S_{n}\left(\phi_{n}\right)$, where $S_{n}\left(\phi_{n}\right)$ is the smallest closed subspace of $L_{2}(\mathbb{R})$ generated by the linear span of $\phi_{n}\left(2^{n} \cdot-k\right), k \in \mathbb{Z}$; that is, $S_{n}\left(\phi_{n}\right)$ is the same as the smallest closed subspace of $L_{2}(\mathbb{R})$ containing the truncated tight frame system $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}: k \in \mathbb{Z}, 0 \leqslant j<n, \ell=1, \ldots, \mathcal{J}_{j+1}\right\}$. It is well known that the approximation order provided by the spaces $S_{n}\left(\phi_{n}\right)$ is determined by the order of the Strang-Fix conditions satisfied by $\phi_{n}$. However, the approximation order of $P_{n}$ 's is determined by the order of the zero at the origin of the function $1-|\widehat{\phi}|^{2}$, in addition to the order of the Strang-Fix conditions satisfied by $\phi_{n}$. Consequently, the frame approximation order can be (much) smaller than the approximation order provided by the spaces $S_{n}\left(\phi_{n}\right)$ (see [14] for details). This is also true for the nonstationary case. For example, let $\widehat{a_{j}}(\xi):=2^{-j}\left(1+e^{-i \xi}\right)^{j}, j \in \mathbb{N}$, be the masks for the up-functions. Then, item (iii) of Theorem 1.3 says that it does not have any "strong" frame approximation order in the sense of (1.16); i.e., for any given $\nu>0$, there does not exist a positive constant $C$ such that (1.16) is satisfied. But one can check that the corresponding spaces $S_{n}\left(\phi_{n}\right)$ provide a spectral approximation order.

If the integer shifts of $\phi_{n}$ are orthonormal, then the linear operator $P_{n}$ in (3.1) becomes an orthogonal projection from $L_{2}(\mathbb{R})$ to $S_{n}\left(\phi_{n}\right)$. That is, for this case, $P_{n}(f)$ is the best approximation of $f \in L_{2}(\mathbb{R})$ in the closed subspace $S_{n}\left(\phi_{n}\right)$ of $L_{2}(\mathbb{R})$. This is the reason why the approximation order of $Q_{n}$ 's is identified with the best approximation order provided by the spaces $S_{n}\left(\phi_{n}\right)$ in [10], which is simpler to understand, since only orthonormal wavelets are studied in [10].

To summarize our discussion here, the understanding of the approximation order of the approximation operators $Q_{n}$ for a given tight wavelet frame is necessary, since it is simple and used in applications such as image inpainting, and since, unlike orthonormal wavelets, the approximation order of a truncated tight frame series is
not necessarily the same as the best approximation order provided by the underlying nonstationary multiresolution analysis.

The main result of this section is Theorem 3.2, which is interesting in its own right and is independent of its role in our proofs of some of major parts of Theorems 1.1-1.4.

The following result can be directly obtained by applying Jetter and Zhou [28] and [29, Theorem 2.1].

Proposition 3.1. Let $\varphi \in L_{2}(\mathbb{R})$ and $\nu \geqslant 0$. Define a linear operator $P$ by

$$
P(f):=\sum_{k \in \mathbb{Z}}\langle f, \varphi(\cdot-k)\rangle \varphi(\cdot-k), \quad f \in L_{2}(\mathbb{R})
$$

Then $\|f-P(f)\|_{L_{2}(\mathbb{R})} \leqslant C_{\varphi}|f|_{W_{2}^{\nu}(\mathbb{R})}$ for all $f \in W_{2}^{\nu}(\mathbb{R})$ with a positive constant

$$
\begin{equation*}
C_{\varphi}:=\pi^{-1 / 2} \sqrt{\max \left(c_{1}, c_{3}\right)+\max \left(2 c_{2}, 2 c_{4}+1\right)} \tag{3.3}
\end{equation*}
$$

provided that there exist positive constants $c_{1}, c_{2}, c_{3}, c_{4}$ such that, for almost every $\xi \in[-\pi, \pi]$, the following inequalities hold:

$$
\begin{gather*}
\left|1-|\hat{\varphi}(\xi)|^{2}\right|^{2} \leqslant c_{1}|\xi|^{2 \nu},  \tag{3.4}\\
\sum_{k \in \mathbb{Z} \backslash\{0\}}|\hat{\varphi}(\xi)|^{2}|\hat{\varphi}(\xi+2 \pi k)|^{2} \leqslant c_{2}|\xi|^{2 \nu},  \tag{3.5}\\
\sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-2 \nu}|\hat{\varphi}(\xi)|^{2}|\hat{\varphi}(\xi+2 \pi k)|^{2} \leqslant c_{3},  \tag{3.6}\\
\sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-2 \nu} \sum_{\ell \in \mathbb{Z} \backslash\{0\}}|\hat{\varphi}(\xi+2 \pi \ell)|^{2}|\hat{\varphi}(\xi+2 \pi k)|^{2} \leqslant c_{4} . \tag{3.7}
\end{gather*}
$$

Next, we present the following result on the approximation properties of the operators $P_{n}$ defined in (3.1).

Theorem 3.2. Let $\widehat{a_{j}}, j \in \mathbb{N}$, be $2 \pi$-periodic measurable functions such that (1.3) holds for all $j \in \mathbb{N}$, and, for every $n \in \mathbb{N}_{0}$, the function $\widehat{\phi_{n}}(\xi):=\lim _{J \rightarrow \infty} \prod_{j=1}^{J}$ $\widehat{a_{j+n}}\left(2^{-j} \xi\right)$ is well defined for almost every $\xi \in \mathbb{R}$. Let $\nu \geqslant 0$. If, for $n \in \mathbb{N}$,

$$
\begin{align*}
&\left|1-\left|\widehat{\phi}_{n}(\xi)\right|^{2}\right|^{2} \leqslant C_{\phi_{n}}|\xi|^{2 \nu} \quad \text { a.e. } \xi \in[-\pi, \pi], \\
& \sum_{k \in \mathbb{Z} \backslash\{0\}}\left|\widehat{\phi_{n}}(\xi)\right|^{2}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \leqslant C_{\phi_{n}}|\xi|^{2 \nu} \quad \text { a.e. } \xi \in[-\pi, \pi], \tag{3.8}
\end{align*}
$$

where $C_{\phi_{n}}$ is a constant depending only on $\phi_{n}$, then, for the linear operators $P_{n}$ in (3.1),

$$
\begin{equation*}
\left\|f-P_{n}(f)\right\|_{L_{2}(\mathbb{R})} \leqslant \max \left(2, \sqrt{C_{\phi_{n}}}\right) 2^{-\nu n}|f|_{W_{2}^{\nu}(\mathbb{R})} \quad \forall f \in W_{2}^{\nu}(\mathbb{R}) \quad \text { and } \quad n \in \mathbb{N} . \tag{3.9}
\end{equation*}
$$

In particular, (3.8) is satisfied if

$$
\begin{equation*}
1-\left|\widehat{\phi}_{n}(\xi)\right|^{2} \leqslant C_{\phi_{n}}|\xi|^{2 \nu} \quad \text { a.e. } \xi \in[-\pi, \pi] . \tag{3.10}
\end{equation*}
$$

Proof. By (1.3) and Lemma 2.2, we have $\phi_{n} \in L_{2}(\mathbb{R})$ for all $n \in \mathbb{N}_{0}$. For each fixed $n \in \mathbb{N}_{0}$, we denote $P_{n, 0}$ the following linear operator on $L_{2}(\mathbb{R})$ :

$$
P_{n, 0}(f):=\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{n}(\cdot-k)\right\rangle \phi_{n}(\cdot-k), \quad f \in L_{2}(\mathbb{R})
$$

It is apparent [28] that the operators $P_{n}$ and $P_{n, 0}$ are linked through the relation $P_{n}(f)=\left[P_{n, 0}\left(f\left(2^{-n} \cdot\right)\right)\right]\left(2^{n}.\right)$ and

$$
\begin{equation*}
\left\|f-P_{n}(f)\right\|_{L_{2}(\mathbb{R})}=2^{-n / 2}\left\|f\left(2^{-n} \cdot\right)-P_{n, 0}\left(f\left(2^{-n} \cdot\right)\right)\right\|_{L_{2}(\mathbb{R})} \tag{3.11}
\end{equation*}
$$

Since (1.3) holds, by Lemma 2.2, we have

$$
\left[\widehat{\phi_{n}}, \widehat{\phi_{n}}\right](\xi):=\sum_{k \in \mathbb{Z}}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \leqslant 1 \quad \text { a.e. } \xi \in \mathbb{R}
$$

In particular, we have $\left|\widehat{\phi_{n}}(\xi)\right| \leqslant 1$ for almost every $\xi \in \mathbb{R}$.
Since $\nu \geqslant 0$, for $\xi \in[-\pi, \pi]$, it is evident that $|\xi+2 \pi k|^{-2 \nu} \leqslant 1$ for all $k \in \mathbb{Z} \backslash\{0\}$ and

$$
\begin{aligned}
\sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-2 \nu} & \sum_{\ell \in \mathbb{Z} \backslash\{0\}}\left|\widehat{\phi_{n}}(\xi+2 \pi \ell)\right|^{2}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \\
& \leqslant \sum_{k \in \mathbb{Z}}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \sum_{\ell \in \mathbb{Z}}\left|\widehat{\phi_{n}}(\xi+2 \pi \ell)\right|^{2} \leqslant 1
\end{aligned}
$$

Hence, (3.7) holds with $c_{4}=1$ and $\varphi=\phi_{n}$. Similarly, for $\xi \in[-\pi, \pi]$, we have

$$
\sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-2 \nu}\left|\widehat{\phi_{n}}(\xi)\right|^{2}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \leqslant \sum_{k \in \mathbb{Z}}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \leqslant 1
$$

Therefore, (3.6) holds with $c_{3}=1$ and $\varphi=\phi_{n}$.
By (3.8), we see that (3.4) and (3.5) hold with $c_{1}=c_{2}=C_{\phi_{n}}$ and $\varphi=\phi_{n}$.
Note that $\left|f\left(2^{-n} \cdot\right)\right|_{W_{2}^{\nu}(\mathbb{R})}=2^{n / 2} 2^{-\nu n}|f|_{W_{2}^{\nu}(\mathbb{R})}$. Therefore, by Proposition 3.1 and (3.11), we conclude that, for all $f \in W_{2}^{\nu}(\mathbb{R})$,

$$
\begin{align*}
\left\|f-P_{n}(f)\right\|_{L_{2}(\mathbb{R})} & =2^{-n / 2}\left\|f\left(2^{-n} \cdot\right)-P_{n, 0}\left(f\left(2^{-n} \cdot\right)\right)\right\|_{L_{2}(\mathbb{R})} \\
& \leqslant \max \left(2, \sqrt{C_{\phi_{n}}}\right) 2^{-\nu n}|f|_{W_{2}^{\nu}(\mathbb{R})}, \tag{3.12}
\end{align*}
$$

since

$$
\begin{aligned}
\max \left(c_{1}, c_{3}\right)+\max \left(2 c_{2}, 2 c_{4}+1\right) & =\max \left(C_{\phi_{n}}, 1\right)+\max \left(2 C_{\phi_{n}}, 3\right) \leqslant \max \left(3 C_{\phi_{n}}, 6\right) \\
& \leqslant \pi \max \left(C_{\phi_{n}}, 4\right)
\end{aligned}
$$

Therefore, (3.9) is verified.
If (3.10) holds, then

$$
\left|1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}\right|^{2} \leqslant C_{\phi_{n}}^{2}|\xi|^{2 \nu}|\xi|^{2 \nu} \leqslant C_{\phi_{n}}|\xi|^{2 \nu}, \quad|\xi| \leqslant C_{\phi_{n}}^{-\frac{1}{2 \nu}}
$$

and by $\left|\widehat{\phi_{n}}(\xi)\right| \leqslant 1$,

$$
\left|1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}\right|^{2} \leqslant 1=C_{\phi_{n}}\left[C_{\phi_{n}}^{-\frac{1}{2 \nu}}\right]^{2 \nu} \leqslant C_{\phi_{n}}|\xi|^{2 \nu}, \quad|\xi| \geqslant C_{\phi_{n}}^{-\frac{1}{2 \nu}}
$$

Also, by $\left|\widehat{\phi_{n}}(\xi)\right|^{2} \leqslant\left[\widehat{\phi_{n}}, \widehat{\phi_{n}}\right](\xi) \leqslant 1$ and the above two inequalities, we have

$$
\begin{aligned}
\sum_{k \in \mathbb{Z} \backslash\{0\}}\left|\widehat{\phi_{n}}(\xi)\right|^{2}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} & \leqslant \sum_{k \in \mathbb{Z} \backslash\{0\}}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2}=\left[\widehat{\phi_{n}}, \widehat{\phi_{n}}\right](\xi)-\left|\widehat{\phi_{n}}(\xi)\right|^{2} \\
& \leqslant 1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}
\end{aligned}
$$

Consequently, (3.10) implies (3.8).
The behavior of $1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}$ near the origin $\xi=0$ in (3.10) is closely related to that of the masks $1-\left|\widehat{a_{j}}(\xi)\right|^{2}$ for all $j \in \mathbb{N}$ near the origin $\xi=0$. As we will see in the proof of the next section, when only masks are available and the nonstationary refinable functions are not explicitly given, one can use the estimate of $1-\left|\widehat{a_{j}}(\xi)\right|^{2}$ near $\xi=0$ for all $j \in \mathbb{N}$ to obtain the estimate of $1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}$ near $\xi=0$. The following result provides the estimate of $1-\left|\widehat{a_{j}}(\xi)\right|^{2}$ near the origin for the masks of pseudosplines, which will be needed later in our proof of the spectral frame approximation order in Theorems 1.2 and 1.4.

LEMMA 3.3. Let $\widehat{a_{m, l}^{I}}$ and $\widehat{a_{m, l}}$ be pseudospline masks of types I and II of order $(m, l)$ defined in (1.19) and (1.20), respectively. For any $0<\rho \leqslant 1$ and $\nu \geqslant 0$, there exist a positive integer $N$ and a positive constant $C$ (both of them depend only on $\rho$ and $\nu$ ), such that, for all $N \leqslant \rho m<l \leqslant m$,

$$
\begin{equation*}
0 \leqslant 1-\left|\widehat{a_{m, l}^{I}}(\xi)\right|^{2} \leqslant 1-\left|\widehat{a_{m, l}}(\xi)\right|^{2} \leqslant C|\xi|^{2 \nu} \quad \forall \xi \in[-\pi, \pi] \tag{3.13}
\end{equation*}
$$

Proof. Since $\left|\widehat{a_{m, l}^{I}}(\xi)\right|^{2}=\widehat{a_{m, l}}(\xi) \leqslant 1$, we have

$$
0 \leqslant 1-\left|\widehat{a_{m, l}^{I}}(\xi)\right|^{2} \leqslant 1-\left|\widehat{a_{m, l}}(\xi)\right|^{2}=\left[1+\widehat{a_{m, l}}(\xi)\right]\left[1-\widehat{a_{m, l}}(\xi)\right] \leqslant 2\left[1-\widehat{a_{m, l}}(\xi)\right]
$$

Setting $x=\sin ^{2}(\xi / 2)$, by the definition of $\widehat{a_{m, l}}(\xi)$ in (1.19), we have $\widehat{a_{m, l}}(\xi)=(1-$ $x)^{m} P_{m, l}(x)$, where the polynomial $P_{m, l}$ is defined in (1.18). In order to prove (3.13), now it is easy to see that it is equivalent to proving that, for any $0<\rho \leqslant 1$ and any positive integer $\nu$, there exist a positive integer $N$ and a positive constant $C$, all depending only on $\rho$ and $\nu$, such that

$$
\begin{equation*}
1-(1-x)^{m} P_{m, l}(x) \leqslant C x^{\nu} \quad \forall x \in[0,1] \quad \text { and } \quad N \leqslant \rho m<l \leqslant m \tag{3.14}
\end{equation*}
$$

Since $(1-x)^{m} P_{m, m}(x)+x^{m} P_{m, m}(1-x)=1$, we deduce that

$$
\begin{aligned}
1-(1-x)^{m} P_{m, l}(x) & =(1-x)^{m} P_{m, m}(x)+x^{m} P_{m, m}(1-x)-(1-x)^{m} P_{m, l}(x) \\
& =x^{m} P_{m, m}(1-x)+(1-x)^{m} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j} \\
& =x^{\nu}\left[x^{m-\nu} P_{m, m}(1-x)+(1-x)^{m} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j-\nu}\right]
\end{aligned}
$$

By Lemma 2.7, (2.24) holds. In particular, replacing $x$ by $1-x$ in (2.24), we conclude that

$$
x^{m-\nu} P_{m, m}(1-x) \leqslant x^{N-\nu-1} P_{N, N}(1-x) \quad \forall x \in[0,1] \quad \text { and } \quad m \geqslant N \geqslant \nu+1
$$

Therefore, on the one hand, we have

$$
\begin{align*}
x^{m-\nu} P_{m, m}(1-x) \leqslant C_{N}:=\max _{x \in[0,1]} & x^{N-\nu-1} P_{N, N}(1-x)<\infty  \tag{3.15}\\
& \forall x \in[0,1], m \geqslant N \geqslant \nu+1
\end{align*}
$$

On the other hand, for $x \in[0,1]$, we have

$$
\begin{aligned}
(1-x)^{m} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j-\nu} & =(1-x)^{m} x^{l-\nu} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j-l} \\
& \leqslant(1-x)^{m} x^{l-\nu} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} \\
& =(1-x)^{m} x^{l-\nu} \sum_{j=l}^{m-1}\left[\frac{(m+j)!}{j!m!}-\frac{(m+j-1)!}{(j-1)!m!}\right] \\
& \leqslant(1-x)^{m} x^{l-\nu} \frac{(2 m-1)!}{(m-1)!m!}
\end{aligned}
$$

By Stirling's formula, we have $\lim _{n \rightarrow \infty} \frac{n!}{\sqrt{2 \pi} n^{n+1 / 2} e^{-n}}=1$. Thus, when $m$ is large enough and for all $x \in[0,1]$, we have

$$
\frac{(2 m-1)!}{(m-1)!m!}=\frac{1}{2} \frac{(2 m)!}{m!m!} \leqslant \frac{1}{\sqrt{2 \pi}} \frac{(2 m)^{2 m+1 / 2} e^{-2 m}}{m^{2 m+1} e^{-2 m}} \leqslant 4^{m} m^{-1 / 2}
$$

Thus, for large enough $m$, we have

$$
(1-x)^{m} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j-\nu} \leqslant(1-x)^{m} x^{l-\nu} 4^{m} m^{-1 / 2}=\left[4(1-x) x^{(l-\nu) / m}\right]^{m} m^{-1 / 2}
$$

Since $\rho m<l$, we have $l / m>\rho$. Since $\nu$ is fixed, when $m$ is large enough, we have $(l-\nu) / m \geqslant \rho$ and, hence, $x^{(l-\nu) / m} \leqslant x^{\rho}$ for all $x \in[0,1]$. Therefore, we have

$$
(1-x)^{m} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j-\nu} \leqslant\left[4(1-x) x^{\rho}\right]^{m} m^{-1 / 2} \quad \forall x \in[0,1]
$$

Note that $\rho>0$. The continuous function $(1-x) x^{\rho}$ has only one critical point $x=\frac{\rho}{1+\rho}$ on the interval $(0,1)$, and it takes value zero at $x=0$. Thus, we can choose $0<\tau \leqslant 1$ such that $4(1-x) x^{\rho} \leqslant 1$ for all $x \in[0, \tau]$; one may prefer to choose such $\tau$ as large as possible; in particular, $\tau$ may be obtained by solving $4(1-\tau) \tau^{\rho}=1$. Therefore, there exists a positive integer $N$ such that, for $N \leqslant \rho m<l \leqslant m$,

$$
\begin{gather*}
(1-x)^{m} \sum_{j=l}^{m-1} \frac{(m+j-1)!}{j!(m-1)!} x^{j-\nu} \leqslant\left[4(1-x) x^{\rho}\right]^{m} m^{-1 / 2} \leqslant m^{-1 / 2} \leqslant 1  \tag{3.16}\\
\forall x \in[0, \tau]
\end{gather*}
$$

Combining (3.15) and (3.16), we conclude that

$$
1-(1-x)^{m} P_{m, l}(x) \leqslant x^{\nu}\left[C_{N}+1\right] \quad \forall x \in[0, \tau], N \leqslant \rho m<l \leqslant m
$$

Observing that $0 \leqslant(1-x)^{m} P_{m, l}(x) \leqslant 1$ for all $x \in[0,1]$, we deduce that

$$
1-(1-x)^{m} P_{m, l}(x) \leqslant 1=x^{-\nu} x^{\nu} \leqslant \tau^{-\nu} x^{\nu} \quad \forall x \in[\tau, 1], 1 \leqslant l \leqslant m, m \in \mathbb{N}
$$

Thus, (3.14) is verified with $C:=\max \left(C_{N}+1, \tau^{-\nu}\right)$. This completes the proof.
4. Proofs of Theorems 1.1-1.4. In this section, we shall prove Theorems 1.11.4. We start with a proof of Theorem 1.1.

Proof of Theorem 1.1. By our assumption in Theorem 1.1, item (i) follows from Lemmas 2.1 and 2.2. Since (1.3) holds, by Lemma 2.2, we have $\left.\widehat{\phi_{n}}, \widehat{\phi_{n}}\right] \leqslant 1$ and $\phi_{n} \in L_{2}(\mathbb{R})$. Therefore, the linear operators $Q_{n}$ in (1.9) and $P_{n}$ in (3.1) are well defined, bounded, and the same (see section 3).

Let us first prove (1.15) in item (iii). In order to do so, in the following we estimate the constants $C_{\phi_{n}}$ in (3.10). Denote $\widehat{d_{j}}(\xi):=\left|\widehat{a_{j}}(\xi)\right|^{2}$ for $j \in \mathbb{N}$. Since $\widehat{a_{j}}(0)=1$, we have $\widehat{d_{j}}(0)=1$ for all $j \in \mathbb{N}$. By our assumption and Lemma 2.1, we have $\left|\widehat{\phi_{n}}(\xi)\right|^{2}=\prod_{j=1}^{\infty} \widehat{d_{j+n}}\left(2^{-j} \xi\right)$ for all $\xi \in \mathbb{R}$. Therefore, we have

$$
\begin{aligned}
1-\left|\widehat{\phi_{n}}(\xi)\right|^{2} & =\prod_{j=1}^{\infty} \widehat{d_{j+n}}(0)-\prod_{j=1}^{\infty} \widehat{d_{j+n}}\left(2^{-j} \xi\right) \\
& =\sum_{\ell=1}^{\infty}\left[\prod_{j=1}^{\ell-1} \widehat{d_{j+n}}(0)\right]\left[\widehat{d_{\ell+n}}(0)-\widehat{d_{\ell+n}}\left(2^{-\ell} \xi\right)\right]\left[\prod_{j=\ell+1}^{\infty} \widehat{d_{j+n}}\left(2^{-j} \xi\right)\right] .
\end{aligned}
$$

Since $\widehat{d_{j+n}}(0)=1$ and $0 \leqslant \widehat{d_{j+n}}(\xi) \leqslant 1$ by (1.3), we conclude that

$$
\begin{equation*}
0 \leqslant 1-\left|\widehat{\phi_{n}}(\xi)\right|^{2} \leqslant \sum_{\ell=1}^{\infty}\left|\widehat{d_{\ell+n}}(0)-\widehat{d_{\ell+n}}\left(2^{-\ell} \xi\right)\right|, \quad \xi \in \mathbb{R} \tag{4.1}
\end{equation*}
$$

Since $\widehat{a_{j}}$ is a $2 \pi$-periodic trigonometric polynomial, by the definition of $\widehat{d_{j}}$, we see that $\widehat{d}_{j}$ is a real-valued $C^{\infty}$ function. Note that, by our assumption, $2 \nu$ is a positive integer. Therefore, for $\xi \in[-\pi, \pi]$, there exists $\zeta_{\xi, j} \in[-\pi, \pi]$ such that

$$
\begin{equation*}
\widehat{d}_{j}(\xi)=\widehat{d}_{j}(0)+\frac{\widehat{d}_{j}^{(1)}(0)}{1!} \xi+\cdots+\frac{\widehat{d}_{j}^{(2 \nu-1)}(0)}{(2 \nu-1)!} \xi^{2 \nu-1}+\frac{\widehat{d}_{j}^{(2 \nu)}\left(\zeta_{\xi, j}\right)}{(2 \nu)!} \xi^{2 \nu} \tag{4.2}
\end{equation*}
$$

By Bernstein's inequality and $0 \leqslant \widehat{d}_{j}(\xi) \leqslant 1$, we have

$$
\left\|\widehat{d}_{j}^{(2 \nu)}\right\|_{L_{\infty}(\mathbb{R})} \leqslant\left[\operatorname{deg}\left(\widehat{d}_{j}\right)\right]^{2 \nu}\left\|\widehat{d}_{j}\right\|_{L_{\infty}(\mathbb{R})} \leqslant\left[\operatorname{deg}\left(\widehat{d}_{j}\right)\right]^{2 \nu}
$$

By assumption in (1.14), for $j \geqslant N$, we have $\widehat{d}_{j}^{(\ell)}(0)=0$ for all $\ell=1, \ldots, 2 \nu-1$. Therefore, it follows from (4.2) that, for $n \geqslant N, \ell \in \mathbb{N}$, and $\xi \in[-\pi, \pi]$,

$$
\left|\widehat{d_{\ell+n}}(0)-\widehat{d_{\ell+n}}\left(2^{-\ell} \xi\right)\right| \leqslant \frac{\left[\operatorname{deg}\left(\widehat{d_{\ell+n}}\right)\right]^{2 \nu}}{(2 \nu)!}\left|2^{-\ell} \xi\right|^{2 \nu} \leqslant \frac{1}{(2 \nu)!}|\xi|^{2 \nu} 2^{-2 \nu \ell}\left[\operatorname{deg}\left(\widehat{d_{\ell+n}}\right)\right]^{2 \nu}
$$

Therefore, we have

$$
\sum_{\ell=1}^{\infty}\left|\widehat{d_{\ell+n}}(0)-\widehat{d_{\ell+n}}\left(2^{-\ell} \xi\right)\right| \leqslant \frac{1}{(2 \nu)!}|\xi|^{2 \nu} \sum_{\ell=1}^{\infty} 2^{-2 \nu \ell}\left[\operatorname{deg}\left(\widehat{d_{\ell+n}}\right)\right]^{2 \nu}
$$

That is, by (4.1) we see that, for every $n \geqslant N$, (3.10) holds with

$$
\begin{equation*}
C_{\phi_{n}}:=\frac{1}{(2 \nu)!} \sum_{\ell=1}^{\infty} 2^{-2 \nu \ell}\left[\operatorname{deg}\left(\widehat{d_{\ell+n}}\right)\right]^{2 \nu} \tag{4.3}
\end{equation*}
$$

Now we estimate $C_{\phi_{n}}$ using the condition in (1.13). By (1.13), there exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
\operatorname{deg}\left(\widehat{a_{j}}\right) \leqslant C_{1} j^{\alpha} 2^{\beta j} \quad \forall j \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

By the definition of $\widehat{d_{j}}$, we have $\operatorname{deg}\left(\widehat{d_{j}}\right) \leqslant 2 \operatorname{deg}\left(\widehat{a_{j}}\right)$ for all $j \in \mathbb{N}$. Therefore, from (4.4), we deduce that

$$
\begin{aligned}
2^{-2 \nu \ell}\left[\operatorname{deg}\left(\widehat{d_{\ell+n}}\right)\right]^{2 \nu} & \leqslant 2^{2 \nu} C_{1}^{2 \nu}(\ell+n)^{2 \nu \alpha} 2^{2 \nu \beta(\ell+n)} 2^{-2 \nu \ell} \\
& =2^{2 \nu} C_{1}^{2 \nu} n^{2 \nu \alpha} 2^{2 \nu \beta n}(1+\ell / n)^{2 \nu \alpha} 2^{-2 \nu(1-\beta) \ell} \\
& \leqslant 2^{2 \nu} C_{1}^{2 \nu} n^{2 \nu \alpha} 2^{2 \nu \beta n}(1+\ell)^{2 \nu \alpha} 2^{-2 \nu(1-\beta) \ell}
\end{aligned}
$$

Consequently, we have the following estimate for the constant $C_{\phi_{n}}$ :

$$
\begin{aligned}
C_{\phi_{n}} & =\frac{1}{(2 \nu)!} \sum_{\ell=1}^{\infty} 2^{-2 \nu \ell}\left[\operatorname{deg}\left(\widehat{d_{\ell+n}}\right)\right]^{2 \nu} \leqslant \frac{2^{2 \nu} C_{1}^{2 \nu}}{(2 \nu)!} n^{2 \nu \alpha} 2^{2 \nu \beta n} \sum_{\ell=1}^{\infty}(1+\ell)^{2 \nu \alpha} 2^{-2 \nu(1-\beta) \ell} \\
& =C_{2} n^{2 \nu \alpha} 2^{2 \nu \beta n}
\end{aligned}
$$

where $C_{2}:=2^{2 \nu} C_{1}^{2 \nu}[(2 \nu)!]^{-1} \sum_{\ell=1}^{\infty}(1+\ell)^{2 \nu \alpha} 2^{-2 \nu(1-\beta) \ell}<\infty$, since $1-\beta>0$ and $\nu>0$. Since $Q_{n}=P_{n}$, by Theorem 3.2, we conclude that
$\left\|f-Q_{n}(f)\right\|_{L_{2}(\mathbb{R})} \leqslant \max \left(2, \sqrt{C_{2}}\right) n^{\nu \alpha} 2^{-\nu(1-\beta) n}|f|_{W_{2}^{\nu}(\mathbb{R})} \quad \forall f \in W_{2}^{\nu}(\mathbb{R}) \quad$ and $\quad n \geqslant N$.
That is, (1.15) holds with $C:=\max \left(2, \sqrt{C_{2}}\right)<\infty$, which is independent of $f$ and $n$.
Now we prove item (ii). In order to show that $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}: j \in\right.$ $\left.\mathbb{N}_{0}, k \in \mathbb{Z}, \ell=1, \ldots, \mathcal{J}_{j+1}\right\}$ is a tight frame of $L_{2}(\mathbb{R})$, since $Q_{n}=P_{n}$, it now suffices to show that

$$
\lim _{n \rightarrow \infty}\left\|f-Q_{n}(f)\right\|_{L_{2}(\mathbb{R})}=\lim _{n \rightarrow \infty}\left\|f-P_{n}(f)\right\|_{L_{2}(\mathbb{R})}=0 \quad \forall f \in L_{2}(\mathbb{R})
$$

Since $\widehat{a_{j}}(0)=1$ and $\widehat{d_{j}}(\xi)=\left|\widehat{a_{j}}(\xi)\right|^{2}$, it is evident that $\widehat{d}_{j}(0)=1$. Since $\widehat{d}_{j}$ is a $2 \pi$ periodic trigonometric polynomial, the condition in (1.14) is automatically satisfied with $\nu=1 / 2$.

Now from the above proof of item (iii) and by Theorem 3.2, we see that (3.9) holds with the constant $C_{\phi_{n}}$ defined in (4.3) and $\nu=1 / 2$. More precisely, by Theorem 3.2, for $\nu=1 / 2$, we have

$$
\begin{equation*}
\left\|f-P_{n}(f)\right\|_{L_{2}(\mathbb{R})}^{2} \leqslant C_{n}|f|_{W_{2}^{1 / 2}(\mathbb{R})}^{2} \quad \forall f \in W_{2}^{1 / 2}(\mathbb{R}) \tag{4.5}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{n}:=\max \left(4, C_{\phi_{n}}\right) 2^{-n} \quad \text { and } \quad C_{\phi_{n}}:=\sum_{\ell=1}^{\infty} 2^{-\ell} \operatorname{deg}\left(\widehat{d_{\ell+n}}\right) \tag{4.6}
\end{equation*}
$$

Now we prove that $\lim _{n \rightarrow \infty} C_{n}=0$ by showing $\lim _{n \rightarrow \infty} 2^{-n} C_{\phi_{n}}=0$. Note that

$$
\begin{equation*}
2^{-n} C_{\phi_{n}}=\sum_{\ell=1}^{\infty} 2^{-(\ell+n)} \operatorname{deg}\left(\widehat{d_{\ell+n}}\right)=\sum_{j=n+1}^{\infty} 2^{-j} \operatorname{deg}\left(\widehat{d}_{j}\right) \tag{4.7}
\end{equation*}
$$

Since $\operatorname{deg}\left(\widehat{d_{j}}\right) \leqslant 2 \operatorname{deg}\left(\widehat{a_{j}}\right)$, by our assumption in (1.4), we have

$$
\sum_{j=1}^{\infty} 2^{-j} \operatorname{deg}\left(\widehat{d_{j}}\right) \leqslant 2 \sum_{j=1}^{\infty} 2^{-j} \operatorname{deg}\left(\widehat{a_{j}}\right)<\infty
$$

Consequently, by (4.7), we conclude that

$$
0 \leqslant \lim _{n \rightarrow \infty} 2^{-n} C_{\phi_{n}} \leqslant \lim _{n \rightarrow \infty} \sum_{j=n+1}^{\infty} 2^{-j} \operatorname{deg}\left(\widehat{d}_{j}\right)=0
$$

That is, $\lim _{n \rightarrow \infty} 2^{-n} C_{\phi_{n}}=0$. Thus, we have $\lim _{n \rightarrow \infty} C_{n}=\lim _{n \rightarrow \infty} \max \left(4, C_{\phi_{n}}\right) 2^{-n}=$ 0 . Now from (4.5), we see that

$$
\lim _{n \rightarrow \infty}\left\|f-P_{n}(f)\right\|_{L_{2}(\mathbb{R})}^{2}=\lim _{n \rightarrow \infty} C_{n}|f|_{W_{2}^{1 / 2}(\mathbb{R})}^{2}=0 \quad \forall f \in W_{2}^{1 / 2}(\mathbb{R})
$$

Since $P_{n}=Q_{n}$ in (3.1), we conclude that

$$
\begin{gathered}
\|f\|_{L_{2}(\mathbb{R})}^{2}=\lim _{n \rightarrow \infty}\left\langle Q_{n}(f), f\right\rangle=\sum_{k \in \mathbb{Z}}\left|\left\langle f, \phi_{0}(\cdot-k)\right\rangle\right|^{2}+\sum_{j=0}^{\infty} \sum_{\ell=1}^{\mathcal{J}_{j+1}} \sum_{k \in \mathbb{Z}}\left|\left\langle f, \psi_{j ; j, k}^{\ell}\right\rangle\right|^{2} \\
\forall f \in W_{2}^{1 / 2}(\mathbb{R}) .
\end{gathered}
$$

Since $W_{2}^{1 / 2}(\mathbb{R})$ is dense in $L_{2}(\mathbb{R})$, (1.2) must hold for all $f \in L_{2}(\mathbb{R})$. Therefore, $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup\left\{\psi_{j ; j, k}^{\ell}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}, \ell=1, \ldots, \mathcal{J}_{j+1}\right\}$ is a tight frame of $L_{2}(\mathbb{R})$.

Next, we prove Theorem 1.2.
Proof of Theorem 1.2. For item (1), applying Theorem 2.8, we conclude that all $\phi_{j}, j \in \mathbb{N}_{0}$, are compactly supported functions in $C^{\infty}(\mathbb{R})$. Since all the masks $\widehat{a_{j}}$ are $2 \pi$-periodic trigonometric polynomials with real coefficients and are symmetric about the origin, we have $\widehat{\widehat{a_{j}}(\xi)}=\widehat{a_{j}}(\xi)$. Now by the definition of $\widehat{\phi_{j}}$ in (1.1), it is straightforward to see that all $\phi_{j}, j \in \mathbb{N}_{0}$, are real-valued and $\widehat{\phi_{j}}(\xi)=\widehat{\phi_{j}}(\xi)$; that is, all $\phi_{j}, j \in \mathbb{N}_{0}$, are symmetric about the origin.

By the definition of $\widehat{a_{m, l}^{I}}$ and $\widehat{a_{m, l}}$, we have

$$
\begin{equation*}
1-\left|\widehat{a_{m, l}^{I}}(\xi)\right|^{2}=1+O\left(|\xi|^{2 l}\right) \quad \text { and } \quad 1-\left|\widehat{a_{m, l}}(\xi)\right|^{2}=1+O\left(|\xi|^{2 l}\right), \quad \xi \rightarrow 0 \tag{4.8}
\end{equation*}
$$

By (1.12) and (4.8), we see that $\widehat{b_{j}^{\ell}}(\xi)=O\left(|\xi|^{l_{j}}\right)$ as $\xi \rightarrow 0$. Therefore, $\psi_{j}^{\ell}$ has $l_{j+1}$ vanishing moments. Thus, item (2) holds.

For item (3), by the definition of $\widehat{b_{j}^{\ell}}$ in (1.17), it is straightforward to check that (1.12) holds with $\mathcal{J}_{j}=3$ for all $j \in \mathbb{N}$. Now by Theorem 1.1, we see that $\left\{\phi_{0}(\cdot-k)\right.$ : $k \in \mathbb{Z}\} \cup\left\{\psi_{j ; j ; k}^{\ell}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}, \ell=1, \ldots, \mathcal{J}_{j+1}\right\}$ is a tight wavelet frame in $L_{2}(\mathbb{R})$.

Now we prove item (4) by using Theorem 3.2 and Lemma 3.3. Let $\nu$ be an arbitrary positive integer. Since $\liminf _{j \rightarrow \infty} l_{j} / m_{j}>0$, there exist a positive integer $N$ and $0<\rho<\liminf _{j \rightarrow \infty} l_{j} / m_{j}$ such that $2 \nu<N<\rho m_{j}<l_{j} \leqslant m_{j}$ for all $j \geqslant N$. Denote $\widehat{d_{j}}(\xi):=\left|\widehat{a_{j}}(\xi)\right|^{2}$. By Lemma 3.3, we see that (3.13) holds. That is, there exists a positive constant $C$, independent of $j$, such that

$$
\begin{equation*}
0 \leqslant 1-\widehat{d}_{j}(\xi) \leqslant C|\xi|^{2 \nu}, \quad \xi \in[-\pi, \pi] \quad \text { and } \quad j \geqslant N \tag{4.9}
\end{equation*}
$$

We now use (4.9) to estimate the constants $C_{\phi_{n}}$ in (3.10) of Theorem 3.2. For $n \geqslant N$ and $\ell \in \mathbb{N}$, since $\widehat{d_{\ell+n}}(0)=1$, it follows from (4.9) that

$$
\left|\widehat{d_{\ell+n}}(0)-\widehat{d_{\ell+n}}\left(2^{-\ell} \xi\right)\right|=\left|1-\widehat{d_{\ell+n}}\left(2^{-\ell} \xi\right)\right| \leqslant C 2^{-2 \nu \ell}|\xi|^{2 \nu} \quad \forall \xi \in[-\pi, \pi]
$$

Now by (4.1), we conclude that

$$
1-\left|\widehat{\phi_{n}}(\xi)\right|^{2} \leqslant C|\xi|^{2 \nu} \sum_{\ell=1}^{\infty} 2^{-2 \nu \ell}, \quad \xi \in[-\pi, \pi]
$$

Therefore, (3.10) holds with

$$
C_{\phi_{n}}:=C \sum_{\ell=1}^{\infty} 2^{-2 \nu \ell}=\frac{C}{1-2^{-2 \nu}}<\infty
$$

Consequently, by $Q_{n}=P_{n}$ and Theorem 3.2, we conclude that

$$
\left\|f-Q_{n}(f)\right\|_{L_{2}(\mathbb{R})} \leqslant C_{1} 2^{-\nu n}|f|_{W_{2}^{\nu}(\mathbb{R})} \quad \forall f \in W_{2}^{\nu}(\mathbb{R}) \quad \text { and } \quad n \geqslant N
$$

where

$$
C_{1}:=\max \left(2, \sqrt{C /\left(1-2^{-2 \nu}\right)}\right)<\infty
$$

is independent of $f$ and $n$. Since $\nu$ is arbitrary, the tight wavelet frame has the desired spectral frame approximation order.

Now we prove Theorem 1.3.
Proof of Theorem 1.3. Item (i) has been proved in Theorem 1.2. It is evident that

$$
\operatorname{deg}\left(\widehat{a_{j}}\right)=j \quad \text { and } \quad\left|\widehat{a_{j}}(\xi)\right|^{2}=\cos ^{2 j}(\xi / 2)=1+O\left(|\xi|^{2}\right), \quad \xi \rightarrow 0
$$

Now it follows from the proof of item (iii) of Theorem 1.1 that there exists a positive constant $C_{1}$ such that

$$
1-\left|\widehat{\phi_{n}}(\xi)\right|^{2} \leqslant C_{1} n^{2}|\xi|^{2} \quad \forall \xi \in[-\pi, \pi] \quad \text { and } \quad n \in \mathbb{N}
$$

That is, we conclude that

$$
\begin{equation*}
\left|1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}\right|^{2} \leqslant C_{1}^{2} n^{4}|\xi|^{4} \quad \forall \xi \in[-\pi, \pi] \quad \text { and } \quad n \in \mathbb{N} \tag{4.10}
\end{equation*}
$$

Let $B_{2}$ be the B -spline of order 2. Then

$$
\left|\widehat{B_{2}}(\xi)\right|^{2}=\frac{\sin ^{4}(\xi / 2)}{(\xi / 2)^{4}} \quad \text { and } \quad\left|\widehat{B_{2}}(2 \xi)\right|^{2}=\cos ^{4}(\xi / 2)\left|\widehat{B_{2}}(\xi)\right|^{2}
$$

Since $\left|\widehat{a_{j}}(\xi)\right|^{2}=\cos ^{2 j}(\xi / 2) \leqslant \cos ^{4}(\xi / 2)$ for all $\xi \in \mathbb{R}$ and $j \geqslant 2$, it is evident that $\left|\widehat{\phi_{n}}(\xi)\right|^{2} \leqslant\left|\widehat{B_{2}}(\xi)\right|^{2}$ for all $\xi \in \mathbb{R}$ and $n \geqslant 2$. In particular, for $\xi \in[-\pi, \pi]$, we deduce that

$$
\begin{aligned}
\sum_{k \in \mathbb{Z} \backslash\{0\}}\left|\widehat{\phi_{n}}(\xi)\right|^{2}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} & \leqslant \sum_{k \in \mathbb{Z} \backslash\{0\}}\left|\widehat{B_{2}}(\xi+2 \pi k)\right|^{2} \\
& =|\xi|^{4} \frac{\sin ^{4}(\xi / 2)}{(\xi / 2)^{4}} \sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-4}
\end{aligned}
$$

Setting $C_{2}:=\sup _{\xi \in[-\pi, \pi]} \sum_{k \in \mathbb{Z} \backslash\{0\}}|\xi+2 \pi k|^{-4}<\infty$, we conclude that

$$
\sum_{k \in \mathbb{Z} \backslash\{0\}}\left|\widehat{\phi_{n}}(\xi)\right|^{2}\left|\widehat{\phi_{n}}(\xi+2 \pi k)\right|^{2} \leqslant C_{2}|\xi|^{4}, \quad \xi \in[-\pi, \pi] \quad \text { and } \quad n \geqslant 2
$$

Now taking into account (4.10), we see that the two inequalities in (3.8) hold with $\nu=2$ and $C_{\phi_{n}}:=\max \left(C_{1}, C_{2}\right) n^{4}$. Thus, by Theorem 3.2, we see that item (ii) holds.

Now we prove item (iii) using proof by contradiction. Suppose that (1.16) holds for some $\nu>0$. By [29, Theorem 2.2], we have $\left|1-\left|\widehat{\phi_{n}}(\xi)\right|^{2}\right|^{2} \leqslant \pi C^{2}|\xi|^{2 \nu}$ for almost every $\xi \in[-\pi, \pi]$ and $n \geqslant N$, where $C$ is the positive constant in (1.16). That is, we must have

$$
\begin{equation*}
1-\left|\widehat{\phi_{j}}(\xi)\right|^{2} \leqslant C_{3}|\xi|^{\nu} \quad \forall \xi \in[-\pi, \pi] \quad \text { and } \quad j \geqslant N \tag{4.11}
\end{equation*}
$$

where $C_{3}:=\sqrt{\pi} C$ is a positive constant independent of $j$.
By the definition of $\widehat{\phi_{j}}$ in (1.1) and $\widehat{a_{j}}(\xi)=2^{-j}\left(1+e^{-i \xi}\right)^{j}$, it is evident that $\widehat{\phi_{j}}(\xi)=\widehat{B_{j}}(\xi) \widehat{\phi_{0}}(\xi)$, where $B_{j}$ is the B-spline of order $j$. Since $\left|\widehat{\phi_{0}}(\xi)\right| \leqslant 1$, by $\widehat{\phi_{j}}(\xi)=\widehat{B_{j}}(\xi) \widehat{\phi_{0}}(\xi)$, we have $\left|\widehat{\phi_{j}}(\xi)\right| \leqslant\left|\widehat{B_{j}}(\xi)\right|$, and, therefore, it follows from (4.11) that

$$
\begin{equation*}
1-\left|\widehat{B_{j}}(\xi)\right|^{2} \leqslant 1-\left|\widehat{\phi_{n}}(\xi)\right|^{2} \leqslant C_{3}|\xi|^{\nu} \quad \forall \xi \in[-\pi, \pi] \quad \text { and } \quad j \geqslant N \tag{4.12}
\end{equation*}
$$

Since $\left|\widehat{B_{j}}(\xi)\right|^{2}=\cos ^{2 j}(\xi / 4)\left|\widehat{B_{j}}(\xi / 2)\right|^{2}$ and $\left|\widehat{B_{j}}(\xi)\right| \leqslant 1$, we have

$$
1-\left|\widehat{B_{j}}(4 \xi)\right|^{2}=1-\cos ^{2 j}(\xi)+\cos ^{2 j}(\xi)\left(1-\left|\widehat{B_{j}}(2 \xi)\right|^{2}\right) \geqslant 1-\cos ^{2 j}(\xi)
$$

Consequently, (4.12) implies

$$
\begin{equation*}
\frac{1-\cos ^{2 j}(\xi)}{|\xi|^{\nu}} \leqslant \frac{1-\left|\widehat{B_{j}}(4 \xi)\right|^{2}}{|\xi|^{\nu}} \leqslant C_{4} \quad \forall \xi \in[-\pi / 4, \pi / 4] \quad \text { and } \quad j \geqslant N \tag{4.13}
\end{equation*}
$$

where $C_{4}:=4^{\nu} C_{3}<\infty$. Noting $1=\left[\cos ^{2}(\xi)+\sin ^{2}(\xi)\right]^{j} \geqslant \cos ^{2 j}(\xi)+j \cos ^{2 j-2}(\xi) \sin ^{2}(\xi)$, by $4 \pi^{-2} \xi^{2} \leqslant \sin ^{2}(\xi) \leqslant|\xi|^{2}$ for all $\xi \in[-\pi / 2, \pi / 2]$, we deduce that, for $\xi \in[-\pi / 4, \pi / 4]$,

$$
\begin{aligned}
\frac{1-\cos ^{2 j}(\xi)}{|\xi|^{\nu}} & \geqslant j \frac{\sin ^{2}(\xi) \cos ^{2 j-2}(\xi)}{|\xi|^{\nu}}=j \frac{\sin ^{2}(\xi)\left(1-\sin ^{2}(\xi)\right)^{j-1}}{|\xi|^{\nu}} \\
& \geqslant 4 \pi^{-2} j\left(\xi^{2}\right)^{1-\nu / 2}\left(1-\xi^{2}\right)^{j-1}
\end{aligned}
$$

Taking $\xi_{j}:=\sqrt{\frac{1-\nu / 2}{j-\nu / 2}}$, we observe that $\lim _{j \rightarrow \infty} \xi_{j}=0$, and it follows from the above inequalities and (4.13) that, for $\xi \in[-\pi / 4, \pi / 4]$ and sufficiently large $j$,

$$
\begin{aligned}
C_{4} & \geqslant \frac{1-\cos ^{2 j}\left(\xi_{j}\right)}{\left|\xi_{j}\right|^{\nu}} \geqslant 4 \pi^{-2} j\left(\xi_{j}^{2}\right)^{1-\nu / 2}\left(1-\xi_{j}^{2}\right)^{j-1} \\
& =4 \pi^{-2} j \frac{(1-\nu / 2)^{1-\nu / 2}(j-1)^{j-1}}{(j-\nu / 2)^{j-\nu / 2}}:=C_{5} c_{j}
\end{aligned}
$$

where $0<C_{5}:=4 \pi^{-2}(1-\nu / 2)^{1-\nu / 2}<\infty$ and $c_{j}:=j \frac{(j-1)^{j-1}}{(j-\nu / 2)^{j-\nu / 2}}$. That is, we must have

$$
\begin{equation*}
c_{j}:=j \frac{(j-1)^{j-1}}{(j-\nu / 2)^{j-\nu / 2}} \leqslant C_{4} / C_{5} \tag{4.14}
\end{equation*}
$$

for all sufficiently large integers $j$.
By calculation, we have

$$
c_{j}=j \frac{(j-1)^{j-1}}{(j-\nu / 2)^{j-\nu / 2}}=j \frac{j^{j-1}\left(1-\frac{1}{j}\right)^{j-1}}{j^{j-\nu / 2}\left(1-\frac{\nu}{2 j}\right)^{j-\nu / 2}}=j^{\nu / 2}\left(1-\frac{1}{j}\right)^{j-1}\left(1-\frac{\nu}{2 j}\right)^{-j+\nu / 2}
$$

We note that $\lim _{j \rightarrow \infty}\left(1-\frac{1}{j}\right)^{j-1}=e^{-1}$ and $\lim _{j \rightarrow \infty}\left(1-\frac{\nu}{2 j}\right)^{-j+\nu / 2}=e^{\nu / 2}$. Hence, by $\nu>0$, we conclude that $\lim _{j \rightarrow \infty} c_{j}=\lim _{j \rightarrow \infty} j^{\nu / 2} e^{\nu / 2-1}=\infty$, which is a contradiction to (4.14). So, the tight wavelet frame does not have any frame approximation order. Now item (iii) is verified.

We finish this paper by proving Theorem 1.4.
Proof of Theorem 1.4. For item (1), by a direct calculation [23, Lemma 3], we observe that

$$
\begin{aligned}
\left|\widehat{a_{j}}(\xi)\right|^{2} & =\cos ^{2 m_{j}}(\xi / 2)\left(\left[P_{m_{j}}^{r}\left(\sin ^{2}(\xi / 2)\right)\right]^{2}+\left[P_{m_{j}}^{i}\left(\sin ^{2}(\xi / 2)\right)\right]^{2}\right) \\
& =\cos ^{2 m_{j}}(\xi / 2) P_{m_{j}, m_{j}}\left(\sin ^{2}(\xi / 2)\right)=\left|\widehat{a_{m_{j}, m_{j}}^{I}}(\xi)\right|^{2}
\end{aligned}
$$

Hence $\left|\widehat{a_{j}}(\xi)\right|^{2}+\left|\widehat{a_{j}}(\xi+\pi)\right|^{2}=1$. By Theorem 2.8 and Proposition 2.6, we see that the nonstationary cascade algorithm associated with $\left\{\widehat{a_{j}}\right\}_{j=1}^{\infty}$ converges in $W_{2}^{\nu}(\mathbb{R})$ for any $\nu \geqslant 0$ and, therefore, all $\phi_{j}, j \in \mathbb{N}_{0}$, are well-defined compactly supported functions in $C^{\infty}(\mathbb{R})$. By Theorem 2.10, (2.28) holds, and $\left\{\phi_{0}(\cdot-k): k \in \mathbb{Z}\right\} \cup$ $\left\{\psi_{j ; j, k}: j \in \mathbb{N}_{0}, k \in \mathbb{Z}\right\}$ is an orthonormal basis of $L_{2}(\mathbb{R})$. By the same proof as in Theorem 1.2 and Lemma 3.3 with $l_{j}=m_{j}$, this orthonormal wavelet basis has the spectral approximation order. So, item (3) is verified.

The symmetry $\phi_{j}(1-\cdot)=\phi_{j}$ follows [23, Lemma 2] from the definition of $\phi_{j}$ in (1.1) and the symmetry of the masks $\widehat{a_{j}}: \widehat{a_{j}}(\xi)=e^{-i \xi} \widehat{a_{j}}(-\xi)$. Item (2) can be easily verified by (4.8).

Acknowledgment. This work was done and completed while BH visited the National University of Singapore in 2006. BH would like to thank the National University of Singapore for their hospitality and support during his visit.

## REFERENCES

[1] J.-F. Cai, R. Chan, L. Shen, and Z. Shen, Restoration of chopped and nodded images by framelets, SIAM J. Sci. Comput., 30 (2008), pp. 1205-1227.
[2] J.-F. Cai, R. H. Chan, and Z. Shen, A framelet-based image inpainting algorithm, Appl. Comput. Harmon. Anal., 24 (2008), pp. 131-149.
[3] A. Chai and Z. Shen, Deconvolution: A wavelet frame approach, Numer. Math., 106 (2007), pp. 529-587.
[4] R. H. Chan, S. D. Riemenschneider, L. Shen, and Z. Shen, Tight frame: An efficient way for high-resolution image reconstruction, Appl. Comput. Harmon. Anal., 17 (2004), pp. 91-115.
[5] R. H. Chan, Z. Shen, and T. Xia, A framelet algorithm for enhancing video stills, Appl. Comput. Harmon. Anal., 23 (2007), pp. 153-170.
[6] C. K. Chui and W. He, Compactly supported tight frames associated with refinable functions, Appl. Comput. Harmon. Anal., 8 (2000), pp. 293-319.
[7] C. K. Chui, W. He, and J. Stöckler, Compactly supported tight and sibling frames with maximum vanishing moments, Appl. Comput. Harmon. Anal., 13 (2002), pp. 224-262.
[8] C. K. Chui, W. He, and J. Stöckler, Nonstationary tight wavelet frames, II: Unbounded interval, Appl. Comput. Harmon. Anal., 18 (2005), pp. 25-66.
[9] A. Cohen, Non-stationary multiscale analysis, in Wavelets: Theory, Algorithms, and Applications (Taormina, 1993), Wavelet Anal. Appl. 5, Academic Press, San Diego, CA, 1994, pp. 3-12.
[10] A. Cohen and N. Dyn, Nonstationary subdivision schemes and multiresolution analysis, SIAM J. Math. Anal., 27 (1996), pp. 1745-1769.
[11] A. Cohen and R. D. Ryan, Wavelets and Multiscale Signal Processing, Chapman \& Hall, London, 1995.
[12] I. Daubechies, Orthonormal bases of compactly supported wavelets, Comm. Pure Appl. Math., 41 (1988), pp. 909-996.
[13] I. Daubechies, Ten Lectures on Wavelets, CBMS-NSF Regional Conf. Ser. Appl. Math. 61, SIAM, Philadelphia, 1992.
[14] I. Daubechies, B. Han, A. Ron, and Z. Shen, Framelets: MRA-based constructions of wavelet frames, Appl. Comput. Harmon. Anal., 14 (2003), pp. 1-46.
[15] G. Derfel, N. Dyn, and D. Levin, Generalized functional equations and subdivision processes, J. Approx. Theory, 80 (1995), pp. 272-297.
[16] B. Dong and Z. Shen, Pseudosplines, wavelets and framelets, Appl. Comput. Harmon. Anal., 22 (2007), pp. 78-104.
[17] N. Dyn and D. Levin, Subdivision schemes in geometric modeling, Acta Numer., 11 (2002), pp. 73-144.
[18] S. S. Goh, Z. Y. Lim, and Z. Shen, Symmetric and antisymmetric tight wavelet frames, Appl. Comput. Harmon. Anal., 20 (2006), pp. 411-421.
[19] B. Han, On dual wavelet tight frames, Appl. Comput. Harmon. Anal., 4 (1997), pp. 380-413.
[20] B. Han, Vector cascade algorithms and refinable function vectors in Sobolev spaces, J. Approx. Theory, 124 (2003), pp. 44-88.
[21] B. Han, Compactly supported tight wavelet frames and orthonormal wavelets of exponential decay with a general dilation matrix, J. Comput. Appl. Math., 155 (2003), pp. 43-67.
[22] B. Han, Refinable functions and cascade algorithms in weighted spaces with Hölder continuous masks, SIAM J. Math. Anal., 40 (2008), pp. 70-102.
[23] B. Han, Symmetric orthonormal complex wavelets with masks of arbitrarily high linear-phase moments and sum rules, Adv. Comput. Math., to appear.
[24] B. Han and R.-Q. Jia, Multivariate refinement equations and convergence of subdivision schemes, SIAM J. Math. Anal., 29 (1998), pp. 1177-1199.
[25] B. Han and Q. Mo, Tight wavelet frames generated by three symmetric B-spline functions with high vanishing moments, Proc. Amer. Math. Soc., 132 (2004), pp. 77-86.
[26] B. Han and Q. Mo, Splitting a matrix of Laurent polynomials with symmetry and its application to symmetric framelet filter banks, SIAM J. Matrix Anal. Appl., 26 (2004), pp. 97-124.
[27] B. Han and Q. Mo, Symmetric MRA tight wavelet frames with three generators and high vanishing moments, Appl. Comput. Harmon. Anal., 18 (2005), pp. 67-93.
[28] K. Jetter and D. X. Zhou, Order of linear approximation from shift-invariant spaces, Constr. Approx., 11 (1995), pp. 423-438.
[29] K. Jetter and D. X. Zhou, Approximation Order of Linear Operators and Finitely Generated Shift-Invariant Spaces, preprint, 1998.
[30] W. LaWton, Applications of complex valued wavelet transforms to subband decomposition, IEEE Trans. Signal. Process., 41 (1993), pp. 3566-3568.
[31] W. Lawton, S. L. Lee, and Z. Shen, Stability and orthonormality of multivariate refinable functions, SIAM J. Math. Anal., 28 (1997), pp. 999-1014.
[32] W. Lawton, S. L. Lee, and Z. Shen, Convergence of multidimensional cascade algorithm, Numer. Math., 78 (1998), pp. 427-438.
[33] A. Ron and Z. Shen, Affine systems in $L_{2}\left(\mathbb{R}^{d}\right)$ : The analysis of the analysis operator, J. Funct. Anal., 148 (1997), pp. 408-447.
[34] A. Ron and Z. Shen, Generalized shift invariant systems, Constr. Approx., 22 (2005), pp. 1-45.
[35] V. L. Rvachev and V. A. Rvachev, A certain finite function, Dopov. Dokl. Akad. Nauk. Ukraini, 8 (1971), pp. 705-707.
[36] I. W. Selesnick, Smooth wavelet tight frames with zero moments, Appl. Comp. Harmon. Anal., 10 (2000), pp. 163-181.
[37] Z. Shen, Refinable function vectors, SIAM J. Math. Anal., 29 (1998), pp. 235-250.

# STABILITY AND SYNCHRONISM OF CERTAIN COUPLED DYNAMICAL SYSTEMS* 

JOSÉ A. BARRIONUEVO ${ }^{\dagger}$ AND JACQUES A. L. SILVA ${ }^{\dagger}$


#### Abstract

We obtain sufficient conditions for the stability of the synchronized solution for certain classes of coupled dynamical systems. These discrete time systems can be used to describe population patches coupled by migration, which are density and/or time dependent. Our results follow from an analytic expression for the transverse Lyapunov exponent obtained through spectral analysis. We then indicate some applications to population dynamics.
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1. Introduction. The study of coupled dynamical systems has received considerable attention recently for its interest from the mathematical, physical, and biological points of view; see, for instance, [22], [1], [7], [29], [26], and [3], among others. One concern about such systems is whether or not they will present synchronization phenomena and whether or not such synchronization is stable.

The system below describes the evolution of a system consisting of $d$ identical subsystems where, on every iteration, each subsystem undergoes its common local evolution determined by $f$, followed by a density-dependent coupling process encoded by $C$ and $\varphi$. The system can model a population consisting of $d$ patches, $x_{j}, j=$ $1, \ldots, d$, where, in the absence of migration, patch $j$ is controlled by a local dynamics $x_{t+1}^{j}=f\left(x_{t}^{j}\right)$. When migration is present, $\varphi\left(f\left(x_{t}^{j}\right)\right)$ individuals leave patch $j$ and are distributed with density $c_{j i}$ on patch $i$. The global dynamics is then

$$
\begin{equation*}
x_{t+1}^{j}=f\left(x_{t}^{j}\right)-\varphi\left(f\left(x_{t}^{j}\right)\right)+\sum_{i=1}^{d} c_{j i} \varphi\left(f\left(x_{t}^{i}\right)\right) ; i, j=1, \ldots, d . \tag{1}
\end{equation*}
$$

Here $f$ is a bounded $C^{1}$ map on $[0, \infty), C=\left[c_{i j}\right]$ is doubly stochastic, that is, $c_{i j} \geq 0$, and for all $i, j, \sum_{i=1}^{d} c_{i j}=\sum_{j=1}^{d} c_{i j}=1$. Furthermore we will assume $\varphi$ differentiable a.e. with $\varphi^{\prime}$ bounded. The models in population dynamics considered in [1], [7], [8], [27], [13], [26] are all particular cases of (1) for special choices of $C$ and $\varphi$.

The condition on $C$ being doubly stochastic reflects that there are no losses during the migration process. It is also necessary for the invariance of the diagonal of the phase space, that is, for $x_{t}^{j}=x_{t}^{i}=x_{t}$ to be a solution of (1), where each $x_{t}^{j}$ satisfies $x_{t+1}^{j}=f\left(x_{t}^{j}\right)$.

In this paper we obtain sufficient conditions for the stability of the aforementioned synchronized solutions. The criteria involve the Lyapunov exponents, to be defined below, of the one-dimensional map $f$ and of the codimension one transverse dynamical system.

[^50]The paper is organized as follows. In the next section we provide a criterion for stability for general systems. In section 3 we improve our result for the case of normal operators. In section 4 we consider a system where the coupling/migration process is time dependent. We formulate and prove the corresponding results of the previous sections in this setting. In the last section we indicate some applications to population dynamics.

Previous results treated only the cases where $\varphi^{\prime}$ is a constant or a 2 -valued step function, as well as particular examples of matrices $C$, and these cases are covered by our results. Our treatment only requires $\varphi^{\prime}$ to be bounded and $C$ to be doubly stochastic and irreducible. This last condition is easily seen to be necessary; see below. Moreover, we are unaware of any treatment of the systems as in section 4 in the literature. Thus we extend some of the results of [7], [8], [10], [11], [27], [15], [3], [13], and others to these more general situations.
2. Stability: General case. In order to understand the behavior of orbits starting at nearby points of the diagonal of the phase space, we first linearize (1). If $J_{t}=\left[\alpha_{i j}\right]$ denotes the Jacobian matrix of (1) restricted to the synchronized orbit, we have

$$
\alpha_{i j}= \begin{cases}f^{\prime}\left(x_{t}\right)\left(1-\left(1-c_{i i}\right) \varphi^{\prime}\left(f\left(x_{t}\right)\right)\right) & \text { for } i=j \\ f^{\prime}\left(x_{t}\right) \varphi^{\prime}\left(f\left(x_{t}\right)\right) c_{i j} & \text { for } i \neq j\end{cases}
$$

We have $J_{t}=f^{\prime}\left(x_{t}\right) H_{t}$, where $H_{t}=I-\varphi^{\prime}\left(f\left(x_{t}\right)\right) B$, and $B=I-C$.
We will assume that $C$ is irreducible. This is almost a necessary condition, for otherwise it permits the existence of uncoupled unsynchronized subsystems that are each synchronized. In this case we can apply the Fröbenius theorem [12] to show that $\lambda=1$ is the simple dominant eigenvalue of $C$, associated to the eigenvector $v=(1, \ldots, 1)$. This furnishes the decomposition $\mathbb{R}^{d}=\mathbb{R} v \oplus W$, where $W$ is a $C$ invariant $(d-1)$-dimensional subspace. Under these conditions,

$$
B=P^{-1}\left[\begin{array}{ll}
0 &  \tag{2}\\
& A
\end{array}\right] P
$$

where $P$ is the matrix of the appropriate change of basis. This decomposition implies that the stability of the synchronized solution of (1) is a consequence of the stability of the trivial solution of the transversal component, $w_{t}$, which satisfies

$$
\begin{equation*}
w_{t+1}=f^{\prime}\left(x_{t}\right)\left(I-\varphi^{\prime}\left(f\left(x_{t}\right)\right) A\right) w_{t} . \tag{3}
\end{equation*}
$$

We will show that under a certain integrability condition the map above is in fact a contraction, which in turn implies the stability of $w_{t} \equiv 0$. The analysis of (3) will be based on the Lyapunov exponents (see [17], [18]) of (3). Define

$$
K_{n}(x)=\left\|\prod_{k=0}^{n-1} f^{\prime}\left(f^{k}(x)\right)\left(I-\varphi^{\prime}\left(f^{k+1}(x)\right) A\right)\right\|^{1 / n}
$$

where $f^{0}(x)=x$ and $f^{k}(x)=f\left(f^{k-1}(x)\right)$ for $k>0$. Clearly if $\mathcal{K}=\limsup K_{n}$ satisfies $\mathcal{K}<1$, we have that (3) is a contraction. Now observe

$$
\begin{equation*}
K_{n}(x)=L_{n}(x) \Lambda_{n}(x)=\left|\prod_{k=0}^{n-1} f^{\prime}\left(f^{k}(x)\right)\right|^{1 / n}\left\|\prod_{k=0}^{n-1} I-\varphi^{\prime}\left(f^{k+1}(x)\right) A\right\|^{1 / n} . \tag{4}
\end{equation*}
$$

$L_{n}(x)$ depends only on the local dynamics $f$, while $\Lambda_{n}(x)$ reflects also the effects of $\varphi$ and $C$. Let $\rho$ be an invariant measure of the local system. Define for $x>0$, $\ln ^{+}(x)=\max (\ln (x), 0)$. By Birkhoff's ergodic theorem, if $\ln ^{+}\left|f^{\prime}\right| \in L^{1}(\rho)$, there exists $\lim _{n} \exp \left(\frac{1}{n} \sum_{k=0}^{n-1} \ln \left|f^{\prime}\left(f^{k}(x)\right)\right|\right)$ for $\rho$-a.e. $x$. For $\rho$ ergodic, this limit, call it $L$, is independent of $x$ and is given by $\exp \left(\int_{0}^{\infty} \ln \left|f^{\prime}(s)\right| d \rho(s)\right)$. $L$ is the Lyapunov exponent of the local system governed by $f$.

Similarly the ergodic theorem of Oseledec [18] implies that if

$$
\begin{equation*}
\int_{0}^{\infty} \ln ^{+}\left\|I-\varphi^{\prime}(s) A\right\| d \rho(s)<\infty \tag{5}
\end{equation*}
$$

there exists $\lim _{n} \Lambda_{n}(x)=: \Lambda(x)$ for $\rho$-a.e. $x$, and this limit is independent of $x$ provided $\rho$ is ergodic. In the rest of the paper we will assume that the $f$-invariant measure, $\rho$, is ergodic. Nonergodic $\rho$ can be treated at the cost of additional technicalities. See remark (iii) in section 2.1. Our first result is the following.

ThEOREM 1. Consider the system (1), where $f$ is a $C^{1}$ map, $\varphi^{\prime}$ is bounded, and $C$ is doubly stochastic and irreducible such that $\ln ^{+}\left\|I-\varphi^{\prime}(s) A\right\|$ and $\ln ^{+}\left|f^{\prime}(s)\right|$ are in $L^{1}(\rho)$, where $\rho$ is an ergodic $f$-invariant measure. Let $L=\lim _{n} L_{n}(x)$ and $\Lambda=\lim _{n} \Lambda_{n}(x)$ be as above. If $L \Lambda<1$, there exists a set $E$ with $\rho(E)=1$ such that for all $x \in E$, the synchronized solution of (1) is asymptotically stable.

Proof. By Birkhoff's theorem there exists a set $E$ with $\rho(E)=1$ such that for all $x$ in $E, \lim _{n} \Lambda_{n}(x)=\Lambda$. We claim that

$$
\begin{equation*}
\Lambda \leq \exp \left(\int_{0}^{\infty} \ln ^{+}\left\|I-\varphi^{\prime}(s) A\right\| d \rho(s)\right) \tag{6}
\end{equation*}
$$

By the continuity of the norm and the function $\ln ^{+}(\cdot)$, the dominated convergence theorem implies that we need only prove (6) for $\varphi^{\prime}$ simple.

Let $\varphi^{\prime}(x)=\sum_{k=1}^{r} a_{k} \chi_{E_{k}}(x)$, where $E_{k}$ are measurable and disjoint with $\rho\left(E_{k}\right)>$ 0 and such $E \subset \bigcup_{k} E_{k}$. For $1 \leq k \leq r$, and $x$ in $E$, define $\rho_{k, n}=\rho_{k, n}(x)$ by

$$
\rho_{k, n}=\frac{\sharp\left\{0 \leq j<n: f^{j}(x) \in E_{k}\right\}}{n} .
$$

To keep the notation simple we omit the dependence of $\rho_{k, n}$ on $x$ since Birkhoff's ergodic theorem applied to $\chi_{E_{k}}$ shows that for $1 \leq k \leq r$, and all $x$ in $E$, we have

$$
\lim _{n} \rho_{k, n}=\rho\left(E_{k}\right)
$$

This gives

$$
\Lambda_{n}(x)=\left\|\prod_{k}\left(I-a_{k} A\right)^{n \rho_{k, n}}\right\|^{1 / n}
$$

which imply

$$
\begin{aligned}
\Lambda_{n}(x) & \leq \prod_{k}\left\|I-a_{k} A\right\|^{\rho_{k, n}} \text { and } \\
\ln \Lambda_{n}(x) & \leq \sum_{k} \rho_{k, n} \ln \left\|I-a_{k} A\right\| .
\end{aligned}
$$

Therefore, given $\epsilon>0$, there exists $n_{0}$ such that for $n>n_{0}$, we have $\rho_{k, n} \leq$ $(1+\epsilon) \rho\left(E_{k}\right)$ and $L_{n}(x) \leq(1+\epsilon) L$. Since $\ln (\cdot) \leq \ln ^{+}(\cdot)$,

$$
\ln \Lambda_{n}(x) \leq(1+\epsilon) \sum_{k=1}^{r} \ln ^{+}\left\|I-a_{k} A\right\| \rho\left(E_{k}\right)=(1+\epsilon) \int_{0}^{\infty} \ln ^{+}\left\|I-\varphi^{\prime}(s) A\right\| d \rho(s)
$$

This proves (6). Note that the right-hand side is independent of $x$. Thus for $n>n_{0}$,

$$
K_{n}(x)=L_{n}(x) \Lambda_{n}(x) \leq(1+\epsilon) L \Lambda^{1+\epsilon}
$$

and since $\epsilon>0$ is arbitrary we have

$$
\lim _{n} K_{n}(x) \leq L \Lambda<1
$$

and thus the transversal map (3) is a contraction.

### 2.1. Remarks.

(i) If $E=[0, \infty), L \Lambda \leq 1$ is necessary for the stability of the synchronized solution.
(ii) In certain cases, which include the case $H_{t}$ semisimple, we will prove below that the norm $\left\|I-\varphi^{\prime}\left(f^{k}(x)\right) A\right\|$ is simply the spectral radius, $\sigma_{-1}\left(H_{t}\right)$, of the restriction of $H_{t}$ to the subspace $W$. Therefore, with the same hypothesis on $f$ and $\varphi$, we have

$$
\begin{equation*}
\Lambda \leq \Lambda_{1}=\exp \left(\int_{0}^{\infty} \ln \sigma_{-1}\left(H_{\varphi^{\prime}(s)}\right) d \rho(s)\right) \tag{7}
\end{equation*}
$$

and thus $L \Lambda_{1}<1$ is a sufficient condition for the stability of the synchronized solution of (1).
(iii) If $\rho$ fails to be ergodic, a deep result of Choquet (Theorem 31.3 in [6]) gives the representation

$$
\begin{equation*}
\rho=\int_{\mathcal{E}\left(P_{1}\right)} \pi d \nu(\pi) \tag{8}
\end{equation*}
$$

where $P_{1}$ is the space of $f$-invariant probability measures and $\mathcal{E}\left(P_{1}\right)$ is the set of extreme points of $P_{1}$, that is, the ergodic $f$-invariant probability measures, and $\nu$ is a probability measure on $\mathcal{E}\left(P_{1}\right)$. Also equality in (8) is, in the weak sense,

$$
\int \Psi d \rho=\int_{\mathcal{E}\left(P_{1}\right)}\left(\int \Psi d \pi\right) d \nu(\pi)
$$

for all continuous $\Psi$. Given $\pi \in \mathcal{E}\left(P_{1}\right)$, we apply Theorem 1 to obtain a set $E_{\pi}$ of full $\pi$ measure such that for all $x \in E_{\pi}$, the limit $\Lambda_{\pi}=\lim _{n} \Lambda_{n}(x)$ exists and

$$
\Lambda_{\pi} \leq \exp \left(\int_{0}^{\infty} \ln ^{+}\left\|I-\varphi^{\prime}(s) A\right\| d \pi(s)\right)
$$

Similarly, if $\ln ^{+}\left|f^{\prime}\right| \in L^{1}(\pi)$, by Birkhoff's theorem, there exists $L_{\pi}=$ $\exp \left(\lim _{n} \frac{1}{n} \sum_{k=0}^{n-1} \ln \left|f^{\prime}\left(f^{k}(x)\right)\right|\right)$ for $x \in E_{\pi}$, and it is given by $L_{\pi}=\exp \left(\int_{0}^{\infty} \ln \right.$ $\left.\left|f^{\prime}(s)\right| d \pi(s)\right)$. From Theorem 1 it follows that if $L_{\pi} \Lambda_{\pi}<1$, then the synchronized solution of (1) is stable for all initial $x$ in $D_{\pi}=\left\{(x, x, \ldots, x): x \in E_{\pi}\right\}$. Since any two distinct ergodic $f$-invariant measures are mutually singular, the sets $E_{\pi}$ form a partition of the whole space $[0, \infty)$ modulo null sets. Therefore, if $\sup _{\pi \in \mathcal{E}\left(P_{1}\right)} L_{\pi} \Lambda_{\pi}<1$, we have that the synchronized solution of (1) is asymptotically stable. Since the set of ergodic invariant measures can be very complicated, it might be difficult to verify the above condition in general.
3. Stability: Normal operators. In the case of normal operators, that is, $A A^{*}=A^{*} A$, one can improve the previous result with the help of the functional calculus of [16] and [23]. Let $L_{n}$ be as in (4) and define the operator valued cocycle

$$
\begin{equation*}
\mathcal{O}_{n}(x)=\prod_{k=0}^{n-1}\left(I-\varphi^{\prime}\left(f^{k+1}(x)\right) A\right) \tag{9}
\end{equation*}
$$

so that we have $K_{n}(x)=L_{n}(x)\left\|\mathcal{O}_{n}\right\|^{1 / n}$. The proof of Oseledec's theorem in [24] shows that

$$
\begin{equation*}
\lim _{n}\left(\mathcal{O}_{n}^{*}(x) \mathcal{O}_{n}(x)\right)^{\frac{1}{2 n}}=\mathcal{O}(x) \tag{10}
\end{equation*}
$$

exists a.e. in operator norm. The ergodicity of $\rho$ implies that $\mathcal{O}(x)$ is independent of $x$; call it $\mathcal{O}$. Spectral analysis of $\mathcal{O}$ determines the Lyapunov exponents and respective subspaces. Oseledec's theorem was extended to operator valued cocycles in Hilbert and Banach spaces in [25] and [21] under an additional compactness hypothesis and with the operator norm convergence replaced by strong convergence in (10). The very special nature of our cocycles (9) allows us to determine $\mathcal{O}$ above whenever $A$ is a bounded, normal, and not necessarily compact operator on a Hilbert space $\mathcal{H}$. We present the result in this generality for its own sake and because it involves little extra work. Note, however, that the study of the stability of synchronized solutions of (1) for $d=\infty$ offers additional difficulties; see the remarks in section 3.1.

If $A$ is normal, Theorem 12.23 in [23] gives

$$
\begin{equation*}
A=\int_{\sigma(A)} \lambda d P(\lambda) \tag{11}
\end{equation*}
$$

where $d P(\lambda)$ are the spectral projections associated with $A$; that is, for all $u, v$ in $\mathcal{H}$, $d\langle P(\lambda) u, v\rangle$ is a complex measure and

$$
\begin{equation*}
\langle A u, v\rangle=\int_{\sigma(A)} \lambda d\langle P(\lambda) u, v\rangle \tag{12}
\end{equation*}
$$

For a bounded measurable function $F: \sigma(A) \rightarrow \mathbb{C}, F(A)$ is defined by

$$
\begin{equation*}
F(A)=\int_{\sigma(A)} F(\lambda) d P(\lambda) \tag{13}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
\|F(A)\| \leq\|F(\lambda)\|_{L^{\infty}(\sigma(A))} \tag{14}
\end{equation*}
$$

implying that if $F_{n}(\lambda) \rightarrow F(\lambda)$ in $L^{\infty}(\sigma(A)), F_{n}(A) \rightarrow F(A)$ in operator norm.
Setting $\ln 0=-\infty, e^{-\infty}=0$, and recalling that an upper semicontinuous real valued function satisfies that for all $\alpha \in \mathbb{R},\{\lambda: F(\lambda)<\alpha\}$ is open, we now prove the following.

Proposition 2. The function $F: \mathbb{C} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
F(\lambda)=\exp \left(\int_{0}^{\infty} \ln \left|1-\lambda \varphi^{\prime}(s)\right| d \rho(s)\right) \tag{15}
\end{equation*}
$$

is upper semicontinuous and therefore bounded on compact subsets of $\mathbb{C}$.

Proof. First note that $F(\lambda) \geq 0$ and

$$
\begin{equation*}
F(\lambda)=0, \text { if and only if } \int_{0}^{\infty} \ln \left|1-\lambda \varphi^{\prime}(s)\right| d \rho(s)=-\infty . \tag{16}
\end{equation*}
$$

Moreover, $f$ bounded implies that the support of $\rho, \operatorname{supp} \rho$, is compact and Jenssen's inequality gives

$$
\begin{equation*}
F(\lambda) \leq \int_{\text {supp } \rho}\left|1-\lambda \varphi^{\prime}(s)\right| d \rho(s) \leq 1+K|\lambda|<\infty, \tag{17}
\end{equation*}
$$

where $K=\sup \left\{\left|\varphi^{\prime}(s)\right|: s \in \operatorname{supp} \rho\right\}$. Thus $F(\lambda)$ is a well-defined nonnegative real number. Defining

$$
F_{M}(\lambda)=\exp \left(\int_{0}^{\infty} g_{M}(\lambda, s) d \rho(s)\right), \text { where } g_{M}(\lambda, s)=\max \left\{-M, \ln \left|1-\lambda \varphi^{\prime}(s)\right|\right\}
$$

we have $F_{M+1}(\lambda) \leq F_{M}(\lambda)$, and monotone convergence gives $F(\lambda)=\lim _{M} F_{M}(\lambda)$. Since $g_{M}(\lambda, s)$ is continuous with respect to $\lambda$ on $\mathbb{C} \times \operatorname{supp} \rho$ and $\operatorname{supp} \rho$ is compact, $F_{M}$ is continuous on $\mathbb{C}$. Thus $F$ is the pointwise limit of a nonincreasing sequence of continuous functions and is therefore upper semicontinuous.

The proposition enables us to define $\mathcal{O}=F(A)$,

$$
\begin{equation*}
\mathcal{O}=\int_{\sigma(A)} \exp \left(\int_{0}^{\infty} \ln \left|1-\lambda \varphi^{\prime}(s)\right| d \rho(s)\right) d P(\lambda) . \tag{18}
\end{equation*}
$$

The spectral mapping theorem then implies

$$
\begin{equation*}
\sigma(\mathcal{O})=F(\sigma(A))=\{F(\lambda): \lambda \in \sigma(A)\} . \tag{19}
\end{equation*}
$$

The application of (10) to synchronization is contained in the next theorem.
Theorem 3. Let $f, \varphi^{\prime}, C$, and $L$ be as in Theorem 1. Assume $A$ is normal and let $\Lambda$ be the spectral radius of (18). Then, if $L \Lambda<1$, the synchronized solution of (1) is asymptotically stable.

Proof. As in Theorem 1 the inequality $L \Lambda<1$ implies that the transverse component (3) is a contraction, implying the stability of the synchronized solution. Therefore, in order to prove the theorem we need only establish (10) in the strong sense, with $\mathcal{O}$ given by (18). We first consider $\varphi^{\prime}$ simple. Let $\varphi^{\prime}=\sum_{k=1}^{N} \varphi_{k} \chi_{E_{k}}$, where $E_{k}$ are disjoint measurable. As before, we define

$$
\rho_{k, n}=\frac{\sharp\left\{0 \leq j<n: f^{j}(x) \in E_{k}\right\}}{n} .
$$

Then

$$
\begin{equation*}
\left(\mathcal{O}_{n}^{*} \mathcal{O}_{n}\right)^{\frac{1}{2 n}}=\prod_{k=1}^{N}\left|I-\varphi_{k} A\right|^{\rho_{k, n}}=\int_{\sigma(A)}\left(\prod_{k=1}^{N}\left|1-\lambda \varphi_{k}\right|^{\rho_{k, n}}\right) d P(\lambda) . \tag{20}
\end{equation*}
$$

For each $n, F_{n}(\lambda)=\prod_{k=1}^{N}\left|1-\lambda \varphi_{k}\right|^{\rho_{k, n}}$ is continuous. Moreover, for $k=1, \ldots, N$, Birkhoff's theorem gives $\lim _{n} \rho_{n, k}=\rho\left(E_{k}\right)>0$. Since $\sigma(A)$ is compact, we have that

$$
\lim _{n} F_{n}(\lambda)=F(\lambda)=\prod_{k=1}^{N}\left|1-\lambda \varphi_{k}\right|^{\rho\left(E_{k}\right)}
$$

uniformly for $\lambda$ in $\sigma(A)$. We can rewrite this as

$$
\lim _{n} F_{n}(\lambda)=\exp \left(\sum_{k=1}^{N} \rho\left(E_{k}\right) \ln \left|1-\lambda \varphi_{k}\right|\right)=\exp \left(\int_{0}^{\infty} \ln \left|1-\lambda \varphi^{\prime}(s)\right| d \rho(s)\right)
$$

where the last equality is just the definition of the Lebesgue integral. By (14), we have (10) for $\varphi^{\prime}$ simple. For an arbitrary $\varphi^{\prime}$, the right-hand side of (10) is already well defined by (18). We now have

$$
\left(\mathcal{O}_{n}^{*} \mathcal{O}_{n}\right)^{\frac{1}{2 n}}=\int_{\sigma(A)} F_{n}(\lambda) d P(\lambda)
$$

where $F_{n}(\lambda)=\left(\prod_{k=1}^{n}\left|1-\lambda \varphi^{\prime}\left(x_{k}\right)\right|\right)^{1 / n}$. Since one can approximate $\varphi^{\prime}$ uniformly by simple functions, the ergodic theorem and the above result for simple functions imply that for all $\lambda$ in $\sigma(A), \lim _{n} F_{n}(\lambda)=F(\lambda)$-pointwise convergence.

Thus for all $u, v$ in $\mathcal{H}$, the Lebesgue dominated convergence theorem implies

$$
\lim _{n} \int_{\sigma(A)} F_{n}(\lambda)\langle d P(\lambda) u, v\rangle=\int_{\sigma(A)} F(\lambda)\langle d P(\lambda) u, v\rangle
$$

Since $d P(\lambda)$ is a resolution of the identity, this implies that

$$
\lim _{n}\left\|\left(\left(\mathcal{O}_{n}^{*} \mathcal{O}_{n}\right)^{\frac{1}{2 n}}-F(A)\right) u\right\|=0
$$

for all $u$ in $\mathcal{H}$, which establish strong convergence in (10). This finishes the proof of Theorem 3.

### 3.1. Remarks.

(i) In finite dimension we have $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{M}\right\}$ with corresponding spaces $E_{j}$, mutually orthogonal, with $\mathbb{R}^{d-1}=E_{1} \oplus \cdots \oplus E_{M}$, and the conclusion of the theorem is that if $u \neq 0$ is in $E_{j}$, then $\lim _{n}\left\|\left(\mathcal{O}_{n}^{*} \mathcal{O}_{n}\right)^{\frac{1}{2 n}} u\right\|=F\left(\lambda_{j}\right)$.
(ii) Since for all $\lambda \in \sigma(A),\left|1-\lambda \varphi^{\prime}(s)\right| \leq \| I-\varphi^{\prime}(s) A| |$, we have $\Lambda \leq \exp$ $\left(\int_{0}^{\infty} \ln ^{+}\left\|I-\varphi^{\prime}(s) A\right\| d \rho(s)\right)$, and therefore Theorem 3 is an improvement of Theorem 1.
(iii) By definition $\Lambda=\sup \{|F(\lambda)|: \lambda \in \sigma(A)\}$, and thus (19) gives (7). All the effect of coupling to synchronization is reflected in $\Lambda$ and can therefore, in certain cases, be independent of $d$; see section 5 .
(iv) The case $d=\infty$ is more subtle. First, the choice of a function space for $\left\{x_{j}(t)\right\}_{j}$ plays an important role. For instance, the synchronized solution belongs to $l^{p}$ only for $p=\infty$. Second, the Fröbenius theorem is not valid in the same generality. Third, if the function space considered is not a Hilbert space, the functional calculus above is not available.
4. Extensions. The analysis above can be applied to more general systems. One such instance is the case below, where the coupling/migration process no longer depends on the density but instead obeys a seasonal dynamics; that is, on each cycle a time-dependent fraction $\mu_{t}$ of each patch will mix according to a time-dependent distribution $C_{t}=\left[c_{i j}^{t}\right]$ as follows:

$$
\begin{equation*}
x_{t+1}^{j}=f\left(x_{t}^{j}\right)-\mu_{t} f\left(x_{t}^{j}\right)+\sum_{i=1}^{d} c_{j i}^{t} \mu_{t} f\left(x_{t}^{i}\right) ; i, j=1, \ldots, d \tag{21}
\end{equation*}
$$

Again $f$ is a $C^{1}$ map on $[0, \infty)$. The evolution of the migration parameters $\mu_{t}$ and $C_{t}$ is governed by maps $g$ and $h$ on $[0,1]$. The idea is to write $\mu_{t+1}=g\left(\mu_{t}\right)$ and $C_{t+1}=h\left(C_{t}\right)$, but this is not accurate. To make this precise we argue as follows. For $g$ continuous on $[0,1]$ and $\mu_{0}$ arbitrary, we assume that $\mu_{t}=\mu_{t}\left(\mu_{0}\right)$ is given by $\mu_{t+1}=g\left(\mu_{t}\right)$. Similarly if $\left\{C_{s}\right\}_{s \in[0,1]}$ is a family of doubly stochastic irreducible matrices, $h$ is a continuous map on $[0,1]$, and $s_{0}$ is arbitrary, we define $s_{t+1}=h\left(s_{t}\right)$ and $C_{t}=C_{t}\left(s_{0}\right)$ by $C_{t+1}=C_{h\left(s_{t}\right)}$. Assume that $G(\mu, s)=\mu C_{s}$ is a measurable operator valued map with respect to the product measure $\nu \times \eta$ on $[0,1] \times[0,1]$, where $\nu$ and $\eta$ are, respectively, a $g$-invariant and $h$-invariant ergodic measure on $[0,1]$. Under these assumptions the diagonal of the phase space, $x_{t}^{i}=x_{t}^{j}=x_{t}$, is a synchronized solution and we are interested in its stability. This system falls under the general theory of random dynamical systems as presented in [2] and thus obeys, under the appropriate integrability condition, a mutiplicative ergodic theorem. Our approach is direct and avoids the use of this theory. Moreover, due to the particular nature of (21), we are able, as in the previous sections, to obtain much more precise information about the limit operators than is given by the ergodic theorem alone.

The Jacobian matrix of (21), $J_{t}=\left[\alpha_{i j}^{t}\right]$, is now given by

$$
\alpha_{i j}= \begin{cases}f^{\prime}\left(x_{t}\right)\left(1-\mu_{t}\left(1-c_{i i}^{t}\right)\right) & \text { for } i=j, \\ f^{\prime}\left(x_{t}\right) \mu_{t} c_{i j}^{t} & \text { for } i \neq j,\end{cases}
$$

yielding $J_{t}=f^{\prime}\left(x_{t}\right)\left(I-\mu_{t} B_{t}\right)$, where $B_{t}=I-C_{t}$. Our first task is to decompose the linearized system into diagonal and transversal components and then estimate the respective Lyapunov exponents by the appropriate ergodic theorem. This cannot be done in general for arbitrary families $\left\{C_{t}\right\}$; therefore we will consider special cases of increasing generality.
4.1. Simultaneous diagonalizable matrices. This includes the families of commuting symmetric matrices and of circulant matrices. In this case there exists a matrix $P$ such that for all $t, B_{t}=P^{-1} M_{t} P$, where $M_{t}$ is a diagonal matrix with entries $\left\{0, \lambda_{2}(t), \ldots, \lambda_{d}(t)\right\}$ in its diagonal. Each $\lambda_{j}(t)$ is measurable and satisfies $0<\left|1-\lambda_{j}(t)\right|<1$ by the Fröbenius theorem (applied to $C_{t}$ ). In the symmetric (commuting) case the $\lambda_{j}(t)$ are real and lie in $(0,2)$. We obtain that the transversal component of (21) satisfies

$$
\begin{equation*}
w_{t+1}=f^{\prime}\left(x_{t}\right)\left(I-\mu_{t} D_{t}\right) w_{t}, \tag{22}
\end{equation*}
$$

where $D_{t}$ is the $(d-1)$-dimensional $\left\{\lambda_{2}(t), \ldots, \lambda_{d}(t)\right\}$ diagonal matrix. As before, the synchronized solution of (21) is stable if and only if $w_{t}=0$ is a stable solution of (22). For each $x, \mu_{0}, s_{0}$ in $[0,1]$, define $L_{n}(x)$ as in (4), and for $j=2, \ldots, d$, define

$$
\Lambda_{j n}\left(\mu_{0}, s_{0}\right)=\left(\prod_{k=0}^{n-1}\left|1-g^{k}\left(\mu_{0}\right) \lambda_{j}\left(h^{k}\left(s_{0}\right)\right)\right|\right)^{1 / n}
$$

The analogue of Theorem 3 is as follows.
Theorem 4. Consider the system (21) under the above conditions. Assume in addition that
(i) $\ln ^{+}\left|f^{\prime}(s)\right|$ belongs to $L^{1}(\rho)$, where $\rho$ is an ergodic $f$-invariant probability measure on $[0, \infty)$.
(ii) for all $2 \leq j \leq d, \ln ^{+}\left|1-\mu \lambda_{j}(s)\right|$ belong to $L^{1}(\nu \times \eta)$.

Then there exist sets $E \subset[0, \infty)$ and $F \subset[0,1] \times[0,1]$ with $\rho(E)=(\nu \times \eta)(F)=1$, such that for all $x \in E$ and $\left(\mu_{0}, s_{0}\right) \in F$, the limits $L=\lim _{n} L_{n}(x)$ and $\Lambda_{j}=$ $\lim _{n} \Lambda_{j n}\left(\mu_{0}, s_{0}\right)$ exist and are independent of $x$ and $\left(\mu_{0}, s_{0}\right)$. Moreover, if $\Lambda=$ $\max _{j} \Lambda_{j}$ satisfies $L \Lambda<1$, the synchronized solution of (21) is asymptotically stable.

Proof. The existence of $L(x)$ for $x$ in a set of full measure follows, as before, from Birkhoff's ergodic theorem applied to $\ln L_{n}(\cdot)$ and (i). In addition, the limit is independent of $x$ since $\rho$ is ergodic. The decomposition (22) allows us to derive the transversal component directly without making use of Oseledec's theorem. For $2 \leq j \leq d,\left(\mu_{0}, s_{0}\right) \in[0,1] \times[0,1]$, we can write

$$
\Lambda_{j n}\left(\mu_{0}, s_{0}\right)=\exp \left(\frac{1}{n} \sum_{k=0}^{n-1} \ln \left|1-g^{k}\left(\mu_{0}\right) \lambda_{j}\left(h^{k}\left(s_{0}\right)\right)\right|\right)
$$

Condition (ii) and a ( $d-1$ )-fold application of Birkhoff's ergodic theorem imply the existence of a set $F$, with $\nu \times \eta(F)=1$ such that for all $j$ and all $\left(\mu_{0}, s_{0}\right) \in F$, there exists $\Lambda_{j}\left(\mu_{0}, s_{0}\right)=\lim _{n} \Lambda_{j n}\left(\mu_{0}, s_{0}\right)$. Since, in addition, $\nu \times \eta$ is ergodic, the limit is independent of $\left(\mu_{0}, s_{0}\right)$ and is given by

$$
\begin{equation*}
\Lambda_{j}=\exp \left(\int_{[0,1] \times[0,1]} \ln \left|1-\mu \lambda_{j}(s)\right| d(\nu \times \eta)(\mu, s)\right) \tag{23}
\end{equation*}
$$

This gives $\operatorname{diag}\left\{\Lambda_{2}, \ldots, \Lambda_{d}\right\}$ as the analogue of (18). Its spectral radius is then $\Lambda=$ $\max _{j} \Lambda_{j}$. Thus, if $L \Lambda<1$, the synchronized solution is asymptotically stable.
4.2. Symmetric (noncommuting) matrices. In this case we no longer have a decomposition yielding a diagonal transversal component, like (22), and therefore our conclusions are somewhat weaker than the previous theorem. Since each $C_{t}$ is symmetric, doubly stochastic, and irreducible, $\lambda=1$ is the dominant eigenvalue with corresponding eigenvector $v=\{1, \ldots, 1\}$. Moreover, the $(d-1)$-dimensional subspace $W=(\mathbb{R} v)^{\perp}$ is invariant for all $C_{t}$. This provides a decomposition like (2),

$$
B_{t}=P^{-1}\left[\begin{array}{ll}
0 &  \tag{24}\\
& A_{t}
\end{array}\right] P
$$

Accordingly, the transversal component of (21) now satisfies

$$
\begin{equation*}
w_{t+1}=f^{\prime}\left(x_{t}\right)\left(I-\mu_{t} A_{t}\right) w_{t} \tag{25}
\end{equation*}
$$

The following theorem is the analogue of Theorem 1 in the present situation.
Theorem 5. Consider the system (21), where $f$ and $\mu_{t}$ are as in Theorem 4, and assume $\left\{C_{t}\right\}$ as above. For each $\left(\mu_{0}, s_{0}\right)$, define

$$
\Lambda_{n}\left(\mu_{0}, s_{0}\right)=\left\|\prod_{k=0}^{n-1}\left(I-g^{k}\left(\mu_{0}\right) A_{h^{k}\left(s_{0}\right)}\right)\right\|^{1 / n}
$$

Assume that $\ln ^{+}\left\|I-\mu A_{h(s)}\right\|$ belongs to $L^{1}(\nu \times \eta)$. Then there exists a set $F \subset[0,1] \times$ $[0,1]$ of full $\nu \times \eta$-measure such that for all $\left(\mu_{0}, s_{0}\right) \in F$, the limit $\Lambda=\lim _{n} \Lambda_{n}\left(\mu_{0}, s_{0}\right)$ exists and is independent of $\left(\mu_{0}, s_{0}\right)$. Moreover, if $\Lambda$ satisfies $L \Lambda<1$, the synchronized solution of (21) is asymptotically stable.

Proof. Consider the map $\mathcal{Q}$ on $[0,1] \times[0,1]$, given by $\mathcal{Q}(\mu, s)=(g(\mu), h(s))$. Clearly $\nu \times \eta$ is $\mathcal{Q}$ invariant, and by assumption, $\Lambda_{n}(\mu, s)$ above defines a $(\nu \times \eta)$ measurable cocycle. The existence of $\Lambda\left(\mu_{0}, s_{0}\right)$ for $\left(\mu_{0}, s_{0}\right)$ on a set of full measure
then follows from Oseledec's ergodic theorem applied to $\Lambda_{n}(\mu, s)$. We also have that for a.e. $\left(\mu_{0}, s_{0}\right)$,

$$
\begin{equation*}
\Lambda\left(\mu_{0}, s_{0}\right) \leq \exp \left(\int_{[0,1] \times[0,1]} \ln ^{+}\left\|I-\mu A_{h(s)}\right\| d(\nu \times \eta)(\mu, s)\right) \tag{26}
\end{equation*}
$$

The proof of (26) follows the same path as the proof of (6), and thus we will omit the details. Note that since each $A_{t}$ is symmetric, there exists $\lambda(t) \in \sigma\left(A_{t}\right)$ for which $\left\|I-\mu A_{t}\right\|=|1-\mu \lambda(t)| . \lambda(t)$ is the lowest eigenvalue of $C_{t}$. Moreover, since $\nu \times \eta$ is ergodic, $\Lambda\left(\mu_{0}, s_{0}\right)$, is independent of $\left(\mu_{0}, s_{0}\right)$, and in this case we have

$$
\Lambda=\exp \left(\int_{[0,1] \times[0,1]} \ln |1-\mu \lambda(h(s))| d(\nu \times \eta)(\mu, s)\right)
$$

as a consequence of Birkhoff's theorem. As in the previous theorems, the condition $L \Lambda<1$ implies the asymptotic stability of the synchronized solution.

### 4.3. Remarks.

(i) The assumptions on the continuity of $g$ and $h$ above can be relaxed. All that is needed is that each map possess an ergodic invariant probability measure, $\nu$ and $\eta$.
(ii) Similarly to the density-dependent migration, the results above do not extend to the $d=\infty$ case even though, once again, the effect of $d$ is encoded in the joint spectrum of $\left\{C_{t}\right\}$.
4.4. Examples. Some special cases of (23) and (26) are worth mentioning.
(i) If $s_{0}$ is a periodic point for $h$, that is, $h^{p}\left(s_{0}\right)=s_{0}$, and we take $\eta=\frac{1}{p} \sum_{k=0}^{p-1} \delta_{h^{k}\left(s_{0}\right)}$, then (23) becomes

$$
\Lambda_{j}=\exp \left(\frac{1}{p} \sum_{k=0}^{p-1} \int_{[0,1]} \ln \left|1-\mu \lambda_{j}\left(s_{k}\right)\right| d \nu(\mu)\right)
$$

A similar expression corresponding to the case of a periodic point for $g$ also holds.
(ii) If $g=h$ and $\eta=\nu$, but $\mu_{0} \neq s_{0}$, we get for (23),

$$
\Lambda_{j}=\exp \left(\int_{[0,1] \times[0,1]} \ln \left|1-\mu \lambda_{j}(s)\right| d(\nu \times \nu)(\mu, s)\right)
$$

(iii) If in (ii) we have, in addition, $\mu_{0}=s_{0}$, that is, the term $\mu_{t} A_{t}$ in (25) is of the form $g^{t}\left(s_{0}\right) A_{g^{t}\left(s_{0}\right)}$, then (23) becomes

$$
\Lambda_{j}=\exp \left(\int_{[0,1]} \ln \left|1-s \lambda_{j}(s)\right| d \nu(s)\right)
$$

Similar corresponding expressions can be obtained, without difficulty, to represent (26) in the special cases above. We leave the details, as well as the formulation of other special instances of (26), to the interested reader. These formulas are useful in cases where $\nu$ and $\eta$ are known, say Lebesgue, for they permit the exact calculations of the Lyapunov numbers of the transversal dynamical system.
5. Applications. In this section we will restrict ourselves to the densitydependent system (1) and leave the corresponding formulations of the results related to the time-dependent system (21) to the interested reader.

A direct problem consists of determining stability once $f, \varphi$, and $C$ are given. In such situations we compute the eigenvalues $\lambda_{1}, \ldots, \lambda_{d}$ of $C$. Discarding the eigenvalue 1, we evaluate the integrals defining the spectrum of $\Lambda$ above by Birkhoff's ergodic theorem

$$
\begin{equation*}
\int_{0}^{\infty} \ln \left|1-\lambda \varphi^{\prime}(s)\right| d \rho(s)=\lim _{n} \frac{1}{n} \sum_{k=0}^{n-1} \ln \left|1-\lambda \varphi^{\prime}\left(f^{k}(x)\right)\right| \tag{27}
\end{equation*}
$$

and then the maximum of these values gives the spectral radius $\Lambda$ and we can then determine stability once the Lyapunov exponent for $f$ is known. We note that in order to use (27) we need the ergodic $f$-invariant measure, $\rho$, to be such that for $x$ belonging to a set $E$ of full Lebesgue measure, and all continuous functions $\Psi$,

$$
\lim _{n} \frac{1}{n} \sum_{j=0}^{n-1} \Psi\left(f^{i}(x)\right)=\int \Psi(s) d \rho(s)
$$

Such measures, called physical or SRB (Sinai-Ruelle-Bowen) measures, are known to exist in certain important cases, such as expansive maps, piecewise monotonic maps of the interval, as well as axiom $A$ diffeomorphisms, even though a recent result of Ávila and Bochi [4] shows that they are not typical in the $C^{1}$-topology. Further information can be found in [31], [19], [20]. See also [32] for a survey.

In [5] we consider the following particular instance of (1). The local map $f$ is taken from the Riker family, $f(x)=x e^{r(1-x)}, r>0$, often considered in population dynamics. It is known that there exists an ergodic $f$-invariant probability SRB measure $\rho$ which describes the asymptotic distribution of almost all orbits of $f$ (see Theorems 25 and 29 in [30]). We let $\varphi(x)=x \mu(x)$, where the dispersal fraction, $\mu(x)$, is a sigmoidal function

$$
\begin{equation*}
\mu(x)=\frac{\alpha}{1+e^{\beta(\gamma-x)}}, \tag{28}
\end{equation*}
$$

where the parameter $\alpha \in(0,1)$ determines the maximal dispersal, and $\beta$ describes the steepness of dispersal. Moreover, the sign of $\beta$ determines whether dispersal is positively or negatively density dependent. $\gamma$ is the inflection point, at which dispersal is half of its maximum. The cases $\beta= \pm \infty$ correspond to threshold population size triggering migration and have been considered in [8]. Here we consider the following two extreme types of coupling:
(I) A ring configuration of $d$ patches, each patch connected to the $2 k$-nearest neighbors, with uniform dispersion, that is, $c_{i j}=1 / 2 k$ for $0<|i-j| \leq k$ and $c_{i j}=0$ otherwise. In this case the eigenvalues of $B$ are given by (see [27], [28], where the stability of equilibria is analyzed)

$$
\lambda_{j}=1-\left(\frac{D_{k}\left(\frac{2 \pi(j-1)}{d}\right)-1}{2 k}\right), \quad j=1,2, \ldots, d
$$

where $D_{k}(x)=\sin \left(k+\frac{1}{2}\right) x / \sin \frac{x}{2}$.
(II) Global uniform coupling, that is, each of the $d$ patches is connected to the others yielding $c_{i i}=0$ and $c_{i j}=1 /(d-1)$ for $i \neq j$. Here the eigenvalues of $B$ are $\lambda_{1}=0$ and $\lambda_{2}=\cdots=\lambda_{d}=d /(d-1)$.

For $i=\mathrm{I}$, II, let $\Lambda_{i}=\Lambda_{i}(d, r, \alpha, \beta, \gamma)$ be the value of $\Lambda$, obtained using (27), for the respective configuration. In [5] we observe numerically the dependence of $\Lambda_{i}$ on the different parameters and its effects on the stability of synchronization. For instance, one can prove (see Corollary 3.1 there) that $\lim _{d \rightarrow \infty} \Lambda_{I} \geq 1$, independent of the other parameters, which are kept fixed. This easily implies the impossibility of chaotic synchronization for sufficiently large ring configurations such as (I). The situation is different for (II), where, given any $d$, one can find a local chaotic map $f(L>1)$ and migration parameters, $\alpha, \beta$, and $\gamma$, yielding a stable synchronized dynamics ( $L \Lambda<1$ ) 。

One feature of Theorems 1 and 3 is their continuous dependence on $\varphi^{\prime}$, that is, $C^{1}$-uniform topology. This follows directly from the formulas for $\Lambda$ above. On the other hand, by analyzing (27) one can see that for certain $f, C$, it is possible to make $\Lambda$ arbitrarily large by taking $\left\|\varphi^{\prime}\right\|_{L^{\infty}(\rho)}$ large. In our case, where $\varphi$ is given using (28), this implies that there exist situations where threshold triggered migration, $\beta= \pm \infty$, that present chaotic synchronization, while all systems with $\beta$ greater than a certain $\beta_{0}$ have unstable synchronized orbits. The same reasoning proves that, in general, there is no continuity of $\Lambda$ in $\varphi$ in the $C^{0}$-topology.

We can also make use of the results from previous sections to study an inverse problem. In this case $f$ and $\varphi$ are given and one is interested in finding a double stochastic matrix $C$, if possible, yielding the desired stability behavior for the synchronized solution of (1). In this regard, Theorem 7 below gives a partial result for symmetric matrices. We will make use of the following result from [14].

Proposition 6. The following are Corollaries 7 and 8 from [14].
(i) If $\left\{\lambda_{2}, \ldots, \lambda_{d}\right\} \in[-1 /(d-1), 1]$, then there exists a symmetric doubly stochastic matrix $C$ with $\sigma(C)=\left\{1, \lambda_{2}, \ldots, \lambda_{d}\right\}$.
(ii) If $\lambda \in(-1,1]$, there exists a positive symmetric doubly stochastic matrix $C$ such that $\lambda \in \sigma(C)$.

The proof of Proposition 6 in [14] provides algorithms to find the matrices $C$ in (i) and (ii) above.

Theorem 7. Let $f$ and $\varphi$ be as in Theorems 1 and 3. Let $L$ denote the Lyapunov exponent of the one-dimensional map $f$. For $\lambda \in[0,2]$, let $F(\lambda)$ be as in (15), and define $m=\inf F(\lambda)$ and $M=\sup F(\lambda)$. Then
(i) if $L m>1$, the synchronized solution of (1) is unstable for all symmetric configurations $C$.
(ii) if $L M<1$, the synchronized solution of (1) is stable for all symmetric configurations $C$.
(iii) if $L \in\left(\frac{1}{M}, \frac{1}{m}\right)$, it is possible to find a symmetric doubly stochastic matrix $C$ such that the synchronized solution of (1) has a prescribed stability behavior.

Proof. Let us first note that any nonnegative symmetric doubly stochastic matrix has its spectrum contained in $(-1,1]$. This follows from Gershgorin's theorem [9] which states that $\sigma(C)$ is contained in the set $\left\{\lambda \in \mathbb{C}\right.$ : for all $\left.i,\left|\lambda-c_{i i}\right| \leq \sum_{j \neq i}\left|c_{i j}\right|\right\}$. The hypotheses on $C$ then imply that $\sigma(C) \subset[-1,1]$. If $C$ is positive, it is not difficult to show that -1 cannot be an eigenvalue of $C$. Since $B=I-C$, we have $\sigma(B) \subset[0,2)$. Since $F(\lambda)$ gives the spectrum of $F(A)$, Theorem 7 now follows easily from Theorem 3 and Proposition 6.
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#### Abstract

Via the monotonicity approach, we prove that the single-wave-form solution for the underdamped Frenkel-Kontorova model with dc-driving and periodic boundary conditions is globally stable, provided the driving force is large enough.
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1. Introduction. The dynamics of many physical systems, including charge density waves and Josephson junctions, can be described by the standard FrenkelKontorova (F-K) model [5, 6], which can also be seen as a one-dimensional lattice of identical pendula oscillating in parallel planes, coupled to the nearest neighbors. The equation of the F-K model with dc-driving is

$$
\begin{equation*}
\ddot{u}_{j}+\Gamma \dot{u}_{j}+\sin u_{j}=K\left(u_{j-1}-2 u_{j}+u_{j+1}\right)+F \tag{1.1}
\end{equation*}
$$

where $\Gamma>0$ denotes the damping effect, $K>0$ measures the coupling strength, and $F \geq 0$ is the constant driving force.

In this paper we are concerned with the single-wave-form solutions of the F-K model (1.1) with periodic boundary conditions

$$
\begin{equation*}
u_{j+N}(t)=u_{j}(t)+2 \pi M \tag{1.2}
\end{equation*}
$$

where $M$ and $N$ are positive integers. A solution $\left\{u_{j}(t)\right\}$ of system (1.1)-(1.2) is called a single-wave-form solution if there exist a constant $T>0$ and a waveform function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
f(t+T)=f(t)+2 \pi, \quad t \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

such that

$$
u_{j}(t)=f(t+j T M / N)
$$

The positive number $T$ is said to be the period of the waveform function $f$.
A running periodic solution is one for which there is a minimal $T>0$ such that $u_{j}(t+T)=u_{j}(t)+2 \pi$ for $t \in \mathbb{R}$ and $j=1, \ldots, N$. Note that a single-wave-form solution is a special form of running periodic solution with the same waveform and

[^51]equal phase lags. Single-wave-form solutions are also called ponies on a merry-goround [1], discrete rotating waves [2], or splay-phase solutions [11] in the literature. Although single-wave-form solutions in the coupled oscillators systems play an important role, it is not easy, as remarked in [16], to give mathematically rigorous analysis of their existence and stability. For the small coupling case, Levi proved by the Brouwer fixed point theorem the existence result in [9]. By reformulating the existence problem as a fixed point problem in a Banach space and applying the Schauder fixed point theorem, Katriel [7] presented a rigorous and detailed analysis on the existence of single-wave-form solutions of system (1.1)-(1.2). The method used in [7] is close in spirit to that in [12], which studied the existence of single-wave-form solutions for the Josephson junction systems. We remark that the stability question was not touched upon in [7] and [12]; see also the open problems in [16]. For the small coupling case, the local stability of the single-wave-form solutions, as remarked by Levi in [9], can be proved by applying the approach used in [8]. Meanwhile, by computing the Floquet multipliers and applying perturbation analysis, Watanabe and Swift investigated the local stability of single-wave-form solutions in series arrays of Josephson junctions [15]. Recently, Baesens and MacKay found the monotonicity for the F-K model under the overdamped condition $\Gamma>2 \sqrt{2 K+1}$. It can be inferred from the results of $[3,4]$ that the single-wave-form solution of the overdamped F-K model (1.1)-(1.2) is globally stable if there is no equilibrium. Note that from [3] we know that there exists $F_{d} \geq 0$, which depends on $\Gamma$ and $K$, such that the F-K model has equilibria for $0 \leq F \leq F_{d}$ and has no equilibria for $F>F_{d}$.

The goal of this paper is to study the global stability of the single-wave-form solutions for the underdamped F-K model, the existence of which was demonstrated by Katriel $[7]$. By global stability we mean that given any initial value $\left\{u_{j}(0)\right\}$ satisfying the periodic boundary condition $u_{j+N}(0)=u_{j}(0)+2 \pi M$, the solution $\left\{u_{j}(t)\right\}$ approaches the single-wave-form solution $\left\{\hat{u}_{j}(t)\right\}$ as $t \rightarrow+\infty$. Moreover, we will show that $\left\{\hat{u}_{j}(t)\right\}$ attracts each orbit with phase; i.e., for a solution $\left\{u_{j}(t)\right\}$, there exists a $\tau \in \mathbb{R}$, such that $\lim _{t \rightarrow+\infty}\left|u_{j}(t)-\hat{u}_{j}(t+\tau)\right|=0$.

Theorem 1.1. Assume that $\Gamma>2 \sqrt{2 K}$. Then there exists $F_{0}>1$, such that the $F$-K model (1.1)-(1.2) with $F \geq F_{0}$ admits a globally stable single-wave-form solution, which attracts each orbit with phase.

The main idea of the proof is as follows. Inspired by the work of $[3,4,13]$, we know that strong monotonicity generally implies stability of running periodic solutions. Therefore, as the first step, we show that the Poincaré map $P^{m T}$ of system (1.1)(1.2), where $T$ is the period of the waveform function and $m$ is some positive integer, is strongly monotone if $\Gamma>2 \sqrt{2 K}$ and the driving force $F$ is large enough. Then we prove via the strong monotonicity that the single-wave-form solution is globally stable.

We should remark that under the overdamped condition, i.e., $\Gamma>2 \sqrt{2 K+1}$, the strong monotonicity found by Baesens and MacKay together with the approach presented for finite chains in [3] leads immediately to the stability of single-wave-form solutions. Here we extend the parameter range to the underdamped case, where the damping coefficient $\Gamma$ could be small if the coupling strength $K$ is small.
2. Trapping region. Let $u=\left(u_{1}, \ldots, u_{N}\right)^{T} \in \mathbb{R}^{N}$. Then system (1.1)-(1.2) can be written as

$$
\begin{equation*}
\ddot{u}+\Gamma \dot{u}+S(u)=-K A u+E, \tag{2.1}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cccccc}
2 & -1 & 0 & \cdots & 0 & -1 \\
-1 & 2 & -1 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
-1 & 0 & \cdots & 0 & -1 & 2
\end{array}\right)
$$

is an $N \times N$ matrix, $S(u)=\left(\sin u_{1}, \ldots, \sin u_{N}\right)^{T}, E=(-2 \pi K M+F, F, F, \ldots, F, F$, $2 \pi K M+F)^{T}$. The eigenvalues of matrix $A$ are

$$
\lambda_{j}=4 \sin ^{2} \frac{j \pi}{N}, \quad j=0,1, \ldots, N-1
$$

Let

$$
\hat{e}_{j}=\left(1, \cos \frac{2 j \pi}{N}, \ldots, \cos \frac{(N-1) 2 j \pi}{N}\right)^{T}, \tilde{e}_{j}=\left(0, \sin \frac{2 j \pi}{N}, \ldots, \sin \frac{(N-1) 2 j \pi}{N}\right)^{T}
$$

$j=1, \ldots,\left[\frac{N}{2}\right]$. Then $\hat{e}_{j}$ and $\tilde{e}_{j}$ are eigenvectors corresponding to $\lambda_{j}=\lambda_{N-j}$. Note that if $N$ is even, then $\lambda_{N / 2}$ is a simple eigenvalue with eigenvector $\hat{e}_{N / 2}$. Let $e_{j}=$ $\hat{e} /\left|\hat{e}_{j}\right|$ and $e_{N-j}=\tilde{e}_{j} /\left|\tilde{e}_{j}\right|$ for $j=1, \ldots,\left[\frac{N}{2}\right]$. Then $e_{j}$ is the normalized eigenvector corresponding to $\lambda_{j}, j=1, \ldots, N-1$. The normalized eigenvector corresponding to $\lambda_{0}=0$ is $e_{0}=(1 / \sqrt{N}, \ldots, 1 / \sqrt{N})^{T}$. Denoting $\mathbf{u}=(u, \dot{u})^{T}$, we have

$$
\begin{equation*}
\dot{\mathbf{u}}=C \mathbf{u}+\mathbf{S}(\mathbf{u})+\mathbf{E} \tag{2.2}
\end{equation*}
$$

where

$$
C=\left(\begin{array}{cc}
0 & I \\
-K A & -\Gamma I
\end{array}\right), \quad \mathbf{S}(\mathbf{u})=\binom{0}{-S(u)}, \quad \mathbf{E}=\binom{0}{E}
$$

The eigenvalues of matrix $C$ are

$$
\mu_{j}^{ \pm}=\frac{-\Gamma \pm \sqrt{\Gamma^{2}-4 K \lambda_{j}}}{2}
$$

with the corresponding eigenvector being $\left(e_{j}, \mu_{j}^{ \pm} e_{j}\right)^{T}, j=0, \ldots, N-1$. In particular, $\mu_{0}^{+}=0, \mu_{0}^{-}=-\Gamma$.

The conclusions of the following lemma have been proved by Katriel; see Theorem 2 in [7].

LEMMA 2.1. System (1.1)-(1.2) admits a single-wave-form solution, provided $F>1$. Moreover, the period $T$ of the waveform function satisfies

$$
2 \pi \Gamma /(F+1) \leq T \leq 2 \pi \Gamma /(F-1)
$$

The method of proof involves reformulating the problem as a fixed point problem in a Banach space and applying the Schauder fixed point theorem. The uniqueness of the single-wave-form solution needs some further assumptions; see the last section in [7].

A closed subset $\Omega$ of the phase space $\mathbb{R}^{2 N}$ is called a trapping region of (2.2) if it is positively invariant for the flow generated by (2.2), and for each point $\mathbf{u}_{0} \in \mathbb{R}^{2 N}$,
there exists $t_{0}$ such that the orbit $\{\mathbf{u}(t)\}$ with $\mathbf{u}(0)=\mathbf{u}_{0}$ enters $\Omega$ and remains there for $t>t_{0}$.

Lemma 2.2. System (2.2) has a trapping region $\Omega$. Moreover, there exist constants $b>0$, independent of $F, v_{-}$, and $v^{+}$, depending upon the driving force $F$, such that

$$
\left|u_{j-1}-2 u_{j}+u_{j+1}\right| \leq b, \quad v_{-} \leq \dot{u}_{j} \leq v^{+}, \quad j=1, \ldots, N, u_{0}=u_{N}, u_{1}=u_{N+1}
$$

for $\mathbf{u}=\left(u_{1}, \ldots, u_{n}, \dot{u}_{1}, \ldots, \dot{u}_{N}\right) \in \Omega$.
Proof. There exists an orthonormal matrix $D$, the $j$ th column being $e_{j-1}$, such that $D^{-1} A D=\operatorname{diag}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{N-1}\right) \triangleq \Lambda$. Note that $D^{-1}=D^{T}$, the transpose of $D$ since $D$ is an orthonormal matrix. Making a transformation $x=D^{-1} u$, where $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)^{T}$, we convert system (2.1) into

$$
\begin{equation*}
\ddot{x}+\Gamma \dot{x}+D^{-1} S(D x)=-K \Lambda x+D^{-1} E . \tag{2.3}
\end{equation*}
$$

Noting that the $j$ th element of $D^{-1} S(D x)$ is $\left\langle e_{j-1}, S(D x)\right\rangle$, denoted by $g_{j}(x, t)$, we have the fact that $\left|g_{j}(x, t)\right| \leq \sqrt{N}$. Meanwhile, it follows that

$$
D^{-1} E=D^{-1}\left(\begin{array}{c}
F \\
F \\
\vdots \\
F \\
F
\end{array}\right)+D^{-1}\left(\begin{array}{c}
-2 \pi K M \\
0 \\
\vdots \\
0 \\
2 \pi K M
\end{array}\right) \triangleq\left(\begin{array}{c}
f_{1} \\
f_{2} \\
\vdots \\
f_{N-1} \\
f_{N}
\end{array}\right)
$$

and hence

$$
f_{1}=\sqrt{N} F, \quad\left|f_{j}\right| \leq 2 \sqrt{2} \pi K M, \quad j=2, \ldots, N
$$

Consequently, we derive that in an $x$-coordinate system,

$$
\begin{equation*}
\ddot{x}_{j}+\Gamma \dot{x}_{j}+K \lambda_{j-1} x_{j}=-g_{j}(x, t)+f_{j} . \tag{2.4}
\end{equation*}
$$

There are three cases to discuss.
(1) $\Gamma^{2}>4 K \lambda_{j-1}$. In this case the matrix

$$
C_{j}=\left(\begin{array}{cc}
0 & 1 \\
-K \lambda_{j-1} & -\Gamma
\end{array}\right)
$$

has two real eigenvalues, $\mu_{j-1}^{ \pm}=\left(-\Gamma \pm \sqrt{\Gamma^{2}-4 K \lambda_{j-1}}\right) / 2$. It then follows that there exists a real matrix

$$
T_{j}=\left(\begin{array}{cc}
1 & 1 \\
\mu_{j-1}^{+} & \mu_{j-1}^{-}
\end{array}\right), \quad \text { such that } \quad T_{j}^{-1} C_{j} T_{j}=\left(\begin{array}{cc}
\mu_{j-1}^{+} & 0 \\
0 & \mu_{j-1}^{-}
\end{array}\right)
$$

Let

$$
\binom{y_{j}}{z_{j}}=T_{j}^{-1}\binom{x_{j}}{\dot{x}_{j}}
$$

Then from (2.4) we have

$$
\binom{\dot{y}_{j}}{\dot{z}_{j}}=\left(\begin{array}{cc}
\mu_{j-1}^{+} & 0 \\
0 & \mu_{j-1}^{-}
\end{array}\right)\binom{y_{j}}{z_{j}}+T_{j}^{-1}\binom{0}{-g_{j}(x, t)+f_{j}} .
$$

Denoting

$$
Y_{j}=\binom{y_{j}}{z_{j}}, \quad \Lambda_{j}=\left(\begin{array}{cc}
\mu_{j-1}^{+} & 0 \\
0 & \mu_{j-1}^{-}
\end{array}\right), \quad \text { and } \quad h_{j}(x, t)=T_{j}^{-1}\binom{0}{-g_{j}(x, t)+f_{j}}
$$

yields $\dot{Y}_{j}=\Lambda_{j} Y_{j}+h_{j}(x, t)$, and hence

$$
Y_{j}(t)=e^{\Lambda_{j} t} Y_{j}(0)+\int_{0}^{t} e^{\Lambda_{j}(t-\tau)} h_{j}(x(\tau), \tau) d \tau
$$

The boundedness of $g_{j}(x, t)$ and $f_{j}$ implies that there exists $d_{j}>0$, such that $\sup _{t}\left|h_{j}(x(t), t)\right| \leq d_{j}$, and

$$
\left|Y_{j}(t)\right| \leq e^{\left(\mu_{j-1}^{+}\right) t}\left|Y_{j}(0)\right|+\frac{d_{j}}{\left|\mu_{j-1}^{+}\right|}\left(1-e^{\left(\mu_{j-1}^{+}\right) t}\right), \quad t \geq 0
$$

Note that $d_{j}(j=2, \ldots, N)$ are independent of $F$. Let $b_{j}=\left(d_{j}+1\right) /\left|\mu_{j-1}^{+}\right|$. Then it follows that $\left|Y_{j}(t)\right| \leq b_{j}$ for all $t \geq 0$ if $\left|Y_{j}(0)\right| \leq b_{j}$. Moreover, for each solution of (2.2), there exists $t_{0}>0$ such that $\left|Y_{j}(t)\right| \leq b_{j}$ for $t>t_{0}$.

In particular, when $j=1$, we have the following estimates:

$$
T_{1}=\left(\begin{array}{cc}
1 & 1 \\
0 & \mu_{0}^{-}
\end{array}\right) \quad \text { and } \quad T_{1}^{-1}=\left(\begin{array}{cc}
1 & -1 / \mu_{0}^{-} \\
0 & 1 / \mu_{0}^{-}
\end{array}\right)
$$

As a consequence, it follows that

$$
\dot{z}_{1}=\mu_{0}^{-} z_{1}-\frac{g_{1}(x, t)}{\mu_{0}^{-}}+\frac{f_{1}}{\mu_{0}^{-}}=-\Gamma z_{1}+\frac{1}{\Gamma}\left(g_{1}(x, t)-f_{1}\right) .
$$

Let $b_{1}^{-}=-\Gamma^{-2} \sqrt{N}(F+1)$ and $b_{1}^{+}=-\Gamma^{-2} \sqrt{N}(F-1)$. Then we have $z_{1}(t) \in\left[b_{1}^{-}, b_{1}^{+}\right]$ for all $t \geq 0$ if $z_{1}(0) \in\left[b_{1}^{-}, b_{1}^{+}\right]$. Moreover if $z_{1}(0) \notin\left[b_{1}^{-}, b_{1}^{+}\right]$, then there exists $t_{0}>0$ such that $z_{1}(t) \in\left[b_{1}^{-}, b_{1}^{+}\right]$for all $t>t_{0}$.
(2) $\Gamma^{2}=4 K \lambda_{j-1}$. In this case, taking

$$
C_{j}=\left(\begin{array}{cc}
0 & 1 \\
-K \lambda_{j-1} & -\Gamma
\end{array}\right) \quad \text { and } T_{j}=\left(\begin{array}{cc}
1 & 1 \\
-\Gamma / 4 & -3 \Gamma / 4
\end{array}\right)
$$

we have

$$
\begin{aligned}
T_{j}^{-1} C_{j} T_{j} & =T_{j}^{-1}\left(\begin{array}{cc}
0 & 1 \\
-\frac{3}{4} K \lambda_{j-1} & -\Gamma
\end{array}\right) T_{j}+T_{j}^{-1}\left(\begin{array}{cc}
0 & 0 \\
-\frac{1}{4} K \lambda_{j-1} & 0
\end{array}\right) T_{j} \\
& =\left(\begin{array}{cc}
-\frac{\Gamma}{4} & 0 \\
0 & -\frac{3}{4} \Gamma
\end{array}\right)-\frac{\Gamma}{8}\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right)
\end{aligned}
$$

For each $z=\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2}$, it follows that

$$
\left\langle T_{j}^{-1} C_{j} T_{j} z, z\right\rangle=-\frac{\Gamma}{4} z_{1}^{2}-\frac{3}{4} \Gamma z_{2}^{2}-\frac{\Gamma}{8}\left(z_{1}^{2}-z_{2}^{2}\right) \leq-\frac{\Gamma}{4}\left(z_{1}^{2}+z_{2}^{2}\right)=-\frac{\Gamma}{4}|z|^{2}
$$

Let

$$
\binom{y_{j}}{z_{j}}=T_{j}^{-1}\binom{x_{j}}{\dot{x}_{j}} .
$$

Then we have $\dot{Y}_{j}=\Lambda_{j} Y_{j}+h_{j}(x, t)$, where $\Lambda_{j}=T_{j}^{-1} C_{j} T_{j}$. Since $\left\langle\Lambda_{j} z, z\right\rangle \leq-\frac{\Gamma}{4}|z|^{2}$, then $\left\|e^{\Lambda_{j} t}\right\| \leq e^{-\frac{\Gamma}{4} t}$ for $t \geq 0$, and hence

$$
\begin{aligned}
\left|Y_{j}(t)\right| & \leq e^{-\frac{\Gamma}{4} t}\left|Y_{j}(0)\right|+\int_{0}^{t} e^{-\frac{\Gamma}{4}(t-\tau)}\left|h_{j}(x(\tau), \tau)\right| d \tau \\
& \leq e^{-\frac{\Gamma}{4} t}\left|Y_{j}(0)\right|+\frac{4 d_{j}}{\Gamma}\left(1-e^{-\frac{\Gamma}{4} t}\right), \quad t \geq 0
\end{aligned}
$$

Let $b_{j}=\left(4 d_{j}+1\right) / \Gamma$. Then we obtain the same conclusion as in case (1).
(3) $\Gamma^{2}<4 K \lambda_{j-1}$. In this case, the eigenvalues of the matrix $C_{j}$ are a pair of conjugate complex numbers $\mu_{j-1}^{ \pm}=\alpha_{j} \pm i \beta_{j}=\left(-\Gamma \pm \sqrt{\Gamma^{2}-4 K \lambda_{j-1}}\right) / 2$, where $\alpha_{j}=-\Gamma / 2<0$. Taking

$$
T_{j}=\left(\begin{array}{cc}
1 & 0 \\
\alpha_{j} & \beta_{j}
\end{array}\right) \text { yields } T_{j}^{-1} C_{j} T_{j}=\left(\begin{array}{cc}
\alpha_{j} & \beta_{j} \\
-\beta_{j} & \alpha_{j}
\end{array}\right) \triangleq \Lambda_{j}
$$

Making a transformation

$$
\binom{y_{j}}{z_{j}}=T_{j}^{-1}\binom{x_{j}}{\dot{x}_{j}}
$$

we obtain from (2.4) that $\dot{Y}_{j}=\Lambda_{j} Y_{j}+h_{j}(x, t)$. From the fact $\left\|e^{\Lambda_{j} t}\right\| \leq e^{\alpha_{j} t}$ for $t \geq 0$, it follows that

$$
\left|Y_{j}(t)\right| \leq e^{\alpha_{j} t}\left|Y_{j}(0)\right|+\frac{d_{j}}{\left|\alpha_{j}\right|}\left(1-e^{\alpha_{j} t}\right)
$$

Taking $b_{j}=\left(d_{j}+1\right) /\left|\alpha_{j}\right|$ leads to the same conclusion as in case (1).
Consequently, the set

$$
\Omega^{\prime}=\left\{\left(y_{1}, z_{1}, \ldots, y_{N}, z_{N}\right)\left|b_{1}^{-} \leq z_{1} \leq b_{1}^{+},\left|\left(y_{j}, z_{j}\right)\right| \leq b_{j}, j=2, \ldots, N\right\}\right.
$$

is a trapping region. Let $\Omega$ denote this trapping region in a $\mathbf{u}$-coordinate system. For each $\mathbf{u}=(u, \dot{u})^{T}=\left(u_{1}, \ldots, u_{N}, \dot{u}_{1}, \ldots, \dot{u}_{N}\right)^{T} \in \Omega$, let $x=\left(x_{1}, \ldots, x_{N}\right)^{T}=D^{-1} u$ and $\hat{x}=\left(0, x_{2}, \ldots, x_{N}\right)^{T}$. Since $\mathbf{u} \in \Omega$, then the corresponding $\left(y_{1}, z_{1}, \ldots, y_{N}, z_{N}\right)$ satisfies $\left|\left(y_{j}, z_{j}\right)\right| \leq b_{j}$ for $j=2, \ldots, N$, and

$$
\begin{equation*}
\left|\left(x_{j}, \dot{x}_{j}\right)\right| \leq\left\|T_{j}\right\|\left|\left(y_{j}, z_{j}\right)\right| \leq b_{j}\left\|T_{j}\right\| \triangleq \hat{b}_{j}, \quad j=2, \ldots, N \tag{2.5}
\end{equation*}
$$

implying that $\left|x_{j}\right| \leq \hat{b}_{j}$, and $|\hat{x}| \leq \sum_{j=2}^{N} \hat{b}_{j}$. From $A D x=A D \hat{x}$ we deduce that

$$
\left|u_{j-1}-2 u_{j}+u_{j+1}\right|=|A u|=|A D x|=|A D \hat{x}| \leq\|A\|\|D\||\hat{x}| \leq 4|\hat{x}| \leq 4 \sum_{j=2}^{N} \hat{b}_{j} \triangleq b
$$

Note that $b_{j}(j=2, \ldots, N)$ are independent of $F$. So is $b$. From the facts $\dot{x}_{1}=$ $\mu_{0}^{-} z_{1}=-\Gamma z_{1}$ and $z_{1} \in\left[b_{1}^{-}, b_{1}^{+}\right]$we derive that

$$
\dot{x}_{1} \in\left[\Gamma^{-1} \sqrt{N}(F-1), \Gamma^{-1} \sqrt{N}(F+1)\right] .
$$

Denoting $D=\left(D_{j k}\right)$, we have from $\dot{u}=D \dot{x}$ that

$$
\dot{u}_{j}=\frac{1}{\sqrt{N}} \dot{x}_{1}+D_{j 2} \dot{x}_{2}+\cdots+D_{j N} \dot{x}_{N}
$$

implying by (2.5) that

$$
\frac{F-1}{\Gamma}-\sum_{k=2}^{N}\left|D_{j k}\right| \hat{b}_{k} \leq \dot{u}_{j} \leq \frac{F+1}{\Gamma}+\sum_{k=2}^{N}\left|D_{j k}\right| \hat{b}_{k}
$$

Let $b^{*}=\sqrt{\sum_{k=2}^{N} \hat{b}_{k}^{2}}$. Then $b^{*}$ is independent of $F$, and $\sum_{k=2}^{N}\left|D_{j k}\right| \hat{b}_{k}<b^{*}$ by the Cauchy inequality. Taking

$$
\begin{equation*}
v_{-}=\frac{F-1}{\Gamma}-b^{*} \quad \text { and } \quad v^{+}=\frac{F+1}{\Gamma}+b^{*} \tag{2.6}
\end{equation*}
$$

yields $v_{-} \leq \dot{u}_{j} \leq v^{+}, j=1, \ldots, N$.
Let $\hat{\mathbf{u}}(t)=(\hat{u}(t), \dot{\hat{u}}(t))^{T}=\left(\hat{u}_{1}(t), \ldots, \hat{u}_{N}(t), \dot{\hat{u}}_{1}(t), \ldots, \dot{\hat{u}}_{N}(t)\right)^{T}$ denote the single-wave-form solution obtained in Lemma 2.1.

Lemma 2.3. The single-wave-form solution $\hat{\mathbf{u}}(t) \in \Omega$ for $t \in \mathbb{R}$.
Proof. Let $\hat{\mathbf{x}}(t)=\left(\hat{x}_{1}(t), \ldots, \hat{x}_{N}(t), \dot{\hat{x}}_{1}(t), \ldots, \dot{\hat{x}}_{N}(t)\right)^{T}=\left(D^{-1} \hat{u}(t), D^{-1} \dot{\hat{u}}(t)\right)^{T}$. Then it is easy to check that $\hat{x}_{1}(t+T)=\hat{x}_{1}(t)+2 \pi \sqrt{N}$ for $t \in \mathbb{R}$, and the other components are periodic with period $T>0$, where $T$ is the period of the waveform function corresponding to $\hat{\mathbf{u}}(t)$. From the proof of Lemma 2.2 we can denote this single-wave-form solution by $\left(\hat{y}_{1}(t), \hat{z}_{1}(t), \ldots, \hat{y}_{N}(t), \hat{z}_{N}(t)\right)$. It follows that all the components, except $\hat{y}_{1}(t)$, are periodic, implying that the single-wave-form solution belongs to the trapping region $\Omega^{\prime}$ for all $t \in \mathbb{R}$.

In the remainder of this paper, we assume that $F \geq F_{1}=\Gamma b^{*}+1$ such that $v_{-}>0$. Let $T_{0}=2 \pi / b^{*}$. Then from Lemma 2.1 it follows that $0<T \leq T_{0}$ if $F \geq F_{1}$. Let

$$
\begin{equation*}
c=\frac{2}{v_{-}}+\frac{v^{+} T_{0}\left(K b+F+1+\Gamma v^{+}+2 \pi K M\right)}{v_{-}^{3}} \tag{2.7}
\end{equation*}
$$

Note that $c$ is a continuous function of $F$ and $c \rightarrow 0$ as $F \rightarrow+\infty$.
Lemma 2.4. Assume that $\mathbf{u}(t)=\left(u_{1}(t), \ldots, u_{N}(t), \dot{u}_{1}(t), \ldots, \dot{u}_{N}(t)\right)$ is a solution of (2.2) with $\mathbf{u}(t) \in \Omega$ for $t \geq 0$. Then

$$
\left|\int_{t_{0}}^{t_{1}} \cos u_{j}(t) d t\right| \leq c
$$

where $0 \leq t_{0}<t_{1}$ and $t_{1}-t_{0} \leq T_{0}, j=1, \ldots, N$.
Proof. From Lemma 2.2 it follows that for $t \geq 0$,

$$
\begin{aligned}
\left|\frac{\ddot{u}_{j}}{\dot{u}_{j}}\right| & =\left|\frac{K\left(u_{j-1}+u_{j+1}-2 u_{j}\right)-\sin u_{j}+F-\Gamma \dot{u}_{j}}{\dot{u}_{j}}\right| \\
& \leq \frac{K b+F+1+\Gamma v^{+}+2 \pi K M}{v_{-}}
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \left|\int_{t_{0}}^{t_{1}} \cos u_{j}(t) d t\right|=\left|\int_{t_{0}}^{t_{1}} \frac{\cos u_{j}}{\dot{u}_{j}} d u_{j}\right|=\left|\int_{t_{0}}^{t_{1}} \frac{1}{\dot{u}_{j}} d\left(\sin u_{j}\right)\right| \\
& \leq\left|\frac{\sin u_{j}}{\dot{u}_{j}}\right|_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \frac{\sin u_{j}}{\left(\dot{u}_{j}\right)^{2}} d \dot{u}_{j}\left|\leq \frac{2}{v_{-}}+\left|\int_{t_{0}}^{t_{1}} \frac{\sin u_{j}}{\left(\ddot{u}_{j}\right)^{2}} \frac{\ddot{u}_{j}}{\dot{u}_{j}} d u_{j}\right|\right. \\
& \leq \frac{2}{v_{-}}+\frac{1}{v_{-}^{2}}\left(\frac{K b+F+1+\Gamma v^{+}+2 \pi K M}{v_{-}}\right)\left|\int_{t_{0}}^{t_{1}} d u_{j}\right| \\
& \leq \frac{2}{v_{-}}+\frac{v^{+} T_{0}\left(K b+F+1+\Gamma v^{+}+2 \pi K M\right)}{v_{-}^{3}}=c
\end{aligned}
$$

3. Strong monotonicity. We know from [3] that there exists $F_{d} \geq 0$, which depends on $\Gamma$ and $K$, such that the F-K model has equilibria for $0 \leq F \leq F_{d}$ and has no equilibria for $F>F_{d}$. Meanwhile, strong monotonicity generally implies stability of running periodic solutions if there is no equilibrium; see [3] and [13]. Therefore, we investigate in this section the strong monotonicity of system (1.1)-(1.2). To proceed, we make a transformation of variables:

$$
\begin{equation*}
\xi_{j}=u_{j}+\Gamma^{-1} \dot{u}_{j}, \quad \eta_{j}=\Gamma^{-1} \dot{u}_{j}, \quad j=1,2, \ldots, N \tag{3.1}
\end{equation*}
$$

i.e., $\Xi=I_{\Gamma} \mathbf{u}$, in which $\Xi=(\xi, \eta)^{T}, \xi=\left(\xi_{1}, \ldots, \xi_{N}\right)^{T}, \eta=\left(\eta_{1}, \ldots, \eta_{N}\right)^{T}$,

$$
I_{\Gamma}=\left(\begin{array}{cc}
I & \Gamma^{-1} I \\
0 & \Gamma^{-1} I
\end{array}\right)
$$

and $I$ is the identity matrix of order $N$. Now the system (1.1)-(1.2) becomes

$$
\left\{\begin{align*}
\dot{\xi}_{1}= & -\Gamma^{-1} \sin \left(\xi_{1}-\eta_{1}\right)+\Gamma^{-1} K\left[\xi_{2}-\eta_{2}+\xi_{N}-\eta_{N}-2\left(\xi_{1}-\eta_{1}\right)\right]  \tag{3.2}\\
& -2 \pi K \Gamma^{-1} M+\Gamma^{-1} F, \\
\dot{\xi}_{2}= & -\Gamma^{-1} \sin \left(\xi_{2}-\eta_{2}\right)+\Gamma^{-1} K\left[\xi_{1}-\eta_{1}+\xi_{3}-\eta_{3}-2\left(\xi_{2}-\eta_{2}\right)\right] \\
& +\Gamma^{-1} F, \\
\vdots & \\
\dot{\xi}_{N-1}= & -\Gamma^{-1} \sin \left(\xi_{N-1}-\eta_{N-1}\right) \\
& +\Gamma^{-1} K\left[\xi_{N-2}-\eta_{N-2}+\xi_{N}-\eta_{N}-2\left(\xi_{N-1}-\eta_{N-1}\right)\right]+\Gamma^{-1} F, \\
\dot{\xi}_{N}= & -\Gamma^{-1} \sin \left(\xi_{N}-\eta_{N}\right)+\Gamma^{-1} K\left[\xi_{1}-\eta_{1}+\xi_{N-1}-\eta_{N-1}-2\left(\xi_{N}-\eta_{N}\right)\right] \\
& +2 \pi K \Gamma^{-1} M+\Gamma^{-1} F, \\
\dot{\eta}_{1}= & -\Gamma \eta_{1}+\dot{\xi}_{1}, \\
\vdots & \\
\dot{\eta}_{N}= & -\Gamma \eta_{N}+\dot{\xi}_{N} .
\end{align*}\right.
$$

Set $\Phi=\left(\phi_{1}, \ldots, \phi_{N}\right)^{T}$ and $\Psi=\left(\psi_{1}, \ldots, \psi_{N}\right)^{T}$. The linearized equations along a solution $\Xi(t) \in I_{\Gamma} \Omega(t \geq 0)$ are

$$
\left\{\begin{align*}
\dot{\phi}_{j}= & -\Gamma^{-1}\left(\cos \left(\xi_{j}-\eta_{j}\right)\right)\left(\phi_{j}-\psi_{j}\right)+\Gamma^{-1} K\left[\phi_{j+1}-\psi_{j+1}\right.  \tag{3.3}\\
& \left.+\phi_{j-1}-\psi_{j-1}-2\left(\phi_{j}-\psi_{j}\right)\right] \triangleq L_{j}(\Phi, \Psi, t) \\
\dot{\psi}_{j}= & -\Gamma \psi_{j}+\dot{\phi}_{j} \triangleq H_{j}(\Phi, \Psi, t)
\end{align*}\right.
$$

in which $j=1,2, \ldots, N, \phi_{0}=\phi_{N}, \phi_{N+1}=\phi_{1}, \psi_{0}=\psi_{N}, \quad \psi_{N+1}=\psi_{1}$.
First we study the properties of the auxiliary equations

$$
\begin{equation*}
\dot{\phi}_{j}=L_{j}(\Phi, \Psi, t)+\varepsilon, \quad \dot{\psi}_{j}=H_{j}(\Phi, \Psi, t) \tag{3.4}
\end{equation*}
$$

in which $\varepsilon>0$. Let

$$
\begin{equation*}
\Sigma=\left\{(\Phi, \Psi) \in \mathbb{R}^{2 N} \mid-\phi_{j} \leq \psi_{j} \leq \phi_{j}, \quad \phi_{j} \geq 0, j=1, \ldots, N\right\} \tag{3.5}
\end{equation*}
$$

Let int $\Sigma$ and $\partial \Sigma$ denote the interior and boundary of $\Sigma$, respectively.
Consider a first order equation

$$
\begin{equation*}
\dot{w}=\frac{1}{\Gamma}\left[-\Gamma^{2} w-2 K(1-w)^{2}-\cos u_{j}(t)(1-w)^{2}\right] \tag{3.6}
\end{equation*}
$$

where $u_{j}(t)$ is a component of $\mathbf{u}(t)$ and $\mathbf{u}(t) \in \Omega(t \geq 0)$ is a solution of (2.2) with external force $F$. The proof of the following lemma is postponed to the appendix.

Lemma 3.1. Assume $\Gamma>2 \sqrt{2 K}$. Then there exists $F_{0} \geq F_{1}$, such that each solution $w(t)$ of (3.6), in which $u_{j}(t)$ is a component of a solution $\mathbf{u}(t) \in \Omega(t \geq 0)$ to (2.2) with $F \geq F_{0}$, satisfies that if $w(0) \in[-1,1]$, then $1-\Gamma^{2} /(4 K)<w(t)<1$ for all $t>0$ and $-1<w(t)<1$ for $t \in\left[T_{0} / 2, T_{0}\right]$.

We remark that $F_{0}$ increases as $N$ and $M$ increase, as can be seen from the value $F_{1}$, which depends on the eigenvalues of matrix $A$ and the proof in the appendix.

Lemma 3.2. Assume $\Gamma>2 \sqrt{2 K}$ and $F \geq F_{0}$. Then the solution $(\Phi(\varepsilon, t), \Psi(\varepsilon, t))$ of (3.4), in which $\Xi(t) \in I_{\Gamma} \Omega(t \geq 0)$ is a solution to (3.2), satisfies that $\phi_{j}(\varepsilon, t)>0$ and $1-\Gamma^{2} /(4 K)<\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)<1$ for all $t>0$, and $-1<\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)<1$ for $t \in\left[T_{0} / 2, T_{0}\right], j=1, \ldots, N$, if $(\Phi(\varepsilon, 0), \Psi(\varepsilon, 0)) \in \partial \Sigma \backslash\{0\}$.

Proof. There are three cases to discuss for $(\Phi(\varepsilon, 0), \Psi(\varepsilon, 0)) \in \partial \Sigma \backslash\{0\}$.
(i) $\phi_{j}(\varepsilon, 0)>0$ and $\phi_{j}(\varepsilon, 0)=\psi_{j}(\varepsilon, 0)$. Then there is a maximum $t_{j}^{0}>0$, or $t_{j}^{0}=+\infty$, such that $\phi_{j}(\varepsilon, t)>0$ for $t \in\left[0, t_{j}^{0}\right)$. Let $w_{j}(\varepsilon, t)=\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)$ for $t \in\left[0, t_{j}^{0}\right)$. Then it follows that

$$
\begin{aligned}
\dot{w}_{j}= & \left(\dot{\psi}_{j} \phi_{j}-\psi_{j} \dot{\phi}_{j}\right) / \phi_{j}^{2} \\
= & \Gamma^{-1}\left[-\Gamma^{2} w_{j}-2 K\left(1-w_{j}\right)^{2}-\cos \left(\xi_{j}-\eta_{j}\right)\left(1-w_{j}\right)^{2}\right]-\varepsilon w_{j} / \phi_{j} \\
& +\frac{K}{\Gamma \phi_{j}}\left(\phi_{j-1}-\psi_{j-1}+\phi_{j+1}-\psi_{j+1}\right)\left(1-w_{j}\right)
\end{aligned}
$$

and hence

$$
\left.\dot{w}_{j}\right|_{w_{j}=1, t=0}=-\Gamma-\varepsilon / \phi_{j}(\varepsilon, 0)<0
$$

implying that $w_{j}(\varepsilon, t)<1$ as long as $\phi_{j}(\varepsilon, t)>0$, i.e., $\psi_{j}(\varepsilon, t)<\phi_{j}(\varepsilon, t)$ for $t \in\left(0, t_{j}^{0}\right)$.
(ii) $\phi_{j}(\varepsilon, 0)=\psi_{j}(\varepsilon, 0)=0$. In this case we have that $\left.L_{j}(\Phi, \Psi, t)\right|_{(\Phi(\varepsilon, 0), \Psi(\varepsilon, 0))} \geq 0$, i.e., $\left.\dot{\phi}_{j}\right|_{t=0} \geq \varepsilon>0$, and

$$
0 \leq\left.\frac{H_{j}(\Phi, \Psi, t)}{L_{j}(\Phi, \Psi, t)+\varepsilon}\right|_{(\Phi(\varepsilon, 0), \Psi(\varepsilon, 0))}=\frac{\Gamma^{-1} K\left(\phi_{j-1}-\psi_{j-1}+\phi_{j+1}-\psi_{j+1}\right)}{\Gamma^{-1} K\left(\phi_{j-1}-\psi_{j-1}+\phi_{j+1}-\psi_{j+1}\right)+\varepsilon}<1
$$

Consequently, there is a maximum $t_{j}^{0}>0$, or $t_{j}^{0}=+\infty$, such that $\phi_{j}(\varepsilon, t)>0$ and $\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)<1$ for $t \in\left(0, t_{j}^{0}\right)$.
(iii) $\phi_{j}(\varepsilon, 0)>0$ and $\psi_{j}(\varepsilon, 0)=-\phi_{j}(\varepsilon, 0)$. Then there exists a maximum $t_{j}^{0}>0$, or $t_{j}^{0}=+\infty$, such that $\phi_{j}(\varepsilon, t)>0$ and $\psi_{j}(\varepsilon, t)<\phi_{j}(\varepsilon, t)$ for $t \in\left(0, t_{j}^{0}\right)$. From the discussions of cases (i) and (ii) we know that

$$
\frac{K}{\Gamma \phi_{j}}\left(\phi_{j-1}-\psi_{j-1}+\phi_{j+1}-\psi_{j+1}\right)\left(1-w_{j}\right) \geq 0
$$

for $t \in\left(0, t_{0}\right)$, where $t_{0}=\min _{j}\left\{t_{j}^{0}\right\}$. Furthermore, from the fact $\left.\frac{-\varepsilon w_{j}}{\phi_{j}}\right|_{w_{j}=-1, t=0}>$ 0 , Lemma 3.1, and the comparison principle we deduce that $\phi_{j}(\varepsilon, t)>0$ and $1-$ $\Gamma^{2} /(4 K)<w_{j}(\varepsilon, t)=\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)<1$ for $t \in\left(0, t_{0}\right)$. We claim that $t_{0}=+\infty$. If this is not true, then we have $\phi_{j}(\varepsilon, t) \rightarrow 0$ or $w_{j}(\varepsilon, t) \rightarrow 1$ as $t \rightarrow t_{0}^{-}$. In the former case, we have $\psi_{j}(\varepsilon, t) \rightarrow 0$ as $t \rightarrow t_{0}^{-}$, leading to a contradiction of the fact $\lim _{t \rightarrow t_{0}^{-}} \dot{\phi}_{j}(\varepsilon, t) \geq \varepsilon>0$. The latter case is also impossible. Indeed, if $\phi_{j}(\epsilon, t) \geq a>0$, where $a$ is a positive number, then from part (i) we have that $w_{j}(\epsilon, t)<1-\delta$ for some small positive number $\delta$ since $\left.\dot{w}\right|_{w_{j}=1, t=0}<0$. Consequently, we have $t_{0}=$ $+\infty$. Another direct consequence from Lemma 3.1 and the comparison principle is that $-1<\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)<1$ for $t \in\left[T_{0} / 2, T_{0}\right]$. Note that $\left.\frac{-\varepsilon w_{j}}{\phi_{j}}\right|_{w_{j}=-1}>0$ and $\left.\frac{-\varepsilon w_{j}}{\phi_{j}}\right|_{w_{j}=1}<0$. Then for $t \in\left[T_{0} / 2, T_{0}\right]$, we have from the comparison principle that $-1<\psi_{j}(\varepsilon, t) / \phi_{j}(\varepsilon, t)<1$ holds true uniformly with respect to $\varepsilon>0$.

Lemma 3.3. Assume that $\Gamma>2 \sqrt{2 K}$ and $F \geq F_{0}$. Then the solution $(\Phi(t), \Psi(t))$ of (3.3), the linearized equations of (3.2) along $\Xi(t) \in I_{\Gamma} \Omega(t \geq 0)$, satisfies that $\phi_{j}(t) \geq 0$ and $\left[1-\Gamma^{2} /(4 K)\right] \phi_{j}(t) \leq \psi_{j}(t) \leq \phi_{j}(t)$ for all $t>0, j=1, \ldots, N$, if $(\Phi(0), \Psi(0)) \in \partial \Sigma \backslash\{0\}$.

Proof. Assume that $(\Phi(\varepsilon, t), \Psi(\varepsilon, t))$ is a solution of the auxiliary equations (3.4) with the initial values $\Phi(\varepsilon, 0)=\Phi(0)$ and $\Psi(\varepsilon, 0)=\Psi(0)$. Then from Lemma 3.2 it follows that $\left[1-\Gamma^{2} /(4 K)\right] \phi_{j}(\varepsilon, t)<\psi_{j}(\varepsilon, t)<\phi_{j}(\varepsilon, t)$ and $\phi_{j}(\varepsilon, t)>0$ for all $t>0$. Keeping $t$ fixed and taking $\varepsilon \rightarrow 0$, we complete the proof.

In fact, we have further conclusions on $\phi_{j}(t)$ and $\psi_{j}(t)$ under the same conditions of Lemma 3.3.

Lemma 3.4. Assume that $\Gamma>2 \sqrt{2 K}$ and $F \geq F_{0}$. Then the solution $(\Phi(t), \Psi(t))$ of (3.3), the linearized equations of (3.2) along $\Xi(t) \in I_{\Gamma} \Omega(t \geq 0)$, satisfies that $\phi_{j}(t)>0$ for all $t>0$, and $-\phi_{j}(t)<\psi_{j}(t)<\phi_{j}(t)$ for $t \in\left[T_{0} / 2, T_{0}\right], j=1, \ldots, N$, if $(\Phi(0), \Psi(0)) \in \partial \Sigma \backslash\{0\}$.

Proof. Since $(\Phi(0), \Psi(0)) \in \partial \Sigma \backslash\{0\}$, then we may assume that there is some $k$ such that $\phi_{k}(0)>0$. From Lemma 3.3 we know that $\left[1-\Gamma^{2} /(4 K)\right] \phi_{k}(t) \leq \psi_{k}(t) \leq$ $\phi_{k}(t), \psi_{k+1}(t) \leq \phi_{k+1}(t)$, and $\psi_{k-1}(t) \leq \phi_{k-1}(t)$ for $t \geq 0$, and thus we obtain from (3.3)

$$
\dot{\phi}_{k}(t) \geq-\Gamma^{-1} \Gamma^{2} /(4 K) \phi_{k}(t)-2 \Gamma^{-1} K \Gamma^{2} /(4 K) \phi_{k}(t)=-\frac{\Gamma(2 K+1)}{4 K} \phi_{k}(t)
$$

implying from the Gronwall inequality that

$$
\phi_{k}(t) \geq \phi_{k}(0) e^{\frac{-\Gamma(2 K+1) t}{4 K}}>0 \text { for } t>0
$$

Let $w_{k}(t)=\psi_{k}(t) / \phi_{k}(t)$. Then

$$
\begin{aligned}
\dot{w}_{k}= & \Gamma^{-1}\left[-\Gamma^{2} w_{k}-2 K\left(1-w_{k}\right)^{2}-\cos \left(\xi_{k}-\eta_{k}\right)\left(1-w_{k}\right)^{2}\right] \\
& +\frac{K}{\Gamma \phi_{k}}\left(\phi_{k-1}-\psi_{k-1}+\phi_{k+1}-\psi_{k+1}\right)\left(1-w_{k}\right)
\end{aligned}
$$

From the fact $\left.\dot{w}_{k}\right|_{w_{k}=1}=-\Gamma<0$, we obtain $w_{k}(t)<1$, i.e., $\phi_{k}(t)-\psi_{k}(t)>0$ for $t>0$. Therefore from (3.3) we have that

$$
\dot{\phi}_{k+1} \geq-\frac{\Gamma(2 K+1)}{4 K} \phi_{k+1}+\Gamma^{-1} K\left(\phi_{k}(t)-\psi_{k}(t)\right)
$$

and, again by the Gronwall inequality, that
$\phi_{k+1}(t) \geq e^{\frac{-\Gamma(2 K+1) t}{4 K}} \phi_{k+1}(0)+\int_{0}^{t} e^{\frac{-\Gamma(2 K+1)(t-\tau)}{4 K}} \Gamma^{-1} K\left(\phi_{k}(\tau)-\psi_{k}(\tau)\right) d \tau>0, t>0$.
With the same reasoning we have that $\phi_{k+2}(t)>0, t>0, \ldots$, and $\phi_{k-1}(t)>0$, $t>0, \ldots$. Consequently, we derive that $\phi_{j}(t)>0$ for $t>0, j=1, \ldots, N$.

Keeping $t \in\left[T_{0} / 2, T_{0}\right]$ fixed, we know from Lemma 3.2 that there exists $\delta>0$ such that the solution $(\Phi(\varepsilon, t), \Psi(\varepsilon, t))$ of the auxiliary equations (3.4) with the initial values $\Phi(\varepsilon, 0)=\Phi(0)$ and $\Psi(\varepsilon, 0)=\Psi(0)$ has the property that

$$
-1+\delta \leq \frac{\psi_{j}(\varepsilon, t)}{\phi_{j}(\varepsilon, t)} \leq 1-\delta
$$

We remark by virtue of the proof of Lemma 3.2 that $\delta$ is independent of $\varepsilon$. Taking $\varepsilon \rightarrow 0$, we derive that $-1+\delta \leq \psi_{j}(t) / \phi_{j}(t) \leq 1-\delta$.

Now we define a partial order in the phase space $\mathbb{R}^{2 N}$. Let $\Xi=\left(\xi_{1}, \ldots, \xi_{N}, \eta_{1}, \ldots\right.$, $\left.\eta_{N}\right)^{T}$ and $\Xi^{\prime}=\left(\xi_{1}^{\prime}, \ldots, \xi_{N}^{\prime}, \eta_{1}^{\prime}, \ldots, \eta_{N}^{\prime}\right)^{T}$.

Definition 3.5. We define $\Xi \leq \Xi^{\prime}$ if $\xi_{j} \leq \xi_{j}^{\prime}$ and $\left|\eta_{j}-\eta_{j}^{\prime}\right| \leq\left|\xi_{j}-\xi_{j}^{\prime}\right|$ for $j=1, \ldots, N$. We also define $\Xi<\Xi^{\prime}$ if $\Xi \leq \Xi^{\prime}$ and $\Xi \neq \Xi^{\prime}$, and

$$
\Xi \ll \Xi^{\prime} \text { if } \xi_{j}<\xi_{j}^{\prime} \text { and }\left|\eta_{j}-\eta_{j}^{\prime}\right|<\left|\xi_{j}-\xi_{j}^{\prime}\right| \text { for } j=1, \ldots, N
$$

We remark that $\Xi \leq \Xi^{\prime}$ if and only if $\Xi^{\prime}-\Xi \in \Sigma$, and $\Xi \ll \Xi^{\prime}$ if and only if $\Xi^{\prime}-\Xi \in$ int $\Sigma$. Let $P^{t}$ denote the Poincaré map of system (3.2), i.e., $P^{t} \Xi=\Xi(t)$, in which $\Xi(t)$ is a solution of (3.2) with initial condition $\Xi(0)=\Xi$.

Definition 3.6. The Poincaré map $P^{t}(t>0)$ of system (3.2) is said to be strongly monotone in the set $\mathcal{B}$ with $P^{t}(\mathcal{B}) \subset \mathcal{B}$ if

$$
\Xi_{0}<\Xi_{0}^{\prime} \Rightarrow P^{t} \Xi_{0} \ll P^{t} \Xi_{0}^{\prime} \text { for } t>0 \text { and } \Xi_{0}, \Xi_{0}^{\prime} \in \mathcal{B}
$$

Now we can prove strong monotonicity by the above discussion and defining a homotopy as in $[4,14]$.

Lemma 3.7. Assume that $\Gamma>2 \sqrt{2 K}$ and $F \geq F_{0}$. Then the Poincaré map $P^{t}$ of system (3.2) is strongly monotone in $I_{\Gamma} \Omega$ for $t \in\left[T_{0} / 2, T_{0}\right]$.

Proof. Assume that $\Xi_{0}, \Xi_{0}^{\prime} \in I_{\Gamma} \Omega$, that $\Xi_{0}<\Xi_{0}^{\prime}$, and that $\Xi(t)$ and $\Xi^{\prime}(t)$ are two solutions of (3.2) with initial values $\Xi(0)=\Xi_{0}$ and $\Xi^{\prime}(0)=\Xi_{0}^{\prime}$, respectively. Let

$$
\Xi(\lambda, 0)=(1-\lambda) \Xi(0)+\lambda \Xi^{\prime}(0)
$$

where $\lambda \in[0,1]$. Assume that $\Xi(\lambda, t)$ is a solution of (3.2) with initial value $\Xi(\lambda, 0)$. Then $\Xi(\lambda, t) \in I_{\Gamma} \Omega$ for $t \geq 0$ since $I_{\Gamma} \Omega$ is convex and positively invariant for system (3.2). Set

$$
\Upsilon(\lambda, t)=\frac{\partial \Xi(\lambda, t)}{\partial \lambda}=\left(\phi_{1}(\lambda, t), \ldots, \phi_{N}(\lambda, t), \psi_{1}(\lambda, t), \ldots, \psi_{N}(\lambda, t)\right)^{T}
$$

Then

$$
\Upsilon(\lambda, 0)=\frac{\partial \Xi(\lambda, 0)}{\partial \lambda}=\Xi^{\prime}(0)-\Xi(0) \quad \text { and } \quad \Xi^{\prime}(t)-\Xi(t)=\int_{0}^{1} \Upsilon(\lambda, t) d \lambda
$$

One can easily verify that $\Upsilon(\lambda, t)$ is a solution of the linearized equations (3.3) with initial value $\Upsilon(\lambda, 0)$. Since $\Xi(0)<\Xi^{\prime}(0)$, then

$$
\phi_{j}(\lambda, 0) \geq 0 \text { and }\left|\psi_{j}(\lambda, 0)\right| \leq \phi_{j}(\lambda, 0), \quad j=1, \ldots, N
$$

i.e., $\Upsilon(\lambda, 0) \in \Sigma \backslash\{0\}$. From Lemma 3.4 it follows that $\Upsilon(\lambda, t) \in \operatorname{int} \Sigma$ for $t \in\left[T_{0} / 2, T_{0}\right]$, i.e.,

$$
\phi_{j}(\lambda, t)>0 \quad \text { and }\left|\psi_{j}(\lambda, t)\right|<\phi_{j}(\lambda, t), \quad j=1, \ldots, N, \quad t \in\left[T_{0} / 2, T_{0}\right]
$$

which implies that

$$
\xi_{j}^{\prime}(t)-\xi_{j}(t)=\int_{0}^{1} \phi_{j}(\lambda, t) d \lambda>\int_{0}^{1}\left|\psi_{j}(\lambda, t)\right| d \lambda \geq\left|\int_{0}^{1} \psi_{j}(\lambda, t) d \lambda\right|=\left|\eta_{j}^{\prime}(t)-\eta_{j}(t)\right|
$$

i.e., $\Xi(t) \ll \Xi^{\prime}(t), t \in\left[T_{0} / 2, T_{0}\right]$. This completes the proof.
4. Stability analysis. In this section we assume that $\Gamma>2 \sqrt{2 K}$ and $F \geq F_{0}$ so that the conclusion of Lemma 3.7 holds true. We know from Lemma 2.1 that system (1.1)-(1.2) admits a single-wave-form solution $\left(\hat{u}_{1}(t), \ldots, \hat{u}_{N}(t)\right)$ since $F \geq F_{0}>$ 1. Let us denote it in the $\Xi$-coordinate system by $\hat{\Xi}(t)=\left(\hat{\xi}_{1}(t), \ldots, \hat{\xi}_{N}(t), \hat{\eta}_{1}(t), \ldots\right.$, $\left.\hat{\eta}_{N}(t)\right)$, i.e.,

$$
\hat{\xi}_{j}(t)=\hat{u}_{j}(t)+\Gamma^{-1} \dot{\hat{u}}_{j}(t), \quad \hat{\eta}_{j}(t)=\Gamma^{-1} \dot{\hat{u}}_{j}(t), \quad j=1, \ldots, N .
$$

Consequently, $\hat{\Xi}(t)$ has the following property:

$$
\begin{equation*}
\hat{\Xi}(t+T)=\hat{\Xi}(t)+2 \pi \mathbf{e} \tag{4.1}
\end{equation*}
$$

where $\mathbf{e}=(\mathbf{1}, 0)^{T}$, and $\mathbf{1}$ denotes a vector in $\mathbb{R}^{N}$ with all components equal to 1 . From Lemma 2.1 it follows that there exists an integer $m$ such that $m T \in\left[T_{0} / 2, T_{0}\right]$. Let

$$
\ell=\{\hat{\Xi}(t) \mid t \in \mathbb{R}\} \quad \text { and } \quad Q(\Xi)=P^{m T} \Xi-2 m \pi \mathbf{e}
$$

The following properties will be used in the subsequent discussion.
(I) $Q$ is strongly monotone in $I_{\Gamma} \Omega$, and each point in $\ell$ is a fixed point of the $\operatorname{map} Q$.
(II) For any $\Xi \in \mathbb{R}^{2 N}$, there exist $\Xi_{1}, \Xi_{2} \in \ell$ such that $\Xi_{1} \ll \Xi \ll \Xi_{2}$. Indeed, we can take $\Xi_{1}=\hat{\Xi}(-n T)$ and $\Xi_{2}=\hat{\Xi}(n T)$ with $n$ large enough.

Lemma 4.1. $\hat{\Xi}\left(t_{1}\right) \ll \hat{\Xi}\left(t_{2}\right)$ if $t_{1}<t_{2}$.

Proof. First we show that every two points in $\ell$ are ordered by the partial order " $\leq$." Assume that there are two points $\hat{\Xi}\left(t_{1}\right)$ and $\hat{\Xi}\left(t_{2}\right)\left(t_{1}<t_{2}\right)$ which are unordered, i.e., $\hat{\Xi}\left(t_{2}\right)-\hat{\Xi}\left(t_{1}\right) \notin \Sigma$. From the above property (II) we know that there exists a $t^{\prime}$ such that $\hat{\Xi}\left(t^{\prime}\right) \ll \hat{\Xi}\left(t_{2}\right)$, i.e., $\hat{\Xi}\left(t_{2}\right)-\hat{\Xi}\left(t^{\prime}\right) \in$ int $\Sigma$. Increasing $t^{\prime}$, we deduce from the continuity that there exists $t_{0}$ such that $\hat{\Xi}\left(t_{2}\right)-\hat{\Xi}\left(t_{0}\right) \in \partial \Sigma$, implying by the strong monotonicity of $Q$ that $Q \hat{\Xi}\left(t_{2}\right)-Q \hat{\Xi}\left(t_{0}\right) \in \operatorname{int} \Sigma$. This is a contradiction since $\hat{\Xi}\left(t_{2}\right)$ and $\hat{\Xi}\left(t_{0}\right)$ are fixed points of $Q$.

Now we show that $\hat{\Xi}\left(t_{1}\right) \ll \hat{\Xi}(t)$ for all $t>t_{1}$. The above property (II) implies that there exists $t_{2}$ such that $\hat{\Xi}\left(t_{1}\right) \ll \hat{\Xi}(t)$ for $t \geq t_{2}$. Let

$$
t_{0}=\sup \left\{t \geq t_{1} \mid \hat{\Xi}(t)-\hat{\Xi}\left(t_{1}\right) \in \partial \Sigma\right\}
$$

It is evident that $t_{0}=t_{1}$. Indeed, if $t_{0}>t_{1}$, then $\hat{\Xi}\left(t_{0}\right)-\hat{\Xi}\left(t_{1}\right) \in \partial \Sigma$, which is impossible by the strong monotonicity of $Q$. Therefore, $\hat{\Xi}(t)-\hat{\Xi}\left(t_{1}\right) \in$ int $\Sigma$, i.e., $\hat{\bar{\Xi}}\left(t_{1}\right) \ll \hat{\Xi}(t)$ for $t>t_{1}$.

Proof of Theorem 1.1. Let

$$
\left[\Xi_{1}, \Xi_{2}\right]=\left\{\Xi \mid \Xi_{1} \leq \Xi \leq \Xi_{2}\right\} \quad \text { for } \Xi_{1} \leq \Xi_{2}
$$

For each $\Xi_{0} \in I_{\Gamma} \Omega$, by the above property (II), there always exist $\Xi_{1}$ and $\Xi_{2} \in \ell$ such that $\Xi_{1} \ll \Xi_{2}$ and $\Xi_{0} \in\left[\Xi_{1}, \Xi_{2}\right]$. The strong monotonicity of $Q$ leads to the conclusion that $\left\{Q^{n} \Xi_{0}\right\}_{n=1}^{+\infty} \subset\left[\Xi_{1}, \Xi_{2}\right]$ since $Q\left(\Xi_{1}\right)=\Xi_{1}$ and $Q\left(\Xi_{2}\right)=\Xi_{2}$. From the boundedness of the set $\left[\Xi_{1}, \Xi_{2}\right]$, it follows that the $\omega$-limit set $\omega\left(\Xi_{0}\right)$ of $\left\{Q^{n} \Xi_{0}\right\}_{n=1}^{+\infty}$ is nonempty. Define for $n \geq 0$

$$
\begin{aligned}
& \tau_{-}\left(n ; \Xi_{0}\right)=\sup \left\{\tau \in \mathbb{R} \mid \hat{\Xi}(\tau) \leq Q^{n}\left(\Xi_{0}\right)\right\} \\
& \tau_{+}\left(n ; \Xi_{0}\right)=\inf \left\{\tau \in \mathbb{R} \mid Q^{n}\left(\Xi_{0}\right) \leq \hat{\Xi}(\tau)\right\}
\end{aligned}
$$

From Lemma 4.1 and the strong monotonicity of $Q$ we know that $\tau_{-}\left(n ; \Xi_{0}\right)$ is strictly increasing, $\tau_{+}\left(n ; \Xi_{0}\right)$ is strictly decreasing with respect to $n$, and $\tau_{-}\left(n ; \Xi_{0}\right) \leq \tau_{+}\left(n ; \Xi_{0}\right)$. Moreover, $\tau_{ \pm}\left(n ; \Xi_{0}\right)$ are continuous with respect to $\Xi_{0}$. If $\tau_{-}\left(0 ; \Xi_{0}\right)=\tau_{+}\left(0 ; \Xi_{0}\right)=\tau$, then $\Xi_{0}=\hat{\Xi}(\tau)$ and $\Xi_{0}(t)=\hat{\Xi}(t+\tau), t \in \mathbb{R}$, where $\Xi_{0}(t)$ is a solution of (3.2) with initial value $\Xi_{0}$ at $t=0$. If $\tau_{-}\left(0 ; \Xi_{0}\right)<\tau_{+}\left(0 ; \Xi_{0}\right)$, let

$$
\tau_{-}^{\infty}=\sup _{n \geq 0}\left\{\tau_{-}\left(n ; \Xi_{0}\right)\right\}, \quad \tau_{+}^{\infty}=\inf _{n \geq 0}\left\{\tau_{+}\left(n ; \Xi_{0}\right)\right\}
$$

Then $\tau_{-}^{\infty} \leq \tau_{+}^{\infty}$. If $\tau_{-}^{\infty}<\tau_{+}^{\infty}$, denote a limit point of $\left\{Q^{n} \Xi_{0}\right\}$ by $\tilde{\Xi}_{0}$. Then $\tau_{ \pm}\left(0 ; \tilde{\Xi}_{0}\right)=$ $\tau_{ \pm}^{\infty}$, and

$$
\tau_{-}^{\infty}=\tau_{-}\left(0 ; \tilde{\Xi}_{0}\right)<\tau_{-}\left(1 ; \tilde{\Xi}_{0}\right) \leq \tau_{+}\left(1 ; \tilde{\Xi}_{0}\right)<\tau_{+}\left(0 ; \tilde{\Xi}_{0}\right)=\tau_{+}^{\infty}
$$

Take $k$ large enough such that $Q^{k}\left(\Xi_{0}\right)$ is sufficiently close to $\tilde{\Xi}_{0}$. Then we have

$$
\tau_{-}^{\infty}<\tau_{-}\left(1 ; Q^{k} \Xi_{0}\right) \leq \tau_{+}\left(1 ; Q^{k} \Xi_{0}\right)<\tau_{+}^{\infty}
$$

i.e.,

$$
\tau_{-}^{\infty}<\tau_{-}\left(k+1 ; \Xi_{0}\right) \leq \tau_{+}\left(k+1 ; \Xi_{0}\right)<\tau_{+}^{\infty}
$$

implying a contradiction. Consequently, $\tau_{-}^{\infty}=\tau_{+}^{\infty} \triangleq \tau$. We deduce that $\mid \Xi_{0}(n m T)-$ $\hat{\Xi}(n m T+\tau) \mid \rightarrow 0$ as $n \rightarrow+\infty$, leading to the conclusion $\left|\Xi_{0}(t)-\hat{\Xi}(t+\tau)\right| \rightarrow 0$ as $t \rightarrow+\infty$.

Appendix. Proof of Lemma 3.1. Since $u_{j}(t)$ in the right-hand side of (3.6) depends upon the external driving force $F$, so does the solution $w(t)$ of (3.6). If $w(0)=1$, then since $\left.\dot{w}\right|_{w=1}=-\Gamma<0$, it is easy to check that $w(t)<1$ for $t>0$. Now we assume that $w(0)=-1$. First we show by contradiction that $1-\frac{\Gamma^{2}}{4 K}<w(t)<1$ for $t \in\left[0, T_{0}\right]$ if $F$ is large enough.

Assume that there exists $\hat{t} \in\left[0, T_{0}\right]$ such that $w(\hat{t}) \leq 1-\frac{\Gamma^{2}}{4 K}<-1$. Taking

$$
t_{1}=\inf \left\{t \mid t \in(0, \hat{t}], w(t)=1-\Gamma^{2} /(4 K)\right\} \quad \text { and } \quad t_{0}=\sup \left\{t \mid t \in\left[0, t_{1}\right), w(t)=-1\right\}
$$

yields that $w(t) \in\left[1-\frac{\Gamma^{2}}{4 K},-1\right]$ for $t \in\left[t_{0}, t_{1}\right]$. Note that the function $f(x)=-\Gamma^{2} x-$ $2 K(1-x)^{2}$ is positive on the interval $\left[1-\frac{\Gamma^{2}}{4 K},-1\right]$. It follows that

$$
\begin{aligned}
w\left(t_{1}\right) & =w\left(t_{0}\right)+\int_{t_{0}}^{t_{1}} \frac{1}{\Gamma}\left[-\Gamma^{2} w(t)-2 K(1-w(t))^{2}-\cos u_{j}(t)(1-w(t))^{2}\right] d t \\
& >-1-\frac{1}{\Gamma}\left|\int_{t_{0}}^{t_{1}} \cos u_{j}(t)(1-w(t))^{2} d t\right|
\end{aligned}
$$

Note also that

$$
\begin{aligned}
& \int_{t_{0}}^{t_{1}} \cos u_{j}(t)(1-w(t))^{2} d t=\int_{t_{0}}^{t_{1}}(1-w(t))^{2} d\left(\int_{t_{0}}^{t} \cos u_{j}(\tau) d \tau\right) \\
= & \left.(1-w(t))^{2} \int_{t_{0}}^{t} \cos u_{j}(\tau) d \tau\right|_{t_{0}} ^{t_{1}}+2 \int_{t_{0}}^{t_{1}}\left[\int_{t_{0}}^{t} \cos u_{j}(\tau) d \tau\right](1-w(t)) \dot{w}(t) d t
\end{aligned}
$$

Since $\left[t_{0}, t_{1}\right] \in\left[0, T_{0}\right]$, we deduce from Lemma 2.4 that

$$
\begin{equation*}
\left|(1-w(t))^{2} \int_{t_{0}}^{t} \cos u_{j}(\tau) d \tau\right|_{t_{0}}^{t_{1}} \mid \leq c\left(\Gamma^{2} / 4 K\right)^{2} \tag{A.1}
\end{equation*}
$$

From the fact

$$
\max _{x \in\left[1-\frac{\Gamma^{2}}{4 K},-1\right]} f(x)=\Gamma^{2}\left(\frac{\Gamma^{2}}{8 K}-1\right)
$$

it follows that for $t \in\left[t_{0}, t_{1}\right]$,

$$
\begin{aligned}
|\dot{w}| & =\frac{1}{\Gamma}\left|-\Gamma^{2} w-2 K(1-w)^{2}-\cos u_{j}(1-w)^{2}\right| \\
& \leq \frac{1}{\Gamma}\left|-\Gamma^{2} w-2 K(1-w)^{2}\right|+\frac{1}{\Gamma}\left|\cos u_{j}(1-w)^{2}\right| \\
& \leq \Gamma\left(\frac{\Gamma^{2}}{8 K}-1\right)+\frac{1}{\Gamma}\left(\frac{\Gamma^{2}}{4 K}\right)^{2}
\end{aligned}
$$

and hence

$$
\begin{align*}
& \left|\int_{t_{0}}^{t_{1}}\left[\int_{t_{0}}^{t} \cos u_{j}(\tau) d \tau\right](1-w(t)) \dot{w}(t) d t\right| \\
\leq & \sup _{t \in\left[t_{0}, t_{1}\right]}\left\{|1-w(t)| \cdot|\dot{w}(t)| \cdot\left|\int_{t_{0}}^{t} \cos u_{j}(\tau) d \tau\right|\right\} \cdot\left(t_{1}-t_{0}\right) \\
\leq & \frac{c T_{0} \Gamma^{2}}{4 K}\left[\Gamma\left(\frac{\Gamma^{2}}{8 K}-1\right)+\frac{1}{\Gamma}\left(\frac{\Gamma^{2}}{4 K}\right)^{2}\right] \tag{A.2}
\end{align*}
$$

Combining (A.1) and (A.2) yields

$$
\begin{align*}
& \frac{1}{\Gamma}\left|\int_{t_{0}}^{t_{1}} \cos u_{j}(t)(1-w(t))^{2} d t\right| \\
< & \frac{c}{\Gamma}\left(\frac{\Gamma^{2}}{4 K}\right)^{2}+\frac{c T_{0} \Gamma}{2 K}\left[\Gamma\left(\frac{\Gamma^{2}}{8 K}-1\right)+\frac{1}{\Gamma}\left(\frac{\Gamma^{2}}{4 K}\right)^{2}\right]=c \Delta \tag{A.3}
\end{align*}
$$

where

$$
\Delta=\frac{1}{\Gamma}\left(\frac{\Gamma^{2}}{4 K}\right)^{2}+\frac{T_{0}}{2 K}\left[\Gamma^{2}\left(\frac{\Gamma^{2}}{8 K}-1\right)+\left(\frac{\Gamma^{2}}{4 K}\right)^{2}\right]
$$

From (2.6) and (2.7) it follows that $c \rightarrow 0$ as $F \rightarrow+\infty$. Choosing $F$ large enough, we have $c \Delta<\frac{\Gamma^{2}}{4 K}-2$ and hence a contradiction with $w\left(t_{1}\right)=1-\frac{\Gamma^{2}}{4 K}$. Consequently, there exists $F_{2} \geq F_{1}$ such that $1-\frac{\Gamma^{2}}{4 K}<w(t)<1$ for $t \in\left[0, T_{0}\right]$ if $F \geq F_{2}$.

Now we construct a first order equation

$$
\dot{s}=\Gamma^{-1}\left[-\Gamma^{2} s-2 K(1-s)^{2}\right]
$$

It is easy to check by the assumption $\Gamma>2 \sqrt{2 K}$ that $s(t) \in(-1,1)$ for $t>0$ if $s(0) \in[-1,1]$. Assume that $s(0)=w(0)=-1$. Then for $t \in\left[0, T_{0}\right]$ it follows that

$$
\begin{aligned}
|w(t)-s(t)| \leq & \frac{1}{\Gamma}\left|\int_{0}^{t}\left(2 K(w(\tau)+s(\tau)-2)+\Gamma^{2}\right)(w(\tau)-s(\tau)) d \tau\right| \\
& +\frac{1}{\Gamma}\left|\int_{0}^{t} \cos u_{j}(\tau)(1-w(\tau))^{2} d \tau\right|
\end{aligned}
$$

Since $s(t) \in(-1,1)$ and $1-\frac{\Gamma^{2}}{4 K}<w(t)<1$ for $t \in\left(0, T_{0}\right]$, then we have

$$
\begin{equation*}
\left|\int_{0}^{t}\left(2 K(w(\tau)+s(\tau)-2)+\Gamma^{2}\right)(w(\tau)-s(\tau)) d \tau\right| \leq \int_{0}^{t} \Gamma^{2}|w(\tau)-s(\tau)| d \tau \tag{A.4}
\end{equation*}
$$

and hence by (A.3) and (A.4),

$$
|w(t)-s(t)| \leq \int_{0}^{t} \Gamma|w(\tau)-s(\tau)| d \tau+c \Delta
$$

The Gronwall inequality implies that

$$
|w(t)-s(t)| \leq c \Delta e^{\Gamma t} \leq c \Delta e^{\Gamma T_{0}}, \quad t \in\left[0, T_{0}\right]
$$

As a consequence, there exists $F_{3} \geq F_{1}$, such that if $F \geq F_{3}$, then

$$
c \Delta e^{\Gamma T_{0}}<s\left(T_{0} / 2\right)+1
$$

and hence $w(t)>-1$ for $t \in\left[T_{0} / 2, T_{0}\right]$. Meanwhile, since $w\left(T_{0}\right)>-1$, then it follows that $1-\Gamma^{2} /(4 K)<w(t)<1$ for $t \in\left[T_{0}, 2 T_{0}\right]$ if $F \geq F_{2}$, and thus $1-\Gamma^{2} /(4 K)<$ $w(t)<1$ for all $t>0$. The proof is completed by taking $F_{0}=\max \left\{F_{2}, F_{3}\right\}$.

We should mention here that the above proof was highly inspired by Levi's idea on dealing with a single oscillator [10].
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#### Abstract

A stochastic model for the lay-down of fibers on a conveyor belt in the production process of nonwovens is investigated. In particular, convergence of the stochastic process to the stationary solution is proven and estimates on the speed of convergence are given. Numerical results and examples are presented and compared with the analytical estimates on the speed of convergence.
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1. Introduction. The understanding of the forms generated by the lay-down of flexible fibers onto a moving conveyor belt is of great interest in the production process of nonwovens that find their applications, e.g., in composite materials (filters), textiles, and the hygiene industry. In the melt-spinning process of nonwoven materials, hundreds of individual endless fibers obtained by the continuous extrusion of a melted polymer are stretched and entangled by highly turbulent air flows to finally form a web on the conveyor belt. The quality of this web and the resulting nonwoven material-in terms of homogeneity and load capacity-depends essentially on the dynamics and the deposition of the fibers.

For the description of the interaction between fibers and turbulent flow a stochastic force model is derived and analyzed in [MW06]. Applying this concept, the fiber fabric can in principle be numerically generated and its quality investigated. However, these or similar simulations usually lead to excessively large computation times, when all physical details of the production process are considered. Thus, simplified models for the lay-down process are needed. In particular, this is true for optimization and control procedures where many different simulations are needed. In [GKM +07 ] a new simplified stochastic model for the fiber lay-down process, i.e., for the generation of a fiber web on a conveyor belt, has been presented. The process, which takes into account the fiber motion under the influence of turbulence, is described by a stochastic differential system; see section 2 .

The solution of the associated Fokker-Planck equation gives the density of the stochastic process. An important criterion for the quality of the web and the resulting nonwoven material is how it converges to equilibrium. In particular, the speed of convergence to the stationary solution is important. The faster this convergence is, the more uniform the produced textile will be. This means that process parameters should be adjusted such that the speed of convergence to equilibrium is optimal.

The trend to equilibrium for Fokker-Planck-type equations has been investigated in many papers. In [AMTU01] a unified presentation of entropy methods for
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Fig. 1. Fiber scenario on the conveyor belt.
nondegenerate linear and nonlinear Fokker-Planck-type equations is given. In [DV01] the linear kinetic Fokker-Planck equation is discussed. In this case the degeneracy of the diffusion operator is similar to the present case. A more general theory for degenerate linear and nonlinear problems has been developed in [Vil06]. A more detailed discussion of these methods with respect to the present problem is given in the next section.

As in the above-mentioned papers, the purpose of the present paper is to investigate analytically the convergence to equilibrium. In particular, we aim at obtaining explicit estimates on the rate of convergence. However, instead of using entropy methods we use here Dirichlet form and operator semigroup techniques.

The paper is organized as follows. In section 2 we present the stochastic model for the fiber dynamics. Furthermore, we relate our convergence result for the solution of the stochastic differential equation with the convergence of the solution of the associated Fokker-Planck equation and outline our strategy for proving ergodicity. In section 3 we prove existence results for the stochastic process as well as several other properties of the process which are important for our analysis. Section 4 investigates several properties of an associated nondegenerate Ornstein-Uhlenbeck-type process. Section 5 proves the ergodicity of the original process and gives explicit bounds on the rates to convergence. Section 6 is devoted to some numerical results comparing the analytical rates of convergence with the numerical ones.
2. The stochastic model for the fiber lay-down process and its associated Fokker-Planck equation. Focusing on a single slender elastic inextensible fiber in a lay-down process, the fiber on the nonmoving conveyor belt can be described by an arc-length parameterized curve $\xi: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}^{2}$, as visualized in Figure 1.

Due to its inextensibility, $\left\|\partial_{t} \xi\right\|=1$ holds. The web-forming is modeled as

$$
\begin{aligned}
\partial_{t} \xi & =\tau(\alpha) \\
\partial_{t} \alpha & =-\nabla \phi(\xi) \cdot \tau^{\perp}(\alpha)
\end{aligned}
$$

where $\tau(\alpha)=(\cos \alpha, \sin \alpha)^{T}$ denotes the normalized tangent on the fiber. Since a curved fiber tends back to its starting point, the change of the angle $\alpha$ is assumed to be proportional to $\nabla \phi(\xi) \cdot \tau^{\perp}(\alpha)$ with $\tau^{\perp}(\alpha)=(-\sin \alpha, \cos \alpha)^{T}$. The potential of this drive is prescribed by a function $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with the generic example $\phi(\xi)=\|\xi\|^{2} / 2$. In general, the potential depends on the physical process and needs to be adapted to the experimental parameters.

Considering a turbulent flow in the deposition region of the fiber close to the conveyor belt, the fiber lay-down is additionally affected by a stochastic force that can be modeled by a Wiener process $B_{t}$ in $\mathbb{R}$ with amplitude $\sigma$.

The resulting stochastic differential system reads

$$
\begin{align*}
\mathrm{d} \xi_{t} & =\tau\left(\alpha_{t}\right) \mathrm{d} t  \tag{2.1}\\
\mathrm{~d} \alpha_{t} & =-\nabla \phi\left(\xi_{t}\right) \cdot \tau^{\perp}\left(\alpha_{t}\right) \mathrm{d} t+\sigma \mathrm{d} B_{t} \tag{2.2}
\end{align*}
$$

where the conservation of length $\left\|\partial_{t} \xi\right\|=1$ is still valid. For details on the mathematical modeling of the process we refer to $[\mathrm{GKM}+07]$. An illustration of the pathwise behavior of the process for different $\sigma$ and $\phi(\xi)=\|\xi\|^{2} / 2$ is displayed in Figure 2, where the paths of Monte Carlo simulations for different $\sigma$ are shown. The slow convergence to equilibrium is clearly seen for small and large values of $\sigma$.

The density of the above stochastic process can be found by solving the associated Fokker-Planck equation:

$$
\begin{equation*}
\partial_{t} u+\cos (\alpha) \partial_{\xi^{1}} u+\sin (\alpha) \partial_{\xi^{2}} u-\partial_{\alpha}\left(\nabla \phi(\xi)\binom{-\sin (\alpha)}{\cos (\alpha)} u\right)=\frac{\sigma^{2}}{2} \partial_{\alpha}^{2} u \tag{2.3}
\end{equation*}
$$

A stationary solution of (2.3) is the function

$$
(\xi, \alpha) \mapsto m(\xi):=\frac{1}{N} \exp (-\phi(\xi)), \quad N>0
$$

For $\phi(\xi)=\|\xi\|^{2} / 2$ we obtain the standard Gaussian as stationary distribution. By $\mu$ we denote the measure on $E=\mathbb{R}^{2} \times[0,2 \pi]$ having density $m$ with respect to (w.r.t.) the Lebesgue measure. Except for sections 3 and 4 we consider only potentials $\phi$ such that $m$ is integrable and choose $N$ as a normalizing constant to obtain a probability measure $\mu$. In the following sections we are concerned with the approach to equilibrium of the stochastic process (2.1) or the convergence to the stationary solution of (2.3), respectively.

Remark 2.1. A formal argument for convergence to equilibrium of the solution of (2.3) is given by the following computations; cf. [DV01]. Define the relative entropy

$$
H(u / m)=\int_{\mathbb{R}^{2}} \int_{0}^{2 \pi} u \log \left(\frac{u}{m}\right) d \alpha d \xi
$$

An easy computation gives

$$
\partial_{t} H(u / m)=-\int_{\mathbb{R}^{2}} \int_{0}^{2 \pi} u\left(\partial_{\alpha} \log \left(\frac{u}{m}\right)\right)^{2} d \alpha d \xi
$$

This vanishes if and only if

$$
u=\rho(t, \xi) m(\xi)
$$

That means $u$ converges formally to a local equilibrium. Plugging $u=\rho(t, \xi) m(\xi)$ into the evolution equation, one obtains

$$
m \partial_{t} \rho+\cos (\alpha)\left(\partial_{\xi^{1}}(\rho m)+\rho m \partial_{\xi^{1}} \phi\right)+\sin (\alpha)\left(\partial_{\xi^{2}}(\rho m)+\rho m \partial_{\xi^{2}} \phi\right)=0
$$

or

$$
\partial_{t} \rho=0, \quad \partial_{\xi^{1}} \rho=0, \quad \partial_{\xi^{2}} \rho=0
$$

This means $u=m(\xi)$, i.e., convergence to global equilibrium.


FIG. 2. Representative path behavior for balanced ( $\sigma=1$ ) as well as deterministic ( $\sigma<1$ ) and stochastic ( $\sigma>1$ ) dominated $(\xi, \alpha)$-systems.

In [Vil06] the arguments described in the above remark were rigorously justified for similar equations. To apply these methods in the context of the present paper among other conditions, the existence of proper Liapunov functions would be necessary. Their existence is another open problem. In the following we choose a different route and consider the stochastic differential equation (2.1) directly.

In section 3 we construct a diffusion process solving (2.1) and having $\mu$ as an invariant measure. The law of this process we denote by $\mathbf{P}_{\mu}$. Then in section 5 we prove that this diffusion is ergodic with rate of convergence

$$
\begin{align*}
& \text { (2.4) }\left\|\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s-\mathbf{E}_{\mu}[f]\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)}  \tag{2.4}\\
& \leq \frac{1}{c^{1 / 2}}\left(\frac{2}{t}+\frac{1}{t^{1 / 2}}\left(\frac{A(C) c^{1 / 2}+B(C) c^{-1 / 2}}{\sigma}+\left(1+2^{-1 / 2}\right) \sigma\right)\right)\left\|f-\mathbf{E}_{\mu}[f]\right\|_{L^{2}(\mu)}, \quad t>0
\end{align*}
$$

see Theorem 5.3 for details. The convergence in (2.4) implies mean ergodicity of the corresponding semigroup $\left(T_{t}\right)_{t \geq 0}$, i.e.,

$$
\begin{equation*}
\left\|\frac{1}{t} \int_{0}^{t} T_{s} f d s-\mathbf{E}_{\mu}[f]\right\|_{L^{2}(\mu)} \tag{2.5}
\end{equation*}
$$

$$
\leq \frac{1}{c^{1 / 2}}\left(\frac{2}{t}+\frac{1}{t^{1 / 2}}\left(\frac{A(C) c^{1 / 2}+B(C) c^{-1 / 2}}{\sigma}+\left(1+2^{-1 / 2}\right) \sigma\right)\right)\left\|f-\mathbf{E}_{\mu}[f]\right\|_{L^{2}(\mu)}, \quad t>0
$$

In the case of an analytic semigroup from (2.5) we even could conclude strongly mixing, i.e.,

$$
\lim _{t \rightarrow \infty}\left\|T_{t} f-\mathbf{E}_{\mu}[f]\right\|_{L^{2}(\mu)}=0
$$

see, e.g., [Gol85, Exer. 8.24.17]. In our case, however, the corresponding generator

$$
\begin{equation*}
L=S+A, \quad S=\frac{\sigma^{2}}{2} \partial_{\alpha}^{2}, \quad A=\cos (\alpha) \partial_{\xi^{1}}+\sin (\alpha) \partial_{\xi^{2}}-\nabla \phi(\xi) \cdot \tau^{\perp}(\alpha) \partial_{\alpha} \tag{2.6}
\end{equation*}
$$

is nonsectorial. Hence, $\left(T_{t}\right)_{t \geq 0}$ cannot be the restriction of an analytic semigroup; see, e.g., [Gol85, Thm. 5.9].

However, since the adjoint to $L$ w.r.t. the scalar product in $L^{2}(\mu)$ is given by $L^{*}=S-A$, then also for the adjoint process and semigroup we have ergodicity with the same rate of convergence.

Now, strong mixing of $\left(T_{t}^{*}\right)_{t \geq 0}$ would imply $L^{1}$-convergence of the solution $u$ of the associated Fokker-Planck equation (2.3) with normalized nonnegative initial distribution $u(0)=f$, because

$$
\|u(t)-m\|_{L^{1}(d x)}=\left\|\frac{u(t)}{m}-1\right\|_{L^{1}(\mu)}=\left\|T_{t}^{*} f-1\right\|_{L^{1}(\mu)} \leq\left\|T_{t}^{*} f-1\right\|_{L^{2}(\mu)}
$$

Although $(L, D(L))$ is nonsectorial, we are convinced that for $C^{\infty}$-potentials $\phi$ we have strong mixing by another reasoning not worked out rigorously in the present paper. Since the generator $(L, D(L))$ is hypoelliptic in the sense of Hörmander, it is not too hard to show that $\left(T_{t}\right)_{t \geq 0}$ is strong Feller. Showing that $\left(T_{t}\right)_{t \geq 0}$ additionally is irreducible, strong mixing then follows from Doob's theorem; see, e.g., [DPZ96, Prop. 4.1.1, Thm. 4.2.1]. But here we would like to stress that this does not give an explicit rate of convergence. Moreover, our approach also applies to $C^{3}$-potentials $\phi$.

That $\left(\left(T_{t}\right)_{t \geq 0}\right)$ is weak mixing, i.e.,

$$
\lim _{t \rightarrow \infty, t \in I}\left\|T_{t} f-\mathbf{E}_{\mu}[f]\right\|_{L^{2}(\mu)}=0
$$

where $I \subset \mathbb{R}_{0}^{+}$has relative measure 1, follows from weaker spectral properties of $(L, D(L))$ than those giving rise to a corresponding analytic semigroup. Sufficient for $\left(T_{t}\right)_{t \geq 0}$ being weak mixing is the following condition:

Let $f \in L^{2}(\mu ; \mathbb{C})$ and $\lambda \in \mathbb{R}$. If

$$
\begin{equation*}
T_{t} f=\exp (i \lambda t) f \quad \text { for all } \quad t \geq 0 \tag{2.7}
\end{equation*}
$$

then $\lambda=0$ and $f$ is constant; see, e.g., [DPZ96, Thm. 3.4.1]. Here of course we have to consider the corresponding complexified spaces.

The condition in (2.7) implies that $f \in D(L)$ is an eigenvector to the eigenvalue $i \lambda, \lambda \in \mathbb{R}$. If $f$ is now sufficiently smooth, such that we can apply the operators $S$ and $A$ from (2.6) separately, then this condition easily can be verified ( $S$ is a symmetric and $A$ an antisymmetric operator in $\left.L^{2}(\mu)\right)$. Hence it is left to show that eigenvectors to $(L, D(L))$ are sufficiently smooth. This is not clear a priori, since $S$ is degenerated. But $L=S+A$ is of Hörmander form such that we expect to obtain hypoelliptic estimates.

The interplay of $S$ and $A$ is very crucial for our proof of ergodicity. Only the operator $S$ without $A$ would not give ergodic behavior. The idea is to project onto the orthogonal complement of the kernel of $(S, D(S))$. On this subspace $(S, D(S))$ has a bounded inverse. On the kernel of $(S, D(S))$ in turn, $L$ can be associated with a nondegenerated, self-adjoint operator $(G, D(G))$ in $L^{2}(\gamma)$, where $\gamma$ is the marginal measure of $\mu$ on $\mathbb{R}^{2}$. Assuming that the Dirichlet form corresponding to ( $G, D(G)$ ) fulfills a Poincaré inequality, finally ergodicity can be shown. Such ideas have been used before in, e.g., [OT03] in the context of scaling limit for interacting particles systems.

Crucial for the rate of convergence is Lemma 4.1. There Kato perturbation techniques and a ground state transform are used to show that the functions $h=$ $\nabla_{\xi} g \cdot \tau, g \in D(G)$, are in $D(L)$. These functions are our "key functions" for relating $(L, D(L))$ with $(G, D(G))$; see the proof of Theorem 5.3. The explicit estimates obtained in the proof of Lemma 4.1 finally provide us with the constants for our rate of convergence (2.4).
3. Stochastic differential equation and its solution. We are considering the following stochastic differential equation in $E:=\mathbb{R}^{2} \times[0,2 \pi]$ :

$$
\begin{align*}
d \xi_{t} & =\tau\left(\alpha_{t}\right) d t \\
d \alpha_{t} & =-\nabla \phi\left(\xi_{t}\right) \cdot \tau^{\perp}\left(\alpha_{t}\right) d t+\sigma d B_{t}, \quad \sigma>0, \quad t \geq 0 \tag{3.1}
\end{align*}
$$

Using Itô's formula we find the generator of the corresponding Markov process:

$$
L=S+A, \quad S=\frac{\sigma^{2}}{2} \partial_{\alpha}^{2}, \quad A=\cos (\alpha) \partial_{\xi^{1}}+\sin (\alpha) \partial_{\xi^{2}}-\nabla \phi(\xi) \cdot \tau^{\perp}(\alpha) \partial_{\alpha}
$$

Set

$$
D:=C_{0, \mathrm{pb}}^{\infty}(E):=\left\{\left.f\right|_{E} \mid f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), f(\xi, 0)=f(\xi, 2 \pi) \text { for all } \xi \in \mathbb{R}^{2}\right.
$$ and the same holds for all derivatives of $f\}$,

where $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ denotes the set of compactly supported, infinitely differentiable functions on $\mathbb{R}^{3} .(S, D)$ is symmetric and $(A, D)$ is antisymmetric w.r.t. the scalar product in $L^{2}(\mu)$, where $\mu$ is the measure on $E$ having density $m$ w.r.t. the Lebesgue measure.

In the following theorem $H^{1, \infty}\left(\mathbb{R}^{2}\right)$ denotes the Sobolev space of weakly differentiable functions on $\mathbb{R}^{2}$, which are essentially bounded together with their derivative. The adjoint operator $\left(L^{*}, D\left(L^{*}\right)\right)$ to $(L, D)$ obviously is a closed extension of $(S-A, D)$.

Lemma 3.1. Let $\phi \in H^{1, \infty}\left(\mathbb{R}^{2}\right)$. Then $(L, D)$ and $\left(\left.L^{*}\right|_{D}, D\right)$ are essentially $m$ dissipative Dirichlet operators in $L^{2}(\mu)$. In particular, $\left(L^{*}, D\left(L^{*}\right)\right)$ is the m-dissipative extension of $\left(\left.L^{*}\right|_{D}, D\right)$. The m-dissipative extension (closure) of $(L, D)$ we denote by $(L, D(L))$.

Proof. Since $(S, D)$ is dissipative and $(A, D)$ is antisymmetric, obviously

$$
(L f, f)_{L^{2}(\mu)} \leq 0 \quad \text { for all } \quad f \in D
$$

i.e., $(L, D)$ is dissipative. Moreover, as in, e.g., [CG08a] one can show that

$$
\left(L f,(f-1)^{+}\right)_{L^{2}(\mu)} \leq 0 \quad \text { for all } \quad f \in D
$$

i.e., $(L, D)$ is a Dirichlet operator (here $g^{+}:=(|g|+g) / 2$ for a mapping $\left.g: E \rightarrow \mathbb{R}\right)$. Analogously one obtains that $\left(\left.L^{*}\right|_{D}, D\right)$ is also a dissipative Dirichlet operator in $L^{2}(\mu)$. Hence it is left to show that $D$ is a core for the $m$-dissipative extensions of $(L, D)$ and $\left(\left.L^{*}\right|_{D}, D\right)$.

First we consider the case $\phi=0$. Then we have

$$
L f=S f+\cos (\alpha) \partial_{\xi^{1}} f+\sin (\alpha) \partial_{\xi^{2}} f, \quad f \in D .
$$

In the following we show that in this case $L$ is essentially $m$-dissipative on

$$
F:=S\left(\mathbb{R}^{2}\right) \times C_{\mathrm{pb}}^{\infty}([0,2 \pi]),
$$

where $S\left(\mathbb{R}^{2}\right)$ denotes the space of infinitely differentiable, more than polynomial decreasing functions on $\mathbb{R}^{2}$. Since $D \subset F$ is dense in graph norm, this implies that $(L, D)$ is essentially $m$-dissipative.

Consider the complexified setting, i.e., the corresponding spaces

$$
F_{\mathbb{C}}:=S\left(\mathbb{R}^{2} ; \mathbb{C}\right) \times C_{\mathrm{pb}}^{\infty}([0,2 \pi] ; \mathbb{C}) \subset L^{2}(\mu ; \mathbb{C})
$$

of complex valued functions, and let $L$ act componentwise. Then we apply the Fourier transform $\mathcal{F}$ in the first variable and obtain the corresponding operator

$$
\hat{L}:=\mathcal{F} L \mathcal{F}^{-1}=S f+i \cos (\alpha) \xi_{1}+i \sin (\alpha) \xi_{2}
$$

Recall that $\mathcal{F}: F_{\mathbb{C}} \rightarrow F_{\mathbb{C}}$ is a continuous isomorphism and $\mathcal{F}: L^{2}(\mu ; \mathbb{C}) \rightarrow L^{2}(\mu ; \mathbb{C})$ is a unitary isomorphism. Furthermore, by an elementary consideration one shows that $F_{\mathbb{C}}$ is a core for the $m$-dissipative extension of $\left(\hat{L}, F_{\mathbb{C}}\right)$. Hence, $L$ is essentially $m$-dissipative on $F$.

Finally the case $\phi \in H^{1, \infty}\left(\mathbb{R}^{2}\right)$ follows by a standard Kato perturbation technique. The adjoint operator can be treated analogously.

Since $(L, D(L))$ is $m$-dissipative, it generates a semigroup of contractions $\left(T_{t}\right)_{t \geq 0}$. Let $\left(T_{t}^{*}\right)_{t \geq 0}$ denote the dual semigroup. It is well known that its generator is $\left(\bar{L}^{*}\right.$, $\left.D\left(L^{*}\right)\right)$. The corresponding stochastic process we can construct as a diffusion process
(i.e., Markov process with continuous sample path) only on the manifold $\mathbb{R}^{2} \times S^{1}$ which is naturally associated with $E$. Here $S^{1}$ denotes the unit circle. Since the measure $\mu$ and above function spaces naturally can be lifted on $\mathbb{R}^{2} \times S^{1}$, in what follows we simply identify

$$
E=\mathbb{R}^{2} \times S^{1}
$$

By $\gamma$ we denote the marginal measure of $\mu$ on $\mathbb{R}^{2}$.
THEOREM 3.2. Let $m$ be bounded and continuous, $m>0$ almost everywhere w.r.t. the Lebesgue measure on $\mathbb{R}^{2}$, and $\phi$ weakly differentiable on $\{m>0\}$ with $\nabla \phi \in L^{2}(\gamma)$. Furthermore, let $\nabla \phi$ be bounded on the sets $\{\phi \leq K\}$ for all $K \in \mathbb{R}$. Then for any probability measure $\nu$ which is absolutely continuous and has a bounded density w.r.t. $\mu$ there exists a Markov process $\left(C([0, \infty) ; E), \mathcal{B},\left(\mathbf{F}_{t}\right)_{t \geq 0},\left(\mathbf{X}_{t}\right)_{t \geq 0}, \mathbf{P}_{\nu}\right)$ having the following properties:
(i) The initial distribution of the process is given by $\nu$. If $\mu$ is a probability measure, then it is an invariant measure for the process.
(ii) Finite-dimensional distributions of $\mathbf{P}_{\nu}$ are given in terms of a contraction semigroup $\left(T_{t}\right)_{t \geq 0}$ having as generator $(L, D(L))$ an m-dissipative extension of $(L, D)$. This determines the law $\mathbf{P}_{\nu}$ uniquely.
(iii) The process solves (3.1) in the sense of the corresponding martingale problem, i.e., for all $f \in D$,

$$
\mathbf{M}(f)_{t}=f\left(\mathbf{X}_{t}\right)-f\left(\mathbf{X}_{0}\right)-\int_{0}^{t} L f\left(\mathbf{X}_{s}\right) d s, \quad t \geq 0
$$

is an $\mathbf{F}_{t}$-martingale under $\mathbf{P}_{\nu}$.
Analogous statements hold for the adjoint operators. The associated stochastic process $\left(C([0, \infty) ; E), \mathcal{B},\left(\mathbf{F}_{t}\right)_{t \geq 0},\left(\mathbf{X}_{t}\right)_{t \geq 0}, \mathbf{P}_{\nu}^{*}\right)$ is called the adjoint process.

Proof. First we consider $\bar{\phi} \in H^{1, \infty}\left(\mathbb{R}^{2}\right)$. Then from Lemma 3.1 we can conclude that $(L, D(L))$ is an $m$-dissipative Dirichlet operator with core $D$. Hence $(L, D(L))$ generates a quasi-regular, generalized Dirichlet form and therefore has an associated Markov process; see [Sta99].

For a general $\phi$ a corresponding stochastic process can be constructed as in [CG08b, sec. 2.3] by an approximation via Markov process associated to potentials from $H^{1, \infty}\left(\mathbb{R}^{2}\right)$.

Then as in [CG08b] and [CG08a], respectively, one can show that it is a diffusion with the properties (i)-(iii).

Remark 3.3. (i) For $\phi \in H^{1, \infty}\left(\mathbb{R}^{2}\right)$ one can obtain much stronger existence results, as shown in [CG08a], where the concepts of generalized Dirichlet forms were applied to a similar problem.
(ii) The process $\left(\mathbf{X}_{t}\right)_{t \geq 0}$ in Theorem 3.2 is the coordinate process, i.e., $X_{t}(\omega)=$ $\omega(t), t \geq 0, \omega \in C([0, \infty) ; E), \mathcal{B}$ is the Borel $\sigma$-algebra, and $\left(\mathbf{F}_{t}\right)_{t \geq 0}$ is the corresponding natural filtration.

Corollary 3.4. Let the assumptions of Theorem 3.2 hold and let $\mu$ be a probability measure. Then

$$
\begin{equation*}
\mathbf{M}(f)_{t}=f\left(\mathbf{X}_{t}\right)-f\left(\mathbf{X}_{0}\right)-\int_{0}^{t} L f\left(\mathbf{X}_{s}\right) d s, \quad t \geq 0 \tag{3.2}
\end{equation*}
$$

is a $\mathbf{F}_{t}$-martingale under $\mathbf{P}_{\mu}$ for all $f$ from $\bar{D}^{L}$, the closure of $D$ w.r.t. the graph norm to $(L, D(L))$. For $f \in \bar{D}^{L}$ the quadratic variation process of $\mathbf{M}(f)_{t}$ is given by

$$
\begin{equation*}
\langle\mathbf{M}(f)\rangle_{t}=\sigma^{2} \int_{0}^{t}\left|\partial_{\alpha} f\right|^{2}\left(\mathbf{X}_{s}\right) d s, \quad t \geq 0 \tag{3.3}
\end{equation*}
$$

The corresponding statement holds for the adjoint process. The corresponding martingale we denote by

$$
\begin{equation*}
\mathbf{M}^{*}(f)_{t}:=f\left(\mathbf{X}_{t}\right)-f\left(\mathbf{X}_{0}\right)-\int_{0}^{t} L^{*} f\left(\mathbf{X}_{s}\right) d s, \quad t \geq 0 \tag{3.4}
\end{equation*}
$$

where $f \in \bar{D}^{L^{*}}$. For $f \in \bar{D}^{L^{*}}$ again we have

$$
\begin{equation*}
\left\langle\mathbf{M}^{*}(f)\right\rangle_{t}=\sigma^{2} \int_{0}^{t}\left|\partial_{\alpha} f\right|^{2}\left(\mathbf{X}_{s}\right) d s, \quad t \geq 0 \tag{3.5}
\end{equation*}
$$

Proof. The enlargement of the class of admissible functions for the martingale problem is obvious. Formulas (3.3) and (3.5) for the corresponding quadratic variation processes can be derived as in [CG08b, sec. 3].
4. Associated nondegenerated generator. In $L^{2}(\gamma)$ we consider the preDirichlet form

$$
\mathcal{E}(f, g)=\frac{1}{2} \int_{\mathbb{R}^{2}} \nabla_{\xi} f \cdot\left(\nabla_{\xi} g\right)^{T} d \gamma, \quad f, g \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)
$$

Its closure $(\mathcal{E}, D(\mathcal{E}))$ has a corresponding self-adjoint generator $(G, D(G))$ which on smooth, compactly supported functions is given by

$$
G f=\frac{1}{2} \Delta_{\xi} f-\frac{1}{2} \nabla_{\xi} \phi \cdot\left(\nabla_{\xi} f\right)^{T}, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)
$$

Lemma 4.1. Let $\phi \in C^{3}\left(\mathbb{R}^{2}\right), \nabla \phi \in L^{2}(\gamma)$, and assume there exist $0<C<\infty$ and $K \subset \mathbb{R}^{2}$ compact such that

$$
\begin{aligned}
\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi(\xi)\right)^{2} & +\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \phi(\xi)\right)^{2} \\
& \leq C\left(\partial_{\xi^{1}} \phi(\xi)\right)^{2}+\left(\partial_{\xi^{2}} \phi(\xi)\right)^{2} \quad \text { for all } \quad i, j, k \in\{1,2\}, \xi \in \mathbb{R}^{2} \backslash K .
\end{aligned}
$$

Then

$$
\nabla_{\xi} f \cdot \tau \in \bar{D}^{L} \subset D(L)
$$

for all $f \in D(G)$.
Proof. First recall that $D(\mathcal{E}) \subset D(G)$; hence $\nabla_{\xi} f \cdot \tau \in L^{2}(\gamma)$ is well-defined. Our assumptions imply that $\left(G, C_{0}^{\infty}\left(\mathbb{R}^{2}\right)\right)$ is essentially self-adjoint; see, e.g., [BKR97, Thm. 7]. Hence there exists a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ in $C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ which converges to $f$ in the graph norm. Moreover

$$
\nabla_{\xi} f_{n} \cdot \tau \in D \subset D(L) \quad \text { for all } \quad n \in \mathbb{N}
$$

Obviously, $\left(\nabla_{\xi} f_{n} \cdot \tau\right)_{n \in \mathbb{N}}$ converges to $\nabla_{\xi} f \cdot \tau$ in $L^{2}(\mu)$. Hence it is sufficient to show that $\left(L\left(\nabla_{\xi} f_{n} \cdot \tau\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $L^{2}(\mu)$.

We fix $g \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$. Then

$$
\begin{align*}
& \left\|L\left(\nabla_{\xi} g \cdot \tau\right)\right\|_{L^{2}(\mu)}^{2}=\int_{\mathbb{R}^{2}} \int_{[0,2 \pi]}\left(L\left(\cos (\alpha) \partial_{\xi^{1}} g(\xi)+\sin (\alpha) \partial_{\xi^{2}} g(\xi)\right)\right)^{2} d \alpha d \gamma(\xi)  \tag{4.1}\\
& =\frac{1}{8}\left(\sigma^{4} \mathcal{E}(g, g)+\int_{\mathbb{R}^{2}}\left(\left(2 \partial_{\xi^{1}} \partial_{\xi^{2}}+\partial_{\xi^{1}} \phi(\xi) \partial_{\xi^{2}}+\partial_{\xi^{2}} \phi(\xi) \partial_{\xi^{1}}\right) g(\xi)\right)^{2}\right. \\
& \quad+3\left(\left(\partial_{\xi^{1}}^{2}-\partial_{\xi^{2}} \phi(\xi) \partial_{\xi^{2}}\right) g(\xi)\right)^{2}+3\left(\left(\partial_{\xi^{2}}^{2}-\partial_{\xi^{1}} \phi(\xi) \partial_{\xi^{1}}\right) g(\xi)\right)^{2} \\
& \left.\quad+2\left(\partial_{\xi^{1}}^{2}-\partial_{\xi^{2}} \phi(\xi) \partial_{\xi^{2}}\right) g(\xi)\left(\partial_{\xi^{2}}^{2}-\partial_{\xi^{1}} \phi(\xi) \partial_{\xi^{1}}\right) g(\xi) d \gamma(\xi)\right) .
\end{align*}
$$

Therefore $\left(L\left(\nabla_{\xi} f_{n} \cdot \tau\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence if the operators

$$
\partial_{\xi^{i}} \partial_{\xi^{j}}, \quad \partial_{\xi^{i}} \phi(\xi) \partial_{\xi^{j}}, \quad i, j \in\{1,2\},
$$

are Kato bounded by $G$ on $C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$.
To show this, it is useful to introduce the operators

$$
G_{i}:=\partial_{\xi^{i}}^{2}-\partial_{\xi^{i}} \phi(\xi) \partial_{\xi^{i}}, \quad i \in\{1,2\} .
$$

A straightforward integration by parts yields the following for $g \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ :

$$
\begin{aligned}
&\left(G_{1} g, G_{1} g\right)_{L^{2}(\gamma)}+\left(G_{2} g, G_{2} g\right)_{L^{2}(\gamma)} \leq C_{1}(G g, G g)_{L^{2}(\gamma)}+C_{2}(g, g)_{L^{2}(\gamma)} \\
&+C_{3} \sum_{i=1}^{2}\left(\left(\partial_{\xi^{i}} \phi\right) g,\left(\partial_{\xi^{i}} \phi\right) g\right)_{L^{2}(\gamma)}+C_{4} \sum_{i, j=1}^{2}\left(\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \phi\right) g,\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \phi\right) g\right)_{L^{2}(\gamma)} \\
&+C_{5} \sum_{i, j, k=1}^{2}\left(\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi\right) g,\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi\right) g\right)_{L^{2}(\gamma)}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\partial_{\xi^{i}}^{2} g, \partial_{\xi^{i}}^{2} g\right)_{L^{2}(\gamma)} \leq & C_{6}\left(G_{i} g, G_{i} g\right)_{L^{2}(\gamma)}+C_{7}(g, g)_{L^{2}(\gamma)}+C_{8}\left(\left(\partial_{\xi^{i}}^{2} \phi\right) g,\left(\partial_{\xi^{i}}^{2} \phi\right) g\right)_{L^{2}(\gamma)} \\
& +C_{9}\left(\left(\partial_{\xi^{i}}^{3} \phi\right) g,\left(\partial_{\xi^{i}}^{3} \phi\right) g\right)_{L^{2}(\gamma)}, \quad i \in\{1,2\},
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\partial_{\xi^{2}} \partial_{\xi^{1}} g, \partial_{\xi^{2}} \partial_{\xi^{1}} g\right)_{L^{2}(\gamma)} \leq & C_{10}\left(G_{1} g, G_{1} g\right)_{L^{2}(\gamma)}+C_{11}\left(G_{2} g, G_{2} g\right)_{L^{2}(\gamma)}+C_{12}(g, g)_{L^{2}(\gamma)} \\
& +C_{13} \sum_{i, j, k=1}^{2}\left(\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi\right) g,\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi\right) g\right)_{L^{2}(\gamma)}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\partial_{\xi^{i}} \phi \partial_{\xi^{j}} g, \partial_{\xi^{i}} \phi \partial_{\xi^{j}} g\right)_{L^{2}(\gamma)} & \leq C_{14}\left(G_{j} g, G_{j} g\right)_{L^{2}(\gamma)}+C_{15}(g, g)_{L^{2}(\gamma)}+C_{16}\left(\left(\partial_{\xi^{i}} \phi\right) g,\left(\partial_{\xi^{i}} \phi\right) g\right)_{L^{2}(\gamma)} \\
& +C_{17} \sum_{k, l=1}^{2}\left(\left(\partial_{\xi^{k}} \partial_{\xi^{i}} \phi\right) g,\left(\partial_{\xi^{k}} \partial_{\xi^{i}} \phi\right) g\right)_{L^{2}(\gamma)}, i \neq j, i, j \in\{1,2\},
\end{aligned}
$$

where $0<C_{1}, \ldots, C_{17}<\infty$ are constants. Hence it is left to show that the operators given through multiplication by the functions $\partial_{\xi^{i}} \phi, \partial_{\xi^{i}} \partial_{\xi^{j}} \phi$ and $\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi, i, j, k \in$ $\{1,2\}$, are Kato bounded by $G$ on $C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$.

To get this, we transform the problem to $L^{2}(d x)$. That is, we use the isometric isomorphism

$$
L^{2}(\gamma) \ni f \mapsto \exp (-\phi / 2) f \in L^{2}(d x)
$$

to define

$$
\hat{G}:=\exp (-\phi / 2) G \exp (\phi / 2)=-\frac{1}{2} \Delta_{\xi}+\frac{1}{8}\left(\left(\partial_{\xi^{1}} \phi\right)^{2}+\left(\partial_{\xi^{2}} \phi\right)^{2}\right)-\frac{1}{4}\left(\left(\partial_{\xi^{1}}^{2} \phi\right)+\left(\partial_{\xi^{2}}^{2} \phi\right)\right)
$$

on $\hat{D}:=\left\{\exp (-\phi / 2) f \mid f \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)\right\}$. Using our assumptions on $\phi$ one easily shows that the multiplication operators $\partial_{\xi^{i}} \phi, \partial_{\xi^{i}} \partial_{\xi^{j}} \phi$ and $\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi, i, j, k \in\{1,2\}$, are Kato bounded by $\hat{G}$ on $\hat{D}$. Hence they are also Kato bounded by $G$ on $C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$.

Remark 4.2. The assumptions in Lemma 4.1 allow a large class of potentials $\phi$. For example, the potentials $\phi=\|\cdot\|^{p}, p=2,4$ or $p \geq 6$, are admissible. Of course, $\phi$ may also be nonisotropic.

Remark 4.3. It is interesting to note that the stochastic process associated to the generator $G$ is obtained from the original process (2.1) in the large $\sigma$-limit; see [BGK+07].
5. Ergodicity and rate of convergence. From now on we assume that $\mu$ is a probability measure on $E$. We are interested in the convergence to zero of

$$
\left\|\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s-\mathbf{E}_{\mu}[f]\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)}=\mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s-\mathbf{E}_{\mu}[f]\right)^{2}\right]^{1 / 2} \quad \text { as } \quad t \rightarrow \infty
$$

for $f \in L^{2}(\mu)$. Denote by $\mathbf{E}_{\mu}\left[f \mid p^{1}\right]$ the conditional expectation of $f \in L^{2}(\mu)$ w.r.t. the $\sigma$-algebra in $E=\mathbb{R}^{2} \times[0,2 \pi]$ generated by the projection on the first variable. Note that

$$
\mathbf{E}_{\mu}\left[f \mid p^{1}\right](\xi, \alpha)=\frac{1}{2 \pi} \int_{[0,2 \pi]} f(\xi, \alpha) d \alpha \quad \text { for } \mu \text { a.a. }(\xi, \alpha) \in E
$$

i.e., $\mathbf{E}_{\mu}\left[f \mid p^{1}\right]$ has a version which is independent of $\alpha \in[0,2 \pi]$. Each $f \in L^{2}(\mu)$ we can write as

$$
\begin{equation*}
f=\left(f-\mathbf{E}_{\mu}\left[f \mid p^{1}\right]\right)+\mathbf{E}_{\mu}\left[f \mid p^{1}\right], \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\mathbf{E}_{\mu}\left[\left(f-\mathbf{E}_{\mu}\left[f \mid p^{1}\right]\right) \mid p^{1}\right]\right)=0 . \tag{5.2}
\end{equation*}
$$

Hence, by the triangle inequality, it is sufficient to consider the following two types of functions: (i) $f \in L^{2}(\mu)$ with $\mathbf{E}_{\mu}\left[f \mid p^{1}\right]=0$. (ii) $\mathbf{E}_{\mu}\left[f \mid p^{1}\right]$ with $f \in L^{2}(\mu)$.

Denote by $(S, D(S))$ the closure of $(S, D)$. Of course, $(S, D(S))$ is self-adjoint.
Proposition 5.1. Let the assumptions of Theorem 3.2 hold and let $f \in D(S)$. Then

$$
\mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\frac{1}{t} \int_{0}^{t} S f\left(\mathbf{X}_{s}\right) d s\right)^{2}\right] \leq \frac{\sigma^{2}}{t}\left\|\partial_{\alpha} f\right\|_{L^{2}(\mu)}^{2}, \quad t>0
$$

Proof. It is sufficient to consider $f \in D$. We fix $t>0$ and below we canonically project the laws of the equilibrium processes $\mathbf{P}_{\mu}$ onto $C([0, t], E)$ without expressing this explicitly. We define the time reversal $r_{t}(\omega):=\omega(t-\cdot), \omega \in C([0, t], E)$.

Using that

$$
S=\frac{1}{2}\left(L+L^{*}\right) \quad \text { on } \quad D
$$

we obtain

$$
-\int_{0}^{t} S f\left(\mathbf{X}_{s}\right) d s=\frac{1}{2}\left(\mathbf{M}(f)_{t}-\mathbf{R}^{*}(f)_{0}\right)
$$

where $\mathbf{M}(f)_{t}$ is the martingale as in (3.2) and

$$
\mathbf{R}^{*}(f)_{u}:=f\left(\mathbf{X}_{t}\right)-f\left(\mathbf{X}_{u}\right)+\int_{u}^{t} L^{*} f\left(\mathbf{X}_{s}\right) d s, \quad 0 \leq u \leq t
$$

Observe that

$$
-\mathbf{R}^{*}(f)_{t-u}=\mathbf{M}^{*}(f)_{u} \circ r_{t}, \quad 0 \leq u \leq t
$$

where $\mathbf{M}^{*}(f)_{t}$ is the martingale as in (3.4). Hence

$$
\mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\mathbf{R}^{*}(f)_{0}\right)^{2}\right]=\mathbf{E}_{\mathbf{P}_{\mu}^{*}}\left[\left(\mathbf{M}^{*}(f)_{t}\right)^{2}\right]
$$

because time reversal gives the adjoint process. Now by the Burkholder-Gundy-Davis inequality and (3.3), (3.5) we obtain

$$
\begin{gathered}
\mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\frac{1}{t} \int_{0}^{t} S f\left(\mathbf{X}_{s}\right) d s\right)^{2}\right]^{1 / 2} \leq \frac{1}{2 t} \mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\mathbf{M}(f)_{t}\right)^{2}\right]^{1 / 2}+\frac{1}{2 t} \mathbf{E}_{\mathbf{P}_{\mu}^{*}}\left[\left(\mathbf{M}^{*}(f)_{t}\right)^{2}\right]^{1 / 2} \\
\quad \leq \frac{1}{2 t} \mathbf{E}_{\mathbf{P}_{\mu}}\left[\langle\mathbf{M}(f)\rangle_{t}\right]^{1 / 2}+\frac{1}{2 t} \mathbf{E}_{\mathbf{P}_{\mu}^{*}}\left[\left\langle\mathbf{M}^{*}(f)\right\rangle_{t}\right]^{1 / 2} \leq \frac{\sigma}{t^{1 / 2}}\left\|\partial_{\alpha} f\right\|_{L^{2}(\mu)}
\end{gathered}
$$

Corollary 5.2. Let the assumptions of Theorem 3.2 hold and let $f \in L^{2}(\mu)$ with $\mathbf{E}_{\mu}\left[f \mid p^{1}\right]=0$. Then

$$
\mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s\right)^{2}\right] \leq \frac{4}{\sigma^{2} t}\|f\|_{L^{2}(\mu)}^{2}, \quad t>0
$$

Proof. Since $\mathbf{E}_{\mu}\left[f \mid p^{1}\right]=0, f$ is in the orthogonal complement of the kernel of ( $S, D(S)$ ). But the orthogonal complement of the kernel of $(S, D(S))$ is the range of $(S, D(S))$, because $(S, D(S))$ is self-adjoint. Hence there exists $S^{-1} f \in D(S)$. Then Proposition 5.1 yields

$$
\mathbf{E}_{\mathbf{P}_{\mu}}\left[\left(\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s\right)^{2}\right] \leq \frac{\sigma^{2}}{t}\left\|\partial_{\alpha} S^{-1} f\right\|_{L^{2}(\mu)}^{2} \leq \frac{4}{\sigma^{2} t}\|f\|_{L^{2}(\mu)}^{2}
$$

because $S^{-1}$ is bounded by $2 \sigma^{-2}$ on the range of $(S, D(S))$.
ThEOREM 5.3. Let $\phi \in C^{3}\left(\mathbb{R}^{2}\right), \nabla \phi \in L^{2}(\gamma)$, and assume there exist $0<C<\infty$ and $K \subset \mathbb{R}^{2}$ compact such that

$$
\begin{aligned}
\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \partial_{\xi^{k}} \phi(\xi)\right)^{2} & +\left(\partial_{\xi^{i}} \partial_{\xi^{j}} \phi(\xi)\right)^{2} \\
& \leq C\left(\partial_{\xi^{1}} \phi(\xi)\right)^{2}+\left(\partial_{\xi^{2}} \phi(\xi)\right)^{2} \quad \text { for all } \quad i, j, k \in\{1,2\}, \xi \in \mathbb{R}^{2} \backslash K
\end{aligned}
$$

Furthermore assume that the Dirichlet form $(\mathcal{E}, D(\mathcal{E}))$ corresponding to the nondegenerated generator from section 4 fulfills a Poincaré inequality, i.e., there exists $0<c<\infty$ such that

$$
\mathcal{E}\left(f-\mathbf{E}_{\gamma}[f], f-\mathbf{E}_{\gamma}[f]\right) \geq c\left(f-\mathbf{E}_{\gamma}[f], f-\mathbf{E}_{\gamma}[f]\right)_{L^{2}(\gamma)} \quad \text { for all } \quad f \in D(\mathcal{E})
$$

Then

$$
\begin{align*}
& \left\|\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s-\mathbf{E}_{\mu}[f]\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)}  \tag{5.3}\\
& \leq \frac{1}{c^{1 / 2}}\left(\frac{2}{t}+\frac{1}{t^{1 / 2}}\left(\frac{A(C) c^{1 / 2}+B(C) c^{-1 / 2}}{\sigma}+\left(1+2^{-1 / 2}\right) \sigma\right)\right)\left\|f-\mathbf{E}_{\mu}[f]\right\|_{L^{2}(\mu)}
\end{align*}
$$

for some constants $0<A(C), B(C)<\infty$ independent of $c, \sigma>0, f \in L^{2}(\mu)$, and $t>0$.

Proof. Let $f \in L^{2}(\mu)$, and without lost of generality we assume $\mathbf{E}_{\mu}[f]=0$. Since $(\mathcal{E}, D(\mathcal{E}))$ fulfills a Poincaré inequality, there exists $g \in D(G)$ such that

$$
G g=\mathbf{E}_{\mu}\left[f \mid p^{1}\right]
$$

Now consider

$$
h:=\nabla_{\xi} g \cdot \tau
$$

Then $h \in \bar{D}^{L}$ by Lemma 4.1 and

$$
\begin{aligned}
& L h-\mathbf{E}_{\mu}\left[f \mid p^{1}\right]=L h-G g=-\frac{\sigma^{2}}{2}\left(\cos (\alpha) \partial_{\xi^{1}} g+\sin (\alpha) \partial_{\xi^{2}} g\right) \\
& \begin{aligned}
&+2 \sin (\alpha) \cos (\alpha) \partial_{\xi^{2}} \partial_{\xi^{1}} g+\left(\cos (\alpha)^{2}-\frac{1}{2}\right) \partial_{\xi^{1}}^{2} g+\left(\sin (\alpha)^{2}-\frac{1}{2}\right) \partial_{\xi^{2}}^{2} g \\
&-\partial_{\xi^{1}} \phi(\xi)\left(\left(\sin (\alpha)^{2}-\frac{1}{2}\right) \partial_{\xi^{1}} g-\cos (\alpha) \sin (\alpha) \partial_{\xi^{2}} g\right) \\
& \quad-\partial_{\xi^{2}} \phi(\xi)\left(\left(\cos (\alpha)^{2}-\frac{1}{2}\right) \partial_{\xi^{2}} g-\cos (\alpha) \sin (\alpha) \partial_{\xi^{1}} g\right) .
\end{aligned}
\end{aligned}
$$

It is easy to check that

$$
\mathbf{E}_{\mu}\left[L h-\mathbf{E}_{\mu}\left[f \mid p^{1}\right] \mid p^{1}\right]=0
$$

Hence $L h-\mathbf{E}_{\mu}\left[f \mid p^{1}\right]$ can be treated by Corollary 5.2. Thus by (5.1), (5.2) it is only left to consider Lh. Using (3.2), the Burkholder-Gundy-Davis inequality, and (3.3) we obtain

$$
\begin{gather*}
\left\|\frac{1}{t} \int_{0}^{t} L h\left(\mathbf{X}_{s}\right) d s\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)} \leq \frac{1}{t}\left\|h\left(\mathbf{X}_{t}\right)-h\left(\mathbf{X}_{0}\right)\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)}+\frac{1}{t}\left\|\mathbf{M}_{t}^{h}\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)} \leq \frac{2}{t}\|h\|_{L^{2}(\mu)}  \tag{5.4}\\
+\frac{1}{t} \mathbf{E}_{\mathbf{P}_{\mu}}\left[\left\langle\mathbf{M}^{h}\right\rangle_{t}\right]^{1 / 2} \leq \frac{2}{t}\left\|\nabla_{\xi} g\right\|_{L^{2}(\gamma)}+\frac{\sigma}{t^{1 / 2}}\left\|\partial_{\alpha} h\right\|_{L^{2}(\mu)} \leq \frac{2+\sigma t^{1 / 2}}{t}\left\|\nabla_{\xi} g\right\|_{L^{2}(\gamma)} \\
\quad=\frac{2+\sigma t^{1 / 2}}{t}\left(G^{-1} \mathbf{E}_{\mu}\left[f \mid p^{1}\right], \mathbf{E}_{\mu}\left[f \mid p^{1}\right]\right)_{L^{2}(\gamma)}^{1 / 2} \leq \frac{\left(2+\sigma t^{1 / 2}\right)}{c^{1 / 2} t}\|f\|_{L^{2}(\mu)}, \quad t>0
\end{gather*}
$$

where $0<c<\infty$ is the spectral gap of $G$.

Now we obtain by Corollary 5.2 and (5.4) for $t>0$

$$
\begin{aligned}
& \left\|\frac{1}{t} \int_{0}^{t} f\left(\mathbf{X}_{s}\right) d s\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)} \\
& \quad \leq\left\|\frac{1}{t} \int_{0}^{t}\left(f-\mathbf{E}_{\mu}\left[f \mid p^{1}\right]\right)\left(\mathbf{X}_{s}\right) d s\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)}+\left\|\frac{1}{t} \int_{0}^{t} \mathbf{E}_{\mu}\left[f \mid p^{1}\right]\left(\mathbf{X}_{s}\right) d s\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)} \\
& \leq \frac{2}{\sigma t^{1 / 2}}\|f\|_{L^{2}(\mu)}+\left\|\frac{1}{t} \int_{0}^{t}\left(\mathbf{E}_{\mu}\left[f \mid p^{1}\right]-L h\right)\left(\mathbf{X}_{s}\right) d s\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)}+\left\|\frac{1}{t} \int_{0}^{t} L h\left(\mathbf{X}_{s}\right) d s\right\|_{L^{2}\left(\mathbf{P}_{\mu}\right)} \\
& \quad \leq \frac{2}{\sigma t^{1 / 2}}\left(\|f\|_{L^{2}(\mu)}+\|L h\|_{L^{2}(\mu)}\right)+\frac{\left(2+\sigma t^{1 / 2}\right)}{c^{1 / 2} t}\|f\|_{L^{2}(\mu)}
\end{aligned}
$$

To obtain the last inequality we used the fact that

$$
\left\|L h-\mathbf{E}_{\mu}\left[f \mid p^{1}\right]\right\|_{L^{2}(\mu)}^{2}=(L h-G g, L h-G g)_{L^{2}(\mu)}=(L h, L h)_{L^{2}(\mu)}-(G g, G g)_{L^{2}(\mu)}
$$

because

$$
(L h, G g)_{L^{2}(\mu)}=(G g, G g)_{L^{2}(\mu)}
$$

Finally, using (4.1) and the Kato bound provided in Lemma 4.1, we get the estimate (5.3).

Remark 5.4. The assumptions in Theorem 5.3 also allow potentials of the form $\phi=\|\cdot\|^{p}, p=2,4$, or $p \geq 6$, as in Remark 4.2, since in these cases also a Poincaré inequality holds. More generally, under our assumptions on the potential a Poincaré inequality holds if $\phi$ grows as fast as or faster than $\|x\|$ for large $x \in \mathbb{R}^{2}$; see [RW01].
6. Numerical Results. For a numerical investigation of the rate of convergence to equilibrium for (2.3) we use a semi-Lagrangian method. The method consists of two fractional steps. The first step is the Lagrangian interpretation for the advection part of (2.3) by the modified method of characteristics, while the second step uses Eulerian coordinates for the discretization of the reaction-diffusion part in (2.3). To preserve mass we use the modified method of characteristics with adjusted advection; see [DHP99]. For details on the numerical method we refer to [KRS07]. We consider the cases $\phi(\xi)=\|\xi\|$ and $\phi(\xi)=\|\xi\|^{2} / 2$. We concentrate on the behavior of the relative entropy. One could also consider other observables. However, since convergence of the relative entropy is stronger than convergence of the distribution functions or convergence of time averages, we restrict ourselves to the investigation of the time development of the relative entropy. Figures 3 and 4 show log-plots of the time development of the relative entropy $H(u / m)(t)$ for different values of $\sigma$, and Figure 5 shows plots of the inverse decay rate

$$
\lim _{T \rightarrow \infty} \int_{0}^{T} H(u / m)(t) d t
$$

for various values of $\sigma$. The quantitative behavior depends on the initial values chosen; however, for other initial values qualitatively similar results are obtained. From Figures 3 and 4 an exponential decay seems possible. Moreover, one observes from Figure 5 that the optimal rate of convergence is found for a finite value of $\sigma$. On the other hand, considering the analytical estimate (5.3) one notes that the speed of convergence is dominated by the factor

$$
\frac{1}{c^{1 / 2} t^{1 / 2}}\left(\frac{A(C) c^{1 / 2}+B(C) c^{-1 / 2}}{\sigma}+\left(1+2^{-1 / 2}\right) \sigma\right)
$$



FIG. 3. $H(u / m)(t)$ for $\phi(\xi)=\|\xi\|$.


Fig. 4. $H(u / m)(t)$ for $\phi(\xi)=\|\xi\|^{2} / 2$.


Fig. 5. Rates of convergence $\int_{0}^{T} H(u / m)(t) d t$ for different values of $\sigma$.

Obviously, a minimal rate of convergence can be determined-as from the numerical results-for a finite value of $\sigma$. Moreover, these observations fit the Monte Carlo results shown in Figure 2. From a practical point of view, this means that the process parameters have to be adapted such that $\sigma$ is in an intermediate range of values to obtain the fastest possible decay to equilibrium and a fiber web which is as uniform as possible.
7. Concluding remarks. A stochastic model for fiber lay-down processes has been investigated analytically. Existence and ergodicity of the process have been shown and estimates on the rates of convergence presented. The results are supported by numerical simulations. According to these results the fastest decay to equilibrium is obtained for process parameters giving a diffusion coefficient $\sigma$ in an intermediate range of values. We plan to extend this work to problems with moving conveyor belts; see $[B G K+07]$. In this case an additional difficulty is given by the fact that the stationary solution is not known explicitly.
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#### Abstract

We discuss the stability issue for the problem of determining a thin inclusion in a homogeneous isotropic elastic body from boundary measurements. This problem is severely ill-posed, but in this paper we prove that by restricting ourselves to the class of thin neighborhoods of line segments, a Lipschitz stability estimate holds.
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1. Introduction. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded connected domain, with a sufficiently smooth boundary, representing the region occupied by an elastic, homogeneous, isotropic material.

Let $\sigma \subset \Omega$ be a simple smooth curve and define, for a positive small $\epsilon$, the set

$$
\omega_{\epsilon}=\{x \in \Omega: d(x, \sigma)<\epsilon\},
$$

which represents an inclusion of small size made of a different elastic material.
Let $\mathbb{C}_{0}$ and $\mathbb{C}_{1}$ be the elastic tensor fields in $\Omega \backslash \bar{\omega}_{\epsilon}$ and $\omega_{\epsilon}$, respectively.
Given a traction field $g$ on $\partial \Omega$, the displacement field $u_{\epsilon}$, generated by this traction in the body containing the inclusion $\omega_{\epsilon}$, solves the following system of linearized elasticity:

$$
\left\{\begin{align*}
\operatorname{div}\left(\mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon}\right)=0 & \text { in } \quad \Omega  \tag{1}\\
\left(\mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon}\right) \nu=g & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

where $\mathbb{C}_{\epsilon}=\mathbb{C}_{0} \chi_{\Omega \backslash \omega_{\epsilon}}+\mathbb{C}_{1} \chi_{\omega_{\epsilon}}, \widehat{\nabla} u_{\epsilon}=\frac{1}{2}\left(\nabla u_{\epsilon}+\left(\nabla u_{\epsilon}\right)^{T}\right)$ is the symmetric deformation tensor and $\nu$ denotes the outward unit normal to $\partial \Omega$.

Let us also introduce the background displacement field $u_{0}$ generated by the same traction $g$ in the absence of the inclusion, namely, the solution of

$$
\left\{\begin{align*}
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} u_{0}\right)=0 & \text { in } \quad \Omega,  \tag{2}\\
\left(\mathbb{C}_{0} \widehat{\nabla} u_{0}\right) \nu & =g
\end{align*} \quad \text { on } \quad \partial \Omega .\right.
$$

[^53]In [BF06] the following asymptotic expansion for $\left.\left(u_{\epsilon}-u_{0}\right)\right|_{\partial \Omega}$ as $\epsilon \rightarrow 0$ has been derived:

$$
\begin{equation*}
\left(u_{\epsilon}-u_{0}\right)(y)=2 \epsilon \int_{\sigma} \mathcal{M}(x) \widehat{\nabla} u_{0}(x) \cdot \widehat{\nabla} N(x, y) d \sigma(x)+O\left(\epsilon^{1+\theta}\right) \quad \text { for } y \in \partial \Omega \tag{3}
\end{equation*}
$$

where $N(x, y)$ denotes the Neumann function for the operator $\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} \cdot\right)$ in $\Omega, \mathcal{M}$ is a fourth order symmetric tensor which depends on $\sigma$ and on the elastic properties of the material occupied by the region $\Omega$, and $\theta \in(0,1)$ is independent of $\epsilon$.

In the following, the symbol "." (as in formula (3)) will denote the usual scalar product between matrices $\left(A \cdot B=\sum_{i j} a_{i j} b_{i j}\right)$ or vectors $\left(u \cdot v=\sum_{i} u_{i} v_{i}\right)$.

Clearly, in order to get information on $\omega_{\epsilon}$, we need to consider the first order term of the expansion (3). Let us consider

$$
\begin{equation*}
u_{\sigma}(y)=2 \int_{\sigma} \mathcal{M}(x) \widehat{\nabla} u_{0}(x) \cdot \widehat{\nabla} N(x, y) d \sigma(x) \quad \text { for } y \in \bar{\Omega} \backslash \sigma \tag{4}
\end{equation*}
$$

The inverse problem we are interested in is the following:
Given the trace of the correction term $u_{\sigma}$ on some open subset $\Gamma$ of $\partial \Omega$, determine the curve $\sigma$.

Due to the nonlinearity, the problem is severely ill-posed and the reconstruction of an arbitrary smooth curve is expected to fail. On the other hand, restricting the class of admissible curves $\sigma$, we expect to regularize the problem. In fact, in the scalar conductivity case, if $\sigma$ is restricted to be linear, it is possible to show a Lipschitz continuous dependence of the segment $\sigma$ from the boundary data $\left.u_{\sigma}\right|_{\partial \Omega}$ (cf. [ABF04, ABF06]).

In this paper we show that the same type of continuous dependence holds true in the elastic case. More precisely, in Theorem 2.2 we prove a Lipschitz continuous dependence of the segment $\sigma$ from boundary data of the correction term $u_{\sigma}$. In order to do this we use the qualitative properties of the correction term and quantitative estimates of the unique continuation property for elliptic systems with constant coefficients. In Corollary 2.3 we show that the segment $\sigma$ depends Lipschitz continuously on the rescaled boundary deviation of the solution $u_{\epsilon}$.

Our method allows us to detect thin elastic inclusions from knowledge of one boundary measurement. In the book [AK04], the authors deal with a similar problem for diametrically small inclusions. We would like to point out that this analysis is on one side motivated by applications (breast imaging, mine detection), and, on the other side, it is not known if an arbitrary inclusion can be detected with a finite number of boundary measurements, not even in the scalar case.

The plan of the paper is the following: In section 2 we introduce some notation and the main assumptions, and we state the main result. In section 3 we describe some properties and the asymptotic behavior near the endpoints of the crack $\sigma$ of the function $u_{\sigma}$. Section 4 contains the proof of the main result. The final section is devoted to the proof of some auxiliary lemmas and propositions stated in section 4.
2. The main result. We introduce some notation and assumptions that will be useful in what follows. For any $r>0$ we denote

$$
\Omega_{r}=\{x \in \Omega \mid d(x, \partial \Omega)>r\}
$$

and by $\operatorname{diam} \Omega$ the diameter of $\Omega$. We also denote by $B_{r}(P)$ the open disc centered in $P$ with radius $r$.

For any $P, Q \in \mathbb{R}^{2}$ we denote by $[P, Q]$ the segment with endpoints $P$ and $Q$; more precisely,

$$
[P, Q]=\{P+t(Q-P) \mid t \in[0,1]\} .
$$

Given positive constants $\gamma, \rho_{0}, E_{0}, E_{1}, L, \gamma_{0}$ with $L \geq 1$ and $\gamma \in(0,1]$, which we shall name a priori data,
(H1) we assume that $\Omega$ is a bounded simply connected domain of $\mathbb{R}^{2}$ such that

$$
\operatorname{diam} \Omega \leq E_{1}
$$

Concerning the regularity of $\partial \Omega$, we assume that

$$
\partial \Omega \text { is of class } C^{2, \gamma} \text { with constants } \rho_{0}, E_{0}
$$

More precisely, for any point $\tilde{P} \in \partial \Omega$, there exists a rigid transformation of coordinates under which we have $\tilde{P}=0$ and

$$
\Omega \cap B_{\rho_{0}}(0)=\left\{x \in B_{\rho_{0}}(0) \quad \mid \quad x_{2}>\psi\left(x_{1}\right)\right\}
$$

where $\psi$ is a $C^{2, \gamma}$ function on $\left(-\rho_{0}, \rho_{0}\right) \subset \mathbb{R}$ satisfying

$$
\psi(0)=0, \quad \psi^{\prime}(0)=0, \quad \text { and } \quad\|\psi\|_{C^{2, \gamma}\left(-\rho_{0}, \rho_{0}\right)} \leq E_{0}
$$

Moreover we assume that there exists an open subset $\Gamma$ of $\partial \Omega$ such that for some point $\tilde{Q} \in \Gamma$,

$$
\partial \Omega \cap B_{\rho_{0}}(\tilde{Q}) \subset \Gamma
$$

(H2) We assume that $\sigma$ is a segment of endpoints $P, Q$ satisfying

$$
L^{-1} \leq|P-Q| \leq L \quad \text { and } \quad d\left(\sigma, \mathbb{R}^{2} \backslash \Omega\right) \geq L^{-1}
$$

(H3) We will assume $\Omega$ and $\omega_{\epsilon}$ are both homogeneous and isotropic, i.e., the elastic tensor fields $\mathbb{C}_{0}$ and $\mathbb{C}_{1}$ are of the form

$$
\left(\mathbb{C}_{m}\right)_{i j l k}=\lambda_{m} \delta_{i j} \delta_{k l}+\mu_{m}\left(\delta_{k i} \delta_{l j}+\delta_{k j} \delta_{l i}\right) \quad \text { for } i, j, k, l=1,2, \quad m=0,1
$$

where $\left(\lambda_{0}, \mu_{0}\right)$ and $\left(\lambda_{1}, \mu_{1}\right)$ are the Lamé coefficients corresponding to $\Omega \backslash \bar{\omega}_{\epsilon}$ and $\omega_{\epsilon}$, respectively, and satisfy the monotonicity condition

$$
\left(\lambda_{0}-\lambda_{1}\right)\left(\mu_{0}-\mu_{1}\right) \geq \gamma_{0}
$$

for some positive constant $\gamma_{0}$.
(H4) There are two positive constants $\alpha_{0}, \beta_{0}$ such that

$$
\min \left(\mu_{0}, \mu_{1}\right) \geq \alpha_{0}, \quad \min \left(\lambda_{0}+\mu_{0}, \lambda_{1}+\mu_{1}\right) \geq \beta_{0} / 2
$$

We note that hypothesis (H4) ensures that $\mathbb{C}_{\epsilon}$ is strongly convex in $\Omega$; i.e., if we set $\xi_{0}=\min \left(2 \alpha_{0}, \beta_{0}\right)$, then

$$
\mathbb{C}_{\epsilon} A \cdot A \geq \xi_{0}|A|^{2}
$$

for any symmetric $2 \times 2$ matrix $A$.
(H5) We shall prescribe the traction field $g$ on $\partial \Omega$ of the form

$$
g=\left(\mathbb{C}_{0} W\right) \nu,
$$

where $W$ is a nonzero symmetric $2 \times 2$ constant matrix.
Remark 2.1. Under assumptions (H3), (H4) there exist weak solutions $u_{\epsilon}$ and $u_{0}$ in $H^{1}\left(\Omega, \mathbb{R}^{2}\right)$ of (1) and of (2), respectively (see, for example, [F72]). In particular $u_{0}$ can be explicitly calculated and corresponds to a pure strain displacement

$$
u_{0}(x)=W x+c,
$$

where $c$ is an arbitrary constant vector. We observe that choosing $g$ as in (H5) is not too restrictive since a pure strain can always be accomplished either by simple extensions in perpendicular directions or by a uniform dilation followed by an isochoric pure strain [G72].

In order to uniquely determine $u_{\epsilon}$ and $u_{0}$, we assume that they satisfy the following normalization conditions:

$$
\begin{equation*}
\int_{\partial \Omega} u=0, \quad \int_{\Omega} \nabla u-(\nabla u)^{T}=0 . \tag{5}
\end{equation*}
$$

For $y \in \Omega$, we will denote by $N(\cdot, y)$ the Neumann function related to $\Omega$, i.e., the weak solution to the problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\mathbb{C}_{0} \hat{\nabla} \mathrm{~N}(\cdot, \mathrm{y})\right)=-\delta_{y} \mathrm{Id} \quad \text { in } \Omega, \\
\left(\mathbb{C}_{0} \hat{\nabla} N(\cdot, y)\right) \cdot \nu=-\frac{1}{|\partial \Omega|} \mathrm{Id} \quad \text { on } \quad \partial \Omega,
\end{array}\right.
$$

with the normalization conditions (5). Here Id is the identity matrix in $\mathbb{R}^{2}$. Note that by well-known regularity results for elliptic systems (cf. [C80]) we have

$$
\begin{equation*}
N(x, y)=\Gamma(x-y)+w(x, y), \tag{6}
\end{equation*}
$$

where $w$ is a smooth function of $x$ and $y$ and $\Gamma(x, y)$ is the fundamental free space solution of $\operatorname{div}\left(\mathbb{C}_{0} \hat{\nabla} \cdot\right)$, given by

$$
\begin{equation*}
\Gamma_{i j}(x)=\frac{A}{2 \pi} \delta_{i j} \log |x|-\frac{B}{2 \pi} \frac{x_{i} x_{j}}{|x|^{2}}, \quad i, j=1,2, \tag{7}
\end{equation*}
$$

where $A=\frac{1}{2}\left(\frac{1}{\mu_{0}}+\frac{1}{\lambda_{0}+2 \mu_{0}}\right)$ and $B=\frac{1}{2}\left(\frac{1}{\mu_{0}}-\frac{1}{\lambda_{0}+2 \mu_{0}}\right)$.
Let us fix an orthonormal system $(n, \tau)$ on $\sigma$ such that $n$ is a unit normal vector field to the segment and $\tau$ is a unit tangent vector field.

By Theorem 2.1 of $[\mathrm{BF} 06]$ we have that, for any $y \in \partial \Omega$, the first order term $u_{\sigma}$ of the expansion of $u_{\epsilon}-u_{0}$ can be computed explicitly up to a reminder term and has the form

$$
\begin{equation*}
u_{\sigma}(y)=2 \int_{\sigma} \mathcal{M} W \cdot \hat{\nabla} N(x, y) d \sigma(x) \tag{8}
\end{equation*}
$$

where

$$
\mathcal{M} W=a(\operatorname{tr} W) \mathrm{Id}+b W+c\left(\tau^{T} W \tau\right) \tau \otimes \tau+d\left(n^{T} W n\right) n \otimes n .
$$

Here $\operatorname{tr} W$ denotes the trace of the matrix $W$ and the coefficients are given by

$$
\begin{align*}
a & =\left(\lambda_{1}-\lambda_{0}\right) \frac{\lambda_{0}+2 \mu_{0}}{\lambda_{1}+2 \mu_{1}}, \quad b=2\left(\mu_{1}-\mu_{0}\right) \frac{\mu_{0}}{\mu_{1}}  \tag{9}\\
c & =2\left(\mu_{1}-\mu_{0}\right)\left[\left(\frac{2 \lambda_{1}+2 \mu_{1}-\lambda_{0}}{\lambda_{1}+2 \mu_{1}}-\frac{\mu_{0}}{\mu_{1}}\right)\right] \tag{10}
\end{align*}
$$

and

$$
\begin{equation*}
d=2\left(\mu_{1}-\mu_{0}\right) \frac{\mu_{1} \lambda_{0}-\mu_{0} \lambda_{1}}{\mu_{1}\left(\lambda_{1}+2 \mu_{1}\right)} \tag{11}
\end{equation*}
$$

We are now ready to state our main result.
THEOREM 2.2. Let $\sigma_{0}$ and $\sigma_{1}$ be two segments satisfying assumption (H2). Assume (H1), (H3), (H4), and (H5). Let $u_{\sigma_{0}}$ and $u_{\sigma_{1}}$ be the functions defined by (8) where $\sigma$ is replaced by $\sigma_{0}$ and $\sigma_{1}$, respectively. Then there exists a constant $C$, depending only on the a priori data, such that

$$
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq C\left\|u_{\sigma_{0}}-u_{\sigma_{1}}\right\|_{L^{2}(\Gamma)}
$$

Here $d_{\mathcal{H}}$ denotes the Hausdorff distance

$$
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)=\min \left\{\max \left\{\left|P_{0}-P_{1}\right|,\left|Q_{0}-Q_{1}\right|\right\}, \max \left\{\left|P_{0}-Q_{1}\right|,\left|Q_{0}-P_{1}\right|\right\}\right\}
$$

where $P_{0}, Q_{0}$ and $P_{1}, Q_{1}$ are the endpoints of $\sigma_{0}$ and $\sigma_{1}$, respectively.
The proof of Theorem 2.2 is postponed to section 4.
A straightforward consequence of Theorem 2.2 and of the asymptotic formula (3) is the following.

Corollary 2.3. Let $\sigma_{0}$ and $\sigma_{1}$ be as in Theorem 2.2. For $i=0,1$, let $u_{\epsilon}^{i}$ be the solution of (1) corresponding to $\omega_{\epsilon}^{i}=\left\{x \in \Omega: d\left(x, \sigma_{i}\right)<\epsilon\right\}$. Then there exist $a$ positive constant $C$ and $\theta \in(0,1)$, depending only on the a priori data, such that

$$
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq C\left(\epsilon^{-1}\left\|u_{\epsilon}^{0}-u_{\epsilon}^{1}\right\|_{L^{2}(\Gamma)}+\epsilon^{\theta}\right)
$$

Remark 2.4. A similar rescaled stability estimate has been obtained, for example, in [FV89] and in [CMV98] for the case of diametrically small inclusions.
3. Properties of the function $\boldsymbol{u}_{\boldsymbol{\sigma}}$. In this section we first establish a representation formula for the function $u_{\sigma}$ (defined in (4)), and then we deduce some results concerning the regularity of this function and its behavior near the endpoints of $\sigma$.

Lemma 3.1. Let $\sigma=[P, Q]$, and fix $\tau=\frac{Q-P}{|Q-P|}$ and let $n=\tau^{\perp}$. For $y \in \bar{\Omega} \backslash \sigma$,

$$
\begin{equation*}
u_{\sigma}(y)=\int_{\sigma} \mathbb{C}_{0} \widehat{\nabla} N(x, y) n \cdot \varphi_{\sigma} d \sigma(x)+(N(Q, y) \cdot \tau-N(P, y) \cdot \tau) f_{\sigma} \tag{12}
\end{equation*}
$$

where $\varphi_{\sigma}$ is the vector whose components in the $(n, \tau)$ directions are given by

$$
\begin{align*}
\varphi_{\sigma} \cdot n & =\frac{2}{\lambda_{1}+2 \mu_{1}}\left(\left(\lambda_{1}-\lambda_{0}\right) \operatorname{tr} W+2\left(\mu_{1}-\mu_{0}\right) n^{T} W n\right) \\
\varphi_{\sigma} \cdot \tau & =\frac{4\left(\mu_{1}-\mu_{0}\right)}{\mu_{1}} n^{T} W \tau \tag{13}
\end{align*}
$$

and $f_{\sigma}$ is the constant function

$$
\begin{equation*}
f_{\sigma}=\alpha \operatorname{tr} W-\beta n^{T} W n \tag{14}
\end{equation*}
$$

where

$$
\alpha=\frac{4}{\lambda_{1}+2 \mu_{1}}\left(\left(\mu_{1}-\mu_{0}\right)\left(\lambda_{1}+2 \mu_{1}\right)+\mu_{1}\left(\lambda_{1}-\lambda_{0}\right)\right), \quad \beta=\frac{8\left(\mu_{1}-\mu_{0}\right)}{\lambda_{1}+2 \mu_{1}}\left(\lambda_{1}+\mu_{1}\right) .
$$

Proof. By straightforward calculations and by the symmetry of $N$ and $W$, one can easily check that

$$
\begin{equation*}
u_{\sigma}(y)=\int_{\sigma} \mathbb{C}_{0} \widehat{\nabla} N(x, y) n \cdot \varphi_{\sigma} d \sigma(x)+2 \int_{\sigma} \tau^{T} \widehat{\nabla} N(x, y) \tau f_{\sigma} d \sigma(x) \tag{15}
\end{equation*}
$$

Finally an integration by parts in (15) gives the thesis.
Let us consider the double layer potential

$$
\mathcal{D}_{\sigma} \varphi(y)=\int_{\sigma} \mathbb{C}_{0} \widehat{\nabla} \Gamma(x, y) n \cdot \varphi d \sigma(x), \quad y \in R^{2} \backslash \sigma
$$

with $\varphi$ constant vector field. Let us point out the following properties.
Lemma 3.2. We have

$$
\begin{equation*}
\left[\mathcal{D}_{\sigma} \varphi\right]_{\sigma}=\varphi \tag{16}
\end{equation*}
$$

and there exists a positive constant $C$ such that, for any $y \in \mathbb{R}^{2} \backslash \sigma$,

$$
\begin{aligned}
\left|\mathcal{D}_{\sigma} \varphi(y)\right| & \leq C\left(\left|\log \frac{|Q-y|}{|P-y|}\right|+1\right)|\varphi| \\
\left|\nabla \mathcal{D}_{\sigma} \varphi(y)\right| & \leq C\left(\frac{1}{|P-y|}+\frac{1}{|Q-y|}+1\right)|\varphi|
\end{aligned}
$$

where $\left[\mathcal{D}_{\sigma} \varphi\right]_{\sigma}$ denotes the jump of $\mathcal{D}_{\sigma} \varphi$ across $\sigma$.
Proof. Formula (16) follows from standard properties of double layer potentials (see, for example, [AK04]). The behavior of $\mathcal{D}_{\sigma} \varphi$ at the endpoints of segment $\sigma$ follows from straightforward computations.

We are now ready to state and prove the following.
Proposition 3.3. Under assumptions (H1)-(H5), $u_{\sigma}$ satisfies

$$
\left\{\begin{align*}
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} u_{\sigma}\right) & =0 \quad \text { in } \quad \Omega \backslash \sigma  \tag{17}\\
\left(\mathbb{C}_{0} \widehat{\nabla} u_{\sigma}\right) \nu & =0 \quad \text { on } \quad \partial \Omega
\end{align*}\right.
$$

and the normalization condition (5).
The function $u_{\sigma}$ has a jump on $\sigma$ given by

$$
\begin{equation*}
\left[u_{\sigma}\right]_{\sigma}=\varphi_{\sigma} \tag{18}
\end{equation*}
$$

Moreover there exists a positive constant $C$, depending only on the a priori data, such that

$$
\begin{equation*}
\left|u_{\sigma}(y)\right| \leq C\left(\left|\log \frac{|Q-y|}{|P-y|}\right|+1\right) \tag{19}
\end{equation*}
$$

Proof. From the representation formula (12) and by the properties of the function $N$ it is easy to see that $u_{\sigma}$ satisfies (17). Recalling that $u_{\sigma}$ is the correction term in the expansion of $u_{\epsilon}-u_{0}$ and that $u_{\epsilon}$ and $u_{0}$ have the same Neumann condition on $\partial \Omega$, and observing that the expansion (3) holds true in a neighborhood of $\partial \Omega$, it follows that $u_{\sigma}$ satisfies the homogeneous Neumann datum.

Observe now that $u_{\sigma}$ is expressed in terms of a double layer potential and the Neumann function at the endpoints of $\sigma$. From (6) and Lemma 3.2, equations (18) and (19) follow.
4. Proof of Theorem 2.2. We start by establishing a first rough estimate of $d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)$ in terms of the boundary data error.

LEMMA 4.1. Let $\sigma_{0}=\left[P_{0}, Q_{0}\right]$ and $\sigma_{1}=\left[P_{1}, Q_{1}\right]$ be two segments satisfying assumption (H2). Assume (H1), (H3), (H4), and (H5). Let $u_{\sigma_{0}}, u_{\sigma_{1}}$ be the functions defined by (12) and corresponding to $\sigma_{0}$ and $\sigma_{1}$, respectively. Let $\varepsilon:=\left\|u_{\sigma_{0}}-u_{\sigma_{1}}\right\|_{L^{2}(\Gamma)}$; then

$$
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq \omega_{1}(\varepsilon)
$$

where $\omega_{1}(s)=C(\log |\log (\varepsilon)|)^{-1 / 4}$ for some positive constant $C$ depending only on the a priori data.

Proof. We first describe the proof in the case $\varepsilon=0$ (corresponding to the uniqueness).

Let $u:=u_{\sigma_{0}}-u_{\sigma_{1}}$. Recalling that $\left(\mathbb{C}_{0} \widehat{\nabla} u_{\sigma_{0}}\right) \cdot \nu=\left(\mathbb{C}_{0} \widehat{\nabla} u_{\sigma_{1}}\right) \cdot \nu=0$ on $\partial \Omega$, we have that

$$
u=\left(\mathbb{C}_{0} \widehat{\nabla} u\right) \cdot \nu=0 \quad \text { on } \quad \partial \Omega
$$

Since $u$ is solution of

$$
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} u\right)=0 \quad \text { in } \quad \Omega \backslash\left(\sigma_{0} \cup \sigma_{1}\right)
$$

by the unique continuation property of solutions to elliptic systems with constant coefficients (see [AM01] and [MR04]) we have that

$$
\begin{equation*}
u=0 \quad \text { in } \quad \Omega \backslash\left(\sigma_{0} \cup \sigma_{1}\right) \tag{20}
\end{equation*}
$$

Assume that $\sigma_{0} \neq \sigma_{1}$. Then there exists a portion $\Sigma$, for instance, of $\sigma_{0}$, containing an endpoint $P_{0}$ of $\sigma_{0}$ such that $\Sigma$ is not contained in $\sigma_{1}$. For the sake of simplicity, let us denote $\varphi_{0}:=\varphi_{\sigma_{0}}$ and $f_{0}:=f_{\sigma_{0}}$ the functions appearing in (12) corresponding to $\sigma_{0}$. By (20), $[u]_{\Sigma}=0$, and since $[u]_{\Sigma}=\left[u_{\sigma_{0}}\right]_{\Sigma}=\varphi_{0}$ we get

$$
\begin{equation*}
\varphi_{0}=0 \tag{21}
\end{equation*}
$$

Furthermore, from the representation formula (12), $u_{\sigma_{0}}$ has logarithmic singularities at the endpoints $P_{0}, Q_{0}$. Hence again by (20) and by (12) we have

$$
\begin{equation*}
f_{0}=0 \tag{22}
\end{equation*}
$$

Recalling (13) and (14), conditions (21) and (22) can be written as

$$
\left\{\begin{align*}
n_{0}^{T} W \tau_{0} & =0  \tag{23}\\
\alpha(\operatorname{tr} W)-\beta n_{0}^{T} W n_{0} & =0 \\
a(\operatorname{tr} W)+(b+d) n_{0}^{T} W n_{0} & =0
\end{align*}\right.
$$

where $n_{0}$ and $\tau_{0}$ denote the normal and tangent unit vector to $\sigma_{0}$, the numbers $a, b$, and $d$ are defined in (9), (10), (11), and $\alpha$ and $\beta$ are defined in (14). By assumption (H3) it is easy to see that the conditions (23) imply $\operatorname{tr} W=0, n_{0}^{T} W n_{0}=0$, from which it follows that $\tau_{0}^{T} W \tau_{0}=0$. Finally, by the symmetry of $W$, since $n_{0}^{T} W \tau_{0}=\tau_{0}^{T} W n_{0}$ we get that also $\tau_{0}^{T} W n_{0}=0$. Hence $W=0$, which contradicts assumption (H5).

The proof of the case $\varepsilon>0$ is a quantitative version of the uniqueness part. For the sake of simplicity we postpone this part of the proof to section 5 .

Denote by $\sigma_{t}$ the segment $\left[P_{t}, Q_{t}\right]$, where

$$
P_{t}=(1-t) P_{0}+t P_{1}, \quad Q_{t}=(1-t) Q_{0}+t Q_{1}
$$

and for $y \in \Omega \backslash \sigma_{t}$ let

$$
\begin{array}{r}
u_{t}(y):=u_{\sigma_{t}}(y)=\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) n_{t} \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s \\
+\left(N\left(Q_{t}, y\right) \cdot \tau_{t}-N\left(P_{t}, y\right) \cdot \tau_{t}\right) f_{t}
\end{array}
$$

where $\tau_{t}=\frac{Q_{t}-P_{t}}{\left|Q_{t}-P_{t}\right|}, n_{t}=\tau_{t}^{\perp}, f_{t}:=f_{\sigma_{t}}$, and $\varphi_{t}:=\varphi_{\sigma_{t}}$. Clearly, from the above formula, $u_{t}$ is differentiable for any $t \in[0,1]$ and its derivative $u_{t}^{\prime}$ satisfies the problem

$$
\left\{\begin{align*}
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} u_{t}^{\prime}\right)=0 & \text { in } \quad \Omega \backslash \sigma_{t}  \tag{24}\\
\left(\mathbb{C}_{0} \widehat{\nabla} u_{t}^{\prime}\right) \nu=0 & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

and the normalization condition (5).
The following statements, whose proof we defer until section 5 , allow us to conclude the proof of Theorem 2.2.

Lemma 4.2. For any $y \in \partial \Omega$

$$
\begin{aligned}
u_{t}^{\prime}(y):= & \frac{d}{d t} u_{t}(y) \\
= & -\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) n_{t} \cdot \varphi_{t}\left(\left(Q_{1}-Q_{0}-\left(P_{1}-P_{0}\right)\right) \cdot \tau_{t}\right) d s \\
& +\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) n_{t} \cdot \frac{d}{d t}\left(\varphi_{t}\left|Q_{t}-P_{t}\right|\right) d s \\
& \left.\left.+\mathbb{C}_{0} \widehat{\nabla} N\left(Q_{t}, y\right)\left(\left(Q_{1}-Q_{0}\right) \cdot \tau_{t}\right) n_{t}-\left(Q_{1}-Q_{0}\right) \cdot n_{t}\right) \tau_{t}\right) \cdot \varphi_{t} \\
& \left.\left.-\mathbb{C}_{0} \widehat{\nabla} N\left(P_{t}, y\right)\left(\left(P_{1}-P_{0}\right) \cdot \tau_{t}\right) n_{t}-\left(P_{1}-P_{0}\right) \cdot n_{t}\right) \tau_{t}\right) \cdot \varphi_{t} \\
& +\left(\nabla N\left(Q_{t}, y\right) \frac{d Q_{t}}{d t} \cdot \tau_{t}-\nabla N\left(P_{t}, y\right) \frac{d P_{t}}{d t} \cdot \tau_{t}\right) f_{t} \\
& +\left(N\left(Q_{t}, y\right)-N\left(P_{t}, y\right)\right) \frac{d\left(\tau_{t} f_{t}\right)}{d t} .
\end{aligned}
$$

Proposition 4.3. There exist constants $C_{0}, m_{0}>0$, depending only on the a priori data, such that

$$
\left\|u_{0}^{\prime}\right\|_{L^{2}(\Gamma)} \geq m_{0} d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)
$$

and

$$
\begin{equation*}
\left\|u_{t}^{\prime}-u_{0}^{\prime}\right\|_{L^{2}(\Gamma)} \leq C_{0}\left(d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)\right)^{2} \tag{26}
\end{equation*}
$$

Let us conclude now the proof of Theorem 2.2.
Let $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\omega_{1}\left(\varepsilon_{0}\right) \leq \frac{m_{0}}{2 C_{0}} \tag{27}
\end{equation*}
$$

where $\omega_{1}$ is defined as in Lemma 4.1.
Let us distinguish two cases:
(1) $\varepsilon \in\left(0, \varepsilon_{0}\right]$. By the differentiability of $u_{t}$ we have that for any $x \in \Gamma$

$$
u_{\sigma_{1}}(x)-u_{\sigma_{0}}(x)=\int_{0}^{1} u_{t}^{\prime}(x) d t=u_{0}^{\prime}(x)+\int_{0}^{1}\left(u_{t}^{\prime}(x)-u_{0}^{\prime}(x)\right) d t
$$

By the triangular inequality we get

$$
\varepsilon=\left\|u_{\sigma_{1}}-u_{\sigma_{0}}\right\|_{L^{2}(\Gamma)} \geq\left\|u_{0}^{\prime}\right\|_{L^{2}(\Gamma)}-\left\|u_{t}^{\prime}-u_{0}^{\prime}\right\|_{L^{2}(\Gamma)}
$$

By Proposition 4.3 we get

$$
\begin{equation*}
\varepsilon \geq\left(m_{0}-C_{0} d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)\right) d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \tag{28}
\end{equation*}
$$

On the other hand, from Lemma 4.1 we have that

$$
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq \omega_{1}\left(\varepsilon_{0}\right)
$$

Hence, by (27), we get

$$
m_{0}-C_{0} d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \geq m_{0}-C_{0} \omega_{1}\left(\varepsilon_{0}\right) \geq \frac{m_{0}}{2}
$$

By the last inequality and (28) we derive

$$
\begin{equation*}
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq \frac{2}{m_{0}} \varepsilon \tag{29}
\end{equation*}
$$

(2) Let us consider the case $\varepsilon \geq \varepsilon_{0}$. One easily gets

$$
\begin{equation*}
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq \operatorname{diam} \Omega \leq E_{1} \frac{\varepsilon}{\varepsilon_{0}} \tag{30}
\end{equation*}
$$

Hence, by (29) and (30) we have

$$
d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \leq \max \left\{\frac{E_{1}}{\varepsilon_{0}}, \frac{2}{m_{0}}\right\} \varepsilon
$$

which concludes the proof of the theorem.

## 5. Proofs of the preliminary results.

5.1. Proof of Lemma 4.1. Let us now consider the case $\varepsilon>0$. Let $d:=$ $d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)$ and let us assume that $d=\left|P_{0}-P_{1}\right|$. By classical regularity results in
potential theory and by Lemma 3.2 we have that $u_{\sigma_{j}} \in C^{1}\left(\bar{\Omega} \backslash \sigma_{j}\right)$ for $j=0,1$ and, for any $r \in\left(0, \rho_{1}\right)$, where $\rho_{1}=\min \left(L^{-1}, \rho_{0}\right)$,

$$
\begin{align*}
\left\|u_{\sigma_{j}}\right\|_{L^{\infty}\left(\Omega \backslash\left(B_{r}\left(P_{j}\right) \cup B_{r}\left(Q_{j}\right)\right)\right.} & \leq C\left(\log \frac{1}{r}+1\right),  \tag{31}\\
\left\|\nabla u_{\sigma_{j}}\right\|_{L^{\infty}\left(\Omega \backslash\left(\sigma_{j} \cup B_{r}\left(P_{j}\right) \cup B_{r}\left(Q_{j}\right)\right)\right.} & \leq C \frac{1}{r},
\end{align*}
$$

where $C$ depends only on the a priori data. From stability estimates for the Cauchy problem for solutions of elliptic systems (cf. [MR04]) and by (31) we have

$$
\begin{equation*}
\left\|u_{\sigma_{j}}\right\|_{L^{\infty}\left(\Omega \cap B_{\frac{\rho_{1}}{2}}(\bar{P})\right)} \leq C \varepsilon^{\delta} \tag{32}
\end{equation*}
$$

where $\bar{P}$ is a point on $\Gamma$ and $C>0, \delta \in(0,1)$ depend on the a priori data only. Starting from (32) we now establish a propagation error estimate in a neighborhood of $\Omega \backslash\left(\sigma_{0} \cup \sigma_{1}\right)$. Let $r \in\left(0, \frac{\rho_{1}}{156}\right)$, and define

$$
\begin{equation*}
\left(\sigma_{i}\right)_{8 r}=\left\{x \in \Omega: \operatorname{dist}\left(x, \sigma_{i}\right)>8 r\right\} \quad \text { for } \quad i=0,1 \tag{33}
\end{equation*}
$$

and $\left.\Omega_{(r)}^{\prime}=\Omega_{8 r} \backslash\left(\left(\sigma_{0}\right)_{8 r}\right) \cup\left(\sigma_{1}\right)_{8 r}\right)$ and let $z_{0}=\bar{P}-\frac{\nu}{16} \rho_{1}$, where $\nu$ is the outward unit normal vector to $\partial \Omega$ at the point $\bar{P}$. Let $x \in \Omega_{(r)}^{\prime}$ and let $\gamma \subset \Omega_{(r)}^{\prime}$ be an open arc joining $x$ to $z_{0}$. With the usual procedure we construct a chain of balls with centers along $\gamma$ where we apply the three-spheres inequality (cf. [AM01] and [MR04]),

$$
\int_{B_{3 r}}|u|^{2} \leq C\left(\int_{B_{r}}|u|^{2}\right)^{\tau}\left(\int_{B_{4 r}}|u|^{2}\right)^{1-\tau}
$$

$(\tau \in(0,1), C>0$ absolute constants), in order to give an estimate of the propagation of the error from $B_{r}\left(z_{0}\right)$ to $x$. In fact, by (31) and (32) and the above inequality we get

$$
\int_{B_{3 r}(x)}|u|^{2} \leq C r^{2}\left(\varepsilon^{\delta}\right)^{\tau^{N_{r}}}\left(\log \frac{1}{r}\right)^{1-\tau^{N_{r}}}
$$

where $N_{r} \leq \frac{|\Omega|}{\pi r^{2}}$. Finally by interpolation we get

$$
\begin{equation*}
|u(x)| \leq \omega(\varepsilon, r):=C\left(\varepsilon^{\delta}\right)^{\tau^{N_{r}}}\left(\log \frac{1}{r}\right)^{1-\tau^{N_{r}}} \tag{34}
\end{equation*}
$$

for every $x \in \Omega_{(r)}^{\prime}$.
It is easy to check that there exist a constant $C_{0}, 0<C_{0}<1 / 2$, depending only on the a priori constants such that if $d>0$ and $\rho \leq C_{0} d^{2}$, then at least one of the following conditions is satisfied:

$$
\begin{equation*}
B_{\rho}\left(P_{0}\right) \cap \sigma_{1}=\emptyset \quad \text { or } \quad B_{\rho}\left(P_{1}\right) \cap \sigma_{0}=\emptyset \tag{35}
\end{equation*}
$$

Without loss of generality we might assume that

$$
B_{\rho}\left(P_{0}\right) \cap \sigma_{1}=\emptyset .
$$

Up to a rigid transformation we might assume that $P_{0}=0$ and that $\sigma_{0}$ lies along the positive $x_{1}$ axis. For $t \in(0,1], \rho \in\left(0, C_{0} d^{2}\right)$, let

$$
x_{t \rho}^{+}=\bar{x}_{\rho}+e_{2} \frac{\rho t}{2}, \quad x_{t \rho}^{-}=\bar{x}_{\rho}-e_{2} \frac{\rho t}{2}
$$

where $\bar{x}_{\rho}=(\rho / 2,0)$ and $e_{2}=(0,1)$. Let

$$
u_{\sigma_{0}}^{ \pm}\left(\bar{x}_{\rho}\right)=\lim _{s \rightarrow 0^{+}} u_{\sigma_{0}}\left(\bar{x}_{\rho} \pm s e_{2}\right)
$$

and

$$
u^{ \pm}\left(\bar{x}_{\rho}\right)=\lim _{s \rightarrow 0^{+}} u\left(\bar{x}_{\rho} \pm s e_{2}\right)
$$

We have
$\left|\left[u_{\sigma_{0}}\left(\bar{x}_{\rho}\right)\right]_{\sigma_{0}}\right|=\left|\left[u\left(\bar{x}_{\rho}\right)\right]_{\sigma_{0}}\right| \leq\left|u^{+}\left(\bar{x}_{\rho}\right)-u\left(x_{t \rho}^{+}\right)\right|+\left|u^{-}\left(\bar{x}_{\rho}\right)-u\left(x_{t \rho}^{-}\right)\right|+\left|u\left(x_{t \rho}^{+}\right)\right|+\left|u\left(x_{t \rho}^{-}\right)\right|$.
By applying the second of (31) we get

$$
\left|u^{+}\left(\bar{x}_{\rho}\right)-u\left(x_{t \rho}^{+}\right)\right| \leq C t
$$

and

$$
\left|u^{-}\left(\bar{x}_{\rho}\right)-u\left(x_{t \rho}^{-}\right)\right| \leq C t
$$

where $C>0$ depends only on the a priori data. Hence using (34) and the last inequalities we derive

$$
\left|\left[u_{\sigma_{0}}\left(\bar{x}_{\rho}\right)\right]\right| \leq C t+2 \omega(\varepsilon ; t \rho / 2)
$$

Therefore, from the properties of double layer potentials, we get

$$
\begin{equation*}
\left|\varphi_{0}\right|=\left|\left[u_{\sigma_{0}}\left(\bar{x}_{\rho}\right)\right]\right| \leq C t+2 \omega(\varepsilon ; t \rho / 2) \tag{36}
\end{equation*}
$$

where $C$ depends only on the a priori constants.
Now we argue by contradiction. Assume

$$
d \geq \eta_{\varepsilon}
$$

where

$$
\eta_{\varepsilon}:=\frac{\sqrt{2}}{\sqrt{C_{0}}}\left(\frac{8 E_{1}^{2}|\log \tau|}{\log \left|\log \varepsilon^{\delta}\right|}\right)^{1 / 8}
$$

Let

$$
\rho=\left(\frac{8 E_{1}^{2}|\log \tau|}{\log \left|\log \varepsilon^{\delta}\right|}\right)^{1 / 4} \quad \text { and } \quad t=\left(\frac{8 E_{1}^{2}|\log \tau|}{\log \left|\log \varepsilon^{\delta}\right|}\right)^{1 / 4} .
$$

By (36) there exists $\varepsilon_{0}>0$, depending only on the a priori data, such that if $\varepsilon \leq \varepsilon_{0}$ and

$$
d \geq \eta_{\varepsilon}
$$

then

$$
\begin{equation*}
\left|\varphi_{0}\right| \leq \omega_{1}(\varepsilon):=C(\log |\log (\varepsilon)|)^{-1 / 4} \tag{37}
\end{equation*}
$$

where $C$ depends only on the a priori constants.

By using (12) for $\sigma_{0}$ and $\sigma_{1}$ and estimating the difference, we can easily see that

$$
\begin{aligned}
\left|\Gamma\left(P_{0}, y\right) \tau_{0} f_{0}\right| & \leq\left|\Gamma\left(Q_{0}, y\right) \tau_{0} f_{0}\right|+\left|\int_{\sigma_{0}} \mathbb{C}_{0} \widehat{\nabla} N(x, y) n_{0} \cdot \varphi_{0} d s(x)\right| \\
& +\left|\int_{\sigma_{1}} \mathbb{C}_{0} \widehat{\nabla} N(x, y) n_{1} \cdot \varphi_{1} d s(x)\right|+\left|\left(N\left(P_{0}, y\right)-\Gamma\left(P_{0}, y\right)\right) \tau_{0} f_{0}\right| \\
& +|u(y)|+\left|N\left(Q_{1}, y\right) \tau_{1} f_{1}\right|+\left|N\left(P_{1}, y\right) \tau_{1} f_{1}\right|
\end{aligned}
$$

From Lemma 3.2 and (37) we get, for any $y \in \Omega \backslash \sigma_{0}$

$$
\left|\int_{\sigma_{0}} \mathbb{C}_{0} \widehat{\nabla} N(x, y) n_{0} \cdot \varphi_{0} d s(x)\right| \leq C \omega_{1}(\varepsilon)\left|\log \frac{\left|y-P_{0}\right|}{\left|y-Q_{0}\right|}\right|
$$

and, for any $y \in \Omega \backslash \sigma_{1}$,

$$
\left|\int_{\sigma_{1}} \mathbb{C}_{0} \widehat{\nabla} N(x, y) n_{1} \cdot \varphi_{1} d s(x)\right| \leq C\left|\varphi_{1}\right|\left|\log \frac{\left|y-P_{1}\right|}{\left|y-Q_{1}\right|}\right|
$$

where $C$ depends only on the a priori data. Furthermore, by regularity estimates, we have

$$
\left|N\left(P_{0}, y\right)-\Gamma\left(P_{0}, y\right)\right| \leq C \quad \text { for every } \quad y \in \Omega
$$

where $C$ depends only on the a priori constants. It is now straightforward to see that there exists $\varepsilon_{1}>0$, depending only on the a priori data, such that if $\varepsilon \leq \varepsilon_{1}$ and

$$
d \geq\left(\log \left(\log \left|\log \varepsilon^{\delta}\right|\right)\right)^{-1}
$$

then

$$
\begin{equation*}
\left|f_{0}\right| \leq C \omega_{1}(\varepsilon) \tag{38}
\end{equation*}
$$

Hence, for $\varepsilon \leq \varepsilon_{2}:=\min \left(\varepsilon_{0}, \varepsilon_{1}\right)$ and $d \geq\left(\log \left(\log \left|\log \varepsilon^{\delta}\right|\right)\right)^{-1}$, inequalities (37) and (38) hold true and we get

$$
\left\{\begin{array}{c}
\left|n_{0}^{T} W \tau_{0}\right| \leq C \omega_{1}(\varepsilon) \\
\left|\alpha(\operatorname{tr} W)-\beta n_{0}^{T} W n_{0}\right| \leq C \omega_{1}(\varepsilon) \\
\left|a(\operatorname{tr} W)+(b+d) n_{0}^{T} W n_{0}\right| \leq C \omega_{1}(\varepsilon)
\end{array}\right.
$$

which lead to

$$
k_{0}=\max _{|x|=1}\left|x^{T} W x\right| \leq C \omega_{1}(\varepsilon)
$$

a contradiction for $\varepsilon$ small enough. Hence

$$
d \leq\left(\log \left(\log \left|\log \varepsilon^{\delta}\right|\right)\right)^{-1}
$$

for every $\varepsilon \leq \varepsilon_{2}$. If $\varepsilon \geq \varepsilon_{2}$, then

$$
d \leq E_{1} \leq E_{1} \frac{\varepsilon}{\varepsilon_{1}}
$$

and the proof is complete.
5.2. Proof of Lemma 4.2. Taking the derivative of $u_{t}$,

$$
\begin{aligned}
u_{t}^{\prime}(y)= & \int_{0}^{1}\left(\frac{d}{d t} \mathbb{C}_{0} \hat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) n_{t} \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s \\
& +\int_{0}^{1} \mathbb{C}_{0} \hat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) n_{t} \cdot \frac{d}{d t}\left(\varphi_{t}\left|Q_{t}-P_{t}\right|\right) d s \\
& +\int_{0}^{1} \mathbb{C}_{0} \hat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\left(\frac{d}{d t} n_{t}\right) \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s \\
& +\left(\nabla N\left(Q_{t}, y\right) \frac{d Q_{t}}{d t} \cdot \tau_{t}-\nabla N\left(P_{t}, y\right) \frac{d P_{t}}{d t} \cdot \tau_{t}\right) f_{t} \\
& +\left(N\left(Q_{t}, y\right)-N\left(P_{t}, y\right)\right) \frac{d\left(\tau_{t} f_{t}\right)}{d t} \\
:= & I_{1}+I_{2}+I_{3}+\left(\nabla N\left(Q_{t}, y\right) \frac{d Q_{t}}{d t} \cdot \tau_{t}-\nabla N\left(P_{t}, y\right) \frac{d P_{t}}{d t} \cdot \tau_{t}\right) f_{t} \\
& +\left(N\left(Q_{t}, y\right)-N\left(P_{t}, y\right)\right) \frac{d\left(\tau_{t} f_{t}\right)}{d t} .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
& \frac{d}{d t} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) \\
& =\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet\left((1-s)\left(P_{1}-P_{0}\right)+s\left(Q_{1}-Q_{0}\right)\right),
\end{aligned}
$$

where the symbol - should be intended in the following way:

$$
\nabla_{x} M \bullet v:=\sum_{i} \frac{\partial M}{\partial x_{i}} v_{i} .
$$

On the other hand

$$
\begin{gathered}
\frac{d}{d s}\left(\mathbb{C}_{0} \hat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right)=\nabla_{x}\left(\mathbb{C}_{0} \hat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet\left(Q_{t}-P_{t}\right) \\
=\nabla_{x}\left(\mathbb{C}_{0} \hat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet \tau_{t}\left|Q_{t}-P_{t}\right| .
\end{gathered}
$$

Set

$$
(1-s)\left(P_{1}-P_{0}\right)+s\left(Q_{1}-Q_{0}\right)=A_{t}(s) \tau_{t}+B_{t}(s) n_{t},
$$

where

$$
A_{t}(s)=(1-s)\left(P_{1}-P_{0}\right) \cdot \tau_{t}+s\left(Q_{1}-Q_{0}\right) \cdot \tau_{t}
$$

and

$$
B_{t}(s)=(1-s)\left(P_{1}-P_{0}\right) \cdot n_{t}+s\left(Q_{1}-Q_{0}\right) \cdot n_{t}
$$

Hence

$$
\begin{align*}
I_{1}= & \int_{0}^{1}\left(\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet\left(A_{t}(s) \tau_{t}+B_{t}(s) n_{t}\right)\right) n_{t} \cdot \varphi_{t} d s \\
= & \int_{0}^{1} A_{t}(s) \frac{d}{d s}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) n_{t} \cdot \varphi_{t} d s  \tag{40}\\
& +\int_{0}^{1} B_{t}(s)\left(\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet n_{t}\right) n_{t} \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s
\end{align*}
$$

Integrating by parts the first integral appearing on the right-hand side of (40), we obtain

$$
\begin{align*}
I_{1}= & A_{t}(1) \mathbb{C}_{0} \widehat{\nabla} N\left(Q_{t}, y\right) n_{t} \cdot \varphi_{t}-A_{t}(0) \mathbb{C}_{0} \widehat{\nabla} N\left(P_{t}, y\right) n_{t} \cdot \varphi_{t} \\
& -\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) \frac{d}{d s}\left(A_{t}(s) n_{t} \cdot \varphi_{t}\right) d s  \tag{41}\\
& +\int_{0}^{1} B_{t}(s)\left(\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet n_{t}\right) n_{t} \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s
\end{align*}
$$

Observing now that, for any $y \in \partial \Omega$,

$$
\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) n_{t}\right) \bullet n_{t}+\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) \cdot \tau_{t}\right) \bullet \tau_{t}=0 \quad \text { in } \quad \Omega
$$

we can rewrite

$$
\begin{aligned}
& \int_{0}^{1} B_{t}(s)\left(\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet n_{t}\right) n_{t} \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s \\
& =-\int_{0}^{1} B_{t}(s)\left(\nabla_{x}\left(\mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \bullet \tau_{t}\right) \tau_{t} \cdot \varphi_{t}\left|Q_{t}-P_{t}\right| d s \\
& =-\int_{0}^{1} B_{t}(s)\left(\frac{d}{d s} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right)\right) \tau_{t} \cdot \varphi_{t} d s \\
& =-B_{t}(1) \mathbb{C}_{0} \widehat{\nabla} N\left(Q_{t}, y\right) \tau_{t} \cdot \varphi_{t}+B_{t}(0) \mathbb{C}_{0} \widehat{\nabla} N\left(P_{t}, y\right) \tau_{t} \cdot \varphi_{t} \\
& \quad+\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) \frac{d}{d s}\left(B_{t}(s) \tau_{t} \cdot \varphi_{t}\right) d s
\end{aligned}
$$

Inserting (42) into (41) we derive finally

$$
\begin{align*}
I_{1}= & \mathbb{C}_{0} \widehat{\nabla} N\left(Q_{t}, y\right)\left(A_{t}(1) n_{t}-B_{t}(1) \tau_{t}\right) \cdot \varphi_{t} \\
& -\mathbb{C}_{0} \widehat{\nabla} N\left(P_{t}, y\right)\left(A_{t}(0) n_{t}-B_{t}(0) \tau_{t}\right) \cdot \varphi_{t}  \tag{43}\\
& -\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) \frac{d}{d s}\left(A_{t}(s) n_{t} \cdot \varphi_{t}-B_{t}(s) \tau_{t} \cdot \varphi_{t}\right) d s
\end{align*}
$$

where

$$
\begin{aligned}
& \frac{d}{d s}\left(A_{t}(s) n_{t}-B_{t}(s) \tau_{t}\right) \cdot \varphi_{t} \\
& \left.\left.=\left\{\left(\left(Q_{1}-Q_{0}\right)-\left(P_{1}-P_{0}\right)\right) \cdot \tau_{t}\right) n_{t}-\left(\left(Q_{1}-Q_{0}\right)-\left(P_{1}-P_{0}\right)\right) \cdot n_{t}\right) \tau_{t}\right\} \cdot \varphi_{t} \\
& A_{t}(1)=\left(Q_{1}-Q_{0}\right) \cdot \tau_{t}, \quad A_{t}(0)=\left(P_{1}-P_{0}\right) \cdot \tau_{t}
\end{aligned}
$$

and

$$
B_{t}(1)=\left(Q_{1}-Q_{0}\right) \cdot n_{t}, \quad B_{t}(0)=\left(P_{1}-P_{0}\right) \cdot n_{t}
$$

It is easy to calculate

$$
\frac{d}{d t} n_{t}=-\left(\frac{\left(Q_{1}-Q_{0}\right)-\left(P_{1}-P_{0}\right)}{\left|Q_{t}-P_{t}\right|} \cdot n_{t}\right) \tau_{t}
$$

and, with this, we get

$$
\begin{equation*}
I_{3}=-\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{t}+s Q_{t}, y\right) \tau_{t} \cdot \varphi_{t}\left(\left(Q_{1}-Q_{0}\right)-\left(P_{1}-P_{0}\right)\right) \cdot n_{t} d s \tag{44}
\end{equation*}
$$

Inserting (43) and (44) into (39) gives (25), which concludes the proof.
5.3. Proof of Proposition 4.3. In Lemma 4.2 we established that

$$
\begin{aligned}
u_{0}^{\prime}(y)= & -\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{0}+s Q_{0}, y\right) n_{0} \cdot \varphi_{0}\left(\left(Q_{1}-Q_{0}\right)-\left(P_{1}-P_{0}\right)\right) \cdot \tau_{0} \\
& +\left.\int_{0}^{1} \mathbb{C}_{0} \widehat{\nabla} N\left((1-s) P_{0}+s Q_{0}, y\right) n_{0} \cdot \frac{d}{d t}\left(\varphi_{t}\left|Q_{t}-P_{t}\right|\right)\right|_{t=0} \\
& +\mathbb{C}_{0} \widehat{\nabla} N\left(Q_{0}, y\right)\left(\left(\left(Q_{1}-Q_{0}\right) \cdot \tau_{0}\right) n_{0}-\left(\left(Q_{1}-Q_{0}\right) \cdot n_{0}\right) \tau_{0}\right) \cdot \varphi_{0} \\
& -\mathbb{C}_{0} \widehat{\nabla} N\left(P_{0}, y\right)\left(\left(\left(P_{1}-P_{0}\right) \cdot \tau_{0}\right) n_{0}-\left(\left(P_{1}-P_{0}\right) \cdot n_{0}\right) \tau_{0}\right) \cdot \varphi_{0} \\
& +\left(\nabla N\left(Q_{0}, y\right)\left(Q_{1}-Q_{0}\right)-\nabla N\left(P_{0}, y\right)\left(P_{1}-P_{0}\right)\right) \cdot \tau_{0} f_{0} \\
& +\left.\left(N\left(Q_{0}, y\right)-N\left(P_{0}, y\right)\right) \frac{d\left(\tau_{t} f_{t}\right)}{d t}\right|_{t=0}
\end{aligned}
$$

We divide the proof of the first inequality of Proposition 4.3 into two steps.
(1) We first prove that if

$$
\begin{equation*}
\left\|u_{0}^{\prime}\right\|_{L^{2}(\partial \Omega)}=0, \quad \text { then } \quad d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)=0 \tag{46}
\end{equation*}
$$

Since $d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)=\left|P_{1}-P_{0}\right|$ it will be sufficient to show that $P_{1}=P_{0}$.
By (24), (46), and the unique continuation property, we have that

$$
u_{0}^{\prime}(y)=0 \quad \text { for } \quad y \in \bar{\Omega} \backslash \sigma_{0}
$$

In particular $u_{0}^{\prime}$ is zero in a neighborhood of $P_{0}$ contained in $\Omega \backslash \sigma_{0}$. From (45) it is immediate to see that $u_{0}^{\prime}$ has a singularity at $P_{0}$ whose leading term is

$$
\begin{equation*}
-\mathbb{C}_{0} \widehat{\nabla} \Gamma\left(P_{0}, y\right)\left(\left(P_{1}-P_{0}\right)^{\perp}\right) \cdot \varphi_{0}-\nabla \Gamma\left(P_{0}, y\right)\left(P_{1}-P_{0}\right) \cdot \tau_{0} f_{0} \tag{47}
\end{equation*}
$$

Without loss of generality let us now fix the coordinate system in such a way that $P_{0}=0, \tau_{0}=(1,0)$, and $n_{0}=(0,1)$, let $\varphi_{0}=\left(\varphi_{0}^{1}, \varphi_{0}^{2}\right)$, and let us set $h_{1}=$ $\left(h_{1}^{1}, h_{1}^{2}\right):=\left(P_{1}-P_{0}\right)$. Since the leading singularity given by (47) cannot appear and by the definition of $\mathbb{C}_{0}$, we must have, for $i=1,2$ and for any $y \in B_{r}(0) \backslash \sigma_{0}$ for some small and positive radius $r$,

$$
\begin{equation*}
\alpha_{1} \partial_{1} \Gamma_{i 1}(y)+\alpha_{2} \partial_{1} \Gamma_{i 2}(y)+\alpha_{3} \partial_{2} \Gamma_{i 1}(y)+\alpha_{4} \partial_{2} \Gamma_{i 2}(y)=0 \tag{48}
\end{equation*}
$$

where the coefficients are given by

$$
\begin{gather*}
\alpha_{1}=\lambda_{0}\left(h_{1}^{1} \varphi_{0}^{2}-h_{1}^{2} \varphi_{0}^{1}\right)-2 \mu_{0} h_{1}^{2} \varphi_{0}^{1}+h_{1}^{1} f_{0}, \quad \alpha_{2}=-\mu_{0} h_{1}^{2} \varphi_{0}^{2}+\mu_{0} h_{1}^{1} \varphi_{0}^{1}, \\
\alpha_{3}=-\mu_{0} h_{1}^{2} \varphi_{0}^{2}+\mu_{0} h_{1}^{1} \varphi_{0}^{1}+h_{1}^{2} f_{0}, \quad \alpha_{4}=\lambda_{0}\left(-h_{1}^{2} \varphi_{0}^{1}+h_{1}^{1} \varphi_{0}^{2}\right)+2 \mu_{0} h_{1}^{1} \varphi_{0}^{2} . \tag{49}
\end{gather*}
$$

By calculating explicitly the derivatives of $\Gamma$, equations (48) become

$$
\begin{align*}
& \frac{1}{2 \pi|y|^{4}}\left[y_{1}^{3}\left(A \alpha_{1}-B \alpha_{4}\right)+y_{1}^{2} y_{2}\left(B \alpha_{2}+(A+2 B) \alpha_{3}\right)+y_{1} y_{2}^{2}\left((A-2 B) \alpha_{1}+B \alpha_{4}\right)\right. \\
& \left.0) \quad+y_{2}^{3}\left(-B \alpha_{2}+A \alpha_{3}\right)\right]=0 \quad \text { for every } \quad y \in B_{r}(0) \backslash \sigma_{0} \tag{50}
\end{align*}
$$

for $i=1$, and

$$
\begin{align*}
& \frac{1}{2 \pi|y|^{4}}\left[y_{1}^{3}\left(A \alpha_{2}-B \alpha_{3}\right)+y_{1}^{2} y_{2}\left(B \alpha_{1}+(A-2 B) \alpha_{4}\right)+y_{1} y_{2}^{2}\left((A+2 B) \alpha_{2}+B \alpha_{3}\right)\right. \\
& \left.1) \quad+y_{2}^{3}\left(-B \alpha_{1}+A \alpha_{4}\right)\right]=0 \quad \text { for every } \quad y \in B_{r}(0) \sigma_{0} \tag{51}
\end{align*}
$$

for $i=2$.
Equations (50) and (51) can be satisfied if and only if each coefficient of the polynomials appearing in the numerators is zero. Since $A+B$ and $A-B$ are different from zero this implies that

$$
\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=0
$$

Easy computations show that these four equations can be satisfied for some vector $h_{1} \neq(0,0)$ only if

$$
f_{0}=\varphi_{0}^{1}=\varphi_{0}^{2}=0
$$

which implies that $W$ is identically zero, leading to a contradiction. Hence $h_{1}=$ $P_{1}-P_{0}=0$ and the first step is proved.
(2) Since $u_{0}^{\prime}$ depends linearly on $h:=\left(h_{1}, h_{2}\right):=\left(P_{1}-P_{0}, Q_{1}-Q_{0}\right)$, in order to prove the estimate from below it is sufficient to show that if $|h|_{\mathbb{R}^{4}}=\left(\left|h_{1}\right|^{2}+\left|h_{2}\right|^{2}\right)^{1 / 2}=$ 1 , then

$$
\left\|u_{0}^{\prime}\right\|_{L^{2}(\partial \Omega)} \geq m_{0}
$$

where $m_{0}>0$ depends only on the a priori data.

Let $h \in \mathbb{R}^{4}$ be such that $|h|_{\mathbb{R}^{4}}=1$, where $d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)=\left|h_{1}\right|_{\mathbb{R}^{2}} \geq\left|h_{2}\right|_{\mathbb{R}^{2}}$. Denote

$$
v=u_{0}^{\prime}, \quad \text { and } \quad \theta=\|v\|_{L^{2}(\partial \Omega)} .
$$

Recall that $v$ is a solution of (24) and proceed similarly as in Lemma 4.1. If we define $\rho_{1}:=\min \left(L^{-1}, \rho_{0}\right)$, we have, for any $r \in\left(0, \rho_{1} / 156\right)$,

$$
|v(x)| \leq \omega(\theta, r):=C\left(\theta^{\delta}\right)^{\tau^{N_{r}}}\left(\log \frac{1}{r}\right)^{1-\tau^{N_{r}}}
$$

for every $x \in \Omega_{r}^{\prime}:=\Omega_{8 r} \backslash\left(\sigma_{0}\right)_{8 r}$, where $\left(\sigma_{0}\right)_{8 r}$ is defined as in $(33), \tau, \delta \in(0,1)$ and $C>1$ depend on the a priori data only, and $N_{r} \leq \frac{|\Omega|}{\pi r^{2}}$. Without loss of generality we might assume that $P_{0}=0$. By (44) we have that

$$
\begin{equation*}
v(y)=\frac{H(y)}{|y|^{4}}+J(y) \quad \text { for } \quad y \in \Omega \backslash \sigma_{0} \tag{52}
\end{equation*}
$$

where $H$ is an homogeneous polynomial of degree three whose coefficients are equal to the expressions in (50) and (51), and $J$ satisfies the inequality

$$
|J(y)| \leq C|\log | y| | \quad \text { for } \quad y \in \Omega \backslash \sigma_{0},|y| \leq \frac{1}{2 L}
$$

where $C$ depends on the a priori data only. Let $\bar{y} \in \mathbb{R}^{2},|y|=1$ such that

$$
|H(\bar{y})|=\max _{|y|=1}|H(y)| .
$$

Denote

$$
M=|H(\bar{y})|, \quad y_{r}=8 r \bar{y}
$$

Since $\left|H\left(y_{r}\right)\right|=\left|H\left(-y_{r}\right)\right|$ and $y_{r}$ or $-y_{r} \in \Omega_{r}^{\prime}$, it is not restrictive to assume that $y_{r} \in \Omega_{r}^{\prime}$.

By (52) we have

$$
|H(\bar{y})|=\frac{\left|H\left(y_{r}\right)\right|}{\left|y_{r}\right|^{3}} \leq\left|y_{r}\right|\left|v\left(y_{r}\right)\right|+\left|y_{r}\right|\left|J\left(y_{r}\right)\right|
$$

and hence

$$
\begin{equation*}
M \leq 8 r \omega(\theta ; r)+C r \log \frac{1}{r} \tag{53}
\end{equation*}
$$

for every $0 \leq r \leq \rho_{2}$, where $\rho_{2}=\frac{1}{256} \min \left(L^{-1}, \rho_{0}\right)$. Denote

$$
r_{\theta}=\left(\frac{E_{1}^{2}|\log \tau|}{\log \left|\log \theta^{\delta}\right|}\right)^{1 / 2}
$$

There exists $\theta_{0}<e^{-1 / \delta}, \theta_{0}$ depending only on the a priori data, such that if $\theta \in\left(0, \theta_{0}\right)$, then $r_{\theta} \in\left(0, \rho_{2}\right)$. We now choose, for $\theta \in\left(0, \theta_{0}\right), r=r_{\theta}$ and by (53) we have

$$
\begin{equation*}
M \leq C \omega_{2}(\theta) \tag{54}
\end{equation*}
$$

where

$$
\omega_{2}(\theta)=\left(\log \left|\log \theta^{\delta}\right|\right)^{-1 / 4}
$$

and $C$ depends only on the a priori data. This implies that each coefficient of the polynomials appearing in the numerators of (50) and (51) are bounded by $C \omega_{2}(\theta)$ for some positive constant $C$ depending only on a priori data.

Now, proceeding as in step (1) we derive easily that

$$
\begin{equation*}
\text { if } \quad \theta \in\left(0, \theta_{0}\right), \quad \text { then } \quad\left|h_{2}\right| \leq\left|h_{1}\right| \leq C \omega_{2}(\theta) \tag{55}
\end{equation*}
$$

where $C$ depends only on the a priori data. On the other hand, since $\left|h_{1}\right|^{2}+\left|h_{2}\right|^{2}=1$, by (55) we obtain that

$$
\begin{equation*}
\text { if } \theta \in\left(0, \theta_{0}\right), \quad \text { then } \quad 1 \leq 2 C_{0}^{2}\left(\omega_{2}(\theta)\right)^{2} \tag{56}
\end{equation*}
$$

Denote by $\theta_{1}=\min \left\{\theta_{0}, \exp \left(-\frac{1}{\delta} \exp \left(16 C_{0}^{4}\right)\right)\right\}$. By (55) we get that if $\theta \in\left(0, \theta_{1}\right)$, then $1 \leq 2 C_{0}^{2}\left(\omega_{2}(\theta)\right)^{2} \leq 1 / 2$, a contradiction. Therefore $\theta \geq \theta_{1}$ and recalling that $v=u_{0}^{\prime}$, and $\theta=\|v\|_{L^{2}(\partial \Omega)}$, we get the thesis for $m_{0}=\theta_{1}$.

Let us finally prove (26). Observe that $u_{t}^{\prime}$ is differentiable in $t$ and taking, for instance, the following term appearing in $u_{t}^{\prime}-u_{0}^{\prime}$ we get

$$
\begin{aligned}
&\left|\nabla N\left(Q_{t}, y\right)\left(Q_{1}-Q_{0}\right) \cdot \tau_{t} f_{t}-\nabla N\left(Q_{0}, y\right)\left(Q_{1}-Q_{0}\right) \cdot \tau_{0} f_{0}\right| \\
& \leq\left|\left(\nabla N\left(Q_{t}, y\right)-\nabla N\left(Q_{0}, y\right)\right)\right|\left|\left(Q_{1}-Q_{0}\right) \cdot \tau_{t} f_{t}\right| \\
&+\left|\nabla N\left(Q_{0}, y\right)\left(Q_{1}-Q_{0}\right) \cdot\left(\tau_{t}-\tau_{0}\right) f_{t}\right| \\
&+\left|\nabla N\left(Q_{0}, y\right)\left(Q_{1}-Q_{0}\right) \cdot \tau_{0}\left(f_{t}-f_{0}\right)\right| .
\end{aligned}
$$

Since

$$
\begin{gathered}
\left|\nabla N\left(Q_{t}, y\right)-\nabla N\left(Q_{0}, y\right)\right| \leq C\left|Q_{1}-Q_{0}\right| \leq C d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right) \\
\left|\tau_{t}-\tau_{0}\right| \leq C\left|P_{1}-P_{0}\right|=C d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)
\end{gathered}
$$

and, also,

$$
\left|f_{t}-f_{0}\right| \leq C\left|Q_{1}-Q_{0}\right| \leq C d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)
$$

where $C$ is a constant depending only on the a priori data, hence

$$
\left|\nabla N\left(Q_{t}, y\right)\left(Q_{1}-Q_{0}\right) \cdot \tau_{t} f_{t}-\nabla N\left(Q_{0}, y\right)\left(Q_{1}-Q_{0}\right) \cdot \tau_{0} f_{0}\right| \leq C\left(d_{\mathcal{H}}\left(\sigma_{0}, \sigma_{1}\right)\right)^{2}
$$

Evaluating the other terms appearing in $u_{t}^{\prime}-u_{0}^{\prime}$ in a similar way, we get the desired inequality and the proof is concluded.
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#### Abstract

We study the monotone skew-product semiflow generated by a family of neutral functional differential equations with infinite delay and stable $D$-operator. The stability properties of $D$ allow us to introduce a new order and to take the neutral family to a family of functional differential equations with infinite delay. Next, we establish the 1-covering property of omega-limit sets under the componentwise separating property and uniform stability. Finally, the obtained results are applied to the study of the long-term behavior of the amount of material within the compartments of a neutral compartmental system with infinite delay.
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1. Introduction. After the pioneering work of Hale and Meyer [11], the theory of neutral functional differential equations (NFDE) aroused considerable interest and a fast development ensued. At present a wide collection of theoretical and practical results make up the main body of the theory of NFDEs (see Hale [10], Hale and Verduyn Lunel [12], Kolmanovskii and Myshkis [18], and Salamon [22], among many others). In particular, a substantial number of results for delayed functional differential equations (FDEs) have been generalized for NFDEs solving new and challenging problems in these extensions.

In this paper we provide a dynamical theory for nonautonomous monotone NFDEs with infinite delay and autonomous stable $D$-operator along the lines of the results by Jiang and Zhao [17] and Novo, Obaya, and Sanz [20]. We assume some recurrence properties on the temporal variation of the NFDE. Thus, its solutions induce a skewproduct semiflow with minimal flow on the base. In particular, the uniform almost periodic and almost automorphic cases are included in this formulation. The skewproduct formalism permits the analysis of the dynamical properties of the trajectories using methods of ergodic theory and topological dynamics.

Novo et al. [20] study the existence of recurrent solutions of nonautonomous FDEs with infinite delay using the phase space $B U \subset C\left((-\infty, 0], \mathbb{R}^{m}\right)$ of bounded and uniformly continuous functions with the supremum norm. Assuming some technical conditions on the vector field, it is shown that every bounded solution is relatively compact for the compact-open topology, and its omega-limit set admits a flow extension. An alternative method for the study of recurrent solutions of almost periodic FDEs with infinite delay makes use of a fading memory Banach phase space (see Hino, Murakami, and Naiko [13] for an axiomatic definition and main properties). Since this kind of space contains $B U$ and, under natural assumptions, the restriction of the norm

[^54]topology to the closure of a bounded solution agrees with the compact-open topology, it seems that the approach considered in Novo et al. [20] becomes natural in many cases of interest.

In this paper we consider NFDEs with linear autonomous operator $D$ defined on $B U$ which is continuous for the norm, continuous for the compact-open topology on bounded sets, and atomic at zero. We obtain an integral representation of $D$ by means of Riesz theorem $D x=\int_{-\infty}^{0}[d \mu] x$, where $\mu$ is a real Borel measure with finite total variation. The convolution operator $\widehat{D}$ defined by $\widehat{D} x(s)=\int_{-\infty}^{0}[d \mu(\theta)] x(\theta+s)$ maps $B U$ into $B U$. We prove that if $D$ is stable in the sense of Hale [10], then $\widehat{D}$ is an isomorphism of $B U$ which is continuous for the norm and continuous for the compactopen topology on bounded sets. Moreover, $\widehat{D}^{-1}$ inherits these same properties and is associated to a linear stable operator $D^{*}$. In fact, the mentioned behavior of $\widehat{D}^{-1}$ characterizes the stability of the operator $D$. The proofs are self-contained and require only quantitative estimates associated to the stability of the operator $D$.

Staffans [24] shows that every NFDE with finite delay and autonomous stable $D$-operator can be written as an FDE with infinite delay in an appropriate fading memory space. A more systematic study on the inversion of the convolution operator $\widehat{D}$ can be found in the work of Gripenberg, Londen, and Staffans [4]. The papers by Haddock et al. [8, 9], Arino and Bourad [1], among others, make a systematic use of these ideas which have a theoretical and practical interest. We give a version of the above results for infinite delay NFDEs. It is obvious that the inversion of the convolution operator $\widehat{D}$ on $B U$ allows us to transform the original equation into a retarded nonautonomous FDE with infinite delay. In addition, we transfer the dynamical theory of Jiang and Zhao [17] and Novo et al. [20] to nonautonomous monotone NFDEs with infinite delay and autonomous stable $D$-operator. In an appropriate dynamical framework we assume that the trajectories are bounded, uniformly stable, and satisfy a componentwise separating property, and we show that the omega-limit sets are all copies of the base. It is important to mention that no conditions of strong monotonicity are required, which permits the application of the results under natural physical conditions.

In this paper we provide a detailed description of the long-term behavior of the dynamics in some classes of compartmental systems extensively studied in the literature. Compartmental systems have been used as mathematical models for the study of the dynamical behavior of many processes in biological and physical sciences, which depend on local mass balance conditions (see Jacquez [14], Jacquez and Simon [15, 16], and the references therein). Some initial results for models described by FDEs with finite and infinite delay can be found in Györi [5] and Györi and Eller [6]. The paper by Arino and Haourigui [2] proves the existence of almost periodic solutions for compartmental systems described by almost periodic finite delay FDEs. NFDEs represent systems where the compartments produce or swallow material. Györi and Wu [7] and Wu and Freedman [28] study autonomous NFDEs with finite and infinite delay similar to those considered in this paper. We provide a nonautonomous version, under more general assumptions, of the monotone theory for NFDEs included in Wu and Freedman [28] and Wu [27]. More precise results for the case of scalar NFDEs can be found in Arino and Bourad [1] and Krisztin and Wu [19].

We study the dynamics of monotone compartmental systems in terms of the geometrical structure of the pipes connecting the compartments. Irreducible subsets of the set of indices detect the occurrence of subsystems on the complete system which reduce the dimension of the problem being studied. When the system is closed,
the total mass is an invariant continuous function which implies the stability and boundedness of the solutions. In particular, the omega-limit set of every solution is a minimal set and a copy of the base. In a general compartmental system the existence of a bounded solution assures that every solution is bounded and uniformly stable. We first check that when there is no inflow of material then all the compartments of each irreducible subset with some outflow of material are empty on minimal subsets. On the contrary, when the solutions remain bounded and there is an inflow of material in some compartment of an irreducible subset, then for the indices of this irreducible subset all the minimal sets agree, and all the compartments contain some material. Finally, we describe natural physical conditions which ensure the existence of a unique minimal set asymptotically stable.

This paper is organized as follows. Basic notions in topological dynamics, used throughout the rest of the sections, are stated in section 2. Section 3 is devoted to the study of general and stability properties of linear autonomous operators from $B U$ to $\mathbb{R}^{m}$, as well as the behavior of solutions of the corresponding homogeneous and nonhomogeneous equations given by them. In section 4, we study the monotone skew-product semiflow generated by a family of NFDEs with infinite delay and stable $D$-operator. In particular, we establish the 1-covering property of omega-limit sets under the componentwise separating property and uniform stability. These results are applied in section 5 to show that the solutions of a compartmental system given by a monotone NFDE with infinite delay are asymptotically of the same type as the transport functions. Finally, section 6 deals with the long-term behavior of its solutions in terms of the geometrical structure of the pipes, as explained above.
2. Some preliminaries. Let $(\Omega, d)$ be a compact metric space. A real continuous flow $(\Omega, \sigma, \mathbb{R})$ is defined by a continuous mapping $\sigma: \mathbb{R} \times \Omega \rightarrow \Omega,(t, \omega) \mapsto \sigma(t, \omega)$ satisfying
(i) $\sigma_{0}=\mathrm{Id}$,
(ii) $\sigma_{t+s}=\sigma_{t} \circ \sigma_{s}$ for each $s, t \in \mathbb{R}$,
where $\sigma_{t}(\omega)=\sigma(t, \omega)$ for all $\omega \in \Omega$ and $t \in \mathbb{R}$. The set $\left\{\sigma_{t}(\omega) \mid t \in \mathbb{R}\right\}$ is called the orbit or the trajectory of the point $\omega$. We say that a subset $\Omega_{1} \subset \Omega$ is $\sigma$-invariant if $\sigma_{t}\left(\Omega_{1}\right)=\Omega_{1}$ for every $t \in \mathbb{R}$. A subset $\Omega_{1} \subset \Omega$ is called minimal if it is compact, $\sigma$ invariant, and its only nonempty compact $\sigma$-invariant subset is itself. Every compact and $\sigma$-invariant set contains a minimal subset; in particular it is easy to prove that a compact $\sigma$-invariant subset is minimal if and only if every trajectory is dense. We say that the continuous flow $(\Omega, \sigma, \mathbb{R})$ is recurrent or minimal if $\Omega$ is minimal.

The flow $(\Omega, \sigma, \mathbb{R})$ is distal if for any two distinct points $\omega_{1}, \omega_{2} \in \Omega$ the orbits keep at a positive distance, that is, $\inf _{t \in \mathbb{R}} d\left(\sigma\left(t, \omega_{1}\right), \sigma\left(t, \omega_{2}\right)\right)>0$. The flow $(\Omega, \sigma, \mathbb{R})$ is almost periodic when for every $\varepsilon>0$ there is a $\delta>0$ such that if $\omega_{1}, \omega_{2} \in \Omega$ with $d\left(\omega_{1}, \omega_{2}\right)<\delta$, then $d\left(\sigma\left(t, \omega_{1}\right), \sigma\left(t, \omega_{2}\right)\right)<\varepsilon$ for every $t \in \mathbb{R}$. If $(\Omega, \sigma, \mathbb{R})$ is almost periodic, it is distal. The converse is not true; even if $(\Omega, \sigma, \mathbb{R})$ is minimal and distal, it does not need to be almost periodic. For the basic properties of almost periodic and distal flows we refer the reader to Ellis [3] and Sacker and Sell [21].

A flow homomorphism from another continuous flow $(Y, \Psi, \mathbb{R})$ to $(\Omega, \sigma, \mathbb{R})$ is a continuous map $\pi: Y \rightarrow \Omega$ such that $\pi(\Psi(t, y))=\sigma(t, \pi(y))$ for every $y \in Y$ and $t \in \mathbb{R}$. If $\pi$ is also bijective, it is called a flow isomorphism. Let $\pi: Y \rightarrow \Omega$ be a surjective flow homomorphism and suppose $(Y, \Psi, \mathbb{R})$ is minimal (then so is $(\Omega, \sigma, \mathbb{R})) .(Y, \Psi, \mathbb{R})$ is said to be an almost automorphic extension of $(\Omega, \sigma, \mathbb{R})$ if there is $\omega \in \Omega$ such that $\operatorname{card}\left(\pi^{-1}(\omega)\right)=1$. Then actually $\operatorname{card}\left(\pi^{-1}(\omega)\right)=1$ for $\omega$ in a residual subset $\Omega_{0} \subseteq \Omega$; in the nontrivial case $\Omega_{0} \subsetneq \Omega$ the dynamics can be very complicated. A minimal flow
$(Y, \Psi, \mathbb{R})$ is almost automorphic if it is an almost automorphic extension of an almost periodic minimal flow $(\Omega, \sigma, \mathbb{R})$. We refer the reader to the work of Shen and Yi [23] for a survey of almost periodic and almost automorphic dynamics.

Let $E$ be a complete metric space and $\mathbb{R}^{+}=\{t \in \mathbb{R} \mid t \geq 0\}$. A semiflow $\left(E, \Phi, \mathbb{R}^{+}\right)$ is determined by a continuous map $\Phi: \mathbb{R}^{+} \times E \rightarrow E,(t, x) \mapsto \Phi(t, x)$ which satisfies
(i) $\Phi_{0}=\mathrm{Id}$,
(ii) $\Phi_{t+s}=\Phi_{t} \circ \Phi_{s}$ for all $t, s \in \mathbb{R}^{+}$,
where $\Phi_{t}(x)=\Phi(t, x)$ for each $x \in E$ and $t \in \mathbb{R}^{+}$. The set $\left\{\Phi_{t}(x) \mid t \geq 0\right\}$ is the semiorbit of the point $x$. A subset $E_{1}$ of $E$ is positively invariant (or just $\Phi$-invariant) if $\Phi_{t}\left(E_{1}\right) \subset E_{1}$ for all $t \geq 0$. A semiflow $\left(E, \Phi, \mathbb{R}^{+}\right)$admits a flow extension if there exists a continuous flow $(E, \widetilde{\Phi}, \mathbb{R})$ such that $\widetilde{\Phi}(t, x)=\Phi(t, x)$ for all $x \in E$ and $t \in \mathbb{R}^{+}$. A compact and positively invariant subset admits a flow extension if the semiflow restricted to it admits one.

Write $\mathbb{R}^{-}=\{t \in \mathbb{R} \mid t \leq 0\}$. A backward orbit of a point $x \in E$ in the semiflow $\left(E, \Phi, \mathbb{R}^{+}\right)$is a continuous map $\psi: \mathbb{R}^{-} \rightarrow E$ such that $\psi(0)=x$ and for each $s \leq 0$ it holds that $\Phi(t, \psi(s))=\psi(s+t)$ whenever $0 \leq t \leq-s$. If for $x \in E$ the semiorbit $\{\Phi(t, x) \mid t \geq 0\}$ is relatively compact, we can consider the omega-limit set of $x$,

$$
\mathcal{O}(x)=\bigcap_{s \geq 0} \operatorname{closure}\{\Phi(t+s, x) \mid t \geq 0\}
$$

which is a nonempty compact connected and $\Phi$-invariant set. Namely, it consists of the points $y \in E$ such that $y=\lim _{n \rightarrow \infty} \Phi\left(t_{n}, x\right)$ for some sequence $t_{n} \uparrow \infty$. It is well known that every $y \in \mathcal{O}(x)$ admits a backward orbit inside this set. Actually, a compact positively invariant set $M$ admits a flow extension if every point in $M$ admits a unique backward orbit which remains inside the set $M$ (see Shen and Yi [23, part II]).

A compact positively invariant set $M$ for the semiflow $\left(E, \Phi, \mathbb{R}^{+}\right)$is minimal if it does not contain any nonempty compact positively invariant set other than itself. If $E$ is minimal, we say that the semiflow is minimal.

A semiflow is of skew-product type when it is defined on a vector bundle and has a triangular structure; more precisely, a semiflow $\left(\Omega \times X, \tau, \mathbb{R}^{+}\right)$is a skew-product semiflow over the product space $\Omega \times X$, for a compact metric space $(\Omega, d)$ and a complete metric space ( $X, \mathrm{~d}$ ), if the continuous map $\tau$ is as follows:

$$
\begin{align*}
& \tau: \quad \mathbb{R}^{+} \times \Omega \times X \longrightarrow \Omega \times X \\
&(t, \omega, x) \mapsto  \tag{2.1}\\
&(\omega \cdot t, u(t, \omega, x))
\end{align*}
$$

where $(\Omega, \sigma, \mathbb{R})$ is a real continuous flow $\sigma: \mathbb{R} \times \Omega \rightarrow \Omega,(t, \omega) \mapsto \omega \cdot t$, called the base flow. The skew-product semiflow (2.1) is linear if $u(t, \omega, x)$ is linear in $x$ for each $(t, \omega) \in \mathbb{R}^{+} \times \Omega$.

Now, we introduce some definitions concerning the stability of the trajectories. A forward orbit $\left\{\tau\left(t, \omega_{0}, x_{0}\right) \mid t \geq 0\right\}$ of the skew-product semiflow (2.1) is said to be uniformly stable if for every $\varepsilon>0$ there is a $\delta(\varepsilon)>0$, called the modulus of uniform stability, such that if $s \geq 0$ and $\mathrm{d}\left(u\left(s, \omega_{0}, x_{0}\right), x\right) \leq \delta(\varepsilon)$ for certain $x \in X$, then for each $t \geq 0$,

$$
\mathrm{d}\left(u\left(t+s, \omega_{0}, x_{0}\right), u\left(t, \omega_{0} \cdot s, x\right)\right)=\mathrm{d}\left(u\left(t, \omega_{0} \cdot s, u\left(s, \omega_{0}, x_{0}\right)\right), u\left(t, \omega_{0} \cdot s, x\right)\right) \leq \varepsilon
$$

A forward orbit $\left\{\tau\left(t, \omega_{0}, x_{0}\right) \mid t \geq 0\right\}$ of the skew-product semiflow (2.1) is said to be uniformly asymptotically stable if it is uniformly stable and there is a $\delta_{0}>0$ with
the following property: for each $\varepsilon>0$ there is a $t_{0}(\varepsilon)>0$ such that if $s \geq 0$ and $\mathrm{d}\left(u\left(s, \omega_{0}, x_{0}\right), x\right) \leq \delta_{0}$, then

$$
\mathrm{d}\left(u\left(t+s, \omega_{0}, x_{0}\right), u\left(t, \omega_{0} \cdot s, x\right)\right) \leq \varepsilon \quad \text { for each } t \geq t_{0}(\varepsilon)
$$

3. Stable $\boldsymbol{D}$-operators. We consider the Fréchet space $X=C\left((-\infty, 0], \mathbb{R}^{m}\right)$ endowed with the compact-open topology, i.e., the topology of uniform convergence over compact subsets, which is a metric space for the distance

$$
\mathrm{d}(x, y)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{\|x-y\|_{n}}{1+\|x-y\|_{n}}, \quad x, y \in X
$$

where $\|x\|_{n}=\sup _{s \in[-n, 0]}\|x(s)\|$ and $\|\cdot\|$ denotes the maximum norm on $\mathbb{R}^{m}$.
Let $B U \subset X$ be the Banach space

$$
B U=\{x \in X \mid x \text { is bounded and uniformly continuous }\}
$$

with the supremum norm $\|x\|_{\infty}=\sup _{s \in(-\infty, 0]}\|x(s)\|$. Given $r>0$, we will denote

$$
B_{r}=\left\{x \in B U \mid\|x\|_{\infty} \leq r\right\} .
$$

As usual, given $I=(-\infty, a] \subset \mathbb{R}, t \in I$, and a continuous function $x: I \rightarrow \mathbb{R}^{m}, x_{t}$ will denote the element of $X$ defined by $x_{t}(s)=x(t+s)$ for $s \in(-\infty, 0]$.

This section is devoted to the study of general and stability properties of linear autonomous operators $D: B U \rightarrow \mathbb{R}^{m}$, as well as the behavior of solutions of the corresponding homogeneous equation $D x_{t}=0, t \geq 0$, and nonhomogeneous equations $D x_{t}=h(t), t \geq 0$, for $h \in C\left([0, \infty), \mathbb{R}^{m}\right)$. We will assume the following:
(D1) $D$ is linear and continuous for the norm.
(D2) For each $r>0, D: B_{r} \rightarrow \mathbb{R}^{m}$ is continuous when we take the restriction of the compact-open topology to $B_{r}$; i.e., if $x_{n} \xrightarrow{\mathrm{~d}} x$ as $n \rightarrow \infty$ with $x_{n}, x \in B_{r}$, then $\lim _{n \rightarrow \infty} D x_{n}=D x$.
(D3) $D$ is atomic at 0 (see the definition in Hale [10] or Hale and Verduyn Lunel [12]).
From (D1) and (D2) we obtain the following representation.
Proposition 3.1. If $D: B U \rightarrow \mathbb{R}^{m}$ satisfies (D1) and (D2), then for each $x \in B U$

$$
D x=\int_{-\infty}^{0}[d \mu(s)] x(s)
$$

where $\mu=\left[\mu_{i j}\right]$ and $\mu_{i j}$ is a real regular Borel measure with finite total variation $\left|\mu_{i j}\right|(-\infty, 0]<\infty$ for all $i, j \in\{1, \ldots, m\}$.

Proof. From Riesz representation theorem we obtain the above relation for each $x$ whose components are of compact support. Moreover, if $x \in B U$, there are an $r>0$ and a sequence of functions of compact support $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset B_{r}$ with $\left\|x_{n}\right\|_{\infty} \leq$ $\|x\|_{\infty}$ such that $x_{n} \xrightarrow{\mathrm{~d}} x$ as $n \rightarrow \infty$ and, from hypothesis (D2), $\lim _{n \rightarrow \infty} D x_{n}=D x$. However,

$$
D x_{n}=\int_{-\infty}^{0}[d \mu(s)] x_{n}(s)
$$

and the Lebesgue-dominated convergence theorem yields

$$
\lim _{n \rightarrow \infty} D x_{n}=\int_{-\infty}^{0}[d \mu(s)] x(s)
$$

which finishes the proof.

Since in addition $D$ is atomic at $0, \operatorname{det}\left[\mu_{i j}(\{0\})\right] \neq 0$, and without loss of generality, we may assume that

$$
\begin{equation*}
D x=x(0)-\int_{-\infty}^{0}[d \nu(s)] x(s) \tag{3.1}
\end{equation*}
$$

where $\nu=\left[\nu_{i j}\right]_{i, j \in\{1, \ldots, m\}}, \nu_{i j}$ is a real regular Borel measure with finite total variation, and $\left|\nu_{i j}\right|(\{0\})=0$ for all $i, j \in\{1, \ldots, m\}$. We will denote by $|\nu|[-r, 0]$ the $m \times m$ matrix $\left[\left|\nu_{i j}\right|[-r, 0]\right]$ and by $\|\nu\|_{\infty}[-r, 0]$ the corresponding matricial norm.

From now on, we will assume that the operator $D$ satisfying (D1)-(D3) has the form (3.1). First, it is easy to check the following result, whose proof is omitted.

Proposition 3.2. For all $h \in C\left([0, \infty), \mathbb{R}^{m}\right)$ and $\varphi \in B U$ with $D \varphi=h(0)$, the nonhomogeneous equation

$$
\left\{\begin{array}{l}
D x_{t}=h(t), \quad t \geq 0  \tag{3.2}\\
x_{0}=\varphi
\end{array}\right.
$$

has a solution defined for all $t \geq 0$.
Next we obtain a bound for the solution in a finite interval $[0, T]$, in terms of the initial data and the independent term $h$, which in particular implies the uniqueness of the solution of (3.2).

Lemma 3.3. Given $T>0$, there are positive constants $k_{T}^{1}, k_{T}^{2}$ such that if $x$ is a solution of (3.2), then for each $t \in[0, T]$

$$
\begin{equation*}
\left\|x_{t}\right\|_{\infty} \leq k_{T}^{1} \sup _{0 \leq u \leq t}\|h(u)\|+k_{T}^{2}\|\varphi\|_{\infty} \tag{3.3}
\end{equation*}
$$

Proof. Since $\left|\nu_{i j}\right|[-r, 0] \rightarrow 0$ as $r \rightarrow 0$, for each $i, j \in\{1, \ldots, m\}$, there is an $r>0$ such that $\|\nu\|_{\infty}[-r, 0]<1 / 2$. Let $x$ be a solution of (3.2). From (3.1),

$$
x(t)=h(t)+\int_{-t}^{0}[d \nu(s)] x(t+s)+\int_{-\infty}^{-t}[d \nu(s)] \varphi(t+s)
$$

for each $t \geq 0$. Consequently, if $t \in[0, r]$,

$$
\|x(t)\| \leq\|h(t)\|+\frac{1}{2} \sup _{0 \leq u \leq t}\|x(u)\|+\|\varphi\|_{\infty}\|\nu\|_{\infty}(-\infty, 0]
$$

from which we deduce that if $t \in[0, r]$,

$$
\begin{equation*}
\sup _{0 \leq u \leq t}\|x(u)\| \leq 2 \sup _{0 \leq u \leq t}\|h(u)\|+2 a\|\varphi\|_{\infty} \tag{3.4}
\end{equation*}
$$

where $a=\|\nu\|_{\infty}(-\infty, 0]$. Next, let $y(t)=x(t+r)$, which is a solution of

$$
\left\{\begin{array}{l}
D y_{t}=h(t+r), \quad t \geq 0 \\
y_{0}=x_{r}
\end{array}\right.
$$

As above, we conclude that if $t \in[0, r]$,

$$
\sup _{0 \leq u \leq t}\|y(u)\| \leq 2 \sup _{0 \leq u \leq t}\|h(u+r)\|+2 a\left\|x_{r}\right\|_{\infty}
$$

which together with $\left\|x_{r}\right\|_{\infty} \leq\|\varphi\|_{\infty}+\sup _{0 \leq u \leq r}\|x(u)\|$ and (3.4) yields

$$
\sup _{0 \leq u \leq t}\|x(u)\| \leq b \sup _{0 \leq u \leq t}\|h(u)\|+c\|\varphi\|_{\infty}
$$

for $t \in[r, 2 r]$ and some positive constants $b$ and $c$ independent of $h$ and $\varphi$. This way, the result is obtained in a finite number of steps.

Following Hale [10], we introduce the concept of stability for the operator $D$. Although the initial definition is given for the homogeneous equation, it is easy to deduce quantitative estimates in terms of the initial data for the solution of a nonhomogeneous equation.

Definition 3.4. The linear operator $D$ is said to be stable if there is a continuous function $c \in C\left([0, \infty), \mathbb{R}^{+}\right)$with $\lim _{t \rightarrow \infty} c(t)=0$ such that, for each $\varphi \in B U$ with $D \varphi=0$, the solution of the homogeneous problem

$$
\left\{\begin{array}{l}
D x_{t}=0, \quad t \geq 0 \\
x_{0}=\varphi
\end{array}\right.
$$

satisfies $\|x(t)\| \leq c(t)\|\varphi\|_{\infty}$ for each $t \geq 0$.
Proposition 3.5. Let us assume that $D$ is stable. Then there is a positive constant $d>0$ such that, for each $h \in C\left([0, \infty), \mathbb{R}^{m}\right)$ with $h(0)=0$, the solution of

$$
\left\{\begin{array}{l}
D x_{t}=h(t), \quad t \geq 0 \\
x_{0}=0
\end{array}\right.
$$

satisfies $\|x(t)\| \leq d \sup _{0 \leq u \leq t}\|h(u)\|$ for each $t \geq 0$.
Proof. Let $\left\{e_{1}, \ldots, e_{m}\right\}$ be the canonical basis of $\mathbb{R}^{m}$. A proof similar to that of Lemma 3.2 of Hale [10, sec. 12] shows that there are $m$ functions $\phi_{1}, \ldots, \phi_{m} \in B U$ such that $D \phi_{j}=e_{j}$ for each $j \in\{1, \ldots, m\}$. We will denote by $\Phi$ the $m \times m$ matrix function $\Phi=\left[\phi_{1}, \ldots, \phi_{m}\right]$ and by $\|\Phi\|_{\infty}$ the matricial norm corresponding to the norm $\|\cdot\|_{\infty}$ on $B U$.

Let $c \in C\left([0, \infty), \mathbb{R}^{m}\right)$ be the function given in Definition 3.4. Assume that $c$ is decreasing and take $T>0$ such that $c(T)<1$. From Lemma 3.3, $\|x(t)\| \leq$ $k_{T}^{1} \sup _{0 \leq u \leq t}\|h(u)\|$, provided that $t \in[0, T]$.

If $t \geq \bar{T}$, there is a $j \in \mathbb{N}$ such that $t \in[j T,(j+1) T]$ and it is easy to check that $x(t)=x^{1}(t-(j-1) T)+x^{2}(t-(j-1) T)$, where $x^{1}$ and $x^{2}$ are the solutions of

$$
\left\{\begin{array} { l } 
{ D x _ { t } ^ { 1 } = 0 , \quad t \geq 0 , } \\
{ x _ { 0 } ^ { 1 } = x _ { ( j - 1 ) T } - \Phi h ( ( j - 1 ) T ) , }
\end{array} \quad \left\{\begin{array}{l}
D x_{t}^{2}=h(t+(j-1) T), \quad t \geq 0 \\
x_{0}^{2}=\Phi h((j-1) T)
\end{array}\right.\right.
$$

respectively. From the stability of $D$ and Lemma 3.3, we deduce that

$$
\|x(t)\| \leq c(t-(j-1) T)\left\|x_{(j-1) T}-\Phi h((j-1) T)\right\|_{\infty}+k_{2 T} \sup _{(j-1) T \leq u \leq t}\|h(u)\|
$$

In addition, since $t-(j-1) T \geq T$ and $c$ is decreasing we conclude that

$$
\begin{equation*}
\|x(t)\| \leq c(T) c_{j}+\left(c(T)\|\Phi\|_{\infty}+k_{2 T}\right) \sup _{0 \leq u \leq t}\|h(u)\|, \quad t \in[j T,(j+1) T] \tag{3.5}
\end{equation*}
$$

where $c_{j}=\left\|x_{j T}\right\|_{\infty}=\sup _{0 \leq u \leq j T}\|x(u)\|$.

Let $a_{T}=\max \left\{k_{T}^{1}, c(T)\|\Phi\|_{\infty}+k_{2 T}\right\}$. We have $c_{1} \leq a_{T} \sup _{0 \leq u \leq T}\|h(u)\|$ and from (3.5), if $j \geq 2$,

$$
c_{j} \leq \max \left\{c_{j-1}, c(T) c_{j-1}+a_{T} \sup _{0 \leq u \leq j T}\|h(u)\|\right\} .
$$

Hence, we check that for each $j \geq 2$

$$
c_{j} \leq a_{T}\left(1+c(T)+\cdots+c(T)^{j-1}\right) \sup _{0 \leq u \leq j T}\|h(u)\|,
$$

and again from (3.5) we finally deduce that for $t \geq 0$ (and hence $t \in[j T,(j+1) T]$ for some $j \geq 0$ )

$$
\|x(t)\| \leq a_{T} \sum_{k=0}^{j} c(T)^{k} \sup _{0 \leq u \leq t}\|h(u)\| \leq \frac{a_{T}}{1-c(T)} \sup _{0 \leq u \leq t}\|h(u)\|,
$$

which finishes the proof.
Theorem 3.6. Let us assume that $D$ is stable. Then there is a continuous function $c \in C\left([0, \infty), \mathbb{R}^{+}\right)$with $\lim _{t \rightarrow \infty} c(t)=0$ and a positive constant $k>0$ such that the solution of (3.2) satisfies

$$
\|x(t)\| \leq c(t)\|\varphi\|_{\infty}+k \sup _{0 \leq u \leq t}\|h(u)\|
$$

for each $t \geq 0$.
Proof. It is not hard to check that $x(t)=x^{1}(t)+x^{2}(t)$, where $x^{1}$ and $x^{2}$ are the solutions of

$$
\left\{\begin{array} { l } 
{ D x _ { t } ^ { 1 } = \psi ( t ) h ( t ) , \quad t \geq 0 , } \\
{ x _ { 0 } ^ { 1 } = \varphi , }
\end{array} \quad \left\{\begin{array}{l}
D x_{t}^{2}=(1-\psi(t)) h(t), \quad t \geq 0, \\
x_{0}^{2}=0,
\end{array}\right.\right.
$$

respectively, and

$$
\begin{aligned}
\psi:[0, \infty) & \longrightarrow \mathbb{R} \\
t & \mapsto \quad \psi(t)= \begin{cases}1-t, & 0 \leq t \leq 1 \\
0, & 1 \leq t\end{cases}
\end{aligned}
$$

Moreover, since $y(t)=x^{1}(t+1)$ satisfies $D y_{t}=0, t \geq 0$, with $y_{0}=x_{1}^{1}$, the result follows from the application of Definition 3.4, Lemma 3.3, and Proposition 3.5 to $y$, $x^{1}$ on $[0,1]$, and $x^{2}$, respectively.

The conclusions of Theorem 3.6 are essential in what follows. In particular, it allows us to estimate the norm of a function $x$ in terms of the norm of the function $(-\infty, 0] \rightarrow \mathbb{R}^{m}, s \mapsto D x_{s}$.

Proposition 3.7. Let us assume that $D$ is stable. Then there is a positive constant $k>0$ such that $\left\|x^{h}\right\|_{\infty} \leq k\|h\|_{\infty}$ for all $h \in B U$ and $x^{h} \in B U$ satisfying $D x_{s}^{h}=h(s)$ for $s \leq 0$.

Proof. Let $x(t)$ be the solution of

$$
\left\{\begin{array}{l}
D x_{t}=h(0), \quad t \geq 0, \\
x_{0}=x^{h},
\end{array}\right.
$$

$$
\widetilde{h}(t)= \begin{cases}h(t), & t \leq 0 \\ h(0), & t \geq 0\end{cases}
$$

and for $s \leq 0$ we define

$$
y^{s}(t)= \begin{cases}x(t+s), & t+s \geq 0 \\ x^{h}(t+s), & t+s \leq 0\end{cases}
$$

Then

$$
\left\{\begin{array}{l}
D y_{t}^{s}=\widetilde{h}(t+s), \quad t \geq 0 \\
y_{0}^{s}=x_{s}^{h}
\end{array}\right.
$$

and Theorem 3.6 yields

$$
\left\|y^{s}(t)\right\| \leq c(t)\left\|x_{s}^{h}\right\|_{\infty}+k \sup _{0 \leq u \leq t}\|\widetilde{h}(u+s)\|_{\infty} \leq c(t)\left\|x^{h}\right\|_{\infty}+k\|h\|_{\infty}
$$

for all $t \geq 0$ and $s \leq 0$. Hence, $\left\|x^{h}(s)\right\|=\left\|y^{s-t}(t)\right\| \leq c(t)\left\|x^{h}\right\|_{\infty}+k\|h\|_{\infty}$, and as $t \rightarrow \infty$ we prove the result.

Let $D$ be stable and given by (3.1). We define the linear operator

$$
\begin{array}{rlll}
\widehat{D}: \quad B U & \longrightarrow B U & & \\
x & \mapsto & \widehat{D} x:(-\infty, 0] & \rightarrow \mathbb{R}^{m}  \tag{3.6}\\
& & \mapsto & D x_{s}
\end{array}
$$

that is, $\widehat{D} x(s)=x(s)-\int_{-\infty}^{0}[d \nu(\theta)] x(\theta+s)$ for each $s \in(-\infty, 0]$, which is well defined, i.e., $h=\widehat{D} x \in B U$, provided that $x \in B U$ because $D$ is bounded and $h(s+\tau)-h(s)=D\left(x_{s+\tau}-x_{s}\right)$ for all $\tau, s \leq 0$. Moreover, it is easy to check that $\widehat{D}$ is bounded for the norm and uniformly continuous when we take the restriction of the compact-open topology to $B_{r}$; i.e., given $\varepsilon>0$ there is a $\delta(r)>0$ such that $\mathrm{d}\left(\widehat{D} x_{1}, \widehat{D} x_{2}\right)<\varepsilon$ for all $x_{1}, x_{2} \in B_{r}$ with $\mathrm{d}\left(x_{1}, x_{2}\right)<\delta(r)$. The next result shows, after proving that $\widehat{D}$ is invertible, that the same happens for $\widehat{D}^{-1}$.

THEOREM 3.8. Let us assume that $D$ is stable. Then $\widehat{D}$ is invertible, and $\widehat{D}^{-1}$ is bounded for the norm and uniformly continuous when we take the restriction of the compact-open topology to $B_{r}$; i.e., given $\varepsilon>0$ there is a $\delta(r)>0$ such that $\mathrm{d}\left(\widehat{D}^{-1} h_{1}, \widehat{D}^{-1} h_{2}\right)<\varepsilon$ for all $h_{1}, h_{2} \in B_{r}$ with $\mathrm{d}\left(h_{1}, h_{2}\right)<\delta(r)$.

Proof. $\widehat{D}$ is injective because from Proposition 3.7 the only solution of $D x_{s}=0$ for $s \leq 0$ is $x=0$. To show that $\widehat{D}$ is onto, let $h \in B U$ and $\left\{h_{n}\right\}_{n \in \mathbb{N}} \subset B_{r}$, for some $r>0$, be a sequence of continuous functions whose components are of compact support such that $h_{n} \xrightarrow{\mathrm{~d}} h$ as $n \uparrow \infty$. Moreover, it is easy to choose them with the same modulus of uniform continuity as $h$. It is not hard to check that for each $n \in \mathbb{N}$ there is an $x^{n} \in B U$ such that $\widehat{D} x^{n}=h_{n}$, that is, $D x_{s}^{n}=h_{n}(s)$ for $s \leq 0$ and $n \in \mathbb{N}$. From Proposition 3.7, $x^{n} \in B_{k r}$ because $\left\|x^{n}\right\|_{\infty} \leq k\left\|h_{n}\right\|_{\infty} \leq k r$ and $\left\|x^{n}-x_{\tau}^{n}\right\|_{\infty} \leq k\left\|h_{n}-\left(h_{n}\right)_{\tau}\right\|_{\infty}$ for each $\tau \leq 0$ and $n \in \mathbb{N}$, which implies that $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous, and hence relatively compact for the compact-open topology. Hence, there is a convergent subsequence, let us assume the whole sequence; i.e., there is a continuous function $x$ such that $x^{n} \xrightarrow{\mathrm{~d}} x$ as $n \uparrow \infty$. From this, $x_{s}^{n} \xrightarrow{\mathrm{~d}} x_{s}$ for each $s \leq 0$ and (3.1) yields $D x_{s}^{n}=h_{n}(s) \rightarrow D x_{s}$, i.e., $D x_{s}=h(s)$ for $s \leq 0$ and $\widehat{D} x=h$. It is immediate to check that $x \in B U$ and then $\widehat{D}$ is onto, as claimed.

Since $\widehat{D}$ is linear, bounded for the norm, and bijective, the continuity of $\widehat{D}^{-1}$ for the norm is immediate. However, it also follows from Proposition 3.7 which reads as $\left\|\widehat{D}^{-1} h\right\|_{\infty} \leq k\|h\|_{\infty}$. Finally, since $\widehat{D}^{-1}$ is linear, to check the uniform continuity for the metric on each $B_{r}$, it is enough to prove the continuity at 0 , i.e., $\widehat{D}^{-1} x_{n} \xrightarrow{\text { d }} 0$ as $n \uparrow \infty$, whenever $x_{n} \xrightarrow{\text { d }} 0$ as $n \uparrow \infty$ and $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset B_{r}$. Let $y^{n}=\widehat{D}^{-1} x_{n} \in B_{k r}$. We extend the definition of $y^{n}$ to $t \geq 0$ as the solution of

$$
\left\{\begin{array}{l}
D y_{t}^{n}=x_{n}(0), \quad t \geq 0 \\
y_{0}^{n}=y^{n}
\end{array}\right.
$$

The stability of $D$ provides

$$
\begin{equation*}
\left\|y^{n}(t+s)\right\| \leq c(t)\left\|y^{n}\right\|_{\infty}+k \sup _{s \leq u \leq 0}\left\|x_{n}(u)\right\| \tag{3.7}
\end{equation*}
$$

for all $t \geq 0$ and $s \leq 0$. Now we check that $\left\{y^{n}\right\}_{n \in \mathbb{N}}$ converges uniformly to 0 on each compact set $K=[-a, 0]$. Given $\varepsilon>0$, there is a $t_{0}>0$ such that $c\left(t_{0}\right)\left\|y^{n}\right\|_{\infty}<\varepsilon / 2$ for each $n \in \mathbb{N}$. Moreover, $x_{n} \rightarrow 0$ in $\widetilde{K}=\left[-a-t_{0}, 0\right]$, and hence there is an $n_{0}$ such that for each $n \geq n_{0}$ we have $k\left\|x_{n}\right\|_{\widetilde{K}}<\varepsilon / 2$. Therefore, from (3.7) we deduce that for all $u \in K=[-a, 0]$ and $n \geq n_{0}$,

$$
\left\|y^{n}(u)\right\|=\left\|y^{n}\left(t_{0}+u-t_{0}\right)\right\|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

that is, $\left\|y^{n}\right\|_{K}<\varepsilon$, and $\widehat{D}^{-1} x_{n}=y^{n} \xrightarrow{\mathrm{~d}} 0$ as $n \uparrow \infty$, which finishes the proof.
A more systematic study of the properties of the linear operator $\widehat{D}$ defined in (3.6) can be found in Staffans [25]. The next result provides a necessary and sufficient condition for a continuous operator $D$ to be stable. In particular, if $\widehat{D}$ is invertible and $\widehat{D}^{-1}$ is continuous for the restriction of the compact-open topology to $B_{r}$, then $D$ is stable.

THEOREM 3.9. Let $D: B U \rightarrow \mathbb{R}^{m}$ be given by (3.1) and let $\widehat{D}$ be the linear operator in $B U$ defined in (3.6). The following statements are equivalent:
(i) $D$ is stable.
(ii) For each $r>0$ and each sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $B U$ such that $\left\|\widehat{D} x_{n}\right\|_{\infty} \leq r$ and $\widehat{D} x_{n} \xrightarrow{\text { d }} 0$ as $n \uparrow \infty, x_{n}(0) \rightarrow 0$ as $n \uparrow \infty$.
Proof. (i) $\Rightarrow$ (ii) is a consequence of Theorem 3.8.
(ii) $\Rightarrow$ (i) For each $T>0$ we define $\mathcal{L}_{T}:\{\varphi \in B U \mid D \varphi=0\} \rightarrow \mathbb{R}^{m}, \varphi \mapsto x(T)$, where $x$ is the solution of

$$
\left\{\begin{array}{l}
D x_{t}=0, \quad t \geq 0 \\
x_{0}=\varphi
\end{array}\right.
$$

It is easy to check that $\mathcal{L}_{T}$ is well defined and linear. In addition, from (3.3) we deduce that $\left\|\mathcal{L}_{T}(\varphi)\right\| \leq\left\|x_{T}\right\|_{\infty} \leq k_{T}^{2}\|\varphi\|_{\infty}$, and hence it is bounded.

Next we check that $\left\|\mathcal{L}_{T}\right\|_{\infty} \rightarrow 0$ as $T \rightarrow \infty$, which shows the stability of $D$ because $\|x(T)\| \leq c(T)\|\varphi\|_{\infty}$ for $c(T)=\left\|\mathcal{L}_{T}\right\|_{\infty}$. Let us assume, on the contrary, that there exist $\delta>0$, a sequence $T_{n} \uparrow \infty$, and a sequence $\left\{\varphi_{n}\right\}_{n \in \mathbb{N}}$ with $\left\|\varphi_{n}\right\|_{\infty} \leq 1$ and $D \varphi_{n}=0$ such that $\left\|\mathcal{L}_{T_{n}}\left(\varphi_{n}\right)\right\| \geq \delta$ for each $n \in \mathbb{N}$. That is, $\left\|x^{n}\left(T_{n}\right)\right\| \geq \delta$, where $x^{n}$ is the solution of

$$
\left\{\begin{array}{l}
D x_{t}^{n}=0, \quad t \geq 0 \\
x_{0}^{n}=\varphi_{n}
\end{array}\right.
$$

Therefore,

$$
\begin{cases}D\left(\left(x_{T_{n}}^{n}\right)_{s}\right)=D\left(x_{T_{n}+s}^{n}\right)=0 & \text { if } s \in\left[-T_{n}, 0\right] \\ D\left(\left(x_{T_{n}}^{n}\right)_{s}\right)=D\left(\left(\varphi_{n}\right)_{T_{n}+s}\right) & \text { if } s \leq-T_{n}\end{cases}
$$

and taking $r=\|D\|_{\infty}$, the sequence $\left\{x_{T_{n}}^{n}\right\}_{n \in \mathbb{N}} \subset B U$ satisfies $\left\|\widehat{D} x_{n}\right\|_{\infty} \leq r$ and $\widehat{D} x_{T_{n}}^{n} \xrightarrow{\mathrm{~d}} 0$ as $n \uparrow \infty$. Consequently, $x_{T_{n}}^{n}(0)=x^{n}\left(T_{n}\right) \rightarrow 0$ as $n \uparrow \infty$, which contradicts the fact that $\left\|x^{n}\left(T_{n}\right)\right\| \geq \delta$ and finishes the proof.

Proposition 3.10. Let $D: B U \rightarrow \mathbb{R}^{m}$ be a stable operator given by (3.1) and let $\widehat{D}$ be the linear operator in $B U$ defined in (3.6). Then

$$
\begin{aligned}
D^{*}: \quad B U & \longrightarrow \mathbb{R}^{m} \\
x & \mapsto \widehat{D}^{-1} x(0)
\end{aligned}
$$

is also stable and satisfies (D1)-(D3).
Proof. From Theorem 3.8, we deduce that $D^{*}$ satisfies (D1)-(D2). Hence as in Proposition 3.1, there is a real regular Borel measure $\mu^{*}$ with finite total variation such that $D^{*} x=\int_{-\infty}^{0}\left[d \mu^{*}(s)\right] x(s)$ for each $x \in B U$. We can write $\mu^{*}=A \delta-\nu^{*}$ with $A=\left[\mu_{i j}^{*}(\{0\})\right]$. We claim that $D^{*}$ is atomic at 0 , i.e., $\operatorname{det} A \neq 0$. Assume, on the contrary, that $\operatorname{det} A=0$ and let $v \in \mathbb{R}^{m}$ be a unitary vector with $A v=0$. For each $\varepsilon>0$ we take $\varphi_{\varepsilon}:(-\infty, 0] \rightarrow \mathbb{R}$ with $\left\|\varphi_{\varepsilon}\right\|_{\infty}=\varphi_{\varepsilon}(0)=1$ and $\varphi_{\varepsilon}(s)=0$ for each $s \in(-\infty,-\varepsilon]$. Let $x^{\varepsilon} \in B U$ be defined by $x^{\varepsilon}(s)=\varphi_{\varepsilon}(s) v$. The continuity of $\widehat{D}$ yields

$$
\begin{equation*}
1=\left\|x^{\varepsilon}\right\|_{\infty} \leq c\left\|\widehat{D}^{-1} x^{\varepsilon}\right\|_{\infty} \tag{3.8}
\end{equation*}
$$

However, for each $s \in(-\infty, 0]$

$$
\widehat{D}^{-1} x^{\varepsilon}(s)=D^{*} x_{s}^{\varepsilon}=\varphi_{\varepsilon}(s) A v-\int_{-\infty}^{0}\left[d \nu^{*}(\theta)\right] \varphi_{\varepsilon}(\theta+s) v
$$

and, consequently, $\left\|\widehat{D}^{-1} x^{\varepsilon}\right\|_{\infty} \leq\left\|\nu^{*}\right\|_{\infty}(-\varepsilon, 0]$, which tends to 0 as $\varepsilon \rightarrow 0$, contradicts (3.8) and shows that $D^{*}$ is atomic at 0 . Finally, $D^{*}$ is stable as a consequence of Theorem 3.9. Notice that $\mu^{*}$ is the inverse of the measure $\mu$ for the convolution defining the operator $\widehat{D}$.
4. Monotone NFDEs. Throughout this section, we will study the monotone skew-product semiflow generated by a family of NFDEs with infinite delay and stable $D$-operator. In particular, we establish the 1-covering property of omega-limit sets under the componentwise separating property and uniform stability, as in Jiang and Zhao [17] for FDEs with finite delay, and Novo, Obaya, and Sanz [20] for infinite delay. The main tool in the proof of the result is the transformation of the initial family of NFDEs into a family of FDEs with infinite delay in whose study the results of Novo et al. [20] turn out to be useful.

Let $(\Omega, \sigma, \mathbb{R})$ be a minimal flow over a compact metric space $(\Omega, d)$ and denote $\sigma(t, \omega)=\omega \cdot t$ for all $\omega \in \Omega$ and $t \in \mathbb{R}$. In $\mathbb{R}^{m}$, we take the maximum norm $\|v\|=$ $\max _{j=1, \ldots, m}\left|v_{j}\right|$ and the usual partial order relation

$$
\begin{aligned}
& v \leq w \quad \Longleftrightarrow \quad v_{j} \leq w_{j} \quad \text { for } j=1, \ldots, m \\
& v<w \quad \Longleftrightarrow \quad v \leq w \quad \text { and } \quad v_{j}<w_{j} \quad \text { for some } j \in\{1, \ldots, m\}
\end{aligned}
$$

As in section 3 , we consider the Fréchet space $X=C\left((-\infty, 0], \mathbb{R}^{m}\right)$ endowed with the compact-open topology, i.e., the topology of uniform convergence over compact subsets, and $B U \subset X$ the Banach space of bounded and uniformly continuous functions with the supremum norm $\|x\|_{\infty}=\sup _{s \in(-\infty, 0]}\|x(s)\|$.

Let $D: B U \rightarrow \mathbb{R}^{m}$ be an autonomous and stable linear operator satisfying hypotheses (D1)-(D3) and given by relation (3.1). The subset

$$
B U_{D}^{+}=\left\{x \in B U \mid D x_{s} \geq 0 \text { for each } s \in(-\infty, 0]\right\}
$$

is a positive cone in $B U$, because it is a nonempty closed subset $B U_{D}^{+} \subset B U$ satisfying $B U_{D}^{+}+B U_{D}^{+} \subset B U_{D}^{+}, \mathbb{R}^{+} B U_{D}^{+} \subset B U_{D}^{+}$, and $B U_{D}^{+} \cap\left(-B U_{D}^{+}\right)=\{0\}$. As usual, a partial order relation on $B U$ is induced, given by

$$
\begin{aligned}
& x \leq_{D} y \quad \Longleftrightarrow \quad D x_{s} \leq D y_{s} \quad \text { for each } s \in(-\infty, 0] \\
& x<_{D} y \quad \Longleftrightarrow \quad x \leq_{D} y \text { and } x \neq y
\end{aligned}
$$

Remark 4.1. Notice that if we denote the usual partial order of $B U$

$$
x \leq y \quad \Longleftrightarrow \quad x(s) \leq y(s) \quad \text { for each } s \in(-\infty, 0]
$$

we have that $x \leq_{D} y$ if and only if $\widehat{D} x \leq \widehat{D} y$, where $\widehat{D}$ is defined by relation (3.6). Although in some cases they may coincide, this new order is different from the one given by Wu and Freedman in [28].

We consider the family of nonautonomous NFDEs with infinite delay and stable $D$-operator

$$
\begin{equation*}
\frac{d}{d t} D z_{t}=F\left(\omega \cdot t, z_{t}\right), \quad t \geq 0, \omega \in \Omega \tag{4.1}
\end{equation*}
$$

defined by a function $F: \Omega \times B U \rightarrow \mathbb{R}^{m},(\omega, x) \mapsto F(\omega, x)$ satisfying the following conditions:
(F1) $F$ is continuous on $\Omega \times B U$ and locally Lipschitz in $x$ for the norm $\|\cdot\|_{\infty}$.
(F2) For each $r>0, F\left(\Omega \times B_{r}\right)$ is a bounded subset of $\mathbb{R}^{m}$.
(F3) For each $r>0, F: \Omega \times B_{r} \rightarrow \mathbb{R}^{m}$ is continuous when we take the restriction of the compact-open topology to $B_{r}$; i.e., if $\omega_{n} \rightarrow \omega$ and $x_{n} \xrightarrow{\mathrm{~d}} x$ as $n \rightarrow \infty$ with $x \in B_{r}$, then $\lim _{n \rightarrow \infty} F\left(\omega_{n}, x_{n}\right)=F(\omega, x)$.
(F4) If $x, y \in B U$ with $x \leq_{D} y$ and $D_{j} x=D_{j} y$ holds for some $j \in\{1, \ldots, m\}$, then $F_{j}(\omega, x) \leq F_{j}(\omega, y)$ for each $\omega \in \Omega$.
From hypothesis (F1), the standard theory of NFDEs with infinite delay (see Wang and $\mathrm{Wu}[26]$ and Wu [27]) assures that for each $x \in B U$ and each $\omega \in \Omega$ the system $(4.1)_{\omega}$ locally admits a unique solution $z(t, \omega, x)$ with initial value $x$, i.e., $z(s, \omega, x)=x(s)$ for each $s \in(-\infty, 0]$. Therefore, the family $(4.1)_{\omega}$ induces a local skew-product semiflow

$$
\begin{align*}
\tau: \mathbb{R}^{+} \times \Omega \times B U & \longrightarrow \Omega \times B U \\
(t, \omega, x) & \mapsto \tag{4.2}
\end{align*}(\omega \cdot t, u(t, \omega, x)), ~ \$
$$

where $u(t, \omega, x) \in B U$ and $u(t, \omega, x)(s)=z(t+s, \omega, x)$ for $s \in(-\infty, 0]$.
As proved in Theorem 3.8, the operator $\widehat{D}$ defined by relation (3.6) is an isomorphism of $B U$. Hence, the change of variable $y=\widehat{D} z$ takes $(4.1)_{\omega}$ to

$$
\begin{equation*}
y^{\prime}(t)=G\left(\omega \cdot t, y_{t}\right), \quad t \geq 0, \omega \in \Omega \tag{4.3}
\end{equation*}
$$

with $G: \Omega \times B U \rightarrow \mathbb{R}^{m},(\omega, x) \mapsto G(\omega, x)=F\left(\omega, \widehat{D}^{-1} x\right)$ satisfying the following conditions:
(H1) $G$ is continuous on $\Omega \times B U$ and locally Lipschitz in $x$ for the norm $\|\cdot\|_{\infty}$.
(H2) For each $r>0, G\left(\Omega \times B_{r}\right)$ is a bounded subset of $\mathbb{R}^{m}$.
(H3) For each $r>0, G: \Omega \times B_{r} \rightarrow \mathbb{R}^{m}$ is continuous when we take the restriction of the compact-open topology to $B_{r}$, i.e., if $\omega_{n} \rightarrow \omega$ and $x_{n} \xrightarrow{\mathrm{~d}} x$ as $n \rightarrow \infty$ with $x \in B_{r}$, then $\lim _{n \rightarrow \infty} G\left(\omega_{n}, x_{n}\right)=G(\omega, x)$.
(H4) If $x, y \in B U$ with $x \leq y$ and $x_{j}(0)=y_{j}(0)$ holds for some $j \in\{1, \ldots, m\}$, then $G_{j}(\omega, x) \leq G_{j}(\omega, y)$ for each $\omega \in \Omega$.
From hypothesis (H1), the standard theory of infinite delay FDEs (see Hino, Murakami, and Naiko [13]) assures that for each $x \in B U$ and each $\omega \in \Omega$ the system (4.3) $\omega$ locally admits a unique solution $y(t, \omega, x)$ with initial value $x$, i.e., $y(s, \omega, x)=x(s)$ for each $s \in(-\infty, 0]$. Therefore, the new family $(4.3)_{\omega}$ induces a local skew-product semiflow

$$
\begin{align*}
& \widehat{\tau}: \mathbb{R}^{+} \times \Omega \times B U \longrightarrow \Omega \times B U \\
&(t, \omega, x) \mapsto  \tag{4.4}\\
&(\omega \cdot t, \widehat{u}(t, \omega, x)),
\end{align*}
$$

where $\widehat{u}(t, \omega, x) \in B U$ and $\widehat{u}(t, \omega, x)(s)=y(t+s, \omega, x)$ for $s \in(-\infty, 0]$, and it is related to the previous one, (4.2), by

$$
\begin{equation*}
\widehat{u}(t, \omega, x)=\widehat{D} u\left(t, \omega, \widehat{D}^{-1} x\right) . \tag{4.5}
\end{equation*}
$$

As a consequence, most of the results obtained in Novo et al. [20] for the skewproduct semiflow (4.4) can now be translated to (4.2).

From hypotheses (F1) and (F2), each bounded solution $z\left(t, \omega_{0}, x_{0}\right)$ provides a relatively compact trajectory, as deduced from Proposition 4.1 of Novo et al. [20].

Proposition 4.2. Let $z\left(t, \omega_{0}, x_{0}\right)$ be a bounded solution of $(4.1)_{\omega_{0}}$, that is, $r=$ $\sup _{t \in \mathbb{R}}\left\|z\left(t, \omega_{0}, x_{0}\right)\right\|<\infty$. Then closure ${ }_{X}\left\{u\left(t, \omega_{0}, x_{0}\right) \mid t \geq 0\right\}$ is a compact subset of $B U$ for the compact-open topology.

From hypotheses (F1), (F2), and (F3) and Proposition 4.2 and Corollary 4.3 of Novo et al. [20] for the skew-product semiflow (4.4), we can deduce the continuity of the semiflow (4.2) restricted to some compact subsets $K \subset \Omega \times B U$ when the compact-open topology is considered on $B U$.

Proposition 4.3. Let $K \subset \Omega \times B U$ be a compact set for the product metric topology and assume that there is an $r>0$ such that $\tau_{t}(K) \subset \Omega \times B_{r}$ for all $t \geq 0$. Then the map

$$
\begin{array}{rlll}
\tau: \mathbb{R}^{+} \times K & \longrightarrow & \Omega \times B U \\
(t, \omega, x) & \mapsto & (\omega \cdot t, u(t, \omega, x))
\end{array}
$$

is continuous when the product metric topology is considered.
From Proposition 4.2 , when $z\left(t, \omega_{0}, x_{0}\right)$ is bounded we can define the omega-limit set of the trajectory of the point $\left(\omega_{0}, x_{0}\right)$ as

$$
\mathcal{O}\left(\omega_{0}, x_{0}\right)=\left\{(\omega, x) \in \Omega \times B U \mid \exists t_{n} \uparrow \infty \text { with } \omega_{0} \cdot t_{n} \rightarrow \omega, u\left(t_{n}, \omega_{0}, x_{0}\right) \xrightarrow{\mathrm{d}} x\right\}
$$

Notice that the omega-limit set of a pair $\left(\omega_{0}, x_{0}\right) \in \Omega \times B U$ makes sense whenever closure $_{X}\left\{u\left(t, \omega_{0}, x_{0}\right) \mid t \geq 0\right\}$ is a compact set, because then $\left\{u\left(t, \omega_{0}, x_{0}\right)(0)=\right.$ $\left.z\left(t, \omega_{0}, x_{0}\right) \mid t \geq 0\right\}$ is a bounded set. Proposition 4.3 implies that the restriction
of the semiflow (4.2) to $\mathcal{O}\left(\omega_{0}, x_{0}\right)$ is continuous for the compact-open topology. The following result is a consequence of Proposition 4.4 of Novo et al. [20].

Proposition 4.4. Let $\left(\omega_{0}, x_{0}\right) \in \Omega \times B U$ be such that $\sup _{t \geq 0}\left\|z\left(t, \omega_{0}, x_{0}\right)\right\|<$ $\infty$. Then $K=\mathcal{O}\left(\omega_{0}, x_{0}\right)$ is a positively invariant compact subset admitting a flow extension.

From hypothesis (F4), the monotone character of the semiflow (4.2) is deduced. Proposition 4.5. For all $\omega \in \Omega$ and $x, y \in B U$ such that $x \leq_{D} y$ it holds that

$$
u(t, \omega, x) \leq_{D} u(t, \omega, y)
$$

whenever they are defined.
Proof. From $x \leq_{D} y$ we know that $\widehat{D} x \leq \widehat{D} y$, and since $(\mathrm{F} 4) \Rightarrow(\mathrm{H} 4)$, from Proposition 4.5 of Novo et al. [20] we deduce that $\widehat{u}(t, \omega, \widehat{D} x) \leq \widehat{u}(t, \omega, \widehat{D} y)$ whenever they are defined, that is,

$$
u(t, \omega, x)=\widehat{D}^{-1} \widehat{u}(t, \omega, \widehat{D} x) \leq_{D} \widehat{D}^{-1} \widehat{u}(t, \omega, \widehat{D} y)=u(t, \omega, y)
$$

as stated.
We establish the 1-covering property of omega-limit sets when in addition to hypotheses (F1)-(F4) the componentwise separating property and uniform stability are assumed:
(F5) If $x, y \in B U$ with $x \leq_{D} y$ and $D_{i} x<D_{i} y$ holds for some $i \in\{1, \ldots, m\}$, then $D_{i} z_{t}(\omega, x)<D_{i} z_{t}(\omega, y)$ for all $t \geq 0$ and $\omega \in \Omega$.
(F6) There is an $r>0$ such that all the trajectories with initial data in $\widehat{D}^{-1} B_{r}$ are uniformly stable in $\widehat{D}^{-1} B_{r^{\prime}}$ for each $r^{\prime}>r$, and relatively compact for the product metric topology.
From relation (4.5) we deduce that the transformed skew-product semiflow (4.4) satisfies the following:
(H5) If $x, z \in B U$ with $x \leq z$ and $x_{i}(0)<z_{i}(0)$ holds for some $i \in\{1, \ldots, m\}$, then $y_{i}(t, \omega, x)<y_{i}(t, \omega, z)$ for all $t \geq 0$ and $\omega \in \Omega$.
(H6) There is an $r>0$ such that all the trajectories with initial data in $B_{r}$ are uniformly stable in $B_{r^{\prime}}$ for each $r^{\prime}>r$, and relatively compact for the product metric topology.
Finally, from Theorem 5.3 of Novo et al. [20] applied to the skew-product semiflow (4.4) satisfying hypotheses (H1)-(H6), we obtain the next result for NFDEs with infinite delay.

THEOREM 4.6. Assume that hypotheses (F1)-(F6) hold and let $\left(\omega_{0}, x_{0}\right) \in \Omega \times$ $\widehat{D}^{-1} B_{r}$ be such that $K=\mathcal{O}\left(\omega_{0}, x_{0}\right) \subset \Omega \times \widehat{D}^{-1} B_{r}$. Then $K=\{(\omega, c(\omega)) \mid \omega \in \Omega\}$ is a copy of the base and

$$
\lim _{t \rightarrow \infty} d\left(u\left(t, \omega_{0}, x_{0}\right), c\left(\omega_{0} \cdot t\right)\right)=0
$$

where $c: \Omega \rightarrow B U$ is a continuous equilibrium, i.e., $c(\omega \cdot t)=u(t, \omega, c(\omega))$ for any $\omega \in \Omega, t \geq 0$, and it is continuous for the compact-open topology on $B U$.

Remark 4.7. It is easy to check that it is enough to ask for property (F5) (and for (H5) in the case of FDEs with infinite delay) for initial data in $B U$ whose trajectories are globally defined on $\mathbb{R}$.
5. Compartmental systems. We consider compartmental models for the mathematical description of processes in which the transport of material between compartments takes a nonnegligible length of time, and each compartment produces or swallows material. We provide a nonautonomous version, without strong monotonicity assumptions, of previous autonomous results by Wu and Freedman [28] and Wu [26].

First, we introduce the model with which we are going to deal as well as some notation. Let us suppose that we have a system formed by $m$ compartments $C_{1}, \ldots, C_{m}$. Denote by $C_{0}$ the environment surrounding the system, and by $z_{i}(t)$ the amount of material within compartment $C_{i}$ at time $t$ for each $i \in\{1, \ldots, m\}$. Material flows from compartment $C_{j}$ into compartment $C_{i}$ through a pipe $P_{i j}$ having a transit time distribution given by a positive regular Borel measure $\mu_{i j}$ with finite total variation $\mu_{i j}(-\infty, 0]=1$ for each $i, j \in\{1, \ldots, m\}$. Let $\widetilde{g}_{i j}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be the so-called transport function determining the volume of material flowing from $C_{j}$ to $C_{i}$ given in terms of the time $t$ and the value of $z_{j}(t)$ for $i \in\{0, \ldots, m\}, j \in\{1, \ldots, m\}$. For each $i \in\{1, \ldots, m\}$, we will assume that there exists an incoming flow of material $\tilde{I}_{i}$ from the environment into compartment $C_{i}$ which depends only on time. For each $i \in\{1, \ldots, m\}$, at time time $t \geq 0$, the compartment $C_{i}$ produces material itself at a rate $\sum_{j=1}^{m} \int_{-\infty}^{0} z_{j}^{\prime}(t+s) d \nu_{i j}(s)$, where $\nu_{i j}$ is a positive regular Borel measure with finite total variation $\nu_{i j}(-\infty, 0]<\infty$ and $\nu_{i j}(\{0\})=0$ for all $i, j \in\{1, \ldots, m\}$.

Once the destruction and creation of material is taken into account, the change of the amount of material of any compartment $C_{i}, 1 \leq i \leq m$, equals the difference between the amount of total influx into and total outflux out of $C_{i}$, and we obtain a model governed by the following system of infinite delay NFDEs:

$$
\begin{align*}
& \frac{d}{d t}\left[z_{i}(t)-\sum_{j=1}^{m} \int_{-\infty}^{0} z_{j}(t+s) d \nu_{i j}(s)\right]=-\widetilde{g}_{0 i}\left(t, z_{i}(t)\right)-\sum_{j=1}^{m} \widetilde{g}_{j i}\left(t, z_{i}(t)\right)  \tag{5.1}\\
&+\sum_{j=1}^{m} \int_{-\infty}^{0} \widetilde{g}_{i j}\left(t+s, z_{j}(t+s)\right) d \mu_{i j}(s)+\tilde{I}_{i}(t)
\end{align*}
$$

$i=1, \ldots, m$. For simplicity, we denote $\widetilde{g}_{i 0}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{+},(t, v) \mapsto \widetilde{I}_{i}(t)$ for $i \in$ $\{1, \ldots, m\}$ and let $\widetilde{g}=\left(\widetilde{g}_{i j}\right)_{i, j}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{m(m+2)}$. We will assume that
(C1) $\widetilde{g}$ is $C^{1}$-admissible, i.e., $\widetilde{g}$ is $C^{1}$ in its second variable and $\widetilde{g}, \frac{\partial}{\partial v} \widetilde{g}$ are uniformly continuous and bounded on $\mathbb{R} \times\left\{v_{0}\right\}$ for all $v_{0} \in \mathbb{R}$; all its components are monotone in the second variable, and $\widetilde{g}_{i j}(t, 0)=0$ for each $t \in \mathbb{R}$;
(C2) $\widetilde{g}$ is a recurrent function, i.e., its hull is minimal;
(C3) $\mu_{i j}(-\infty, 0]=1$ and $\int_{-\infty}^{0}|s| d \mu_{i j}(s)<\infty$;
(C4) $\nu_{i j}(\{0\})=0$ and $\sum_{j=1}^{m} \nu_{i j}(-\infty, 0]<1$, which implies that the operator $D: B U \rightarrow \mathbb{R}^{m}$, with $D_{i} x=x_{i}(0)-\sum_{j=1}^{m} \int_{-\infty}^{0} x_{j}(s) d \nu_{i j}(s), i=1, \ldots, m$, is stable and satisfies (D1)-(D3);
(C5) the measures $d \eta_{i j}=c_{i j} d \mu_{i j}-\sum_{k=0}^{m} d_{k i} d \nu_{i j}$ are positive, where

$$
c_{i j}=\inf _{(t, v) \in \mathbb{R}^{2}} \frac{\partial \widetilde{g}_{i j}}{\partial v}(t, v) \text { and } d_{i j}=\sup _{(t, v) \in \mathbb{R}^{2}} \frac{\partial \widetilde{g}_{i j}}{\partial v}(t, v) .
$$

In practical cases, in which the solutions with physical interest belong to the positive cone and the functions $g_{i j}$ are only defined on $\mathbb{R} \times \mathbb{R}^{+}$, we can extend them to $\mathbb{R} \times \mathbb{R}$ by $g_{i j}(t,-v)=-g_{i j}(t, v)$ for all $v \in \mathbb{R}^{+}$. Note that (C5) is a condition for controlling the material produced in the compartments in terms of the material transported through the pipes.

The above formulation includes some particularly interesting cases. When the measures $\nu_{i j}$ and $\mu_{i j}$ are concentrated on a compact set, then (5.1) is an NFDE with finite delay. When the measures $\nu_{i j} \equiv 0$, then (5.1) is a family of FDEs with finite or infinite delay.

As usual, we include the nonautonomous system (5.1) in a family of nonautonomous NFDEs with infinite delay and stable $D$-operator of the form (4.1) $\omega$ as follows.

Let $\Omega$ be the hull of $\widetilde{g}$, namely, the closure of the set of mappings $\left\{\widetilde{g}_{t} \mid t \in \mathbb{R}\right\}$, with $\widetilde{g}_{t}(s, v)=\widetilde{g}(t+s, v),(s, v) \in \mathbb{R}^{2}$, with the topology of uniform convergence on compact sets, which from ( C 1 ) is a compact metric space (more precisely from the admissibility of $\widetilde{g}$; see Hino et al. [13]). Let $(\Omega, \sigma, \mathbb{R})$ be the continuous flow defined on $\Omega$ by translation, $\sigma: \mathbb{R} \times \Omega \rightarrow \Omega,(t, \omega) \mapsto \omega \cdot t$, with $\omega \cdot t(s, v)=\omega(t+s, v)$. By hypothesis (C2), the flow $(\Omega, \sigma, \mathbb{R})$ is minimal. In addition, if $\widetilde{g}$ is almost periodic (resp., almost automorphic) the flow will be almost periodic (resp., almost automorphic). Notice that these two cases are included in our formulation.

Let $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}^{m(m+2)},(\omega, v) \mapsto \omega(0, v)$, continuous on $\Omega \times \mathbb{R}$ and denote $g=\left(g_{i j}\right)_{i, j}$. It is easy to check that, for all $\omega=\left(\omega_{i j}\right)_{i, j} \in \Omega$ and all $i \in\{1, \ldots, m\}$, $\omega_{i 0}$ is a function dependent only on $t$; thus, we can define $I_{i}=\omega_{i 0}, i \in\{1, \ldots, m\}$. Let $F: \Omega \times B U \rightarrow \mathbb{R}^{m}$ be the map defined by

$$
F_{i}(\omega, x)=-g_{0 i}\left(\omega, x_{i}(0)\right)-\sum_{j=1}^{m} g_{j i}\left(\omega, x_{i}(0)\right)+\sum_{j=1}^{m} \int_{-\infty}^{0} g_{i j}\left(\omega \cdot s, x_{j}(s)\right) d \mu_{i j}(s)+I_{i}(\omega)
$$

for $(\omega, x) \in \Omega \times B U$ and $i \in\{1, \ldots, m\}$. Hence, the family

$$
\begin{equation*}
\frac{d}{d t} D z_{t}=F\left(\omega \cdot t, z_{t}\right), \quad t \geq 0, \omega \in \Omega \tag{5.2}
\end{equation*}
$$

where the stable operator $D$ is defined in (C4) and satisfies (D1)-(D3), includes system (5.1) when $\omega=\widetilde{g}$.

It is easy to check that this family satisfies hypotheses (F1)-(F3). The following lemma will be useful when proving (F4) and (F5). We omit its proof, which is analogous to the one given in Wu and Freedman [28] for the autonomous case with finite delay.

Lemma 5.1. For all $\omega \in \Omega, x, y \in B U$ with $x \leq_{D} y$, and $i=1, \ldots, m$

$$
\begin{equation*}
F_{i}(\omega, y)-F_{i}(\omega, x) \geq-\sum_{j=0}^{m} d_{j i}\left[D_{i} y-D_{i} x\right]+\sum_{j=1}^{m} \int_{-\infty}^{0}\left(y_{j}(s)-x_{j}(s)\right) d \eta_{i j}(s) \tag{5.3}
\end{equation*}
$$

where the measures $\eta_{i j}$ are defined in (C5).
Condition (C5) is essential to proving the monotone character of the semiflow. It can be improved in some cases (see Arino and Bourad [1] for the scalar case).

Proposition 5.2. Under assumptions (C1)-(C5), the family (5.2) ${ }_{\omega}$ satisfies hypotheses (F4), (F5) and $\Omega \times B U_{D}^{+}$is positively invariant.

Proof. Let $x, y \in B U$ with $x \leq_{D} y$ and $D_{i} x=D_{i} y$ for some $i \in\{1, \ldots, m\}$. From (C4), apart from the stability of the operator $D$, it is easy to prove that the inverse operator of $\widehat{D}$ defined by (3.6) is positive. Hence, from $x \leq_{D} y$, that is, $\widehat{D} x \leq \widehat{D} y$, we also deduce that $x \leq y$, which, together with $D_{i} x=D_{i} y$, relation (5.3), and hypothesis (C5), yields $F_{i}(\omega, y) \geq F_{i}(\omega, x)$, that is, hypothesis (F4) holds.

Next, we check hypothesis (F5). Let $x, y \in B U$ with $x \leq_{D} y$ and $D_{i} x<D_{i} y$ for some $i \in\{1, \ldots, m\}$. Since (F4) holds, from Proposition $4.5 u(t, \omega, x) \leq_{D} u(t, \omega, y)$ and, as before, we deduce in this case that $u(t, \omega, x) \leq u(t, \omega, y)$, i.e., $z_{t}(\omega, x) \leq$ $z_{t}(\omega, y)$ for all $t \geq 0$ and $\omega \in \Omega$. Let $h(t)=D_{i} z_{t}(\omega, y)-D_{i} z_{t}(\omega, x)$. From (5.2) $\omega$ and

Lemma 5.1

$$
\begin{aligned}
h^{\prime}(t) & =F_{i}\left(\omega \cdot t, z_{t}(\omega, y)\right)-F_{i}\left(\omega \cdot t, z_{t}(\omega, x)\right) \\
& \geq-\sum_{j=0}^{m} d_{j i} h(t)+\sum_{j=1}^{m} \int_{-\infty}^{0}\left(z_{j}(t+s, \omega, y)-z_{j}(t+s, \omega, x)\right) d \eta_{i j}(s),
\end{aligned}
$$

and again from hypothesis (C5) we deduce that $h^{\prime}(t) \geq-d h(t)$ for some $d \geq 0$, which together with $h(0)>0$ yields $h(t)=D_{i} z_{t}(\omega, y)-D_{i} z_{t}(\omega, x)>0$ for each $t \geq 0$ and (F5) holds. Finally, since $I_{i}(\omega) \geq 0$ for each $\omega \in \Omega$ and $i \in\{1, \ldots, m\}$, and the semiflow is monotone, a comparison argument shows that $\Omega \times B U_{D}^{+}$is positively invariant, as stated.

Next we will study some cases in which hypothesis (F6) is satisfied. In order to do this, we define $M: \Omega \times B U \rightarrow \mathbb{R}$, the total mass of the system $(5.2)_{\omega}$, as

$$
\begin{equation*}
M(\omega, x)=\sum_{i=1}^{m} D_{i} x+\sum_{i=1}^{m} \sum_{j=1}^{m} \int_{-\infty}^{0}\left(\int_{s}^{0} g_{j i}\left(\omega \cdot \tau, x_{i}(\tau)\right) d \tau\right) d \mu_{j i}(s) \tag{5.4}
\end{equation*}
$$

for all $\omega \in \Omega$ and $x \in B U$, which is well defined from condition (C3). The next result shows the continuity properties of $M$ and its variation along the flow.

Proposition 5.3. The total mass $M$ is a continuous function on all the sets of the form $\Omega \times B_{r}$ with $r>0$ for the product metric topology. Moreover, for each $t \geq 0$

$$
\begin{equation*}
\frac{d}{d t} M\left(\tau_{t}(\omega, x)\right)=\sum_{i=1}^{m}\left[I_{i}(\omega \cdot t)-g_{0 i}\left(\omega \cdot t, z_{i}(t, \omega, x)\right)\right] \tag{5.5}
\end{equation*}
$$

Proof. The continuity follows from (D2), (C1), and (C3). A straightforward computation similar to that given in Wu and Freedman [28] shows that

$$
\begin{equation*}
M\left(\omega \cdot t, z_{t}(\omega, x)\right)=M(\omega, x)+\sum_{i=1}^{m} \int_{0}^{t}\left[I_{i}(\omega \cdot s)-g_{0 i}\left(\omega \cdot s, z_{i}(s, \omega, x)\right)\right] d s \tag{5.6}
\end{equation*}
$$

from which (5.5) is deduced.
The following lemma is essential in the proof of the stability of solutions.
Lemma 5.4. Let $x, y \in B U$ with $x \leq_{D} y$. Then

$$
0 \leq D_{i} z_{t}(\omega, y)-D_{i} z_{t}(\omega, x) \leq M(\omega, y)-M(\omega, x)
$$

for each $i=1, \ldots, m$ and whenever $z(t, \omega, x)$ and $z(t, \omega, y)$ are defined.
Proof. From Propositions 5.2 and 4.5 the skew-product semiflow induced by $(5.2)_{\omega}$ is monotone. Hence, if $x \leq_{D} y$, then $u(t, \omega, x) \leq_{D} u(t, \omega, y)$ whenever they are defined. From this, as before, since $\widehat{D}^{-1}$ is positive we also deduce that $x \leq y$ and $u(t, \omega, x) \leq u(t, \omega, y)$. Therefore, $D_{i} z_{t}(\omega, x) \leq D_{i} z_{t}(\omega, y)$ and $z_{i}(t, \omega, x) \leq z_{j}(t, \omega, y)$ for each $i=1, \ldots, m$. In addition, the monotonicity of transport functions yields $g_{i j}\left(\omega, z_{j}(t, \omega, x)\right) \leq g_{i j}\left(\omega, z_{j}(t, \omega, y)\right)$ for each $\omega \in \Omega$. From all these inequalities and (5.4) and (5.6) we deduce that

$$
\begin{aligned}
& 0 \leq D_{i} z_{t}(\omega, y)-D_{i} z_{t}(\omega, x) \leq \sum_{i=1}^{m}\left[D_{i} z_{t}(\omega, y)-D_{i} z_{t}(\omega, x)\right] \\
& \leq M\left(\omega \cdot t, z_{t}(\omega, y)\right)-M\left(\omega \cdot t, z_{t}(\omega, x)\right) \leq M(\omega, y)-M(\omega, x)
\end{aligned}
$$

as stated.

Proposition 5.5. Fix $r>0$. Then given $\varepsilon>0$ there exists $\delta>0$ such that if $x$, $y \in B_{r}$ with $\mathrm{d}(x, y)<\delta$, then $\|z(t, \omega, x)-z(t, \omega, y)\| \leq \varepsilon$ whenever they are defined.

Proof. Let $c=\max _{i} \sum_{j=1}^{m} \nu_{i j}(-\infty, 0]<1$. From the continuity of $M$, given $\varepsilon_{0}=\varepsilon(1-c)>0$ there exists $0<\delta<\varepsilon_{0}$, such that if $x, y \in B_{r}$ with $\mathrm{d}(x, y)<\delta$, then $|M(\omega, y)-M(\omega, x)|<\varepsilon_{0}$. Therefore, if $x, y \in B_{r}$ and $x \leq_{D} y$, from Lemma 5.4 we deduce that $0 \leq D_{i} z_{t}(\omega, y)-D_{i} z_{t}(\omega, x)<\varepsilon_{0}$ whenever $\mathrm{d}(x, y)<\delta$. The definition of $D_{i}$ yields

$$
\begin{aligned}
0 \leq z_{i}(t, \omega, y)-z_{i}(t, \omega, x) & <\varepsilon_{0}+\sum_{j=1}^{m} \int_{-\infty}^{0}\left[z_{j}(t+s, \omega, y)-z_{j}(t+s, \omega, x)\right] d \nu_{i j}(s) \\
& \leq \varepsilon_{0}+\left\|z_{t}(\omega, y)-z_{t}(\omega, x)\right\|_{\infty} \sum_{j=1}^{m} \nu_{i j}(-\infty, 0]
\end{aligned}
$$

from which we deduce that $\left\|z_{t}(\omega, y)-z_{t}(\omega, x)\right\|_{\infty}(1-c)<\varepsilon_{0}=\varepsilon(1-c)$, that is, $\|z(t, \omega, x)-z(t, \omega, y)\| \leq \varepsilon$ whenever they are defined. The case in which $x$ and $y$ are not ordered follows easily from this one.

As a consequence, from the existence of a bounded solution for one of the systems of the family, the boundedness of all solutions is inferred, and this is the case in which hypothesis (F6) holds.

ThEOREM 5.6. Under assumptions (C1)-(C5), if there exists $\omega_{0} \in \Omega$ such that $(5.2)_{\omega_{0}}$ has a bounded solution, then all solutions of $(5.2)_{\omega}$ are bounded as well, hypothesis (F6) holds, and all omega-limit sets are copies of the base.

Proof. The boundedness of all solutions is an easy consequence of the previous proposition and the continuity of the semiflow. Let $(\omega, x) \in \Omega \times B U$ and $r^{\prime}>0$ such that $z_{t}(\omega, x) \in B_{r^{\prime}}$ for all $t \geq 0$. Then also from Proposition 5.5, we deduce that given $\varepsilon>0$ there exists a $\delta>0$ such that

$$
\|z(t+s, \omega, x)-z(t, \omega \cdot s, y)\|=\left\|z\left(t, \omega \cdot s, z_{s}(\omega, x)\right)-z(t, \omega \cdot s, y)\right\|<\varepsilon
$$

for all $t \geq 0$ whenever $y \in B_{r^{\prime}}$ and $\mathrm{d}\left(z_{s}(\omega, x), y\right)<\delta$, which shows the uniform stability of the trajectories in $B_{r^{\prime}}$ for each $r^{\prime}>0$. Moreover, for each $r>0$ there is an $r^{\prime}>0$ such that $\widehat{D}^{-1} B_{r} \subset B_{r^{\prime}}$. Hence, hypothesis (F6) holds for all $r>0$ and Theorem 4.6 applies for all initial data, which finishes the proof.

Concerning the solutions of the original compartmental system, we obtain the following result providing a nontrivial generalization of the autonomous case, in which the asymptotical constancy of the solutions was shown (see Wu and Freedman [28]). Although the theorem is stated in the almost periodic case, similar conclusions are obtained changing almost periodic to periodic, almost automorphic, or recurrent, that is, all solutions are asymptotically of the same type as the transport functions.

ThEOREM 5.7. Under assumptions (C1)-(C5) and in the almost periodic case, if there is a bounded solution of (5.1), then there is at least an almost periodic solution and all the solutions are asymptotically almost periodic. For closed systems, i.e., $\widetilde{I}_{i} \equiv 0$ and $\widetilde{g}_{0 i} \equiv 0$ for each $i=1, \ldots, m$, there are infinitely many almost periodic solutions and the rest of them are asymptotically almost periodic.

Proof. The first statement is an easy consequence of the previous theorem. Let $\omega_{0}=\widetilde{g}$. The omega-limit of each solution $z\left(t, \omega_{0}, x_{0}\right)$ is a copy of the base $\mathcal{O}\left(\omega_{0}, x_{0}\right)=$ $\{(\omega, x(\omega)) \mid \omega \in \Omega\}$, and hence $z\left(t, \omega_{0}, x\left(\omega_{0}\right)\right)=x\left(\omega_{0} \cdot t\right)(0)$ is an almost periodic solution of (5.1) and

$$
\lim _{t \rightarrow \infty}\left\|z\left(t, \omega_{0}, x_{0}\right)-z\left(t, \omega_{0}, x\left(\omega_{0}\right)\right)\right\|=0
$$

The statement for closed systems follows in addition from (5.6), which implies that the mass is constant along the trajectories. Hence, there are infinitely many minimal subsets because from the definition of the mass and (C4), given $c>0$ there is an $\left(\omega_{0}, x_{0}\right) \in \Omega \times B U_{D}^{+}$such that $M\left(\omega_{0}, x_{0}\right)=c$ and hence $M(\omega, x)=c$ for each $(\omega, x) \in$ $\mathcal{O}\left(\omega_{0}, x_{0}\right)$.
6. Long-term behavior of compartmental systems. This section deals with the long-term behavior of the amount of material within the compartments of the compartmental system (5.1) satisfying hypotheses (C1)-(C5). As in the previous section, the study of the minimal sets for the corresponding skew-product semiflow (4.2) induced by the family $(5.2)_{\omega}$ will be essential. In addition to hypotheses (C1)-(C5) we will assume the following hypothesis:
(C6) Given $i \in\{0, \ldots, m\}$ and $j \in\{1, \ldots, m\}$ either $\widetilde{g}_{i j} \equiv 0$ on $\mathbb{R} \times \mathbb{R}^{+}$(and hence $g_{i j} \equiv 0$ on $\Omega \times \mathbb{R}^{+}$), i.e., there is not a pipe from compartment $C_{j}$ to compartment $C_{i}$, or for each $v>0$ there is a $\delta_{v}>0$ such that $\widetilde{g}_{i j}(t, v) \geq \delta_{v}$ for all $t \in \mathbb{R}$ (and hence $g_{i j}(\omega, v)>0$ for all $\omega \in \Omega$ and $v>0$ ). In this case we will say that the pipe $P_{i j}$ carries material (or that there is a pipe from compartment $C_{j}$ to compartment $C_{i}$ ).
Let $I=\{1, \ldots, m\} . \mathcal{P}(I)$ denotes, as usual, the set of all subsets of $I$.
Definition 6.1. Let $\zeta: \mathcal{P}(I) \rightarrow \mathcal{P}(I), J \mapsto \cup_{j \in J}\left\{i \in I \mid P_{i j}\right.$ carries material $\}$. A subset $J$ of $I$ is said to be irreducible if $\zeta(J) \subset J$ and no proper subset of $J$ has that property. System (5.1) is irreducible if the whole set I is irreducible.

Note that $\zeta(I) \subset I$, so there is always some irreducible subset of $I$. Irreducible sets detect the occurrence of dynamically independent subsystems. Our next result gives a useful property of irreducible sets with more than one element.

Proposition 6.2. If a subset $J$ of $I$ is irreducible, then, for all $i, j \in J$ with $i \neq j$, there exist $p \in \mathbb{N}$ and $i_{1}, \ldots, i_{p} \in J$ such that $P_{i_{1} i}, P_{i_{2} i_{1}}, \ldots, P_{i_{p} i_{p-1}}$, and $P_{j i_{p}}$ carry material.

Proof. Let us assume, on the contrary, that $j \notin \cup_{n=1}^{\infty} \zeta^{n}(\{i\})=\widetilde{J}_{i}$. Then $\widetilde{J}_{i} \subsetneq J$ and, obviously, $\zeta\left(\widetilde{J}_{i}\right) \subset \widetilde{J}_{i}$, which contradicts the fact that $J$ is irreducible.

Let $J_{1}, \ldots, J_{k}$ be all the irreducible subsets of $I$ and let $J_{0}=I \backslash \cup_{l=1}^{k} J_{l}$. These sets reflect the geometry of the compartmental system in a good enough way as to describe the long-term behavior of the solutions, as we will see below.

Let $K$ be any minimal subset of $\Omega \times B U$ for the skew-product semiflow induced by $(5.2)_{\omega}$. From Theorem $5.6, K$ is of the form $K=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$, where $x$ is a continuous map from $\Omega$ into $B U$. All of the subsequent results give qualitative information about the long-term behavior of the solutions. Let us see that, provided that we are working on a minimal set $K$, if there is no inflow from the environment, then the total mass is constant on $K$, all compartments out of an irreducible subset are empty, and, in an irreducible subset, either all compartments are empty or all are never empty. In particular, in any irreducible subset with some outflow of material, all compartments are empty.

ThEOREM 6.3. Assume that $\tilde{I}_{i} \equiv 0$ for each $i \in I$ and let $K=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ be a minimal subset of $\Omega \times B U$ with $K \subset \Omega \times B U_{D}^{+}$. Then the following hold:
(i) There exists $c \geq 0$ such that $\left.M\right|_{K} \equiv c$.
(ii) $x_{i} \equiv 0$ for each $i \in J_{0}$.
(iii) If, for some $l \in\{1, \ldots, k\}$, there exists $j_{l} \in J_{l}$ such that $x_{j_{l}} \equiv 0$, then $x_{i} \equiv 0$ for each $i \in J_{l}$. In particular, this happens if there is a $j_{l} \in J_{l}$ such that there is an outflow of material from $C_{j_{l}}$.

Proof. We first suppose that the system is closed, i.e., $\widetilde{g}_{0 i} \equiv 0, \widetilde{I}_{i} \equiv 0$ for all $i \in I$, from which we deduce $g_{0 i} \equiv 0$ and $I_{i} \equiv 0$ for all $i \in I$.
(i) From (5.6) the total mass $M$ is constant along the trajectories, and hence $M(\omega \cdot t, x(\omega \cdot t))=M(\omega, x(\omega))$ for all $t \geq 0$ and $\omega \in \Omega$, which together with the fact that $\Omega$ is minimal and $M$ continuous shows the statement.
(ii) Let $i \in J_{0}$. The set $\widetilde{J}_{i}=\cup_{n=1}^{\infty} \zeta^{n}(\{i\})$ satisfies $\zeta\left(\widetilde{J}_{i}\right) \subset \widetilde{J}_{i}$ and hence contains an irreducible set $J_{l}$ for some $l \in\{1, \ldots, k\}$. Consequently, there are $i_{1}, \ldots, i_{p} \in J_{0}$ and $j_{l} \in J_{l}$ such that $P_{j_{l} i_{p}}$ carry material.

It is easy to prove that there is an $r>0$ such that $\|x(\omega)\|_{\infty} \leq r$ for each $\omega \in \Omega$. We define $M_{l}: \Omega \times B U \rightarrow \mathbb{R}$, the mass restricted to $J_{l}$, as

$$
\begin{equation*}
M_{l}(\omega, y)=\sum_{i \in J_{l}} D_{i} y+\sum_{i, j \in J_{l}} \int_{-\infty}^{0}\left(\int_{s}^{0} g_{j i}\left(\omega \cdot \tau, y_{i}(\tau)\right) d \tau\right) d \mu_{j i}(s) \tag{6.1}
\end{equation*}
$$

which is continuous on $\Omega \times B_{r}$. From $x(\omega) \geq_{D} 0$, which also implies $x(\omega) \geq 0$, and (C1), we have $0 \leq M_{l}(\omega, x(\omega)) \leq M(\omega, x(\omega))=c$ for each $\omega \in \Omega$.

Since $J_{l}$ is irreducible, for all $i \in J_{l}$ and $\omega \in \Omega$

$$
\frac{d}{d t} D_{i} x(\omega \cdot t)=-\sum_{j \in J_{l}} g_{j i}\left(\omega \cdot t, x_{i}(\omega \cdot t)(0)\right)+\sum_{j \in J_{l} \cup J_{0}} \int_{-\infty}^{0} g_{i j}\left(\omega \cdot(s+t), x_{j}(\omega \cdot t)(s)\right) d \mu_{i j}(s)
$$

because the rest of the terms vanish. Consequently,

$$
\begin{equation*}
\frac{d}{d t} M_{l}(\omega \cdot t, x(\omega \cdot t))=\sum_{i \in J_{l}} \sum_{j \in J_{0}} \int_{-\infty}^{0} g_{i j}\left(\omega \cdot(s+t), x_{j}(\omega \cdot t)(s)\right) d \mu_{i j}(s) \geq 0 \tag{6.2}
\end{equation*}
$$

for each $\omega \in \Omega$. We claim that $M_{l}(\omega, x(\omega))$ is constant for each $\omega \in \Omega$. Assume, on the contrary, that there are $\omega_{1}, \omega_{2} \in \Omega$ such that $M_{l}\left(\omega_{1}, x\left(\omega_{1}\right)\right)<M_{l}\left(\omega_{2}, x\left(\omega_{2}\right)\right)$, and let $t_{n} \uparrow \infty$ such that $\lim _{n \rightarrow \infty} \omega_{2} \cdot t_{n}=\omega_{1}$. From (6.2) we deduce that $M_{l}\left(\omega_{2}, x\left(\omega_{2}\right)\right) \leq$ $M_{l}\left(\omega_{2} \cdot t_{n}, x\left(\omega_{2} \cdot t_{n}\right)\right)$ for each $n \in \mathbb{N}$, and taking limits as $t \rightarrow \infty$ we conclude that $M_{l}\left(\omega_{2}, x\left(\omega_{2}\right)\right) \leq M_{l}\left(\omega_{1}, x\left(\omega_{1}\right)\right)$, a contradiction. Hence $M_{l}(\omega, x(\omega))$ is constant and from (6.2)

$$
\begin{equation*}
\sum_{i \in J_{l}} \sum_{j \in J_{0}} \int_{-\infty}^{0} g_{i j}\left(\omega \cdot(s+t), x_{j}(\omega \cdot t)(s)\right) d \mu_{i j}(s)=0 \tag{6.3}
\end{equation*}
$$

Next we check that $x_{i_{p}} \equiv 0$. From (6.3) we deduce that for each $\omega \in \Omega$

$$
\begin{equation*}
\int_{-\infty}^{0} g_{j_{l} i_{p}}\left(\omega \cdot s, x_{i_{p}}(\omega)(s)\right) d \mu_{j_{l} i_{p}}(s)=0 \tag{6.4}
\end{equation*}
$$

Assume that there is an $\omega_{0} \in \Omega$ such that $x_{i_{p}}\left(\omega_{0}\right)(0)>0$. Hence there is an $\varepsilon>0$ with $x_{i_{p}}\left(\omega_{0}\right)(s)>0$ for each $s \in(-\varepsilon, 0]$, and since $P_{j_{l} i_{p}}$ carries material $g_{j l} i_{p}\left(\omega_{0} \cdot s, x_{i_{p}}\left(\omega_{0}\right)(s)\right)>0$ for $s \in(-\varepsilon, 0]$. In addition, from $\mu_{j_{l} i_{p}}(-\infty, 0]=1$ there is a $b \leq 0$ such that $\mu_{j_{l} i_{p}}(b-\varepsilon, b]>0$. Hence, denoting $\omega_{0} \cdot(-b)=\omega_{1}$ we deduce that

$$
\int_{b-\varepsilon}^{b} g_{j_{l} i_{p}}\left(\omega_{1} \cdot s, x_{i_{p}}\left(\omega_{1}\right)(s)\right) d \mu_{j_{l} i_{p}}(s)>0
$$

which contradicts (6.4) and shows that $x_{i_{p}} \equiv 0$, as claimed. Since $x(\omega) \geq_{D} 0$, we have $D_{i_{p}} x(\omega) \geq 0$ and from the definition of $D_{i_{p}}$ we deduce that $D_{i_{p}} x(\omega)=0$ for each
$\omega \in \Omega$. Therefore,

$$
0=\frac{d}{d t} D_{i_{p}} x(\omega \cdot t)=\sum_{j=1}^{m} \int_{-\infty}^{0} g_{i_{p} j}\left(\omega \cdot(t+s), x_{j}(\omega \cdot t)(s)\right) d \mu_{i_{p} j}(s)
$$

from which $\int_{-\infty}^{0} g_{i_{p} i_{p-1}}\left(\omega \cdot s, x_{i_{p-1}}(\omega)(s)\right) d \mu_{i_{p} i_{p-1}}(s)=0$, and as before $x_{i_{p-1}} \equiv 0$. In a finite number of steps we check that $x_{i} \equiv 0$, as stated.
(iii) From Proposition 6.2, given $i, j_{l} \in J_{l}$ there exist $p \in \mathbb{N}$ and $i_{1}, \ldots, i_{p} \in J_{l}$ such that $P_{i_{1} i}, P_{i_{2} i_{1}}, \ldots, P_{i_{p} i_{p-1}}$, and $P_{j_{l} i_{p}}$ carry material. If $x_{j_{l}} \equiv 0$, the same argument given in the last part of (ii) shows that $x_{i} \equiv 0$, which finishes the proof for closed systems.

Next we deal with the case when $\tilde{I}_{i} \equiv 0$ for each $i \in I$ but the system is not necessarily closed. We also have $I_{i} \equiv 0$ and from (5.5) we deduce that the total mass $M$ is decreasing along the trajectories. In particular,

$$
\begin{equation*}
\frac{d}{d t} M(\omega \cdot t, x(\omega \cdot t))=-\sum_{i=1}^{n} g_{0 i}\left(\omega \cdot t, x_{i}(\omega \cdot t)(0)\right) \leq 0 . \tag{6.5}
\end{equation*}
$$

Assume that there are $\omega_{1}, \omega_{2} \in \Omega$ such that $M\left(\omega_{1}, x\left(\omega_{1}\right)\right)<M\left(\omega_{2}, x\left(\omega_{2}\right)\right)$, and let $t_{n} \uparrow \infty$ such that $\lim _{n \rightarrow \infty} \omega_{1} \cdot t_{n}=\omega_{2}$. From relation (6.5) we deduce that $M\left(\omega_{1} \cdot t_{n}, x\left(\omega_{1} \cdot t_{n}\right)\right) \leq M\left(\omega_{1}, x\left(\omega_{1}\right)\right)$ for each $n \in \mathbb{N}$, and taking limits as $n \uparrow \infty$ we conclude that $M\left(\omega_{2}, x\left(\omega_{2}\right)\right) \leq M\left(\omega_{1}, x\left(\omega_{1}\right)\right)$, a contradiction, which shows that $M$ is constant on $K$, as stated in (i). Consequently, the derivative in (6.5) vanishes and $g_{0 i}\left(\omega \cdot t, x_{i}(\omega \cdot t)(0)\right)=0$ for all $i \in I, \omega \in \Omega$, and $t \geq 0$. This means that $z(t, \omega, x(\omega))=x(\omega \cdot t)(0)$ is a solution of a closed system, and (ii) and the first part of (iii) follow from the previous case.

Finally, let $j_{l} \in J_{l}$ be such that there is an outflow of material from $C_{j_{l}}$, that is, $g_{0 j_{l}}(\omega, v)>0$ for all $\omega \in \Omega$ and $v>0$. Moreover, as before, $g_{0 j_{l}}\left(\omega, x_{j_{l}}(\omega)(0)\right)=0$ for each $\omega \in \Omega$, which implies that $x_{j_{l}} \equiv 0$ and completes the proof.

Remark 6.4. Notice that, concerning the solutions of the family of systems (5.2) $\omega$ and hence the solutions of the original system (5.1) when $\omega=\widetilde{g}$, we deduce that in the case of no inflow from the environment, $\lim _{t \rightarrow \infty} z_{i}\left(t, \omega, x_{0}\right)=0$ for all $i \in J_{0}$, $i \in J_{l}$ for compartments $J_{l}$ with some outflow, and each $x_{0} \geq_{D} 0$.

Remark 6.5. If there is no inflow from the environment and for all $l \in\{1, \ldots, k\}$ there is a $j_{l} \in J_{l}$ such that there is outflow of material from $C_{j_{l}}$, then the only minimal set in $\Omega \times B U_{D}^{+}$is $K=\{(\omega, 0) \mid \omega \in \Omega\}$ and all the solutions $z\left(t, \omega, x_{0}\right)$ with initial data $x_{0} \geq_{D} 0$ tend to 0 as $t \rightarrow \infty$.

In a nonclosed system, that is, a system which may have any inflow and any outflow of material, if there exists a bounded solution, i.e., all solutions are bounded as shown above, and an irreducible set which has some inflow, then, working on a minimal set, all compartments of that irreducible set are nonempty and there must be some outflow from the irreducible set.

Theorem 6.6. Assume that there exists a bounded solution of (5.1) and let $K=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ be a minimal subset of $\Omega \times B U_{D}^{+}$. If, for some $l \in\{1, \ldots, k\}$, there is a $j_{l} \in J_{l}$ such that $\widetilde{I}_{j_{l}} \neq 0$, i.e., there is some inflow into $C_{j_{l}}$, then
(i) $x_{i} \not \equiv 0$ for each $i \in J_{l}$, and
(ii) there is a $j \in J_{l}$ such that there is outflow of material from $C_{j}$.

Proof. (i) Let us assume, on the contrary, that there is an $i \in J_{l}$ such that $x_{i} \equiv 0$. Then since $x(\omega) \geq_{D} 0$ we have that $0 \leq D_{i} x(\omega)$, and from the definition of $D_{i}$ given
in (C4) we deduce that $D_{i} x(\omega)=0$ for each $\omega \in \Omega$. Therefore,

$$
\begin{equation*}
0=\frac{d}{d t} D_{i} x(\omega \cdot t)=\sum_{j=1}^{m} \int_{-\infty}^{0} g_{i j}\left(\omega \cdot(t+s), x_{j}(\omega \cdot t)(s)\right) d \mu_{i j}(s)+I_{i}(\omega \cdot t) \tag{6.6}
\end{equation*}
$$

for all $\omega \in \Omega, t \geq 0$, and, as in (ii) of Theorem 6.3 , we check that $x_{j_{l}} \equiv 0$. However, since $\widetilde{I}_{j_{l}} \not \equiv 0$, there is an $\omega_{0} \in \Omega$ such that $I_{j_{l}}\left(\omega_{0}\right)>0$, which contradicts (6.6) for $\omega=\omega_{0}, i=j_{l}$ at $t=0$.
(ii) Assume, on the contrary, that $g_{0 j} \equiv 0$ for each $j \in J_{l}$. Then if we consider (6.1) the restriction of the mass to $J_{l}$, we check that

$$
\frac{d}{d t} M_{l}(\omega \cdot t, x(\omega \cdot t))=\sum_{i \in J_{l}}\left[I_{i}(\omega \cdot t)+\sum_{j \in J_{0}} \int_{-\infty}^{0} g_{i j}\left(\omega \cdot(s+t), x_{j}(\omega \cdot t)(s)\right) d \mu_{i j}(s)\right] \geq 0
$$

for all $\omega \in \Omega$ and $t \geq 0$. A similar argument to the one given in (ii) of Theorem 6.3 shows that $M_{l}(\omega, x(\omega))$ is constant for each $\omega \in \Omega$, which contradicts the fact that the above derivative is strictly positive for $\omega=\omega_{0}$ at $t=0$ and proves the statement.

Finally, we will change hypothesis (C6) to the following, slightly stronger one.
$(\mathrm{C} 6)^{*}$ Given $i \in\{0, \ldots, m\}$ and $j \in\{1, \ldots, m\}$ either $\widetilde{g}_{i j} \equiv 0$ on $\mathbb{R} \times \mathbb{R}^{+}$(and hence $g_{i j} \equiv 0$ on $\Omega \times \mathbb{R}^{+}$), i.e., there is not a pipe from compartment $C_{j}$ to compartment $C_{i}$, or for each $v \geq 0$ there is a $\delta_{v}>0$ such that $\frac{\partial}{\partial v} \widetilde{g}_{i j}(t, v) \geq \delta_{v}$ for each $t \in \mathbb{R}$ (and hence $\frac{\partial}{\partial v} g_{i j}(\omega, v)>0$ for all $\omega \in \Omega$ and $v \geq 0$ ). In this case we will say that the pipe $P_{i j}$ carries material (or that there is a pipe from compartment $C_{j}$ to compartment $C_{i}$ ).
In this case, we are able to prove that if there exists a bounded solution, then all the minimal sets coincide both on irreducible sets having some outflow and out of irreducible sets. Concerning the solutions of the initial compartmental system (5.1),

$$
\lim _{t \rightarrow \infty}\left|z_{i}\left(t, x_{0}\right)-z_{i}\left(t, y_{0}\right)\right|=0
$$

for all $i \in J_{0}, i \in J_{l}$ for compartments $J_{l}$ with some outflow, and all $x_{0}, y_{0} \geq_{D} 0$.
ThEOREM 6.7. Let us assume that hypotheses (C1)-(C5) and (C6)* hold and that there exists a bounded solution of system (5.1). Let $K_{1}=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ and $K_{2}=\{(\omega, y(\omega)) \mid \omega \in \Omega\}$ be two minimal subsets of $\Omega \times B U_{D}^{+}$. Then
(i) $x_{i} \equiv y_{i}$ for each $i \in J_{0}$;
(ii) if, for some $l \in\{1, \ldots, k\}$, there is a $j_{l} \in J_{l}$ such that there is outflow of material from $C_{j_{l}}$, then $x_{i} \equiv y_{i}$ for each $i \in J_{l}$.
Proof. For each $i \in\{0, \ldots, m\}$ and each $j \in\{1, \ldots, m\}$ we define $h_{i j}: \Omega \rightarrow \mathbb{R}^{+}$as

$$
h_{i j}(\omega)=\int_{0}^{1} \frac{\partial g_{i j}}{\partial v}\left(\omega, s x_{j}(\omega)(0)+(1-s) y_{j}(\omega)(0)\right) d s \geq 0
$$

and we consider the family of monotone linear compartmental systems

$$
\begin{align*}
\frac{d}{d t} D_{i} \hat{z}_{t}=-h_{0 i}(\omega \cdot t) \hat{z}_{i}(t) & -\sum_{j=1}^{m} h_{j i}(\omega \cdot t) \hat{z}_{i}(t)  \tag{6.7}\\
& +\sum_{j=1}^{m} \int_{-\infty}^{0} h_{i j}(\omega \cdot(s+t)) \hat{z}_{j}(t+s) d \mu_{i j}(s), \quad \omega \in \Omega
\end{align*}
$$

satisfying the corresponding hypotheses (C1)-(C4) and (C6). Moreover, (C5) for each of the systems $(6.7)_{\omega}$, follows from

$$
\inf _{\omega \in \Omega} h_{i j}(\omega) \geq \inf _{v \geq 0, \omega \in \Omega} \frac{\partial g_{i j}}{\partial v}(\omega, v), \quad \sup _{\omega \in \Omega} h_{i j}(\omega) \leq \sup _{v \geq 0, \omega \in \Omega} \frac{\partial g_{i j}}{\partial v}(\omega, v),
$$

and (C5) for (5.1). From the definition of $h_{i j}$ and (C6)* we deduce that the irreducible sets for the families $(6.7)_{\omega}$ and $(5.2)_{\omega}$ coincide. Consequently, Theorem 6.3 (see Remark 6.4) applies to this case, and we deduce that if $z_{0} \geq_{D} 0$ and $J_{l}$ is a compartment with some outflow of material, then

$$
\lim _{t \rightarrow \infty} \hat{z}_{i}\left(t, \omega, z_{0}\right)=0 \quad \text { for each } i \in J_{0} \cup J_{l}
$$

The same happens for $z_{0} \leq_{D} 0$ because the systems are linear.
Let $z(\omega)=x(\omega)-y(\omega)$ for each $\omega \in \Omega$. It is easy to check $\hat{z}(t, \omega, z(\omega))=z(\omega \cdot t)(0)$ for all $\omega \in \Omega$ and $t \geq 0$. Moreover, we can find $z_{1} \leq_{D} 0$ and $z_{0} \geq_{D} 0$ such that $z_{1} \leq_{D} z(\omega) \leq_{D} z_{0}$ for each $\omega \in \Omega$. Hence, the monotonicity of the induced skewproduct semiflow and the positivity of $\widehat{D}^{-1}$ yields

$$
\hat{z}\left(t, \omega, z_{1}\right) \leq z(\omega \cdot t)(0) \leq \hat{z}\left(t, \omega, z_{0}\right) \quad \text { for all } \omega \in \Omega t \geq 0
$$

from which we deduce that $z_{i} \equiv 0$ for all $i \in J_{0}, i \in J_{l}$ and (i) and (ii) follow.
As a consequence, under the same assumptions of the previous theorem, when for all $l \in\{1, \ldots, k\}$ there is an outflow of material from one of the compartments in $J_{l}$, there is a unique minimal set $K=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ in $\Omega \times B U_{D}^{+}$attracting all the solutions with initial data in $B U_{D}^{+}$; i.e.,

$$
\lim _{t \rightarrow \infty}\left\|z\left(t, \omega, x_{0}\right)-x(\omega \cdot t)(0)\right\|=0, \quad \text { whenever } \quad x_{0} \geq_{D} 0
$$

Moreover, $x \not \equiv 0$ if and only if there is some $j \in\{1, \ldots, m\}$ such that $\widetilde{I}_{j} \neq 0$; i.e., there is some inflow into one of the compartments $C_{j}$.

For the next result, in addition to hypotheses (C1)-(C5) and (C6)* we will assume the following hypothesis:
(C7) If $K_{1}=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ and $K_{2}=\{(\omega, y(\omega)) \mid \omega \in \Omega\}$ are two minimal subsets of $\Omega \times B U_{D}^{+}$such that $x(\omega) \leq_{D} y(\omega)$ and $D_{i} x\left(\omega_{0}\right)=D_{i} y\left(\omega_{0}\right)$ for some $\omega_{0} \in \Omega$ and $i \in\{1, \ldots, m\}$, then $x(\omega)=y(\omega)$ for each $\omega \in \Omega$, i.e., $K_{1}=K_{2}$.
Note that if $D_{i} x\left(\omega_{0}\right)=D_{i} y\left(\omega_{0}\right)$ holds for some $\omega_{0} \in \Omega$ and $i \in\{1, \ldots, m\}$, then from hypothesis (F5) we deduce that it holds for each $\omega \in \Omega$.

Hypothesis (C7) is relevant when it applies to closed systems, and it holds in many cases studied in the literature. A closed system satisfying (C7) is irreducible. Systems with a unique compartment, studied by Arino and Bourad [1] and Krisztin and Wu [19], satisfy (C7). It follows from Theorem 6.3 that irreducible closed systems described by FDEs (see Arino and Haourigui [2]) satisfy (C7). Closed systems given by Wu [27], and Wu and Freedman [28] in the strongly ordered case, also satisfy (C7).

Definition 6.8. Let $K_{1}=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ and $K_{2}=\{(\omega, y(\omega)) \mid \omega \in \Omega\}$ be two minimal subsets. It is said that $K_{1}<_{D} K_{2}$ if $x(\omega)<_{D} y(\omega)$ for each $\omega \in \Omega$.

Hypothesis (C7) allows us to classify the minimal subsets in terms of the value of their total mass, as shown in the next result.

ThEOREM 6.9. Assume that system (5.1) is closed (i.e., $\widetilde{I}_{i} \equiv 0$ and $\widetilde{g}_{0 i} \equiv 0$ for each $i \in\{1, \ldots, m\}$ ), and hypotheses (C1)-(C5), (C6)*, and (C7) hold. Then for
each $c>0$ there is a unique minimal subset $K_{c}$ such that $\left.M\right|_{K_{c}}=c$. Moreover, $K_{c} \subset \Omega \times B U_{D}^{+}$and $K_{c_{1}}<_{D} K_{c_{2}}$ whenever $c_{1}<c_{2}$.

Proof. Since the minimal subsets are copies of the base, and the total mass (5.4) is constant along the trajectories and increasing for the $D$-order because $\widehat{D}^{-1}$ is positive, it is easy to check that given $c>0$ there is a minimal subset $K_{c} \subset \Omega \times B U_{D}^{+}$such that $\left.M\right|_{K_{c}}=c$.

Let $\widehat{D}$ be the isomorphism of $B U$ defined by the relation (3.6). For each $x \in B U$ we define $x^{+}=\widehat{D}^{-1} \sup (0, \widehat{D} x)$. Hence $0 \leq_{D} x^{+}, x \leq_{D} x^{+}$, and if $y \in B U$ with $x \leq_{D} y$ and $0 \leq_{D} y$, then $x^{+} \leq_{D} y$.

Since the semiflow is monotone, from $x \leq_{D} x^{+}$we deduce that $u(t, \omega, x) \leq_{D}$ $u\left(t, \omega, x^{+}\right)$. Since the system is closed, $u(t, \omega, 0)=0$, and from $0 \leq_{D} x^{+}$we check that $0 \leq_{D} u\left(t, \omega, x^{+}\right)$. Consequently $u(t, \omega, x)^{+} \leq_{D} u\left(t, \omega, x^{+}\right)$for each $t \geq 0$.

Next we check that if $K=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ is minimal, the same happens for $K^{+}=\left\{\left(\omega, x(\omega)^{+}\right) \mid \omega \in \Omega\right\}$. Since $x(\omega \cdot t)=u(t, \omega, x)$ for each $t \geq 0$, we deduce that $x(\omega \cdot t)^{+}=u(t, \omega, x(\omega))^{+} \leq_{D} u\left(t, \omega, x(\omega)^{+}\right)$, and the fact that $\widehat{D}^{-1}$ is positive yields $x(\omega \cdot t)^{+} \leq u\left(t, \omega, x(\omega)^{+}\right)$for each $t \geq 0$. In addition, since the total mass (5.4) is constant along the trajectories and increasing for the $D$-order, we deduce that $M\left(\omega, x(\omega)^{+}\right)=M\left(\omega \cdot t, u\left(t, \omega, x(\omega)^{+}\right)\right) \geq M\left(\omega \cdot t, u(t, \omega, x(\omega))^{+}\right)=M\left(\omega \cdot t, x(\omega \cdot t)^{+}\right)$ for each $t \geq 0$. Moreover, since $x(\omega)^{+}$is a continuous function in $\omega$ and $\Omega$ is minimal, a similar argument to the one given in (ii) of Theorem 6.3 shows that $M\left(\omega, x(\omega)^{+}\right)$ is constant on $\Omega$ and, consequently, $M\left(\omega \cdot t, u\left(t, \omega, x(\omega)^{+}\right)=M\left(\omega \cdot t, x(\omega \cdot t)^{+}\right)\right.$for each $\omega \in \Omega$ and $t \geq 0$. Hence, from (5.4) we conclude that

$$
0=\sum_{i=1}^{m} D_{i}\left(u\left(t, \omega, x(\omega)^{+}\right)-x(\omega \cdot t)^{+}\right)
$$

that is, $D\left(u\left(t, \omega, x(\omega)^{+}\right)\right)=D\left(x(\omega \cdot t)^{+}\right)$for each $\omega \in \Omega$ and $t \geq 0$. In addition, it is easy to check that $\left(\varphi_{s}\right)^{+}=\left(\varphi^{+}\right)_{s}$ whenever $\varphi \in B U$ and $s \leq 0$, from which we deduce that $D\left(\left(u\left(t, \omega, x(\omega)^{+}\right)\right)_{s}\right)=D\left(\left(x(\omega \cdot t)^{+}\right)_{s}\right.$ ) for each $s \leq 0, t \geq 0$, and $\omega \in \Omega$. That is, $\widehat{D}\left(u\left(t, \omega, x(\omega)^{+}\right)\right)=\widehat{D}\left(x(\omega \cdot t)^{+}\right)$for each $t \geq 0$ and $\omega \in \Omega$, and since $\widehat{D}$ is an isomorphism $u\left(t, \omega, x(\omega)^{+}\right)=x(\omega \cdot t)^{+}$for each $t \geq 0$ and $\omega \in \Omega$, which shows that $K^{+}$is a minimal subset, as stated. Let $K_{1}=\{(\omega, x(\omega)) \mid \omega \in \Omega\}$ and $K_{2}=\{(\omega, y(\omega)) \mid \omega \in \Omega\}$ be two minimal subsets such that $\left.M\right|_{K_{i}}=c$ for $i=1,2$. We fix $\omega \in \Omega$. The change of variable $\widehat{z}(t)=z(t)-y(\omega \cdot t)$ takes $(5.2)_{\omega}$ to

$$
\frac{d}{d t} D \widehat{z}_{t}=G\left(\omega \cdot t, \widehat{z}_{t}\right), \quad t \geq 0, \omega \in \Omega
$$

where $G\left(\omega \cdot t, \widehat{z}_{t}\right)=F\left(\omega \cdot t, \widehat{z}_{t}+y(\omega \cdot t)\right)-F(\omega \cdot t, y(\omega \cdot t))$. It is not hard to check that this is a new family of compartmental systems satisfying the corresponding hypotheses $(\mathrm{C} 1)-(\mathrm{C} 5)$ and (C6)*, and

$$
\widehat{K}=\{(\omega, x(\omega)-y(\omega)) \mid \omega \in \Omega\}
$$

is one of its minimal subsets. As before

$$
\widehat{K}^{+}=\left\{\left(\omega,(x(\omega)-y(\omega))^{+}\right) \mid \omega \in \Omega\right\}
$$

is also a minimal subset, and hence

$$
K^{+}=\left\{\left(\omega, y(\omega)+(x(\omega)-y(\omega))^{+}\right) \mid \omega \in \Omega\right\}=\{(\omega, z(\omega)) \mid \omega \in \Omega\}
$$

is a minimal set for the initial family. For each $\omega \in \Omega$ we have $z(\omega) \geq_{D} y(\omega)$.
Let us assume that $D z(\omega) \gg D y(\omega)$ for each $\omega \in \Omega$, which implies that $D((x(\omega)-$ $\left.y(\omega))^{+}\right) \gg 0$ for each $\omega \in \Omega$. Consequently, $D\left((x(\omega)-y(\omega))_{s}^{+}\right)=D(((x(\omega)-$ $\left.\left.y(\omega))_{s}\right)^{+}\right)=D\left((x(\omega \cdot s)-y(\omega \cdot s))^{+}\right) \gg 0$ for each $s \leq 0$, and we deduce that $\widehat{D} x(\omega)>$ $\widehat{D} y(\omega)$, i.e., $x(\omega)>_{D} y(\omega)$ for each $\omega \in \Omega$, and $\left.M\right|_{K_{1}}>\left.M\right|_{K_{2}}$, a contradiction. Hence, there are an $\omega_{0} \in \Omega$ and an $i \in\{1, \ldots, m\}$ such that $D_{i} z\left(\omega_{0}\right)=D_{i} y\left(\omega_{0}\right)$, and hypothesis (C7) provides that $z(\omega)=y(\omega)$ for each $\omega \in \Omega$. That is, $(x(\omega)-y(\omega))^{+} \equiv 0$ for each $\omega \in \Omega$, or equivalently $x(\omega)-y(\omega) \leq_{D} 0$ for each $\omega \in \Omega$. Finally, as before, from $\left.M\right|_{K_{1}}=\left.M\right|_{K_{2}}$ we conclude by contradiction that $x(\omega)=y(\omega)$ for each $\omega \in \Omega$, and the minimal set $K_{c}$ is unique, as stated. The same argument shows that $K_{c_{1}}<_{D} K_{c_{2}}$ whenever $c_{1}<c_{2}$ and finishes the proof.
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#### Abstract

We consider coarsening in interfacial systems driven by nonlocal energies. Of particular interest are the nonlocal Cahn-Hilliard equation and models of biological aggregation. The energies considered cause the system to separate into phases. The pattern of interfaces evolves under nonlocal surface-tension-type effects. The typical length scales grow and the pattern coarsens. We prove a rigorous upper bound on the coarsening rate. The proof uses the energy-based approach to estimates on rate of coarsening introduced by Kohn and Otto [Comm. Math. Phys., 229 (2002), pp. 375-395]. To show the required estimates on the flatness of the energy landscape we develop a geometric approach which is applicable to a wider class of problems, which includes ones based on local, gradient-type energies.
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1. Introduction. Our main focus is systems driven by nonlocal energies. Of particular interest are nonlocal Cahn-Hilliard-type equations and equations modeling biological aggregation. The nonlocal Cahn-Hilliard equations that we consider were derived by Giacomin and Lebowitz [8] as limits of the lattice-gas dynamics modeling phase segregation in binary alloys. In this setting, they represent a refinement in modeling over the standard, fourth order Cahn-Hilliard equations. The equations modeling biological aggregation were derived by Topaz, Bertozzi, and Lewis [18].

The mathematical descriptions of these systems are rather similar. Both equations are gradient flows of the same general energy:

$$
\begin{equation*}
E(u):=\iint(u(x)-u(y))^{2} K(x-y) d x d y+\int W(u(x)) d x \tag{1}
\end{equation*}
$$

Here $K \geq 0$ is the interaction kernel, and $W$ is a double-well potential whose minima are at 0 and 1 . We leave the domain of integration vague at the moment. Heuristically it is convenient to consider the domains to be $\mathbb{R}^{N} \times \mathbb{R}^{N}$ and $\mathbb{R}^{N}$, respectively. However, for technical reasons, when stating and proving rigorous results we consider the problem on a finite domain.

The equations we study are gradient flows of the energy, in the appropriate metrics:

$$
\begin{equation*}
u_{t}-\nabla \cdot\left(\mu(u) \nabla\left(\frac{\delta E}{\delta u}\right)\right)=0 \tag{2}
\end{equation*}
$$

That is,

$$
\begin{equation*}
u_{t}-\nabla \cdot\left(\mu(u) \nabla\left(4 \int K(y) d y u-4 K * u+W^{\prime}(u)\right)\right)=0 \tag{3}
\end{equation*}
$$

[^55]For both equations the mobility $\mu$ is a nonnegative function. More precisely, for the aggregation equation $\mu(u)=u$, while for the nonlocal Cahn-Hilliard equation $\mu>0$ on $[0,1]$.

The second term of the energy causes the system to separate into phases, while the first term penalizes the existence of interfaces. The energy $E$ is a nonlocal counterpart of the energy

$$
\begin{equation*}
E_{l o c}(u):=\int \frac{1}{2}|\nabla u(x)|^{2}+W(u(x)) d x \tag{4}
\end{equation*}
$$

Roughly speaking, both of the energies measure interfacial area. The longer the length scale in the system, the better the approximation to the interfacial area. More precisely, for both energies, the $\Gamma$-limit of the appropriately rescaled energy is the functional measuring perimeter of the set occupied by one of the phases

$$
E \xrightarrow{\Gamma} \text { const. } E_{\text {per }} .
$$

$E_{\text {per }}$ is defined for $B V$ functions with the range $\{0,1\}$. For $E_{l o c}$ this is the result of Modica and Mortola [15] (see also [14]), while for $E$ it was proven by Alberti et al. [2] (see also [1]). Moreover matched asymptotics arguments (by Giacomin and Lebowitz [9] and by Bertozzi and Slepčev [4]) show that the sharp-interface limits of the dynamics described by (2) are the Mullins-Sekerka (MS) equation for the nonlocal CahnHilliard equation and the Hele-Shaw (HS) equation for the aggregation model.

After the interfaces have formed, the system slowly evolves, reducing the interfacial area. During this process the length scales that characterize the coarseness of a configuration grow. We are interested in the rate at which these length scales growthe rate of coarsening. The fact that the sharp interface limits, (MS) and (HS), are both invariant under the scaling $x \rightarrow \lambda x, t \rightarrow \lambda^{3} t$ suggests that the typical length scale grows as $t^{1 / 3}$. We prove a weak formulation of this statement, following the technique of Kohn and Otto [10], who proved the result for gradient flows of local energies (4). We use the energy as the measure of the coarseness of the system. In particular let $\bar{E}$ be the energy density, that is, the energy per unit volume. Note that $\bar{E}$ has units of $1 /$ length. We show a weak version of the statement

$$
\bar{E} \gtrsim t^{-1 / 3}
$$

This provides an upper bound on rate of coarsening as it shows that the interfacial area cannot decay faster than the given rate.

Outline. In the remainder of the introduction we discuss the gradient-flow structure of the equations, and the framework for obtaining rigorous result on coarsening rates introduced by Kohn and Otto. We also introduce the two applications we have in mind in more detail. In section 2 we list the assumptions needed and give the precise formulation of the main results on the rate of coarsening. In particular we present a relaxed formulation of the abstract Kohn-Otto framework that is applicable to weak solutions of gradient-flow equations. We also show that the "geodesic distance" associated to the metric of the configuration space can be utilized even when the mobility is nonlinear. In section 3 we present the proof of the bound on the rate of coarsening. The main technical ingredient, the interpolation inequality, is proved in section 4. The approach we take in proving the interpolation inequality is general; essentially the same proof covers both types of mobilities and both nonlocal and local energies. We illustrate the application to local energies in subsection 4.1.
1.1. Gradient flow structure. We now introduce the geometric structure of (2). It is based on the formal Riemannian viewpoint developed by Otto [16]. Equation (2) can be understood as a gradient flow of the energy (1) on the manifold of configurations. Since the equation is in divergence form it preserves the integral of $u$ over the space. Thus the solution of the equation is a path on the manifold of functions with the same integral.

At each point the tangent space is the set of possible perturbations, all of which have mean zero. The local metric is defined as follows: Let $s_{1}, s_{2}$ be two tangent vectors at $u$. Then

$$
\begin{equation*}
g_{u}\left(s_{1}, s_{2}\right)=\int \mu(u) \nabla p_{1} \cdot \nabla p_{2} \tag{5}
\end{equation*}
$$

where

$$
-\nabla \cdot\left(\mu(u) \nabla p_{i}\right)=s_{i} \quad \text { for } i=1,2 .
$$

Equation (2) is the gradient flow of energy (1) with respect to the metric (5), that is, for every tangent vector $s$

$$
g\left(u_{t}, s\right)=-\frac{\delta E}{\delta u}[s] .
$$

Considering the configuration space as a manifold enables us to measure the steepness of the energy landscape in a certain sense. This information provides bounds on the speed of the dynamics.

In particular the local metric gives rise to a global metric on the manifold. Given a regular enough path, $v(s)$ for, say, $s \in[0,1]$, on the manifold, we can measure its length

$$
\operatorname{length}(v)=\int_{0}^{1} \sqrt{g_{v(s)}\left(v^{\prime}, v^{\prime}\right)} d s
$$

We can then define the global metric on the manifold: Let the distance of $u_{1}$ and $u_{2}$ be

$$
d\left(u_{1}, u_{2}\right)=\inf \left\{\operatorname{length}(v): v \text { is a path connecting } u_{1} \text { and } u_{2}\right\} .
$$

It turns out that when $\mu=$ const., then $d\left(u_{1}, u_{2}\right)$ is a multiple of the $H^{-1}$ norm, while for $\mu(u)=u$ the distance becomes the Wasserstein metric.
1.2. Kohn-Otto framework. Kohn and Otto [10] introduced an approach for obtaining information on the flatness of the energy landscape, and consequently on the rate of coarsening. The approach is robust and has been applied to studies of coarsening in epitaxial growth, mean-field models, thin-liquid films, and other systems $[6,7,5,11,12,17]$. See also [13] for a related result.

We first present it in the abstract setting used in [17], which applies to gradient flows. Consider an energy $E$ on a Riemannian manifold $(\mathcal{M}, g)$. The metric $g$ introduces a global distance on $\mathcal{M}$, which we denote by $d$.

Proposition 1. Let $h^{*} \in \mathcal{M}$. Let $h: \mathbb{R}_{+} \rightarrow \mathcal{M}$ be a solution of

$$
\begin{equation*}
h_{t}=-\operatorname{grad} E(h) \tag{6}
\end{equation*}
$$

and let $h(0)=h_{0}$.

Assume that for some $\alpha \geq 0$ the interpolation inequality

$$
\begin{equation*}
E(h) \operatorname{dist}\left(h, h^{*}\right)^{\alpha} \geq 1 \quad \text { for all } h \in \mathcal{M} \text { with } E(h) \leq \varepsilon \tag{7}
\end{equation*}
$$

holds. Then for $\sigma \in\left(1,1+\frac{2}{\alpha}\right)$

$$
\begin{equation*}
\int_{0}^{T} E(h(t))^{\sigma} d t \gtrsim \int_{0}^{T}\left(t^{-\frac{\alpha}{\alpha+2}}\right)^{\sigma} d t, \tag{8}
\end{equation*}
$$

provided $T \gg \operatorname{dist}\left(h_{0}, h^{*}\right)^{\alpha+2}$ and $E(h(0)) \leq \varepsilon$.
Remark 1. The precise meaning of $\gtrsim$ and $\gg$ is the following: For all $\sigma \in\left(1,1+\frac{2}{\alpha}\right)$ there exists a constant $C=C(\alpha, \sigma)$ such that for all $\delta>0$ there exists $C_{\delta}=C(\alpha, \sigma, \delta)$ :

$$
\begin{equation*}
\int_{0}^{T} E(h(t))^{\sigma} d t \geq(1-\delta) C \int_{0}^{T}\left(t^{-\frac{\alpha}{\alpha+2}}\right)^{\sigma} d t, \tag{9}
\end{equation*}
$$

provided $T \geq C_{\delta} \operatorname{dist}\left(h_{0}, h^{*}\right)^{\alpha+2}$.
Proof of the proposition is based on the ODE arguments of [10] and can be found in [17].

We adapt Proposition 1 to our setting in section 2 (Theorem 2). In particular since the Riemannian structure is only formal, the theorem states precisely which elements of the geometric structure are needed. Furthermore it applies to weak solutions of the gradient flow equations.

The main technical difficulty in applying the proposition is showing the interpolation inequality. Section 4 is devoted to proving interpolation inequalities relevant to nonlocal energies.
1.3. Nonlocal Cahn-Hilliard equation. Equation (2) is a rescaled version of the model by Giacomin and Lebowitz [8, 9]. We introduce it in original variables below and, for completeness, present the rescaling needed.

The free energy is given by

$$
\mathcal{E}=\frac{1}{4} \int_{\Omega} \int_{\mathbb{R}^{N}} K(x-y)(\rho(x)-\rho(y))^{2} d x d y+\int_{\Omega} f_{c}(\rho(x)) d x .
$$

The associated gradient flow is

$$
\rho_{t}-\nabla \cdot\left(\sigma(\rho) \nabla\left(\frac{\delta \mathcal{E}}{\delta \rho}\right)\right)=0 .
$$

Here $K \geq 0$ is a smooth kernel with symmetry $K(x)=K(-x)$. Giacomin and Lebowitz assume that $K$ is compactly supported, with support contained in $\Omega$. This assumption is physically quite reasonable, but it is not necessary from the mathematical point of view. The function $f_{c}$ is a double-well potential, symmetric about $\frac{1}{2}$ with minima at $\frac{1}{2} \pm m$. The mobility function $\sigma$ is assumed to be smooth, symmetric about $\frac{1}{2}$, and positive on $(0,1)$, with

$$
\begin{equation*}
\sigma(0)=0 \quad \text { and } \quad \sigma(1)=0 . \tag{GL1}
\end{equation*}
$$

Let

$$
f(\rho)=f_{c}(\rho)+\frac{\int_{\mathbb{R}^{N}} K(x) d x}{2}\left(\rho-\frac{1}{2}\right)^{2} .
$$

Giacomin and Lebowitz assume that for some $c>0$ and for all $\rho \in(0,1)$

$$
\begin{equation*}
\frac{1}{c} \leq \sigma(\rho) f^{\prime \prime}(\rho) \leq c \tag{GL2}
\end{equation*}
$$

This assumption is needed for the existence/uniqueness theory they use (it makes the equation uniformly parabolic), but is not directly required for the coarsening estimates.

Under the assumptions above, Giacomin and Lebowitz show that for initial datum $0<\rho_{0}<1$, there exists a unique weak solution $\rho \in L^{2}\left([0, T], H^{1}(\Omega)\right)$ with $\rho_{t} \in$ $L^{2}\left([0, T], H^{-1}(\Omega)\right)$ for any $T>0$. Furthermore $0<\rho<1$.

Rescaling. We rescale the dependent variable, the potential, and the mobility so that the wells of the new potential are 0 and 1 . Let

$$
\begin{aligned}
u & =\frac{1}{2 m}\left(\rho-\frac{1}{2}\right)+\frac{1}{2} \\
W_{m}(u) & =\frac{1}{4 m^{2}} f_{c}(\rho)=\frac{1}{4 m^{2}} f_{c}\left(2 m\left(u-\frac{1}{2}\right)+\frac{1}{2}\right) \\
\mu_{m}(u) & =\sigma(\rho)=\sigma\left(2 m\left(u-\frac{1}{2}\right)+\frac{1}{2}\right)
\end{aligned}
$$

Under this rescaling $u$ solves (2) and is hence a gradient flow of (1).
1.4. Biological aggregation. Topaz, Bertozzi, and Lewis [18] introduced a model of biological aggregation that emerges due to "social forces" between individuals. That is, the individuals are attracted to other individuals of their species, but avoid overcrowding. The population is modeled by its density $u$. The velocity of individuals is modeled as

$$
v=v_{a}+v_{r}=\nabla(K * u)-\nabla g(u)
$$

where $v_{a}=\nabla(K * u)$ is the term modeling attraction to other individuals which are being sensed through the kernel $K$. The term modeling repulsion, $v_{r}$, is given by a local operator $v_{r}=-\nabla g(u)$, where $g$ is an increasing function. The continuity equation then reads

$$
u_{t}+\nabla \cdot(u v)=u_{t}+\nabla \cdot(u \nabla(K * u-g(u)))=0
$$

From a biological perspective it is reasonable to assume that $g^{\prime}(0)=0$ and $g$ is strictly convex. However, it is sufficient to assume that

$$
\begin{equation*}
\text { the function } g^{\prime}(z)-\int_{R^{N}} K(x) d x \text { has exactly one zero on } \mathbb{R}^{+}, \tag{BA}
\end{equation*}
$$

$$
g^{\prime}(0)<\int_{R^{N}} K(x) d x \text { and } \liminf _{z \rightarrow \infty} g^{\prime}(z)-\int_{\mathbb{R}^{N}} K(x) d x>0 .
$$

Under this assumption $u$ solves (3) for some double-well potential $W$. More precisely, let $G(z):=\int_{0}^{z} g(s) d s$ and $\tilde{W}(z):=G(z)-\frac{1}{2} \int_{\mathbb{R}^{N}} K(x) d x z^{2}$. The condition (BA) implies that $\tilde{W}$ is concave at 0 , and has exactly one inflection point. Thus we can define

$$
W(z):=4\left(\tilde{W}(z)-\left(\min _{s>0} \frac{\tilde{W}(s)}{s}\right) z\right)
$$

Then $W$ is a double-well potential on $[0, \infty)$ with one well at 0 . It follows that

$$
u_{t}-\nabla \cdot\left(u \nabla\left(\int_{\mathbb{R}^{N}} K(y) d y u-K * u+\frac{1}{4} W^{\prime}(u)\right)\right)=0
$$

which after scaling the time by factor 4 is (3).
On the level of the model, the equation provides information on why herds (or other animal groups) form, why they have an almost constant density, why they have sharp boundaries, and how they evolve. Numerical simulations conducted in one dimension in [18] also observe the coarsening phenomenon. The primary driving force for coarsening in one dimension is the nonlocal interaction via kernel $K$, as there are no surface-tension-like effect. The rate of coarsening depends on the decay of $K$ at $\infty$. Nevertheless the rigorous bounds we prove still apply and are in fact optimal for certain kernels.
2. Statement of the result. When thinking about coarsening we have in mind an infinite domain on which coarsening persists for all time. However, building the theory for such solutions poses major challenges. We instead consider domains of finite size and prove results that are independent of the domain size. In particular we consider the domain $\Omega=[0, \Lambda]^{N}$. We investigate the dynamics of periodic configurations on $\mathbb{R}^{N}$ with period cell $\Omega$. Thus we consider $\Omega$ with the topology of the torus $\mathbb{R}^{N} /(\Lambda \mathbb{Z})^{N}$. In particular the distances on $\Omega$ are measured on the torus, and thus may be different from the ones measured in $\mathbb{R}^{N}$.

Throughout the paper we use the following, somewhat nonstandard notation. For $U \subseteq \Omega$ and a function $u$,

$$
f_{U} f(x) d x:=\frac{1}{|\Omega|} \int_{U} f(x) d x \quad \text { and } \quad\|U\|:=\frac{|U|}{|\Omega|}
$$

Let $P$ be the maximal interval containing 1 on which $\mu>0$ :

$$
P=\left\{z: z \leq 1,\left.\quad \mu\right|_{[z, 1]}>0\right\} \cup\left\{z: z \geq 1,\left.\quad \mu\right|_{[1, z]}>0\right\}
$$

The configuration space is

$$
\mathcal{M}:=L^{1}(\Omega, \bar{P})
$$

While the configurations are functions defined on $\Omega$, when convenient we also consider them as periodic functions of $\mathbb{R}^{N}$.

To a configuration, $u$, we associate the energy density

$$
\begin{equation*}
\bar{E}(u):=f_{\Omega} \int_{\mathbb{R}^{N}}(u(x)-u(y))^{2} K(x-y) d x d y+f_{\Omega} W(u(x)) d x \tag{10}
\end{equation*}
$$

If the expression is not defined, we say that the energy density is infinite. Conditions on the interaction kernel, $K$, and the double-well potential, $W$, are described below.

We make the following assumptions on the interaction kernel $K$ :
(K1) $K$ is nonnegative and $K \in L^{1}\left(\mathbb{R}^{N}\right) \cap C^{2}\left(\mathbb{R}^{N}\right)$.
(K2) $K(x)=K(-x)$ for all $x \in \mathbb{R}^{N}$. (This condition ensures the symmetry of the interaction term in (10) with respect to $x$ and $y$.)
(K3) $K(0)>0$.
(K4) $K \in W^{2,1}\left(\mathbb{R}^{N}\right)$ and $\|K\|_{C^{2}\left(\mathbb{R}^{N}\right)}<\infty$.

The last condition is needed only for the existence theory [4]. Condition (K3) is not essential either, but significantly simplifies parts of the presentation. In particular it enables us to associate a length scale to a kernel in the following way: For $r>0$ let

$$
\begin{equation*}
\kappa(x):=\frac{1}{|B(0,1)|} \chi_{B(0,1)}(x) \quad \text { and } \quad \kappa_{r}(x):=\frac{1}{r^{N}} \kappa\left(\frac{x}{r}\right) \tag{11}
\end{equation*}
$$

where $\chi_{U}$ is the characteristic function of the set $U$. Given $r>0$ let $h_{K}(r):=\sup \{c:$ $\left.K \geq c \kappa_{r}\right\}$. Note that by assumption (K3), $h_{K}(r)>0$ for $r$ small. It is not hard to prove that $h_{K}(r) \rightarrow 0$ as $r \rightarrow 0$ and also as $r \rightarrow \infty$. Consider the location of the maximum of $h_{K}(r)$. If there is more than one maximum, we pick the first one. More precisely let

$$
\begin{equation*}
r_{K}:=\min \left\{r_{\max } \mid h_{K}\left(r_{\max }\right)=\max _{r>0} h_{K}(r)\right\} \tag{12}
\end{equation*}
$$

We let

$$
H_{K}=h_{K}\left(r_{K}\right)
$$

To state the conditions on the potential $W$ we define

$$
a:=f_{\Omega} u(x, 0) d x .
$$

To simplify the presentation, from here on we restrict our attention only to

$$
\begin{equation*}
0<a \leq \frac{1}{2} \tag{13}
\end{equation*}
$$

We assume the following:
(W1) $W$ is a nonnegative continuous function.
(W2) $W(0)=W(1)=0$ and $W>0$ on $\bar{P} \backslash\{0,1\}$.
(W3) At least linear growth at $\pm \infty$ : There exists a constant $h_{W}$ such that $W(z) \geq$ $8 h_{W}(z-1)$ for all $z \in P \cap\left(\frac{9}{8}, \infty\right)$ and $W(z) \geq h_{W}|z|$ for all $z \in P \cap\left(-\infty,-\frac{a}{4}\right)$. We can furthermore require

$$
h_{W} \leq W(z) \text { for all } z \in\left[\frac{a}{4}, \frac{7}{8}\right]
$$

The condition on growth of $W$ is needed only if $P$ is infinite.
We now state the main results. Theorem 2 is an adaptation of Proposition 1 that applies to the configuration spaces we are investigating. In particular the paths are given as weak solutions of the continuity equation. Having the gradient-flow structure is reduced to requiring a dissipation inequality. The theorem relies on interpolation inequalities we establish in section 4. In Corollary 3 we apply the theorem to the main equations of our interest. The classes of solutions of (3) studied in [9] and [4] satisfy the conditions of the theorem, and thus the bounds on coarsening hold.

Below, by $C^{w e a k}$ we mean continuous with respect to weak topology of the target space.

Theorem 2. Let $\Omega=[0, \Lambda]^{N}$. Assume that conditions (13), (K1)-(K3), and (W1)-(W3) hold and that mobility $\mu(z) \equiv z$ or that $\mu \in C\left(P,\left(0, c_{\mu}\right]\right)$. Suppose that $u \in C^{\text {weak }}\left([0, \infty), L^{1}(\Omega, \bar{P})\right)$ is a weak solution of

$$
u_{t}+\nabla \cdot J=0
$$

for some flux $J \in L^{1}\left(\Omega, \mathbb{R}^{N}\right)$. Assume that the energy dissipation inequality holds: For almost all $0 \leq t_{1}<t_{2}$

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \frac{1}{\mu(u)}|J|^{2} d x d t \leq-\left(E\left(u\left(t_{2}\right)\right)-E\left(u\left(t_{1}\right)\right)\right) \tag{14}
\end{equation*}
$$

In the case $\mu(z) \not \equiv z$ we also need the regularity assumption that $u(t) \in L^{2}(\Omega)$ for all $t \geq 0$ and that the range of $u(\cdot, 0)$ is contained in $P$. Assume further that $\lim \sup _{t \rightarrow 0+} \bar{E}(u(\cdot, t)) \ll 1$.

Then for all $\sigma \in(1,2)$ there exists a constant $C=C\left(\sigma, a, H_{K}, r_{K}, c_{\mu}\right)$ such that for all $T \gg 1$

$$
\begin{equation*}
\int_{0}^{T} \bar{E}(u(t))^{\sigma} d t \geq C \int_{0}^{T}\left(t^{-\frac{1}{3}}\right)^{\sigma} d t \tag{15}
\end{equation*}
$$

The precise meaning of condition $\bar{E} \ll 1$ is that $\bar{E}$ has to be small enough for the interpolation inequality to hold. Precise values can be found in the statement of Theorem 6.

By weak solution we mean that for all $\phi \in C_{c}^{\infty}(\Omega \times[0, \infty))$

$$
\iint_{[0, \infty) \times \Omega} u \phi_{t}+J \cdot \nabla \phi d x d t+\int_{\Omega} u(x, 0) \phi(x, 0) d x=0 .
$$

Recall that we consider $\Omega$ with the topology of a torus, which means that the test functions used in the definition of a weak solution are also defined on the torus; in other words they are periodic.

The form of the equation ensures (via testing against test functions with only time dependence) that

$$
\int_{\Omega} u(x, t) d x=\text { const. }
$$

Note that the dissipation inequality (14) is an equality if $u$ is a classical solution of the gradient flow (2), when $J=-\mu(u) \nabla \frac{\delta E}{\delta u}$.

Corollary 3. Let $\Omega=[0, \Lambda]^{N}$. Assume that conditions (K1)-(K4) and (W1)(W3) hold. Assume only one of the following holds:
(i) $\mu(z) \equiv z, W \in C^{2}([0, \infty))$ with $W^{\prime \prime}>-4 \int_{\mathbb{R}^{N}} K(y) d y$ on $\mathbb{R}^{+}$, and $u$ is the solution of (3) in the sense of [4] with $u(\cdot, 0) \in L^{\infty}(\Omega)$.
(ii) $\mu(z) \leq c_{\mu}$ for all $z$, conditions (GL1) and (GL2) hold, and $u$ is a solution of (3) in the sense of [9]. Furthermore assume that the range of $u(\cdot, 0)$ is contained in the interior of $P$.
(iii) $0<\mu(z) \leq c_{\mu}$ for all $z$, (GL2) holds on $\mathbb{R}$, and $u$ is a solution of (3) in the sense of [9]. Furthermore assume that $u(\cdot, 0) \in L^{\infty}(\Omega)$.
Assume that $\lim \sup _{t \rightarrow 0+} \bar{E}(u(\cdot, t)) \ll 1$ and (13) holds. Then for all $\sigma \in(1,2)$ there exists a constant $C=C\left(\sigma, a, H_{K}, r_{K}, c_{\mu}\right)$ such that for all $T \gg 1$

$$
\begin{equation*}
\int_{0}^{T} \bar{E}(u(t))^{\sigma} d t \geq C \int_{0}^{T}\left(t^{-\frac{1}{3}}\right)^{\sigma} d t \tag{16}
\end{equation*}
$$

Proof. In the first case the conditions of $W$ imply that associated $g(z):=$ $\int_{\mathbb{R}^{N}} K(x) d x+\frac{1}{4} W^{\prime}(z)$ is an increasing function. This in turn implies that the conditions under which Bertozzi and Slepčev [4] proved existence of solutions of (3) hold.

Properties of solutions ensuring that the assumptions of Theorem 2 hold were also established. This implies the claim of the corollary.

Case (ii) the existence theory needed for Theorem 2 to apply was established by Giacomin and Lebowitz [9].

The case (iii) is in principle simpler than case (ii) and includes the constant mobility case. The only technical issue is that the $L^{\infty}$ bounds used in [9] follow from condition (GL1). In our case appropriate bounds can be established, for example, as in [4].
3. Proof of Theorem 2. We seek to apply the framework of Proposition 1. However, the configuration space, $\mathcal{M}$, is not a true Riemannian manifold and the only remnant of the gradient flow structure is the energy dissipation inequality (14). Nevertheless arguments of the proof of the proposition can be adapted to include this setting. We define the "geodesic distance" on $\mathcal{M}$ as follows: Given $u_{0}, u_{1} \in \mathcal{M}$ let us first define a representation of admissible paths between $u_{0}$ and $u_{1}$ :

$$
\begin{aligned}
\mathcal{A}\left(u_{0}, u_{1}\right):=\{(u, J): & u:[0,1] \rightarrow \mathcal{M}, J \in L^{1}\left(\Omega \times[0,1], \mathbb{R}^{N}\right) \text { such that } \\
& u_{t}+\nabla \cdot J=0 \quad \text { on } \Omega \times[0,1] \text { weakly, } \\
& u \in C^{\text {weak }}\left([0,1], L^{1}(\Omega)\right) \text { and } u(0)=u_{0}, u(1)=u_{1}, \text { and } \\
& \left.\int_{0}^{1} \int_{\Omega} \frac{1}{\mu(u(x, t))}|J(x, t)|^{2} d x d t<\infty\right\} .
\end{aligned}
$$

We define

$$
\begin{equation*}
d^{2}\left(u_{0}, u_{1}\right):=\inf _{(u, J) \in \mathcal{A}} \int_{0}^{1} \int_{\Omega} \frac{1}{\mu(u(x, t))}|J(x, t)|^{2} d x d t . \tag{17}
\end{equation*}
$$

Here $\frac{0}{0}=0$. We note that $d$ may, in general, be infinite. It follows from the definition that $d$ satisfies the triangle inequality. This can be shown by concatenating the appropriate test flows (with optimally rescaled times).

Let $u$ be as in the statement of the theorem. We define

$$
\begin{equation*}
L(t):=d(u(t), a), \quad \bar{L}(t):=\frac{1}{\sqrt{|\Omega|}} d(u(t), a) . \tag{18}
\end{equation*}
$$

In the case $\mu(u)=u$ it follows from the characterization of $d$ given below in (19) that $L(t)$ is finite for all $t$. In the other case, from the assumption on the range of $u_{0}$ it follows that $L(0)$ is finite. To see this it is enough to consider the test pair $(\tilde{u}, \tilde{J})$ with $\tilde{u}(s)=u_{0}+s\left(a-u_{0}\right)$ for $s \in[0,1]$ and $\tilde{J}=\nabla p$, where $p$ solves $-\Delta p=a-u_{0}$. The fact that $L(t)$ is finite for all $t$ then follows from the argument for continuity of $L$ given in Lemma 4.

Let

$$
\bar{E}(t):=\bar{E}(u(t)) .
$$

From (14) we have that $\bar{E}$ is nonincreasing almost everywhere. We now modify $\bar{E}$ on a set of measure 0 to ensure that it is nonincreasing:

$$
\bar{E}_{\text {new }}(t)=\min \left\{\liminf _{s \rightarrow t-} \bar{E}(s), \bar{E}(t)\right\} .
$$

Inspecting the proof of Proposition 1 from [17] shows that in addition to the interpolation inequality, one only needs the inequality

$$
\left(\frac{d \bar{L}}{d \bar{E}}\right)^{2} \leq-\frac{d t}{d \bar{E}}
$$

(since $\bar{E}$ is nonincreasing, $\bar{L}$ can be considered as a function of $\bar{E}$ ), which follows from the more familiar form of the dissipation inequality,

$$
\left(\frac{d \bar{L}}{d t}\right)^{2} \leq-\frac{d \bar{E}}{d t}
$$

where both inequalities are to be understood as a comparison of measures (with given densities). The latter inequality in turn follows from the assumption (14). We prove these claims in Lemmas 4 and 5.

To be able to prove the interpolation inequalities we need a more workable form of $d$. In the case $\mu(u)=u$ the distance $d$ is nothing else than the Wasserstein distance. This was shown by Benamou and Brenier [3] (see also section 8.1 in Villani's book [19]):

$$
\begin{equation*}
d_{W}\left(u_{0}, u_{1}\right)^{2}=\inf \left\{\iint_{\Omega \times \Omega}|x-y|^{2} d \pi(x, y) \mid \int_{\Omega} d \pi(\cdot, y)=u_{0}, \int_{\Omega} d \pi(x, \cdot)=u_{1}\right\} \tag{19}
\end{equation*}
$$

The distance above, $|x-y|$, is taken on torus $\Omega$.
In the case $\mu(u) \leq c_{\mu}$ first note that from the definition of the distance (17), it follows that the distance corresponding to $\mu(u)$ is greater than the distance corresponding to constant mobility $c_{\mu}$. Thus

$$
\bar{L}_{\mu} \geq \bar{L}_{c_{\mu}}=\frac{1}{c_{\mu}} \bar{L}_{1}
$$

Thus it is enough to establish the interpolation inequality for $\bar{L}=\bar{L}_{1}$. But for mobility equal to one, the distance is the $H^{-1}$ norm. More precisely, for $u_{0}, u_{1} \in \mathcal{M} \cap L^{2}(\Omega)$, $\int_{\Omega} u_{1}-u_{0} d x=0$, and hence we can consider the following representation of the $H^{-1}$ norm:

$$
d\left(u_{0}, u_{1}\right)^{2}=\left\|u_{0}-u_{1}\right\|_{H^{-1}}^{2}=\int_{\Omega}|\nabla p|^{2} d x
$$

where $p \in H^{2}(\Omega)$ ( $p$ is periodic by topology of $\Omega$ ) is a solution of

$$
-\Delta p=u_{1}-u_{0}
$$

Proof of this claim is straightforward; it relies on convexity in $J$ of the functional on the right-hand side of (17) and the observation that $J=\nabla p$, along with $u(t)=u_{0}+$ $t\left(u_{1}-u_{0}\right)$, minimizes the action functional. One can also show that for $u \in \mathcal{M} \cap L^{2}(\Omega)$

$$
\begin{equation*}
\bar{L}(u)=\max _{\xi \in H^{1}(\Omega), \xi \not \equiv \text { const. }} \frac{f_{\Omega}(u-a) \xi d x}{\sqrt{f_{\Omega}|\nabla \xi|^{2} d x}} \tag{20}
\end{equation*}
$$

by using Cauchy-Schwarz inequality to show that $\xi=p$ (with $u_{1}=u$ and $u_{2}=a$ ) is the maximizing function. Given that $u(t) \in \mathcal{M} \cap L^{2}(\Omega)$ for all $t$ we can use this characterization.

Thus to complete the proof of the theorem one only needs the interpolation inequalities established in section 4.

We now prove the two lemmas that were used in the arguments above.
Lemma 4. Assume that $u$ satisfies the conditions of Theorem 2 and $\bar{L}$ is defined in (18). Then $\bar{L}$ is a continuous function and for almost all $t \geq 0$ and $h>0$

$$
\left(\frac{\bar{L}(u(t+h))-\bar{L}(u(t))}{h}\right)^{2} \leq-\frac{\bar{E}(u(t+h))-\bar{E}(u(t))}{h}
$$

Proof. By the assumptions of the theorem $u$ is a distributional solution of

$$
u_{t}+\nabla \cdot J=0 \quad \text { on } \Omega \times[t, t+h]
$$

Moreover it follows from assumption (14) for all $t \geq 0$ and all $h>0$ that

$$
\int_{t}^{t+h} \int_{\Omega} \frac{1}{\mu(u)}|J|^{2} d x d t \leq \limsup _{s \rightarrow 0+} E(u(s))<\infty
$$

Note that it was also assumed that $u \in C^{\text {weak }}\left([t, t+h], L^{1}(\Omega)\right)$. Thus $(u, J)$, after appropriate rescaling in time, belongs to $\mathcal{A}(u(t), u(t+h))$. By the triangle inequality,

$$
\begin{aligned}
(\bar{L}(u(t+h))-\bar{L}(u(t)))^{2} & \leq \inf _{(\tilde{u}, \tilde{J}) \in \mathcal{A}(u(t), u(t+h))} \int_{0}^{1} \int_{\Omega} \frac{1}{\mu(\tilde{u}(x, s))}|\tilde{J}(x, s)|^{2} d x d s \\
& \leq h \int_{0}^{h} \int_{\Omega} \frac{1}{\mu(u(x, t+s))}|J|^{2} d x d s
\end{aligned}
$$

Thus $\bar{L}$ is a continuous function. Dividing the above by $h^{2}$ and using (14) gives that for almost all $t \geq 0$ and $h>0$

$$
\begin{aligned}
\left(\frac{\bar{L}(u(t+h))-\bar{L}(u(t))}{h}\right)^{2} & \leq \frac{1}{h} \int_{0}^{h} \int_{\Omega} \frac{1}{\mu(u(x, t+s))}|J|^{2} d x d s \\
& \leq-\frac{\bar{E}(u(t+h))-\bar{E}(u(t))}{h}
\end{aligned}
$$

For a function $e$ on $\mathbb{R}$ let us define $e(t+):=\lim _{s \rightarrow t+} e(s)$ and $e(t-):=\lim _{s \rightarrow t-} e(s)$.
Lemma 5. Let e be a nonnegative, nonincreasing function on $[0, \infty)$. Let $l$ be a continuous function on $[0, \infty)$, such that

$$
\begin{equation*}
\left(\frac{l\left(t_{2}\right)-l\left(t_{1}\right)}{t_{2}-t_{1}}\right)^{2} \leq-\frac{e\left(t_{2}\right)-e\left(t_{1}\right)}{t_{2}-t_{1}} \quad \text { for almost all } t_{2}>t_{1} \geq 0 \tag{21}
\end{equation*}
$$

Then $l(t)$ is an absolutely continuous function on $[0, \infty)$ and for all $\tau_{2}>\tau_{1} \geq 0$

$$
\int_{\tau_{1}}^{\tau_{2}}\left(\frac{d l}{d t}\right)^{2} d t \leq e\left(\tau_{1}+\right)-e\left(\tau_{2}-\right)
$$

Furthermore, consider $t(e):=\sup \{t: e(t) \geq e\}$, the "inverse" of the function $e$ and $l(e):=l(t(e))$. Then

$$
\left(\frac{l\left(e_{2}\right)-l\left(e_{1}\right)}{e_{2}-e_{1}}\right)^{2} \leq-\frac{t\left(e_{2}\right)-t\left(e_{1}\right)}{e_{2}-e_{1}} \quad \text { for all } e(0) \geq e_{1}>e_{2} \geq 0
$$

Consequently $l$ is an absolutely continuous function of $e$, and for all $e(0) \geq e_{1}>e_{2} \geq 0$

$$
\int_{e_{2}}^{e_{1}}\left(\frac{d l}{d e}\right)^{2} d e \leq t\left(e_{2}+\right)-t\left(e_{1}-\right)
$$

Proof. If $e(0)=0$, the proof is trivial. So assume $e(0)>0$. Continuity of $l$ implies that

$$
\left(\frac{l\left(t_{2}\right)-l\left(t_{1}\right)}{t_{2}-t_{1}}\right)^{2} \leq-\frac{e\left(t_{2}-\right)-e\left(t_{1}+\right)}{t_{2}-t_{1}} \quad \text { for all } t_{2}>t_{1} \geq 0
$$

Let $\varepsilon>0$ and $\delta:=\varepsilon^{2} / e(0)$. Let $\left[x_{i}, y_{i}\right]$ for $i=1, \ldots, m$ be a family of disjoint intervals on $[0, \infty)$ of total length less than $\delta$ :

$$
\sum_{i=1}^{m} y_{i}-x_{i}<\delta
$$

Then

$$
\begin{aligned}
\sum_{i=1}^{m}\left|l\left(y_{i}\right)-l\left(x_{i}\right)\right| & \leq \sum_{i=1}^{m} \sqrt{e\left(x_{i}\right)-e\left(y_{i}\right)} \sqrt{y_{i}-x_{i}} \\
& \leq \sqrt{\sum_{i=1}^{m} e\left(x_{i}\right)-e\left(y_{i}\right)} \sqrt{\sum_{i=1}^{m} y_{i}-x_{i}} \\
& \leq \sqrt{e(0)} \sqrt{\delta}=\varepsilon
\end{aligned}
$$

So $l$ is absolutely continuous.
To prove the second claim note that for any $h>0$

$$
\begin{aligned}
\int_{\tau_{1}}^{\tau_{2}}\left(\frac{l(t+h)-l(t)}{h}\right)^{2} d t & \leq \int_{\tau_{1}}^{\tau_{2}} \frac{e(t+)-e(t+h-)}{h} d t \\
& \leq \frac{1}{h}\left(\int_{\tau_{1}}^{\tau_{1}+h} e(t+) d t-\int_{\tau_{2}}^{\tau_{2}+h} e(t-) d t\right)
\end{aligned}
$$

By taking the $\liminf _{h \rightarrow 0}$ and using Fatou's lemma we obtain

$$
\int_{\tau_{1}}^{\tau_{2}}\left(\frac{d l}{d t}\right)^{2} d t \leq e\left(\tau_{1}+\right)-e\left(\tau_{2}+\right)
$$

Now use this claim on interval $\left(\tau_{1}, \tau_{2}-\varepsilon\right)$ and take the limit as $\varepsilon \rightarrow 0$.
To prove the remaining claims, note that

$$
\left(l\left(t\left(e_{2}\right)\right)-l\left(t\left(e_{1}\right)\right)\right)^{2} \leq\left(e\left(t\left(e_{2}\right)-\right)-e\left(t\left(e_{1}\right)+\right)\right)\left(t\left(e_{2}\right)-t\left(e_{1}\right)\right)
$$

Observing that $e\left(t\left(e_{2}\right)-\right) \geq e_{2}$ and $e\left(t\left(e_{1}\right)+\right) \leq e_{1}$ yields the desired inequality. The claims then follow from the arguments presented above.
4. Interpolation inequalities. In this section we prove the interpolation inequalities needed. As shown in section 3 we only need to consider the $\bar{L}$ corresponding Wasserstein distance (19) and to $H^{-1}$ norm (20).

The proof we present is general and extends to local energies, which we discuss in subsection 4.1. It also captures the improved constants established in [5]; see Remark 2. It is based on simple geometric heuristic. Consider function $\tilde{u}$ with range $\{0,1\}$ and $\kappa_{r} * \tilde{u}$, its average over ball of radius $r$. Then for $r$ small

$$
\int\left|\tilde{u}-\kappa_{r} * \tilde{u}\right| d x
$$

contains information about the interfacial area, while for $r$ large it carries information on the distance $d(\tilde{u}, a)$. This allows us to interpolate between the energy and the distance. We divided the proof into steps and present the motivation at their beginning.

THEOREM 6 (interpolation inequality). Let $0<a \leq \frac{1}{2}$. Assume $K$ satisfies conditions (K1)-(K3) and $W$ satisfies (W1)-(W3). There exists a constant $C=$ $\underline{C}\left(a, h_{W}, r_{K}, H_{K}\right)>0$ such that for all $\Lambda>0$ and all configurations $u \in \mathcal{M}$ for which $\bar{E}(u)<\frac{a}{64}\left(\frac{h_{W}}{1+h_{W}}\right) H_{K}$, and in the $H^{-1}$ case also $\bar{E}(u)<\frac{1}{2^{N+2}} \frac{a h_{W}}{20} H_{K}$, the following holds:

$$
\begin{equation*}
\bar{E}(u) \bar{L}(u) \geq C \tag{22}
\end{equation*}
$$

The constant $C=c(N) r_{K}\left(\frac{h_{W}}{1+h_{W}}\right) a^{3 / 2} H_{K}$.
Proof. Step 1: Reduction. Let $\kappa_{r_{K}}$ be as defined by (11) and (12). We use the notation $\kappa_{r}:=\kappa_{r_{K}}$. To make the distinction between energies, let $\bar{E}_{K}$ and $\bar{E}_{\kappa_{r}}$ be the energy densities corresponding to kernels $K$ and $\kappa_{r}$, respectively. Note that $\bar{E}_{K} \geq H_{K} \bar{E}_{\kappa_{r}}$. So it is enough to show the above claim for $\kappa_{r}$, with $r_{K}=r$ and $H_{K}=1$. Therefore from here on we consider only $K=\kappa_{r}$.

Step 2: $u$ is separated into phases. We show that any low-energy-density configuration, $u$, has a significant portion of the mass on the set where values of $u$ are close to 1 . More precisely:

Claim. Let $A:=\left\{x: u(x) \geq \frac{7}{8}\right\}$ and $\tilde{u}:=\chi_{A}$. For future reference let $\underline{A}:=\{x:$ $\left.u(x)<\frac{a}{4}\right\}$ and let $I$ be the interfacial region, $I:=\Omega \backslash(A \cup \underline{A})$. Assume $\bar{E}(u)<\frac{3}{32} a h_{W}$. Then

$$
\begin{equation*}
\|A\|=\frac{|A|}{|\Omega|}=f_{\Omega} \tilde{u}(x) d x>\frac{1}{2} f_{\Omega} u(x) d x=\frac{a}{2} \quad \text { and } \quad\|A\| \leq 2 a \tag{23}
\end{equation*}
$$

Proof. Due to assumption (W3)

$$
\bar{E}(u) \geq h_{W}\left(\left\|\left\{\frac{a}{4}<u \leq \frac{7}{8}\right\}\right\|+\left\|\left\{\frac{9}{8}<u\right\}\right\|\right) .
$$

Consequently

$$
\begin{aligned}
a & =f_{\Omega} u d x=f_{\left\{u \leq \frac{a}{4}\right\}} u d x+f_{\left\{\frac{a}{4}<u \leq \frac{7}{8}\right\}} u d x+f_{\left\{\frac{7}{8}<u \leq \frac{9}{8}\right\}} u d x+f_{\left\{\frac{9}{8}<u\right\}} u d x \\
& \leq \frac{a}{4}+\frac{7}{8}\left\|\left\{\frac{a}{4}<u \leq \frac{7}{8}\right\}\right\|+\frac{9}{8} f_{\Omega} \tilde{u} d x+\left\|\left\{\frac{9}{8}<u\right\}\right\|+\frac{1}{h_{W}} f_{\left\{\frac{9}{8}<u\right\}} W(u) d x \\
& \leq \frac{a}{4}+\frac{\bar{E}}{h_{W}}+\frac{9}{8} f_{\Omega} \tilde{u} d x+\frac{\bar{E}}{h_{W}} \\
& <\frac{a}{4}+\frac{3 a}{16}+\frac{9}{8} f_{\Omega} \tilde{u} d x .
\end{aligned}
$$

Therefore $f_{\Omega} \tilde{u} d x>\frac{a}{2}$.
To prove the second claim, note that

$$
\begin{aligned}
a & =f_{\Omega} u(x) d x \geq \frac{7}{8}\|A\|+f_{\left\{-\frac{a}{4} \leq a<0\right\}} u(x) d x+f_{\left\{u<-\frac{a}{4}\right\}} u(x) d x \\
& \geq \frac{7}{8}\|A\|-\frac{a}{4}-\frac{1}{h_{W}} f_{\Omega} W(u(x)) d x \\
& \geq \frac{7}{8}\|A\|-\frac{a}{4}-\frac{\bar{E}}{h_{W}} \\
& \geq \frac{7}{8}\|A\|-\frac{a}{2} .
\end{aligned}
$$

Step 3: Energy bounds a measure of interfacial area.
Claim.

$$
f_{\Omega}\left|\tilde{u}-\kappa_{r} * \tilde{u}\right| d x \leq\left(\frac{16}{9}+\frac{2}{h_{W}}\right) \bar{E}
$$

Heuristically, when $r$ is small the expression on the left-hand side measures $r$ times the area of the boundary of $\{\tilde{u}=1\}$. More precisely the area is measured in such a way that features of size less than $r$ are smoothed out, and thus neglected, to some extent.

Proof. We use the following notation for the sum of sets $X+Y:=\{x+y \mid x \in$ $X, y \in Y\}$. Using the fact that $\tilde{u}$ takes only values 0 and 1 , we obtain

$$
\begin{aligned}
f_{\Omega} \mid \tilde{u}(x)- & \int_{\mathbb{R}^{N}} \kappa_{r}(x-y) \tilde{u}(y) d y \mid d x \\
= & f_{\Omega} \int_{\mathbb{R}^{N}}|\tilde{u}(x)-\tilde{u}(y)| \kappa_{r}(x-y) d y d x \\
\leq & \frac{1}{|\Omega|}\left[\int_{A} \int_{\underline{A+\Lambda \mathbb{Z}^{N}}}+\int_{\underline{A}} \int_{A+\Lambda \mathbb{Z}^{N}}|\tilde{u}(x)-\tilde{u}(y)|^{2} \kappa_{r}(x-y) d y d x\right. \\
& \left.\quad+\int_{I} \int_{\mathbb{R}^{N}}+\int_{\Omega} \int_{I+\Lambda \mathbb{Z}^{N}} \kappa_{r}(x-y) d y d x\right] \\
\leq & \left(\frac{3}{4}\right)^{-2} f_{\Omega} \int_{\mathbb{R}^{N}}|u(x)-u(y)|^{2} \kappa_{r}(x-y) d y d x+2\left\|\left\{\frac{a}{4} \leq u \leq \frac{7}{8}\right\}\right\| \\
\leq & \left(\frac{16}{9}+\frac{2}{h_{W}}\right) \bar{E} .
\end{aligned}
$$

Step 4. Claim. $\phi:(0, \infty) \rightarrow[0, \infty)$ defined by

$$
\phi(s):=f_{\Omega}\left|\tilde{u}-\tilde{u} * \kappa_{s}\right| d x
$$

is subadditive.
One should note that some other possible measures of surface area (for example, the volume of appropriate tubular neighborhood) do not have this property in general and may have a superlinear growth (for appropriate range of $r$ ).

Proof. Let $s=p+q$ for some $p, q>0$. As in Step 3 we have

$$
\phi(s)=f_{\Omega} \int_{\mathbb{R}^{N}}|\tilde{u}(x)-\tilde{u}(y)| \kappa_{s}(y) d y d x
$$

Now let $z=x-\frac{p}{s} y$. Using periodicity and the scaling properties of kernel $\kappa_{s}$ one finds

$$
\begin{aligned}
\phi(s) & \leq f_{\Omega} \int_{\mathbb{R}^{N}}(|\tilde{u}(x)-\tilde{u}(z)|+|\tilde{u}(z)-\tilde{u}(y)|) \kappa_{s}(y) d y d x \\
& =f_{\Omega} \int_{\mathbb{R}^{N}}\left|\tilde{u}(x)-\tilde{u}\left(x-\frac{p}{s} y\right)\right| \kappa_{s}(y) d y d x+\int_{\Omega} \int_{\mathbb{R}^{N}}\left|\tilde{u}(z)-\tilde{u}\left(z-\frac{q}{s} y\right)\right| \kappa_{s}(y) d y d z
\end{aligned}
$$

substitute $\tilde{y}=\frac{p}{s} y$ in the first integral and $\tilde{y}=\frac{q}{s} y$ and $x=z$ in the second to obtain

$$
\begin{aligned}
& =f_{\Omega} \int_{\mathbb{R}^{N}}|\tilde{u}(x)-\tilde{u}(\tilde{y})| \kappa_{p}(\tilde{y}) d \tilde{y} d x+\int_{\Omega} \int_{\mathbb{R}^{N}}|\tilde{u}(x)-\tilde{u}(\tilde{y})| \kappa_{q}(\tilde{y}) d \tilde{y} d x \\
& =\phi(p)+\phi(q) .
\end{aligned}
$$

Step 5. $\kappa_{l} * \tilde{u} \sim \tilde{u}$ for some $l$ of size $\frac{1}{\bar{E}}$. More precisely:
Claim. Let $\mu>2$ be a constant, which we specify later. If $\bar{E}<\frac{a}{\mu}\left(\frac{h_{W}}{1+h_{W}}\right)$, then for

$$
\begin{equation*}
l=\left\lfloor\frac{a}{\mu}\left(\frac{h_{W}}{1+h_{W}}\right) \frac{1}{\bar{E}}\right\rfloor r=: i r \tag{24}
\end{equation*}
$$

the following holds:

$$
\begin{equation*}
\phi(l)=f_{\Omega}\left|\tilde{u}-\kappa_{l} * \tilde{u}\right| d x<\frac{2}{\mu} a . \tag{25}
\end{equation*}
$$

Proof. The assumption on $\bar{E}$ implies that $l>\frac{1}{2} \frac{a}{\mu}\left(\frac{h_{W}}{1+h_{W}}\right) \frac{1}{E} r>0$. Subadditivity of $\phi$ established in Step 4 and the bound of Step 3 imply

$$
f_{\Omega}\left|\tilde{u}-\kappa_{l} * \tilde{u}\right| d x \leq i f_{\Omega}\left|\tilde{u}-\kappa_{r} * \tilde{u}\right| d x \leq\left\lfloor\frac{a}{\mu}\left(\frac{h_{W}}{1+h_{W}}\right) \frac{1}{\bar{E}}\right\rfloor 2\left(1+\frac{1}{h_{w}}\right) \bar{E} \leq \frac{2}{\mu} a
$$

Step 6. If for some $l>1$,

$$
\kappa_{l} * \tilde{u} \sim \tilde{u}, \quad \text { then } \quad \bar{L} \gtrsim l
$$

More precisely:
Claim. Set $\mu=64$. There exists a constant $c$, depending only on dimension $N$ and on $a$, such that for any $l>1$,

$$
\begin{equation*}
\text { if } \quad f_{\Omega}\left|\tilde{u}-\kappa_{l} * \tilde{u}\right| d x<\frac{2}{\mu} a, \quad \text { then } \quad \bar{L}>c l \tag{26}
\end{equation*}
$$

We split the proof of this claim into four parts. First we establish two auxiliary claims. Then we prove claim (26) for the Wasserstein metric case and for the $H^{-1}$ metric case separately.

Step 6a. Let $A_{l}:=\left\{x \in \Omega: \tilde{u} * \kappa_{l}>\frac{7}{8}\right\}$. If

$$
f_{\Omega}\left|\tilde{u}-\kappa_{l} * \tilde{u}\right| d x<\frac{2}{\mu} a
$$

then

$$
\begin{equation*}
\left\|A_{l}\right\|>\frac{\mu-32}{2 \mu} a \tag{27}
\end{equation*}
$$

By the assumption

$$
\frac{2}{\mu} a>f_{\Omega}\left|\tilde{u}-\kappa_{l} * \tilde{u}\right| d x \geq f_{A \backslash A_{l}} \frac{1}{8} d x=\frac{1}{8}\left\|A \backslash A_{l}\right\| .
$$

From (23) we have $\|A\|>\frac{a}{2}$. Combining the two inequalities gives

$$
\left\|A_{l}\right\| \geq\|A\|-\left\|A \backslash A_{l}\right\|>\left(\frac{1}{2}-\frac{16}{\mu}\right) a
$$

Remark. From this point on the proof does not require the closeness of $\tilde{u}$ and $\kappa_{l} * \tilde{u}$ explicitly, but rather it uses only the fact that $A_{l}$ is large, as described by (27). That is, we require only that after $\tilde{u}$ is averaged over radius $l$ it still have well-developed interfaces.

Step 6b. A significant subset of $A_{l}$ can be well approximated by balls of radius $l$. More precisely:

Claim. Set $\mu=64$. There exists a finite subset, $J$, of $A_{l}$ such that for $A_{\text {ball }}=$ $\cup_{x \in J} B(x, l)$,

$$
\begin{equation*}
\frac{8}{7}\left\|A_{\text {ball }} \cap A\right\| \geq\left\|A_{\text {ball }}\right\|>\frac{1}{2^{N+2}} a . \tag{28}
\end{equation*}
$$

This claim has its roots in [5]; see also [17]. Let $J$ be a maximal family of points in $A_{l}$ such that balls in $\{B(x, l)\}_{x \in J}$ are disjoint. Then $A_{l} \subset \cup_{x \in J} B(x, 2 l)$, by definition. Therefore, using (27)

$$
\left\|A_{b a l l}\right\| \geq \frac{1}{2^{N}}\left\|A_{l}\right\|>\frac{1}{2^{N+2}} a .
$$

Since $J \subset A_{l}$, for all $x \in J$ we have that

$$
\frac{7}{8} \leq k_{l} * \tilde{u}(x) \leq \frac{|B(x, l) \cap A|}{|B(x, l)|}
$$

Summing over $x \in J$ gives the first inequality.
Step 6 c (Wasserstein). Let $\gamma=\left(\frac{9}{8}\right)^{1 / N}-1$. For set $U$ and $\lambda \geq 0$, let

$$
U^{\lambda}:=\{x \in \Omega: \operatorname{dist}(x, U) \leq \lambda\}
$$

Let $\lambda=\gamma l$. Using Lemma 8 and the fact that $u \geq 0$,

$$
\begin{aligned}
\bar{L}^{2}=\frac{d_{\text {Wass }}(u, a)^{2}}{|\Omega|} & \geq \lambda^{2}\left(f_{A_{\text {ball }}} u(x) d x-a\left\|A_{\text {ball }}^{\lambda}\right\|\right) \\
& \geq \lambda^{2}\left(\frac{7}{8}\left\|A \cap A_{\text {ball }}\right\|-a\left(1+\frac{\lambda}{l}\right)^{N}\left\|A_{\text {ball }}\right\|\right) \\
& \geq \gamma^{2} l^{2}\left(\frac{49}{64}-\frac{1}{2}(1+\gamma)^{N}\right)\left\|A_{\text {ball }}\right\| \\
& \geq \gamma^{2} \frac{1}{5} \frac{1}{2^{N+2}} a l^{2}
\end{aligned}
$$

Combining the conclusions of Steps 5 and 6 now proves the interpolation inequality (22). In particular

$$
\bar{L} \geq c(N) r\left(\frac{h_{W}}{1+h_{W}}\right) a^{3 / 2} \frac{1}{\bar{E}}
$$

Step $6 \mathrm{~d}\left(H^{-1}\right)$. Assume $\bar{E}<\frac{1}{20} \frac{1}{2^{N+2}} a h_{w}$. To obtain a lower bound on $\bar{L}$, given by (20), we first build a local test function. For $\gamma>1$ to be determined, let $\eta:[0, \infty) \rightarrow[0,1]$ be defined by

$$
\eta(z):= \begin{cases}1 & \text { if } z \in[0, l] \\ l-\frac{z-l}{\gamma l-l} & \text { if } l<z<\gamma l \\ 0 & \text { if } \gamma l \leq z\end{cases}
$$

Let $\bar{\xi}(x):=\eta(|x|)$. This is the local test function. Assume, for the moment, that $0 \in A_{l}$. Let $\hat{u}(x):=\max \left\{u(x),-\frac{a}{4}\right\}$. Then

$$
\begin{equation*}
\int_{B(0, \gamma l)}|\nabla \bar{\xi}|^{2} d x=\left(\gamma^{N}-1\right)|B(0, l)| \frac{1}{(\gamma-1)^{2} l^{2}} \tag{29}
\end{equation*}
$$

Also

$$
\begin{aligned}
\int_{B(0, \gamma l)} & (\hat{u}-a) \bar{\xi} d x \\
& \geq \frac{7}{8}|A \cap B(0, l)|-\frac{a}{4}\left(|B(0, l) \backslash A|+\left(\gamma^{N}-1\right)|B(0, l)|\right)-a \gamma^{N}|B(0, l)| \\
& \geq\left(\left(\frac{7}{8}\right)^{2}-\frac{a}{32}-\frac{a\left(\gamma^{N}-1\right)}{4}-a \gamma^{N}\right)|B(0, l)|
\end{aligned}
$$

Let us now set $\gamma=\left(\frac{8}{7}\right)^{1 / N}$. Then

$$
\begin{equation*}
\int_{B(0, \gamma l)}(\hat{u}-a) \bar{\xi} d x \geq \frac{3}{20}|B(0, l)| \tag{30}
\end{equation*}
$$

Now let us construct the (global) test function on $\Omega$. Let

$$
\xi(x)=\sup _{y \in J} \bar{\xi}(x-y)
$$

Using (29), (23), and (28) we obtain

$$
\begin{equation*}
f_{\Omega}|\nabla \xi|^{2} d x \leq \frac{\gamma^{N}-1}{(\gamma-1)^{2} l^{2}}\left\|A_{\text {ball }}\right\| \leq \frac{a}{(\gamma-1)^{2} l^{2}} \tag{31}
\end{equation*}
$$

Using the fact that balls of radius $l$ centered at points in $J$ are disjoint we obtain

$$
\begin{aligned}
f_{\Omega}(u-a) \xi d x & \geq f_{\Omega}(\hat{u}-a) \xi d x+f_{\left\{u<-\frac{a}{4}\right\}} u d x \\
& \geq \frac{3}{20}\left\|A_{b a l l}\right\|-\frac{1}{h_{W}} f_{\Omega} W(u) d x \\
& \geq \frac{3}{20} \frac{1}{2^{N+2}} a-\frac{\bar{E}}{h_{w}} \\
& \geq \frac{1}{10} \frac{1}{2^{N+2}} a .
\end{aligned}
$$

Here we used the assumption $\bar{E}<\frac{1}{20} \frac{1}{2^{N+2}} a h_{w}$. Therefore

$$
\bar{L} \geq \frac{f_{\Omega}(u-a) \xi d x}{\sqrt{f_{\Omega}|\nabla \xi|^{2} d x}} \geq \tilde{c}(N) \sqrt{a} l .
$$

The definition of $l$ now implies

$$
\bar{L} \geq c(N) r\left(\frac{h_{W}}{1+h_{W}}\right) a^{3 / 2} \frac{1}{\bar{E}}
$$

which proves the interpolation inequality.
Remark 2. In the case $N=2$, one can obtain a sharper result with respect to scaling in $a$ ( as $a \rightarrow 0^{+}$) by considering more carefully constructed test functions. This was done for the Mullins-Sekerka evolution by Conti, Niethammer, and Otto in [5]. In particular if $\gamma$ is taken of size $a^{-1 / 2}$, and on $[l, c l]$, we replace the linear $\eta$ by the optimal one, $\eta(z)=(\ln \gamma l-\ln z) / \ln \gamma$. By using such a test function one obtains that

$$
\bar{L} \geq c(N) r\left(\frac{h_{W}}{1+h_{W}}\right) a^{3 / 2}|\ln a|^{1 / 2} \frac{1}{\bar{E}}
$$

4.1. Interpolation inequalities for the local energy. Let us now consider the case of the local energy density:

$$
\begin{equation*}
\bar{E}(u):=f_{\Omega} \frac{1}{2}|\nabla u(x)|^{2}+W(u(x)) d x \tag{32}
\end{equation*}
$$

The method developed in the proof of Theorem 6 applies to the local energy with minor modifications.

Corollary 7 (interpolation inequality). Let $0<a \leq \frac{1}{2}$. Assume $W$ satisfies (W1)-(W3). There exists a constant $C=C\left(a, h_{W}\right)>0$ such that for all $\Lambda>0$ and all configurations $u \in \mathcal{M}$ for which $\bar{E}(u)<\frac{a}{64}\left(\frac{h_{W}}{1+h_{W}}\right)$, and in the $H^{-1}$ case also $\bar{E}(u)<\frac{1}{2^{N+2}} \frac{a h_{W}}{20}$, the following holds:

$$
\begin{equation*}
\bar{E}(u) \bar{L}(u) \geq C \tag{33}
\end{equation*}
$$

The constant $C=c(N)\left(\frac{h_{W}}{1+h_{W}}\right) a^{3 / 2}$.

Proof. Note that Step 1 is not needed, while the estimate of Step 2 used only the $W$ term, which is the same for both the local and the nonlocal energy. The main fact we need to check is the statement of Step 3, which we prove below for $r^{2}=\frac{1}{2}$. Steps 4,5 , and 6 do not require any modifications.

To prove that

$$
f_{\Omega}\left|\tilde{u}-\kappa_{r} * \tilde{u}\right| d x \leq\left(\frac{16}{9}+\frac{2}{h_{W}}\right) \bar{E}
$$

with $r^{2}=\frac{1}{2}$ we begin as in Step 3 of the proof of Theorem 6:

$$
\begin{aligned}
f_{\Omega} \mid \tilde{u}(x)- & \int_{\mathbb{R}^{N}} \kappa_{r}(x-y) \tilde{u}(y) d y \mid d x \\
& \leq\left(\frac{3}{4}\right)^{-2} f_{\Omega} \int_{\mathbb{R}^{N}}|u(x)-u(y)|^{2} \kappa_{r}(x-y) d y d x+2\left\|\left\{\frac{a}{4} \leq u \leq \frac{7}{8}\right\}\right\| \\
& \leq \frac{16}{9} f_{\Omega} \frac{1}{|B(x, r)|} \int_{B(x, r)}|u(x)-u(y)|^{2} d y d x+\frac{2}{h_{W}} \bar{E} .
\end{aligned}
$$

It remains to further estimate the first term:

$$
\begin{aligned}
f_{\Omega} \frac{1}{|B(x, r)|} & \int_{B(x, r)}|u(x)-u(y)|^{2} d y d x \\
& \leq f_{\Omega} \frac{1}{|B(0, r)|} \int_{B(x, r)}|x-y|^{2}\left|\int_{0}^{1} \nabla u(x-s(x-y)) d s\right|^{2} d y d x \\
& \leq \frac{1}{2} f_{\Omega} \frac{1}{|B(0, r)|} \int_{B(0, r)} \int_{0}^{1}|\nabla u(x-s z)|^{2} d s d z d x \\
& \leq \frac{1}{2} \frac{1}{|B(0, r)|} \int_{B(0, r)} \int_{0}^{1} 2 \bar{E} d s d z=\bar{E} .
\end{aligned}
$$

## 5. Appendix.

5.1. A property of Wasserstein distance. The following lemma is analogous to Lemma 5 in [17]. We state it in large generality, the reason being that we want to consider $\Omega$ with metric from the torus $R^{N} /(\Lambda \mathbb{Z})^{N}$. In applications $\sigma$ is the Lebesgue measure.

Lemma 8. Let $(\Omega, d, \sigma)$ be a metric space endowed with finite measure $\sigma$. Let $u \in L^{1}(\Omega)$ be a nonnegative function with average $a:=f_{\Omega} u(x) d \sigma(x)$. Let $A \subset \Omega$ measurable, and let $A^{l}:=\{x \in \Omega: d(x, A) \leq l\}$. Then

$$
d_{\text {Wass }}^{2}(u, a) \geq l^{2}\left(\int_{A} u(x) d \sigma(x)-a \sigma\left(A^{l}\right)\right) .
$$

Proof. We use the definition of Wasserstein distance. Let $\pi$ be an admissible transportation plan, that is, a measure on $\Omega \times \Omega$ with marginals $u(x) d \sigma(x)$ and $a \sigma(y)$.

Then

$$
\begin{aligned}
\int_{\Omega \times \Omega}|x-y|^{2} d \pi(x, y) & =\int_{A \times\left(\Omega \backslash A^{l}\right)}|x-y|^{2} d \pi(x, y) \\
& \geq l^{2} \pi\left(A \times\left(\Omega \backslash A^{l}\right)\right) \\
& \geq l^{2}\left(\pi(A \times \Omega)-\pi\left(\Omega \times A^{l}\right)\right) \\
& =l^{2}\left(\int_{A} u(x) d \sigma(x)-\int_{A^{l}} a d \sigma(y)\right) \\
& =l^{2}\left(\int_{A} u(x) d \sigma(x)-a \sigma\left(A^{l}\right)\right)
\end{aligned}
$$
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#### Abstract

We prove the uniqueness of the positive solutions of the following elliptic system: (1) $-\Delta(u(x))=u(x)^{\alpha} v(x)^{\beta}$, (2) $-\Delta(v(x))=u(x)^{\beta} v(x)^{\alpha}$. Here $x \in R^{n}, n \geq 3$, and $1 \leq \alpha<$ $\beta \leq \frac{n+2}{n-2}$ with $\alpha+\beta=\frac{n+2}{n-2}$. In the special case when $n=3$ and $\alpha=2, \beta=3$, the system is closely related to the ones from the stationary Schrödinger system with critical exponents for the Bose-Einstein condensate. As the first step, we prove the radial symmetry of the positive solutions to the elliptic system above with critical exponents. We then prove that $u=v$, which is a key point for our uniqueness result.
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1. Introduction. In this paper, we consider the uniqueness of positive solutions to the following stationary Schrödinger system:

$$
\left\{\begin{array}{l}
-\Delta(u(x))=u(x)^{\alpha} v(x)^{\beta},  \tag{1}\\
-\Delta(v(x))=u(x)^{\beta} v(x)^{\alpha} .
\end{array}\right.
$$

Here, in the special case when $n=3$ and $\alpha=2, \beta=3$, and $u=v$, system (1) is reduced to the quintic Schrödinger equation considered by Bourgain [1]. We prove in this paper that there is a uniqueness result for the system above. In general, our system is related to the ones from the stationary Schrödinger system with critical exponents for the Bose-Einstein condensate (see [15], [19], [20], and [23]). In the earlier works [19], [20], and [23], more attention was paid to the elliptic system (1) with subcritical exponents. Very interestingly, Chen and Li proved that the best constant in the weighted Hardy-Littlewood-Sobolev inequality can be achieved by explicit radial symmetric functions (see [5] and [18]). As a consequence of their work, the uniqueness of positive solutions to the corresponding elliptic system (it is (1) in the case when $\alpha=0$ and $\left.\beta=\frac{n+2}{n-2}\right)$ has been settled. However, when $0<\alpha, \beta \leq \frac{n+2}{n-2}$, the uniqueness of smooth positive solutions to the stationary Schrödinger system (1) is an open question. Generally speaking, there are very few results even for the uniqueness of positive solutions to ordinary differential systems. The aim of this paper is to prove the radial symmetry and uniqueness of positive solutions to (1) with critical exponents and $1 \leq \alpha<\beta \leq \frac{n+2}{n-2}$.

[^56]As one can expect, just like in the work of Weinstein [28] in the scalar case with subcritical exponent, there is a close relationship between the stationary Schrödinger system with critical exponent and the Hardy-Littlewood-Sobolev inequality. As we show below, this is true.

Since we shall use Hardy-Littlewood-Sobolev inequality to prove radial symmetry of our solutions, let's first explore the recent progress of Lieb's conjecture. We begin by recalling the well-known Hardy-Littlewood-Sobolev inequality. Let $0<\lambda<n$, $1<s, r<\infty$, and $\|f\|_{p}$ be the $L^{p}\left(R^{n}\right)$ norm of the function $f$. We shall write by $\|f\|_{p, \Omega}$ the $L^{p}$ norm of the function $f$ on the domain $\Omega$. Then the classical Hardy-Littlewood-Sobolev inequality states that

$$
\begin{equation*}
\int_{R^{n}} \int_{R^{n}} \frac{f(x) g(y)}{|x-y|^{\lambda}} d x d y \leq C_{s, \lambda, n}\|f\|_{r}\|g\|_{s} \tag{2}
\end{equation*}
$$

for any $f \in L^{r}\left(R^{n}\right), g \in L^{s}\left(R^{n}\right)$, and for $\frac{1}{r}+\frac{1}{s}+\frac{\lambda}{n}=2$. Hardy and Littlewood also introduced the double weighted inequality, which was later generalized by Stein and Weiss in [26] in the following form:

$$
\begin{equation*}
\left|\int_{R^{n}} \int_{R^{n}} \frac{f(x) g(y)}{|x|^{\alpha_{0}}|x-y|^{\lambda}|y|^{\beta_{0}}} d x d y\right| \leq C_{\alpha_{0}, \beta_{0}, s, \lambda, n}\|f\|_{r}\|g\|_{s}, \tag{3}
\end{equation*}
$$

where $\alpha_{0}+\beta_{0} \geq 0$,

$$
\begin{equation*}
1-\frac{1}{r}-\frac{\lambda}{n}<\frac{\alpha_{0}}{n}<1-\frac{1}{r} \text { and } \frac{1}{r}+\frac{1}{s}+\frac{\lambda+\alpha_{0}+\beta_{0}}{n}=2 . \tag{4}
\end{equation*}
$$

The best constant in the weighted inequality (3) can be obtained by maximizing the functional

$$
\begin{equation*}
J(f, g)=\int_{R^{n}} \int_{R^{n}} \frac{f(x) g(y)}{|x|^{\alpha_{0}}|x-y|^{\lambda}|y|^{\beta_{0}}} d x d y \tag{5}
\end{equation*}
$$

under the constraints $\|f\|_{r}=\|g\|_{s}=1$. Then the corresponding Euler-Lagrange equations are the system of integral equations

$$
\left\{\begin{array}{l}
\lambda_{1} r f(x)^{r-1}=\frac{1}{|x|^{\alpha_{0}}} \int_{R^{n}} \frac{g(y)}{|y|^{\beta_{0}|x-y|}} d y,  \tag{6}\\
\lambda_{2} s g(x)^{s-1}=\frac{1}{|x|^{\beta_{0}}} \int_{R^{n}} \frac{f(y)}{|y|^{\alpha_{0}}|x-y|^{\mid}} d y,
\end{array}\right.
$$

where $f, g \geq 0, x \in R^{n}$, and $\lambda_{1} r=\lambda_{2} s=J(f, g)$.
Let $u=c_{1} f^{r-1}, v=c_{2} g^{s-1}, p=\frac{1}{r-1}, q=\frac{1}{s-1}, p q \neq 1$, and for a proper choice of constants $c_{1}$ and $c_{2}$, system (6) becomes

$$
\left\{\begin{array}{l}
u(x)=\frac{1}{|x|^{\alpha_{0}}} \int_{R^{n}} \frac{v(y)^{q}}{\left.|y|^{\beta_{0}}|x-y|\right|^{\lambda}} d y,  \tag{7}\\
v(x)=\frac{1}{|x|^{\beta_{0}}} \int_{R^{n}} \frac{u(y)^{p}}{|y|^{\alpha}|x-y|^{\lambda}} d y,
\end{array}\right.
$$

where $u, v \geq 0,0<p, q<\infty, 0<\lambda<n, \frac{\alpha_{0}}{n}<\frac{1}{p+1}<\frac{\lambda+\alpha_{0}}{n}$, and $\frac{1}{p+1}+\frac{1}{q+1}=$ $\frac{\lambda+\alpha_{0}+\beta_{0}}{n}$.

Note that in the special case where $\alpha_{0}=0$ and $\beta_{0}=0$, system (7) reduces to the following system:

$$
\left\{\begin{array}{l}
u(x)=\int_{R^{n}} \frac{v^{q}(y)}{|x-y|^{\lambda}} d y,  \tag{8}\\
v(x)=\int_{R^{n}} \frac{u^{p}(y)}{|x-y|^{\lambda}} d y
\end{array}\right.
$$

with

$$
\begin{equation*}
\frac{1}{q+1}+\frac{1}{p+1}=\frac{\lambda}{n} . \tag{9}
\end{equation*}
$$

It is well known that this integral system is closely related to the system of partial differential equations

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma / 2} u=v^{q}, \quad u>0, \text { in } R^{n},  \tag{10}\\
(-\Delta)^{\gamma / 2} v=u^{p}, \quad v>0, \text { in } R^{n},
\end{array}\right.
$$

where $\gamma=n-\lambda$.
When $p=q=\frac{n+\gamma}{n-\gamma}$ and $u(x)=v(x)$, system (8) becomes the single equation

$$
\begin{equation*}
u(x)=\int_{R^{n}} \frac{u(y)^{\frac{n+\gamma}{n-\gamma}}}{|x-y|^{n-\gamma}} d y, u>0, \text { in } R^{n} . \tag{11}
\end{equation*}
$$

The corresponding PDE is the well-known family of semilinear equations

$$
\begin{equation*}
(-\Delta)^{\gamma / 2} u=u^{(n+\gamma) /(n-\gamma)}, \quad u>0, \quad \text { in } R^{n} . \tag{12}
\end{equation*}
$$

In particular, when $n \geq 3$, and $\gamma=2$, (12) becomes

$$
\begin{equation*}
-\Delta u=u^{(n+2) /(n-2)}, u>0, \text { in } R^{n} . \tag{13}
\end{equation*}
$$

The classification of the solutions of (13) has provided an important ingredient in the study of the well-known Yamabe problem and the prescribing scalar curvature problem. Equation (13) was studied by Gidas, Ni, and Nirenberg [11], Caffarelli, Gidas, and Spruck [2], Chen and Li [3], and Li [16]. They classified all the positive solutions. Recently, Wei and Xu [27] generalized this result to the solutions of the more general equation (12) with $\gamma$ being any even number between 0 and $n$. Some results of Chen, Li, and Ou have been improved by Hang in [12]. One may see related results in [14] and [17].

Although the systems for other real values of $\alpha, \beta$ between 0 and $n$ are of interest to some, we shall concentrate in this paper only on the system (1) with critical exponents when $1 \leq \alpha, \beta \leq \frac{n+2}{n-2}$ and $\alpha+\beta=\frac{n+2}{n-2}$.

Our main results are the following two theorems.
Theorem 1. Assume that $n \geq 3,1 \leq \alpha, \beta \leq \frac{n+2}{n-2}$, and $\alpha+\beta=\frac{n+2}{n-2}$. Then any $L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right) \times L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right)$ positive solution pair (u,v) to system (1) is radial symmetric.

Theorem 2. Assume that $n \geq 3,1 \leq \alpha \leq \beta \leq \frac{n+2}{n-2}$, and $\alpha+\beta=\frac{n+2}{n-2}$. Then any $L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right) \times L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right)$ radial symmetric solution pair $(u, v)$ to system (1) is unique and $u=v$.

In the proof of Theorem 1, we shall use the equivalent integral form for the nonnegative solutions

$$
(u, v) \in L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right) \times L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right)
$$

to system (1):

$$
u(x)=\int_{R^{n}} \frac{u^{\alpha} v^{\beta}(y)}{|x-y|^{n-2}} d y
$$

and

$$
v(x)=\int_{R^{n}} \frac{v^{\alpha} u^{\beta}(y)}{|x-y|^{n-2}} d y
$$

This equivalent form can be proved in the same way as in section 4 in the work of Chen, Li , and $\mathrm{Ou}[8]$.

We point out that when $u=v$, the elliptic system (1) reduces to the elliptic equation (13) with critical exponent. Then $u=v$ is in a special family of functions:

$$
\begin{equation*}
\phi_{x_{o}, t}(x)=c\left(\frac{t}{t^{2}+\left|x-x_{o}\right|^{2}}\right)^{(n-2) / 2} \tag{14}
\end{equation*}
$$

where $t>0, x_{o} \in \mathbf{R}^{n}$, with some positive constant $c$ such that each $\phi_{x_{o}, t}(x)$ solves (13). This special family of functions is important in the study of (1).

Our results are motivated by the previous work [6], where Chen, Li, and Ou considered the more general system (8) and established the symmetry and monotonicity of the solutions. In [4], Chen and Li also obtained a regularity result of the solutions to (8). To establish the symmetry of the solutions to (8), Chen, Li, and Ou [8], [6], [7] introduced a new idea: an integral form of the method of moving planes. It is entirely different from the traditional method used for PDEs. Instead of relying on maximum principles, certain integral norms were estimated. The new method is a very powerful tool in studying qualitative properties of other integral equations and systems. In fact, following Chen, Li, and Ou's work, Jin and Li [13] studied the symmetry of the solutions to the more general system (7).

Using the maximum principle trick, de Figueiredo and Felmer [10] found an interesting Liouville-type result for certain type of elliptic systems. Recently Ma and Chen [21] discussed the Liouville-type theorem for the positive solutions to the elliptic system (10). They also discussed the radial symmetry property of nonnegative solutions to a higher-order differential equation [22]. Naito and Usami [24] studied the existence of nonoscillatory solutions to second-order elliptic systems of Emden-Fowler type. Some nonexistence results for the Emden-Fowler system can be found in [25]. We refer to [13], [9], and [24] for more references about elliptic systems.

We first prove the radial symmetry of the solutions to (1) with critical exponents. It is obvious that the radial symmetry of the solutions reduces (1) to a system of ODEs, which has the special solution pair $\left(\phi_{o, t}(x), \phi_{o, t}(x)\right)$. To prove the uniqueness, we prove that $u(0)=v(0)$. Then by the uniqueness of the initial value problem for ODEs, we conclude that $u=v=\phi_{o, t}$. This is the key observation in establishing the uniqueness of positive solutions for (1) with critical exponents.

Theorems 1 and 2 will be proved in the next two sections.
2. Proof of the radial symmetry. We use the moving plane method introduced by Chen, Li , and Ou in [8] to study system (1). We recall the Hardy-Littlewood-Sobolev inequality:

$$
\begin{equation*}
|T f|_{p} \leq C(n, p)|f|_{\frac{n p}{n+2 p}} \tag{15}
\end{equation*}
$$

where $C(n, p)$ is a uniform positive constant and

$$
T f(x)=\int_{\mathbf{R}^{n}}|x-y|^{2-n} f(y) d y
$$

Proof of Theorem 1. For each $\lambda \in \mathbf{R}$, we denote

$$
H_{\lambda}=\left\{x \in \mathbf{R}^{n} ; x_{1}<\lambda\right\}
$$

For each $x=\left(x_{1}, x^{\prime}\right) \in \mathbf{R}^{n}$, we let

$$
x_{\lambda}=\left(2 \lambda-x_{1}, x^{\prime}\right)
$$

be the reflection point of $x$ with respect to the hyperplane $\partial H_{\lambda}$. We let $e_{1}=$ $(1,0, \ldots, 0)$.

We define

$$
u_{\lambda}(x)=u\left(x_{\lambda}\right), \quad B_{\lambda}^{u}=\left\{x \in H_{\lambda} ; u_{\lambda}(x)>u(x)\right\}
$$

and

$$
v_{\lambda}(x)=v\left(x_{\lambda}\right), \quad B_{\lambda}^{v}=\left\{x \in H_{\lambda} ; v_{\lambda}(x)>v(x)\right\}
$$

To do the moving plane method, we need the following formula, which is obtained by a change of variables.

$$
u(x)=\int_{H_{\lambda}} \frac{u^{\alpha} v^{\beta}(y)}{|x-y|^{n-2}} d y+\int_{H_{\lambda}} \frac{u_{\lambda}^{\alpha} v_{\lambda}^{\beta}(y)}{\left|x_{\lambda}-y\right|^{n-2}} d y
$$

and

$$
u_{\lambda}(x)=\int_{H_{\lambda}} \frac{u^{\alpha} v^{\beta}(y)}{\left|x_{\lambda}-y\right|^{n-2}} d y+\int_{H_{\lambda}} \frac{u_{\lambda}^{\alpha} v_{\lambda}^{\beta}(y)}{|x-y|^{n-2}} d y
$$

Then we have

$$
\begin{equation*}
u_{\lambda}(x)-u(x)=\int_{H_{\lambda}}\left(u_{\lambda}^{\alpha} v_{\lambda}^{\beta}-u^{\alpha} v^{\beta}\right)(y)\left(\frac{1}{|x-y|^{n-2}}-\frac{1}{\left|x_{\lambda}-y\right|^{n-2}}\right) d y \tag{16}
\end{equation*}
$$

Note that for $x \in H_{\lambda}$, we have

$$
\frac{1}{|x-y|^{n-2}}>\frac{1}{\left|x_{\lambda}-y\right|^{n-2}}
$$

Then for $x \in B_{\lambda}^{u}$, using the mean value theorem to

$$
u_{\lambda}^{\alpha} v_{\lambda}^{\beta}-u^{\alpha} v^{\beta}=\left(u_{\lambda}^{\alpha}-u^{\alpha}\right) v_{\lambda}^{\beta}+u^{\alpha}\left(v_{\lambda}^{\beta}-v^{\beta}\right)
$$

and after dropping the term of the integration on the region $v_{\lambda}-v \leq 0$, we have

$$
\left\{\begin{align*}
0 & \leq u_{\lambda}(x)-u(x)  \tag{17}\\
& \leq \alpha \int_{B_{\lambda}^{u}} \frac{u_{\lambda}^{\alpha-1} v_{\lambda}^{\beta}\left(u_{\lambda}-u\right)}{|x-y|^{n-2}} d y+\beta \int_{B_{\lambda}^{v}} \frac{u_{\lambda}^{\alpha} v_{\lambda}^{\beta-1}\left(v_{\lambda}-v\right)}{|x-y|^{n-2}} d y \\
& :=I+I I .
\end{align*}\right.
$$

Let $p=\frac{2 n}{n-2}$. Using the Hardy-Littlewood-Sobolev inequality (15) we can bound the first term $I$ in (17) by

$$
\left\{\begin{array}{l}
|I|_{p} \leq C(n, p)\left|u_{\lambda}^{\alpha-1} v_{\lambda}^{\beta}\left(u_{\lambda}-u\right)\right|_{\frac{2 n}{n+2}}  \tag{18}\\
\leq C(n, p)\left|u_{\lambda}\right|_{p}^{\alpha-1}\left|v_{\lambda}\right|_{p}^{\beta}\left|u_{\lambda}-u\right|_{p}
\end{array}\right.
$$

Here the integrations are over the set $B_{\lambda}^{u}$.
Using again the Hardy-Littlewood-Sobolev inequality (15) we can bound the first term $I I$ in (17) by

$$
\left\{\begin{array}{l}
|I I|_{p} \leq C(n, p)\left|u_{\lambda}^{\alpha} v_{\lambda}^{\beta-1}\left(v_{\lambda}-v\right)\right|_{\frac{2 n}{n+2}}  \tag{19}\\
\leq C(n, p)\left|u_{\lambda}\right|_{p}^{\alpha}\left|v_{\lambda}\right|_{p}^{\beta-1}\left|v_{\lambda}-v\right|_{p} .
\end{array}\right.
$$

Here the integrations are over the domain $B_{\lambda}^{v}$. Hence, we have

$$
\begin{align*}
& \left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}} \\
& \leq C(n, p)\left(\left|u_{\lambda}\right|_{p, B_{\lambda}^{u}}^{\alpha-1}\left|v_{\lambda}\right|_{p, B_{\lambda}^{u}}^{\beta}\left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}}+\left|u_{\lambda}\right|_{p, B_{\lambda}^{v}}^{\alpha}\left|v_{\lambda}\right|_{p, B_{\lambda}^{v}}^{\beta-1}\left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}}\right) \tag{20}
\end{align*}
$$

Similarly, we have the following formulae for $v$ and $v_{\lambda}$ :

$$
v(x)=\int_{H_{\lambda}} \frac{v^{\alpha} u^{\beta}(y)}{|x-y|^{n-2}} d y+\int_{H_{\lambda}} \frac{v_{\lambda}^{\alpha} u_{\lambda}^{\beta}(y)}{\left|x_{\lambda}-y\right|^{n-2}} d y
$$

and

$$
v_{\lambda}(x)=\int_{H_{\lambda}} \frac{v^{\alpha} u^{\beta}(y)}{\left|x_{\lambda}-y\right|^{n-2}} d y+\int_{H_{\lambda}} \frac{v_{\lambda}^{\alpha} u_{\lambda}^{\beta}(y)}{|x-y|^{n-2}} d y
$$

Then we have the following estimate:

$$
\begin{align*}
& \left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}} \\
& \leq C(n, p)\left(\left|v_{\lambda}\right|_{p, B_{\lambda}^{v}}^{\alpha-1}\left|u_{\lambda}\right|_{p, B_{\lambda}^{v}}^{\beta}\left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}}+\left|v_{\lambda}\right|_{p, B_{\lambda}^{u}}^{\alpha}\left|u_{\lambda}\right|_{p, B_{\lambda}^{u}}^{\beta-1}\left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}}\right) \tag{21}
\end{align*}
$$

After these preparations, we can use the moving plane method as developed in [8] to prove the radial symmetry of the solutions.

At first, let's start the plane from infinity. Indeed, for $\lambda \gg 1$ large enough, we know that the quantities

$$
\left|v_{\lambda}\right|_{p, B_{\lambda}^{u}},\left|u_{\lambda}\right|_{p, B_{\lambda}^{u}},\left|v_{\lambda}\right|_{p, B_{\lambda}^{v}}
$$

and

$$
\left|u_{\lambda}\right|_{p, B_{\lambda}^{v}}^{v}
$$

all are small, which give us that

$$
\left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}} \leq \frac{1}{4}\left(\left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}}+\left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}}\right)
$$

and

$$
\left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}} \leq \frac{1}{4}\left(\left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}}+\left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}}\right)
$$

These imply that $\left|u_{\lambda}-u\right|_{p, B_{\lambda}^{u}}=0$ and $\left|v_{\lambda}-v\right|_{p, B_{\lambda}^{v}}=0$. In other words, $B_{\lambda}^{u}=\phi$ and $B_{\lambda}^{v}=\phi$.

Next we define

$$
\lambda_{0}=\inf \left\{\lambda \in \mathbf{R} ; B_{\lambda^{\prime}}^{u}=B_{\lambda^{\prime}}^{v}=\phi \forall \lambda^{\prime} \geq \lambda\right\}
$$

Then it comes from the fact that $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$ and $u(x)>0$ in $\mathbf{R}^{n}$ that $\lambda_{0}<+\infty$. By the definition of $\lambda_{0}$, we have $u_{\lambda_{0}}(x) \leq u(x)$ for $x \in H_{\lambda_{0}}$. If $u$ or $v$ is not symmetric in the $x_{1}$ direction at $\lambda_{0}$, then using the expression (16), we see that $u_{\lambda_{0}}(x)<u(x)$ and $v_{\lambda_{0}}(x)<v(x)$ for $x \in H_{\lambda_{0}}$. This implies that both of $B_{\lambda_{0}}^{u}$ and $B_{\lambda_{0}}^{v}$ are empty. Then by the absolute continuity of the integral with respect to the domain we see that $\left|v_{\lambda}\right|_{p, B_{\lambda}^{u}},\left|u_{\lambda}\right|_{p, B_{\lambda}^{u}},\left|v_{\lambda}\right|_{p, B_{\lambda}^{v}}$, and $\left|u_{\lambda}\right|_{p, B_{\lambda}^{v}}$ are small for $\lambda$ close to $\lambda_{0}$ and enable us to repeat the above argument showing that both of $B_{\lambda}^{u}$ and $B_{\lambda}^{v}$ are empty for $\lambda$ close to $\lambda_{0}$. This contradicts the definition of $\lambda_{0}$.
3. Proof of the uniqueness. In some sense, the proof of Theorem 2 is just at hand by using the integral expression of the solution pair $(u, v)$.

Proof of Theorem 2. Let $(u, v) \in L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right) \times L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right)$ be a pair of solutions to system (1). By Theorem 1, we know that $u$ and $v$ are radial symmetric about some point $x_{0}$, say, $x_{0}=0$. We will consider only the case when $1 \leq \alpha<\beta<\frac{n+2}{n-2}$, and the case when $\alpha=\beta$ can be done similarly.

Since $u \in L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right)$ and $v \in L^{\frac{2 n}{n-2}}\left(\mathbf{R}^{n}\right)$, using the same method in [8], we have that $u \in C^{2}\left(\mathbf{R}^{n}\right)$ and $v \in C^{2}\left(\mathbf{R}^{n}\right)$ with

$$
u(x) \rightarrow 0, \quad v(x) \rightarrow 0
$$

as $|x| \rightarrow \infty$.
Since our solution $u$ is radial symmetric, we can write, in polar coordinates, the first equation in (1) as

$$
\left(r^{n-1} u^{\prime}(r)\right)^{\prime}=-r^{n-1} u(r)^{\alpha} v(r)^{\beta}
$$

where $r=|x|$.
Integrating both sides of the above equation from 0 to $r$ yields

$$
r^{n-1} u^{\prime}(r)=-\int_{0}^{r} s^{n-1} u^{\alpha} v^{\beta}(s) d s
$$

It follows by another integration that

$$
\begin{equation*}
u(r)=u(0)-\int_{0}^{r} \frac{1}{\tau^{n-1}} \int_{0}^{\tau} s^{n-1} u^{\alpha} v^{\beta} d s d \tau \tag{22}
\end{equation*}
$$

Similarly, for $v(r)$, we have

$$
\begin{equation*}
v(r)=v(0)-\int_{0}^{r} \frac{1}{\tau^{n-1}} \int_{0}^{\tau} s^{n-1} v^{\alpha} u^{\beta} d s d \tau \tag{23}
\end{equation*}
$$

As we mentioned in the introduction, we need to show only that $u(0)=v(0)$. Otherwise, suppose that

$$
\begin{equation*}
u(0)<v(0) \tag{24}
\end{equation*}
$$

Then by continuity, for all small $r>0$,

$$
\begin{equation*}
u(r)<v(r) \tag{25}
\end{equation*}
$$

In other words, there exists an $R>0$, such that

$$
\begin{equation*}
u(r)<v(r) \forall r \in(0, R) \tag{26}
\end{equation*}
$$

Let $R_{o}$ be the supreme value of $R$ such that (26) holds. Then $R_{o} \leq \infty$ and $u\left(R_{o}\right)=v\left(R_{o}\right)$, where we have used the fact that $u(+\infty)=v(+\infty)=0$. By the definition of $R_{o}$ and $\alpha<\beta$, we have that

$$
\begin{equation*}
u(r)^{\alpha} v(r)^{\beta}>v(r)^{\alpha} u(r)^{\beta} \forall r \in\left(0, R_{o}\right) \tag{27}
\end{equation*}
$$

Then we have from (22) and (23) that

$$
0>u(0)-v(0)=\int_{0}^{R_{o}} \frac{1}{\tau^{n-1}} \int_{0}^{\tau} s^{n-1}\left(u^{\alpha} v^{\beta}-u^{\beta} v^{\alpha}\right)(s) d s d \tau>0
$$

This is impossible.
Similarly, one can show that $u(0)>v(0)$ is impossible too. Therefore, we must have

$$
u(0)=v(0)
$$

Finally, by the standard ODE theory, we arrive at

$$
u(r) \equiv v(r)
$$

Hence, our elliptic system (1) has been reduced to the elliptic equation (13) with the critical exponent. By now, it is standard that our solution pair $u$ and $v$ is of the form (14). This completes the proof of Theorem 2.
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#### Abstract

We establish the existence and the stability of traveling wave solutions of a quasilinear hyperbolic system with both relaxation and diffusion. The traveling wave solutions are shown to be asymptotically stable under small disturbances and under the subcharacteristic condition using a weighted energy method. The delicate balance between the relaxation and the diffusion that leads to the stability of the traveling waves is identified; namely, the diffusion coefficient is bounded by a constant multiple of the relaxation time. Such a result provides an important first step toward the understanding of the transition from stability to instability as parameters vary in physical problems involving both relaxation and diffusion.
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1. Introduction. The phenomenon of relaxation arises in many physical problems such as kinetic relaxation to fluid dynamics, gases not in local thermodynamic equilibrium, elasticity with memory, phase transitions, shallow water waves, and traffic flows. A remarkable development of the stability theory for various relaxation systems has appeared in past decades; see, e.g., [1, 2, $8,10,11,13,15,16,18,23]$. The real physical problems usually involve both relaxation and diffusion. It was found by asymptotic analysis and numerical simulations that the fine interplay between the relaxation and the diffusion may enhance physically interesting behavior such as soliton waves and oscillatory solutions $[4,3,5,6,7,9,14,17,20,22,24]$. However, the rigorous stability theory for such systems has not been well studied. In the current paper, we establish rigorously the existence and the stability of traveling wave solutions of a quasi-linear hyperbolic system with both relaxation and diffusion. The delicate balance between the relaxation and the diffusion that leads to the nonlinear stability of the traveling wave fronts is identified to occur when the diffusion coefficient is bounded by a constant multiple of the relaxation time. Such a result provides an important first step toward understanding the transition from stability to instability as the diffusion coefficient and the relaxation time vary in the physical problems.

Consider the following quasi-linear hyperbolic system with relaxation and diffusion:

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1}\\
u_{t}+p(v)_{x}=\frac{1}{\tau}\left(u_{e}(v)-u\right)+\mu u_{x x}
\end{array}\right.
$$

subject to the initial data

$$
\begin{equation*}
(v, u)(x, 0)=\left(v_{0}, u_{0}\right)(x) \rightarrow\left(v_{ \pm}, u_{ \pm}\right) \text {as } x \rightarrow \pm \infty, \quad u_{ \pm}=u_{e}\left(v_{ \pm}\right) \tag{2}
\end{equation*}
$$

where, in the context of traffic flows, $v$ is specific volume and $u$ velocity. The first equation in (1) is a conservation law, while the second describes drivers' acceleration

[^57]behavior. The first term on the right-hand side of the second equation in (1) expresses the tendency of traffic at a given specific volume $v$ to relax to some equilibrium speed $u_{e}$ satisfying
$$
u_{e}^{\prime}(v)>0
$$

The parameter $\tau>0$ corresponds to drivers' response time to the traffic. The second term on the left-hand side of the second equation in (1) is an anticipation factor: drivers slow down at the sight of an increase in traffic density ahead. The function $p$ is the so-called traffic pressure satisfying

$$
\begin{equation*}
p^{\prime}(v)<0 \tag{3}
\end{equation*}
$$

The last term on the right-hand side of the second equation in (1) models viscosity with coefficient $\mu>0$, a presumed tendency to adjust one's speed to that of the surrounding traffic.

A strict subcharacteristic condition,

$$
\begin{equation*}
-\sqrt{-p^{\prime}(v)}<u_{e}^{\prime}(v)<\sqrt{-p^{\prime}(v)} \tag{4}
\end{equation*}
$$

is imposed for all $v$ under consideration. Subcharacteristic condition (4) is a necessary condition for linear stability (Whitham [23]) and for nonlinear stability (Li and Liu [10] and Liu [15]) when $\mu=0$.

The purpose of this paper is to show the existence and stability of the traveling wave solutions $(V, U)(x-s t)$ of (1) under appropriate conditions on the relaxation time $\tau$ and the diffusion coefficient $\mu$.

A traveling wave solution is a solution of the form

$$
(v, u)(x, t)=(V, U)(x-s t) \equiv(V, U)(z),
$$

where $z=x-s t$, satisfying

$$
\begin{equation*}
(V, U)(z) \rightarrow\left(v_{ \pm}, u_{ \pm}\right) \text {as } z \rightarrow \pm \infty, \quad u_{ \pm}=u_{e}\left(v_{ \pm}\right) \tag{5}
\end{equation*}
$$

where $v_{+}, v_{-}$, and $s$ satisfy the Rankine-Hugoniot condition

$$
\begin{equation*}
-s\left(v_{+}-v_{-}\right)-u_{e}\left(v_{+}\right)+u_{e}\left(v_{-}\right)=0 \tag{6}
\end{equation*}
$$

and the entropy condition

$$
\begin{equation*}
\left(v_{+}-v_{-}\right)\left(u_{e}(v)-u_{e}\left(v_{ \pm}\right)+s\left(v-v_{ \pm}\right)\right)<0 \tag{7}
\end{equation*}
$$

for all $v$ in between $v_{+}$and $v_{-}$. Indeed, the corresponding jump $\left(v_{-}, v_{+}\right)$is an admissible shock of the equilibrium equation

$$
\begin{equation*}
v_{t}-u_{e}(v)_{x}=0 \tag{8}
\end{equation*}
$$

Furthermore, the speed $s$ of the traveling wave must be subcharacteristic; i.e., for all $z \in R$ it holds

$$
\begin{equation*}
-\sqrt{-p^{\prime}(V(z))}<s<\sqrt{-p^{\prime}(V(z))} \tag{9}
\end{equation*}
$$

For a weight function $w \geq 0, L_{w}^{2}$ denotes the space of measurable functions $f$ satisfying $\sqrt{w} f \in L^{2}$ with norm

$$
\|f\|_{L_{w}^{2}}=\left(\int w(x)|f(x)|^{2} d x\right)^{1 / 2}
$$

$H_{w}^{j}, j \geq 0$, denotes the weighted Sobolev space with norm

$$
\|f\|_{H_{w}^{j}}=\left(\sum_{k=0}^{j}\left\|\partial_{x}^{k} f\right\|_{w}^{2}\right)^{1 / 2}
$$

We now state our main results.
Theorem 1.1. Suppose that subcharacteristic conditions (4) and (9), the RankineHugoniot condition (6), and the entropy condition (7) hold, and suppose that the diffusion coefficient is appropriately small,

$$
\begin{equation*}
0<\mu \leq m \tau \tag{10}
\end{equation*}
$$

for some $m>0$ critically depending on subcharacteristic conditions (4) and (9). Then there exists a traveling wave solution $(V, U)(x-s t)$ of (1) and (5), which is unique up to a shift.

Moreover, there exists a constant $\varepsilon_{0}>0$ such that if

$$
\left|v_{-}-v_{+}\right|+\left\|v_{0}(\cdot)-V\left(\cdot+x_{0}\right)\right\|_{2}+\left\|u_{0}(\cdot)-U\left(\cdot+x_{0}\right)\right\|_{2}+\left\|\left(\phi_{0}, \phi_{0, x}, \psi_{0}\right)\right\|_{L_{w}^{2}} \leq \varepsilon_{0}
$$

where $x_{0}$ is determined by

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left(v_{0}-V\right)(x) d x=x_{0}\left(v_{+}-v_{-}\right) \tag{11}
\end{equation*}
$$

and

$$
\left(\phi_{0}, \psi_{0}\right)(x)=\left(\int_{-\infty}^{x}\left(v_{0}(y)-V\left(y+x_{0}\right)\right) d y, u_{0}(x)-U\left(x+x_{0}\right)\right)
$$

and where the weight function $w$ is defined as

$$
\begin{equation*}
w\left(V\left(x+x_{0}\right)\right)=\frac{\left(V\left(x+x_{0}\right)-v_{+}\right)\left(V\left(x+x_{0}\right)-v_{-}\right)}{Q\left(V\left(x+x_{0}\right)\right)} \tag{12}
\end{equation*}
$$

then the Cauchy problem (1), (2) has a unique global solution $(v, u)(x, t)$ satisfying $v(x, t)-V\left(x+x_{0}-s t\right), u(x, t)-U\left(x+x_{0}-s t\right) \in C^{0}\left(0, \infty ; H^{2} \cap L_{w}^{2}\right) \cap L^{2}\left(0, \infty ; H^{2} \cap L_{w}^{2}\right)$ and

$$
\begin{equation*}
\sup _{x \in R}\left|(v, u)(x, t)-(V, U)\left(x+x_{0}-s t\right)\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow+\infty \tag{13}
\end{equation*}
$$

Previously, Jin and Liu [4] derived that the weakly nonlinear limit of the relaxation system of Jin and Xin [2] with a viscous term is governed by the Kortweg-de Vries (KdV) equation and dispersive waves are enhanced when the diffusion coefficient dominates in the sense that

$$
\tau \ll O\left(\tau^{\frac{1}{4}}\right) \ll \mu
$$

When the diffusion coefficient is not too small, Kerner and Konhäuser [6], Kurtze and Hong [7], Lee, Lee, and Kim [9], and Ou et al. [22] were able to derive a modified KdV equation and obtain soliton-like solutions and oscillatory solutions for traffic flow models similar to (1) by asymptotic analysis and numerical simulations. The
phenomena occur in other applications. Keener [5] studied the diffusion induced insulin oscillatory secretion. He found that oscillatory secretion of insulin results from an important interplay between flow rate of the reactor and insulin diffusion.

In the absence of the diffusion term,

$$
\mu=0
$$

Li and Liu [10] established the nonlinear stability of traveling waves of (1) under the subcharacteristic conditions (4) and (9). The stability result is a consequence of the nonlinearity, the relaxation, and the subcharacteristic conditions (4) and (9).

In the current paper, we prove that, in addition to assuming the subcharacteristic conditions (4) and (9), if the diffusion coefficient is appropriately small (10), then traveling wave solutions of (1) are stable. In the context of traffic flows, our results indicate that the stability of the traveling fronts is guaranteed if the diffusion mechanism, the tendency to adjust one's speed to that of the surrounding traffic, is dominated by the relaxation mechanism, the tendency of traffic to relax to some equilibrium speed.

The plan of this paper is the following. In section 2, we prove the existence of traveling wave solutions of the relaxation system with viscosity (1) by the phase plane analysis provided that the diffusion coefficient is appropriately small (10). In section 3 , the stability problem is reformulated in terms of perturbations to the underlying traveling wave. Section 4 is devoted to establishing the desired a priori estimates for the nonlinear stability of the traveling wave solutions. When the equilibrium function $u_{e}(v)$ is nonconvex, there are traveling wave solutions that decay at an algebraic decay rate at infinity. A weighted energy method was developed to establish the stability of such degenerate traveling wave profiles $[12,10,16,19]$. We adapt the weighted energy method developed in $[12,10,16,19]$ to a system of conservation laws with both relaxation and diffusion (1). It is under condition (10) that we prove the desired weighted energy estimates that lead to the stability of the traveling wave solutions.
2. Existence of traveling wave profiles. In this section, we prove the existence of traveling wave solutions of the relaxation system with viscosity (1). We show that, under the subcharacteristic conditions (4) and (9), and when the diffusion coefficient is appropriately small (10), there is a traveling wave profile of (1) connecting two states satisfying the Rankine-Hugoniot condition (6) and the entropy condition (7).

Lemma 2.1. Assume that $v_{+}, v_{-}$, and $s$ satisfy the Rankine-Hugoniot condition (6), the entropy condition (7), and the subcharacteristic conditions (4), (9), and that the diffusion coefficient is appropriately small (10). There exists a traveling wave solution $(V, U)(x-s t)$ of (1) with boundary condition (5), which is unique up to a shift.

Moreover, the profile $V=V(z)$ is monotone and

$$
\begin{equation*}
\left(v_{+}-v_{-}\right)\left(u_{e}(V(z))-u_{e}\left(v_{ \pm}\right)+s\left(V(z)-v_{ \pm}\right)\right)<0 \tag{14}
\end{equation*}
$$

for all $z \in R$.
Proof. Substituting

$$
(v, u)(x, t)=(V, U)(z), \quad z=x-s t
$$

into (1), we have

$$
\left\{\begin{array}{l}
-s V_{z}-U_{z}=0  \tag{15}\\
-s U_{z}+p(V)_{z}=\frac{u_{e}(V)-U}{\tau}+\mu U_{z z}
\end{array}\right.
$$

Integrating the first equation of (15) over $( \pm \infty, z)$ and using boundary condition (5) yield

$$
\begin{equation*}
-s V-U=-s v_{ \pm}-u_{ \pm}=-s v_{ \pm}-u_{e}\left(v_{ \pm}\right) \tag{16}
\end{equation*}
$$

Therefore the Rankine-Hugoniot condition (6) for the equilibrium equation (8) is satisfied by the end states of the traveling wave of the relaxation system (1).

We derive from (15), (16), and (5) that $V$ satisfies a second order nonlinear differential equation

$$
\begin{equation*}
V_{z z}+\frac{p^{\prime}(V)+s^{2}}{s \mu} V_{z}-\frac{u_{e}(V)-u_{e}\left(v_{ \pm}\right)+s\left(V-v_{ \pm}\right)}{\tau s \mu}=0 \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
V(z) \rightarrow v_{ \pm} \text {as } z \rightarrow \pm \infty \tag{18}
\end{equation*}
$$

We will establish the existence of solutions for (17) and (18) by phase plane analysis.
Let $W=V^{\prime}$. Equation (17) is rewritten as a system of first order differential equations

$$
\left\{\begin{array}{l}
V^{\prime}=W  \tag{19}\\
W^{\prime}=-\frac{p^{\prime}(V)+s^{2}}{s \mu} W+\frac{u_{e}(V)-u_{e}\left(v_{ \pm}\right)+s\left(V-v_{ \pm}\right)}{\tau s \mu} .
\end{array}\right.
$$

$\left(v_{ \pm}, 0\right)$ are two equilibrium points of (19). Without loss of generality, we assume that $v_{-}>v_{+}$. Other cases can be treated similarly.

The entropy condition (7) implies that

$$
\begin{equation*}
Q(V) \equiv-\frac{1}{\tau}\left(u_{e}(V)-u_{e}\left(v_{ \pm}\right)+s\left(V-v_{ \pm}\right)\right)<0, \quad v_{+}<V<v_{-} \tag{20}
\end{equation*}
$$

and consequently

$$
-u_{e}^{\prime}\left(v_{+}\right) \leq s<-u_{e}^{\prime}\left(v_{-}\right) \leq 0
$$

Consider

$$
\begin{equation*}
-u_{e}^{\prime}\left(v_{+}\right)<s<-u_{e}^{\prime}\left(v_{-}\right)<0 \tag{21}
\end{equation*}
$$

The degenerate cases $-u_{e}^{\prime}\left(v_{+}\right)=s$ and $s=-u_{e}^{\prime}\left(v_{-}\right)$can be treated similarly.
Linearize the system of nonlinear equations (19) at equilibrium points $\left(v_{ \pm}, 0\right)$ to obtain

$$
\left\{\begin{array}{l}
\left(V-v_{ \pm}\right)^{\prime}=W  \tag{22}\\
W^{\prime}=-\frac{p^{\prime}\left(v_{ \pm}\right)+s^{2}}{s \mu} W+\frac{u_{e}^{\prime}\left(v_{ \pm}\right)+s}{\tau s \mu}\left(V-v_{ \pm}\right)
\end{array}\right.
$$

The eigenvalues of the Jacobian of (22) satisfy

$$
\lambda^{2}+\lambda \frac{p^{\prime}\left(v_{ \pm}\right)+s^{2}}{s \mu}-\frac{u_{e}^{\prime}\left(v_{ \pm}\right)+s}{\tau s \mu}=0 .
$$

The entropy condition (21), the subcharacteristic condition (9), and $s<0$ imply that

$$
\begin{equation*}
-\frac{u_{e}^{\prime}\left(v_{-}\right)+s}{\tau s \mu}<0, \quad \frac{p^{\prime}\left(v_{-}\right)+s^{2}}{s \mu}>0 \tag{23}
\end{equation*}
$$

Thus $\left(v_{-}, 0\right)$ is a saddle with eigenvalues

$$
\lambda_{1-}>0>\lambda_{2-}
$$

and the corresponding right eigenvectors

$$
r_{1-}=\left(1, \lambda_{1-}\right)^{T}, \quad r_{2-}=\left(1, \lambda_{2-}\right)^{T} .
$$

Therefore the unstable manifold of $(19)$ at $\left(v_{-}, 0\right)$ is tangent to $r_{1-}$.
Similarly, the entropy condition (21), the subcharacteristic condition (9), and $s<0$ imply that

$$
\begin{equation*}
-\frac{u_{e}^{\prime}\left(v_{+}\right)+s}{\tau s \mu}>0, \quad \frac{p^{\prime}\left(v_{+}\right)+s^{2}}{s \mu}>0 \tag{24}
\end{equation*}
$$

Thus $\left(v_{+}, 0\right)$ is a stable node provided that

$$
\left(\frac{p^{\prime}\left(v_{+}\right)+s^{2}}{s \mu}\right)^{2}+4 \frac{u_{e}^{\prime}\left(v_{+}\right)+s}{\tau s \mu}>0
$$

or

$$
0<\frac{\mu}{\tau}<-\frac{\left(p^{\prime}\left(v_{+}\right)+s^{2}\right)^{2}}{4 s\left(u_{e}^{\prime}\left(v_{+}\right)+s\right)}
$$

The above inequality holds provided that the diffusion coefficient is appropriately small (10).

The eigenvalues of the Jacobian of (22) satisfy

$$
0>\lambda_{1+}>\lambda_{2+}
$$

and the corresponding right eigenvectors are

$$
r_{1+}=\left(1, \lambda_{1+}\right)^{T}, r_{2+}=\left(1, \lambda_{2+}\right)^{T} .
$$

The nullclines of (19) consist of

$$
\begin{equation*}
W=0 \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
W=\frac{u_{e}(V)-u_{e}\left(v_{ \pm}\right)+s\left(V-v_{ \pm}\right)}{\tau\left(p^{\prime}(V)+s^{2}\right)} \equiv g(V) \tag{26}
\end{equation*}
$$

The nullclines intersect at the equilibrium points $\left(v_{ \pm}, 0\right)$, where

$$
g\left(v_{ \pm}\right)=0
$$

Moreover, by using the entropy condition (21) and the subcharacteristic condition (9), we have

$$
\begin{equation*}
g^{\prime}\left(v_{-}\right)=\frac{u_{e}^{\prime}\left(v_{-}\right)+s}{\left(p^{\prime}\left(v_{-}\right)+s^{2}\right) \tau}>0, \quad g^{\prime}\left(v_{+}\right)=\frac{u_{e}^{\prime}\left(v_{+}\right)+s}{\left(p^{\prime}\left(v_{+}\right)+s^{2}\right) \tau}<0 \tag{27}
\end{equation*}
$$

and

$$
g(V)<0, \quad v_{+}<V<v_{-}
$$



Fig. 1. The invariant domain $D$.

Let $v_{0} \in\left(v_{+}, v_{-}\right)$be the minimum point of $g$ on $\left[v_{+}, v_{-}\right]$and

$$
W_{0}=g\left(v_{0}\right)=\min _{v_{+}<V<v_{-}} g(V) .
$$

Then

$$
W_{0}<0, \quad g^{\prime}\left(v_{0}\right)=0
$$

Let $D$ be a region bounded by the following curves on the phase plane (see Figure 1):

$$
\begin{gathered}
\Gamma_{1}: W=0, \quad v_{+} \leq V \leq v_{-} \\
\Gamma_{2}: \quad W=-a\left(V-v_{+}\right), \quad v_{+} \leq V \leq v_{1} \\
\Gamma_{3}: \quad W=W_{0}=g\left(v_{0}\right), \quad v_{1} \leq V \leq v_{0} \\
\Gamma_{4}: \quad W=g(V), \quad v_{0} \leq V \leq v_{-}
\end{gathered}
$$

where $a>0$ is to be determined and $\left(v_{1}, W_{0}\right)$ is the intersection point of $\Gamma_{2}$ and $\Gamma_{3}$ satisfying

$$
W_{0}=-a\left(v_{1}-v_{+}\right), \quad v_{+} \leq v_{1} \leq v_{0}
$$

We will show that, under the condition that the diffusion coefficient is appropriately small (10), a can be chosen such that $D$ is an invariant region of (19).
(i) From (19) and (21) we derive that on the top boundary of $D, \Gamma_{1}, W^{\prime}<0$, the flow points downward toward the interior of $D$.
(ii) On the bottom boundary of $D, \Gamma_{3}$, the flow points in the upper left direction, which points toward the interior of $D$. This is because $\Gamma_{3}$ lies below the nullcline $W=g(V)$ and thus $W^{\prime}>0$.
(iii) On the right boundary of $D, \Gamma_{4}$, which is part of the nullcline $W=g(V)$, the flow points leftward toward the interior of $D$. This is because $V^{\prime}=W \leq 0$ and $W^{\prime}=0$.
(iv) It remains to show that the flow points toward the interior of $D$ on the left boundary of $D, \Gamma_{2}$.

Statement (iv) is true if we can choose $a>0$ such that

$$
\begin{equation*}
\left.\frac{d W}{d V}\right|_{\Gamma_{2}}<-a<0, \quad v_{+} \leq V \leq v_{1} \tag{28}
\end{equation*}
$$

We show that such $a>0$ exists if the diffusion coefficient $\mu$ is appropriately small (10). Noting (24) and (27), we have

$$
\lambda_{1+}=\frac{2 \frac{u_{e}^{\prime}\left(v_{+}\right)+s}{\tau s \mu}}{\sqrt{\left(\frac{p^{\prime}\left(v_{+}\right)+s^{2}}{s \mu}\right)^{2}+4 \frac{u_{e}^{\prime}\left(v_{+}\right)+s}{\tau s \mu}}+\frac{p^{\prime}\left(v_{+}\right)+s^{2}}{s \mu}}<g^{\prime}\left(v_{+}\right)<0 .
$$

Thus $\Gamma_{2}$ is below $W=g(V)$ for $V$ near $v_{+}, V \in\left(v_{+}, v_{+}+\epsilon\right)$ for some $\epsilon>0$.
Indeed, if $\lambda_{1+}<\min _{\left[v_{+}, v_{0}\right]} g^{\prime}(V)$, we will choose $a$ satisfying

$$
\lambda_{1+}<-a<\min _{\left[v_{+}, v_{0}\right]} g^{\prime}(V)<0 .
$$

Thus $\Gamma_{2}$ is below $W=g(V)$ for $v_{+} \leq V \leq v_{1}$.
We now show that (28) is satisfied. Since

$$
\lambda_{2+}<\lambda_{1+}<-a<g^{\prime}\left(v_{+}\right)<0
$$

there is an $\epsilon>0$, such that

$$
\begin{equation*}
\left.\frac{d W}{d V}\right|_{\Gamma_{2}}<-a<0, \quad v_{+} \leq V \leq v_{+}+\epsilon \tag{29}
\end{equation*}
$$

If $V$ is away from $v_{+}$, then there is a $\delta>0$ such that

$$
0<\frac{g(V)}{W} \leq 1-\delta, \quad v_{+}+\epsilon \leq V \leq v_{1}
$$

From (19) we have

$$
\left.\frac{d W}{d V}\right|_{\Gamma_{2}}=\frac{W^{\prime}}{V^{\prime}}=-\frac{p^{\prime}(V)+s^{2}}{s \mu}\left(1-\frac{g(V)}{W}\right) \leq-\delta \frac{p^{\prime}(V)+s^{2}}{s \mu}<0
$$

for $v_{+}+\epsilon \leq V \leq v_{1}$. Noting the definition of $g$ and (26) and assuming that the diffusion coefficient $\mu$ is appropriately small (10), we have

$$
\left.\frac{d W}{d V}\right|_{\Gamma_{2}} \leq-\delta \frac{p^{\prime}(V)+s^{2}}{s \mu}<g^{\prime}(V)<0, \quad v_{+}+\epsilon \leq V \leq v_{1}
$$

Thus

$$
\begin{equation*}
\left.\frac{d W}{d V}\right|_{\Gamma_{2}}<-a<0, \quad v_{+}+\epsilon \leq V \leq v_{1} \tag{30}
\end{equation*}
$$

Combining (29) and (30), we prove that there is an $a$ satisfying (28). If $\min _{\left[v_{+}, v_{0}\right]} g^{\prime}(V)<$ $\lambda_{1+}$, we consider a piecewise linear curve $\Gamma_{2}$ instead. The above argument can be modified to prove (28).

Therefore $D$ is an invariant region of (19).
Now we look for a trajectory connecting the two equilibrium points $\left(v_{ \pm}, 0\right)$. Noting (23) and (27), we have

$$
0<\lambda_{1-}=\frac{2 \frac{u_{e}^{\prime}\left(v_{-}\right)+s}{\tau s \mu}}{\sqrt{\left(\frac{p^{\prime}\left(v_{-}\right)+s^{2}}{s \mu}\right)^{2}+4 \frac{u_{e}^{\prime}\left(v_{-}\right)+s}{\tau s \mu}}+\frac{p^{\prime}\left(v_{-}\right)+s^{2}}{s \mu}}<g^{\prime}\left(v_{-}\right)
$$

Since the unstable manifold of (19) at $\left(v_{-}, 0\right)$ is tangent to $r_{1-}=\left(1, \lambda_{1-}\right)^{T}$ with $0<\lambda_{1-}<g^{\prime}\left(v_{-}\right)$, there is a trajectory of (19) originating from $\left(v_{-}, 0\right)$ that enters the domain $D$. Since $D$ is an invariant region, such a trajectory is trapped inside $D$. Therefore the trajectory flows into the stable node $\left(v_{+}, 0\right)$ as $t \rightarrow+\infty$.

We thus find a solution $V$ of (17) and (18) which is monotone decreasing. The entropy condition (7) follows from (20) and the above monotonicity. The existence of the traveling wave profile $(V, U)$ of $(15)$ and (5) is proved by using (16).

Lemma 2.1 is proved.
3. Reformulation of the stability problem. In this section, we reformulate the problem that the solution $(v, u)(x, t)$ of $(1),(2)$ exists globally and approaches a shifted traveling wave solution $(V, U)\left(x+x_{0}-s t\right)$ under the subcharacteristic condition (4) and under condition (10) as $t \rightarrow \infty$.

We will look for a solution of the following form:

$$
\begin{equation*}
(v, u)(x, t)=(V, U)\left(z+x_{0}\right)+\left(\phi_{z}, \psi\right)(z, t) \tag{31}
\end{equation*}
$$

where $z=x-s t$.
For initial data satisfying (11), the conservation law in (1) implies that

$$
\begin{gathered}
\phi( \pm \infty, t)=\int_{-\infty}^{+\infty}\left(v(x, t)-V\left(x+x_{0}-s t\right)\right) d x=\int_{-\infty}^{+\infty}\left(v_{0}(x)-V\left(x+x_{0}\right)\right) d x \\
=x_{0}\left(v_{+}-v_{-}\right)-\int_{-\infty}^{+\infty}\left(V\left(x+x_{0}\right)-V(x)\right) d x=0
\end{gathered}
$$

For simplicity of notation, we assume the shift $x_{0}=0$ in the rest of the paper.
We substitute (31) into (1), by virtue of (15), and integrate the first equation once with respect to $z$, to obtain that the perturbation $(\phi, \psi)$ satisfies

$$
\left\{\begin{array}{l}
\phi_{t}-s \phi_{z}-\psi=0  \tag{32}\\
\psi_{t}-s \psi_{z}+\left(p\left(V+\phi_{z}\right)-p(V)\right)_{z} \\
=\frac{1}{\tau}\left(u_{e}\left(V+\phi_{z}\right)-u_{e}(V)-\psi\right)+\mu \psi_{z z}
\end{array}\right.
$$

The first equation of (32) gives

$$
\begin{equation*}
\psi=\phi_{t}-s \phi_{z} \tag{33}
\end{equation*}
$$

Substituting (33) into the second equation of (32), we get a closed equation for $\phi$,

$$
\begin{gather*}
L(\phi) \equiv\left(\phi_{t}-s \phi_{z}\right)_{t}-s\left(\phi_{t}-s \phi_{z}\right)_{z}+\left(p^{\prime}(V) \phi_{z}\right)_{z}+\frac{1}{\tau} \phi_{t}+\lambda \phi_{z}-\mu\left(\phi_{t}-s \phi_{z}\right)_{z z} \\
=-F\left(V, \phi_{z}\right) \tag{34}
\end{gather*}
$$

where $Q<0$ is defined in (20) and

$$
\lambda=Q^{\prime}(V)=-\frac{1}{\tau}\left(u_{e}^{\prime}(V)+s\right)
$$

and

$$
F\left(V, \phi_{z}\right)=F_{1}+F_{2}
$$

with

$$
\begin{gather*}
F_{1}:=-\frac{1}{\tau}\left(u_{e}\left(V+\phi_{z}\right)-u_{e}(V)-u_{e}^{\prime}(V) \phi_{z}\right)  \tag{35}\\
F_{2}:=\left(p\left(V+\phi_{z}\right)-p(V)-p^{\prime}(V) \phi_{z}\right)_{z}=\left(G\left(V, \phi_{z}\right) \phi_{z}^{2}\right)_{z} \tag{36}
\end{gather*}
$$

and

$$
G\left(V, \phi_{z}\right):=\int_{0}^{1} \int_{0}^{1} p^{\prime \prime}\left(V+\theta \eta \phi_{z}\right) \theta d \theta d \eta
$$

which is the error term due to nonlinearity of the function $p$.
The corresponding initial data for (34) become

$$
\begin{equation*}
\phi(z, 0)=\phi_{0}(z), \quad \phi_{t}(z, 0)=s \phi_{0}^{\prime}(z)-\psi_{0}=\phi_{1}(z) \tag{37}
\end{equation*}
$$

The asymptotic stability of the profile $(V, U)$ means that the perturbation $\left(\phi_{z}, \psi\right)$ decays to zero as $t \rightarrow+\infty$.

First, by noting (14), we have that the weight function defined in (12) satisfies $w(V)>0$.

Now we introduce the solution space of the problem (34), (37) as follows:

$$
\begin{aligned}
& \qquad X(0, T)= \\
& \left\{\phi(z, t): \quad \phi \in C^{0}\left([0, T) ; H^{3} \cap L_{w}^{2}\right) \cap C^{1}\left(0, T ; H^{2} \cap L_{w}^{2}\right), \quad \phi_{z}, \phi_{t} \in L^{2}\left(0, T ; H^{2} \cap L_{w}^{2}\right)\right\} \\
& \text { with } 0<T \leq+\infty
\end{aligned}
$$

By virtue of (33), we have

$$
\psi \in C^{0}\left([0, T) ; H^{2} \cap L_{w}^{2}\right) \cap L^{2}\left(0, T ; H^{2} \cap L_{w}^{2}\right)
$$

By the Sobolev embedding theorem, if we let

$$
\begin{equation*}
N(t)=\sup _{0 \leq s \leq t}\left\{\|\phi(s)\|_{3}+\left\|\phi_{t}(s)\right\|_{2}+\|\phi(s)\|_{H_{w}^{1}}+\left\|\phi_{t}(s)\right\|_{L_{w}^{2}}\right\} \tag{38}
\end{equation*}
$$

then

$$
\begin{equation*}
\sup _{z \in R}\left\{|\phi|,\left|\phi_{z}\right|,\left|\phi_{z z}\right|,\left|\phi_{t}\right|,\left|\phi_{t z}\right|\right\} \leq C N(t) \tag{39}
\end{equation*}
$$

Thus Theorem 1.1 is a consequence of the following theorem.
Theorem 3.1. Under the conditions of Theorem 1.1, there exist positive constants $\delta_{1}, C$, and $C_{1}$ such that if $N(0) \leq \delta_{1}$, then the problem (34), (37) has a unique global solution $\phi \in X(0,+\infty)$ satisfying

$$
\begin{gather*}
\|\phi(t)\|_{3}^{2}+\left\|\phi_{t}\right\|_{2}^{2}+\|\phi\|_{H_{w}^{1}}^{2}+\left\|\phi_{t}\right\|_{L_{w}^{2}}^{2}+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{2}^{2} d s \\
+C_{1} \mu\left(\int_{0}^{t}\left\|\left(\phi_{t}-s \phi_{z}\right)_{z}\right\|_{L_{w}^{2}}^{2} d s+\int_{0}^{t}\left\|\left(\phi_{t}-s \phi_{z}\right)_{z z}\right\|_{1}^{2} d s\right) \leq C N^{2}(0) \tag{40}
\end{gather*}
$$

for $t \in[0,+\infty)$. Furthermore,

$$
\begin{equation*}
\sup _{z \in R}\left|\left(\phi_{z}, \phi_{t}\right)(z, t)\right| \rightarrow 0 \quad \text { as } t \rightarrow \infty \tag{41}
\end{equation*}
$$

If $\phi$ is the global solution in the above theorem, then $(\phi, \psi)$, defined in (33), becomes a global solution of the problem (32) with $(\phi, \psi)(z, 0)=\left(\phi_{0}, \psi_{0}\right)(z)$, and consequently we have the desired solution of the problem (1), (2) through the relation (31). On the other hand, the solution of (1) is unique in the space $C^{0}\left(0, T ; H^{2} \cap L_{w}^{2}\right)$; therefore Theorem 1.1 follows from Theorem 3.1. The estimate (40) gives

$$
\begin{aligned}
\phi_{t}^{2}+\phi_{z}^{2} & =\int_{-\infty}^{z}\left(2 \phi_{t} \phi_{t z}+2 \phi_{z} \phi_{z z}\right)(y, t) d y \\
& \leq\left(\int_{-\infty}^{+\infty}\left(\phi_{t}^{2}+\phi_{z}^{2}\right) d y\right)^{1 / 2}\left(\int_{-\infty}^{+\infty}\left(\phi_{t z}^{2}+\phi_{z z}^{2}\right) d y\right)^{1 / 2} \rightarrow 0 \text { as } t \rightarrow \infty
\end{aligned}
$$

as claimed in Theorem 1.1.
Global existence for $\phi$ will be derived from the following local existence theorem for $\phi$ combined with a priori estimates.

Proposition 3.2 (local existence). For any $\delta_{0}>0$, there exists a positive constant $T_{0}$ depending on $\delta_{0}$, such that if $\phi_{0} \in H^{3} \cap H_{w}^{1}$ and $\phi_{1} \in H^{2} \cap L_{w}^{2}$, with $N(0)<\delta_{0} / 2$, then the problem (34), (37) has a unique solution $\phi \in X\left(0, T_{0}\right)$ satisfying

$$
\begin{equation*}
N(t)<2 N(0) \tag{42}
\end{equation*}
$$

for any $0 \leq t \leq T_{0}$.
Proposition 3.3 (a priori estimates). Let $\phi \in X(0, T)$ be a solution for a positive constant $T$; then there exists a positive constant $\delta_{2}$ independent of $T$ such that if

$$
N(t)<\delta_{2}, \quad t \in[0, T]
$$

then $\phi$ satisfies (40) for any $0 \leq t \leq T$.
The local existence is classical, so we omit the proof; cf. [21]. Proving Proposition 3.3 is our main task in the following section.
4. Energy estimates. In this section, we will complete the proof of our stability theorem by establishing the desired a priori estimates. The stability result is a consequence of the compressibility of the traveling wave profile (14), the subcharacteristic conditions (4) and (9), the fact that the diffusion coefficient is bounded by a constant multiple of the relaxation time (10), and the weighted energy estimates.

Lemma 4.1. Under the conditions of Theorem 1.1, there are positive constants $C$ and $C_{1}$ such that if subcharacteristic condition (4) is satisfied for $v \in\left[v_{+}, v_{-}\right]$, then any solution $\phi \in X(0, T)$ of problem (34), (37) satisfies

$$
\begin{aligned}
& \|\phi(t)\|_{H_{w}^{1}}^{2}+\left\|\phi_{t}(t)\right\|_{L_{w}^{2}}^{2}+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{L_{w}^{2}}^{2} d s \\
+ & \int_{0}^{t} \int_{R}\left|U_{z}\right| \phi^{2} d z d s+C_{1} \mu \int_{0}^{t} \int_{R} w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2} d z d s
\end{aligned}
$$

$$
\begin{equation*}
\leq C\left\{\left\|\phi_{0}\right\|_{H_{w}^{1}}^{2}+\left\|\phi_{1}\right\|_{L_{w}^{2}}^{2}+\int_{0}^{t} \int_{R} w|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right) d z d s\right\} \tag{43}
\end{equation*}
$$

for $t \in[0, T]$.
Proof. Let $w=w(V)>0$ be the weight function defined in (12).
Multiplying (34) by $2 w(V) \phi$, we obtain

$$
\begin{equation*}
2 w(V) \phi L(\phi)=-2 F w(V) \phi \tag{44}
\end{equation*}
$$

The left-hand side of (44) is reduced to

$$
\begin{aligned}
& 2\left[\left(\phi_{t}-s \phi_{z}\right)_{t}-s\left(\phi_{t}-s \phi_{z}\right)_{z}+\left(p^{\prime}(V) \phi_{z}\right)_{z}\right] w \phi+2\left(\frac{1}{\tau} \phi_{t}+\lambda \phi_{z}\right) w \phi \\
& -2 \mu w \phi\left(\phi_{t}-s \phi_{z}\right)_{z z} \\
= & {\left[\frac{1}{\tau} w \phi^{2}+2 w \phi\left(\phi_{t}-s \phi_{z}\right)\right]_{t}-2 w\left(\phi_{t}-s \phi_{z}\right)^{2}-2 w p^{\prime}(V) \phi_{z}^{2}+\left(p^{\prime}(V) w_{z}\right)_{z} \phi^{2} } \\
& -(\lambda w)_{z} \phi^{2}+s w_{z}\left(\phi^{2}\right)_{t}-s^{2}\left\{w_{z}\left(\phi^{2}\right)\right\}_{z}+s^{2} w_{z z} \phi^{2} \\
& +\left\{-2 s w \phi\left(\phi_{t}-s \phi_{z}\right)+2 p^{\prime}(V) w \phi \phi_{z}-p^{\prime}(V) w_{z} \phi^{2}+\lambda w \phi^{2}-2 \mu w \phi\left(\phi_{t}-s \phi_{z}\right)_{z}\right\}_{z} \\
& +2 \mu w_{z} \phi\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)_{z} \\
= & {\left[\frac{1}{\tau} w \phi^{2}+2 w \phi\left(\phi_{t}-s \phi_{z}\right)+s w_{z} \phi^{2}\right]_{t}-2 w\left(\phi_{t}-s \phi_{z}\right)^{2}-2 p^{\prime}(V) w \phi_{z}^{2}+A(V) \phi^{2} } \\
(45) & +2 \mu w_{z} \phi\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu s w^{\prime}(V) V_{z z} \phi \phi_{z}+\{\cdots\}_{z}
\end{aligned}
$$

where $\{\cdots\}_{z}$ denotes the terms which will disappear after integration with respect to $z \in R$ and

$$
\begin{align*}
A(V) & =-\left\{\left(-p^{\prime}(V)-s^{2}\right) w^{\prime}(V) V_{z}+\lambda w-\mu s w^{\prime}(V) V_{z z}\right\}_{z} \\
& =-\left\{w^{\prime}(V) Q(V)+Q^{\prime}(V) w\right\}_{z}  \tag{46}\\
& =-\{w Q\}^{\prime \prime}(V) V_{z}
\end{align*}
$$

where the second equality is due to (17).
Since $V$ is monotone decreasing and

$$
(w Q)^{\prime \prime}(V)=2
$$

therefore

$$
\begin{equation*}
A(V)=-2 V_{z}>0 \tag{47}
\end{equation*}
$$

Then we calculate

$$
\begin{equation*}
2\left(\phi_{t}-s \phi_{z}\right) w L(\phi)=-2 F\left(\phi_{t}-s \phi_{z}\right) w \tag{48}
\end{equation*}
$$

The left-hand side of (48) is

$$
\begin{aligned}
& 2\left[\left(\phi_{t}-s \phi_{z}\right)_{t}-s\left(\phi_{t}-s \phi_{z}\right)_{z}+\left(p^{\prime}(V) \phi_{z}\right)_{z}\right] w\left(\phi_{t}-s \phi_{z}\right) \\
& +\frac{2}{\tau} w\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}-u V_{e}^{\prime}(V) \phi_{z}\right)-2 \mu w\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}\right)_{z z} \\
= & {\left[w\left(\phi_{t}-s \phi_{z}\right)^{2}\right]_{t}+\left(\frac{2}{\tau} w+s w_{z}\right)\left(\phi_{t}-s \phi_{z}\right)^{2}-2 p^{\prime}(V) w_{z} \phi_{z}\left(\phi_{t}-s \phi_{z}\right) } \\
& -\frac{2}{\tau} w u_{e}^{\prime}(V) \phi_{z}\left(\phi_{t}-s \phi_{z}\right)-\left[p^{\prime}(V) w \phi_{z}^{2}\right]_{t}+\left[s w p^{\prime}(V) \phi_{z}^{2}\right]_{z}-s\left(w p^{\prime}(V)\right)_{z} \phi_{z}^{2} \\
& -\left[s w\left(\phi_{t}-s \phi_{z}\right)^{2}-2 p^{\prime}(V) w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)\right]_{z} \\
& -\left(2 \mu w\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}\right)_{z}\right)_{z}+2 \mu w_{z}\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2} \\
= & {\left[-w p^{\prime}(V) \phi_{z}^{2}+w\left(\phi_{t}-s \phi_{z}\right)^{2}\right]_{t}+\left(\frac{2}{\tau} w+s w_{z}\right)\left(\phi_{t}-s \phi_{z}\right)^{2} } \\
& -s\left(w p^{\prime}(V)\right)_{z} \phi_{z}^{2}-\frac{2}{\tau} u_{e}^{\prime}(V) w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)-2 p^{\prime}(V) w_{z} \phi_{z}\left(\phi_{t}-s \phi_{z}\right) \\
& +2 \mu w_{z}\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2}+\{\cdots\}_{z} .
\end{aligned}
$$

Hence, the combination $(44)+(48) \times 2 \tau$ yields

$$
\begin{array}{r}
\left\{E_{1}\left(\phi,\left(\phi_{t}-s \phi_{z}\right)\right)+E_{3}\left(\phi_{z}\right)\right\}_{t}+E_{2}\left(\phi_{z},\left(\phi_{t}-s \phi_{z}\right)\right)+E_{4}(\phi)+4 \mu \tau w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2} \\
+2 \mu w_{z} \phi\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)_{z}+2 \mu s w^{\prime}(V) V_{z z} \phi \phi_{z} \\
9) \quad+4 \mu \tau w_{z}\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}\right)_{z}+\{\cdots\}_{z}=-2 F w\left\{\phi+2 \tau\left(\phi_{t}-s \phi_{z}\right)\right\}, \tag{49}
\end{array}
$$

where

$$
\begin{align*}
E_{1}\left(\phi,\left(\phi_{t}-s \phi_{z}\right)\right)= & 2 \tau w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 w \phi\left(\phi_{t}-s \phi_{z}\right)+\left(\frac{1}{\tau} w+s w_{z}\right) \phi^{2} \\
E_{3}\left(\phi_{z}\right)= & -2 \tau w p^{\prime}(V) \phi_{z}^{2} \\
E_{2}\left(\phi_{z},\left(\phi_{t}-s \phi_{z}\right)\right)= & 2\left(w+\tau s w_{z}\right)\left(\phi_{t}-s \phi_{z}\right)^{2} \\
& +4\left(-u_{e}^{\prime}(V) w-\tau p^{\prime}(V) w_{z}\right) \phi_{z}\left(\phi_{t}-s \phi_{z}\right) \\
& +2\left(-w p^{\prime}(V)-\tau s\left(w p^{\prime}(V)\right)_{z}\right) \phi_{z}^{2} \\
E_{4}(\phi)= & A(V) \phi^{2} \tag{50}
\end{align*}
$$

where $A(V)$ is defined in (46).
The discriminants of the quadratics $E_{j}(j=1,2)$ are, respectively,

$$
\begin{gathered}
D_{1}=-4 w\left[w+2 \tau s w_{z}\right] \\
D_{2}=16\left\{\left(-u_{e}^{\prime}(V) w-\tau p^{\prime}(V) w_{z}\right)^{2}+\left(w+\tau s w_{z}\right)\left(w p^{\prime}(V)+\tau s\left(w p^{\prime}(V)\right)_{z}\right)\right\}
\end{gathered}
$$

We claim that

$$
\begin{equation*}
D_{1}<0, \quad D_{2}<0 \tag{51}
\end{equation*}
$$

provided that $\left|v_{+}-v_{-}\right|$is suitably small and subcharacteristic condition (4) is satisfied.
Indeed, the two inequalities in (51) are equivalent to

$$
\begin{equation*}
1+2 s \tau \frac{w_{z}}{w}>0 \tag{52}
\end{equation*}
$$

$$
\begin{equation*}
\left(-u_{e}^{\prime}(V)-\tau p^{\prime}(V) \frac{w_{z}}{w}\right)^{2}<\left(1+s \tau \frac{w_{z}}{w}\right)\left(-p^{\prime}(V)-s \tau \frac{\left(w p^{\prime}(V)\right)_{z}}{w}\right) . \tag{53}
\end{equation*}
$$

Noticing that $\left|\tau(w(V))_{z}\right|$ and $\left|\tau\left(w(V) p^{\prime}(V)\right)_{z}\right|$ are small provided that $\left|v_{+}-v_{-}\right|$is suitably small and subcharacteristic condition (4) is satisfied, we derive inequalities (52) and (53). Thus condition (51) is satisfied.

Therefore there exist positive constants $M_{0}$ and $M$ such that

$$
\left\{\begin{array}{l}
M_{0} w\left\{\phi^{2}+\left(\phi_{t}-s \phi_{z}\right)^{2}\right\} \leq E_{1} \leq M w\left\{\phi^{2}+\left(\phi_{t}-s \phi_{z}\right)^{2}\right\},  \tag{54}\\
M_{0} w\left\{\phi_{z}^{2}+\left(\phi_{t}-s \phi_{z}\right)^{2}\right\} \leq E_{2} .
\end{array}\right.
$$

Furthermore, (3) and (47) yield

$$
\left\{\begin{array}{l}
E_{3}=-2 \tau w p^{\prime}(V) \phi_{z}^{2} \geq 0  \tag{55}\\
E_{4} \geq 2\left|V_{z}\right| \phi^{2} \geq 0
\end{array}\right.
$$

Now we estimate terms containing $\mu$ in (49).
First, note that $4 \mu \tau w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2}$ is a good term, namely, nonnegative. Other terms containing $\mu$ are estimated by using the Cauchy-Schwarz inequality, estimate (54), the fact that $\left|w(V)_{z}\right|$ and $\left|V_{z z}\right|$ are small, and (10). Indeed, let us estimate the second term

$$
\begin{gather*}
\left|2 \mu w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)_{z}\right| \\
\leq \mu \tau w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2}+\frac{\mu}{4 \tau} w \phi_{z}^{2} \leq \mu \tau w\left(\phi_{t}-s \phi_{z}\right)_{z}^{2}+\frac{1}{4} M_{0} w \phi_{z}^{2} \tag{56}
\end{gather*}
$$

provided that $\frac{\mu}{\tau} \leq m \leq M_{0}$ (10).
Substituting estimates (54), (55), and (56) into (49) and integrating the result with respect to $t$ and $z$, we arrive at the desired estimate (43).

This completes the proof of Lemma 4.1.
Next we estimate the higher order derivatives of $\phi$.
Let $\phi_{z}=\Phi$; then

$$
\begin{array}{r}
\partial_{z} L(\phi)=\left(\phi_{z t}-s \phi_{z z}\right)_{t}-s\left(\phi_{z t}-s \phi_{z z}\right)_{z}+\left(p^{\prime}(V) \phi_{z}\right)_{z z} \\
+\phi_{z t}+\lambda \phi_{z z}+\lambda_{z} \phi_{z}-\mu\left(\phi_{z t}-s \phi_{z z}\right)_{z z} \\
=L\left(\phi_{z}\right)+\lambda_{z} \phi_{z}+\left(p^{\prime}(V)_{z} \phi_{z}\right)_{z}=L(\Phi)+\lambda_{z} \Phi+\left(p^{\prime}(V)_{z} \Phi\right)_{z} . \tag{57}
\end{array}
$$

Multiplying the derivative of (34) with respect to $z$ by $2 \phi_{z}$ and $2\left(\phi_{t}-s \phi_{z}\right)_{z}$, respectively, we have

$$
\begin{aligned}
2 \partial_{z} L(\phi) \phi_{z} & =-2 F_{z} \phi_{z}, \\
2 \partial_{z} L(\phi)\left(\phi_{t}-s \phi_{z}\right)_{z} & =-2 F_{z}\left(\phi_{t}-s \phi_{z}\right)_{z} .
\end{aligned}
$$

By a similar argument used in obtaining estimates for the first order derivatives with $w=1$, we have

$$
\begin{align*}
& {\left[\frac{1}{\tau} \Phi^{2}+2 \Phi\left(\Phi_{t}-s \Phi_{z}\right)\right]_{t}-2 p^{\prime}(V) \Phi_{z}^{2}-2\left(\Phi_{t}-s \Phi_{z}\right)^{2}+\lambda_{z} \Phi^{2}} \\
& \quad+2 \mu \Phi_{z}\left(\Phi_{t}-s \Phi_{z}\right)_{z}-2 p^{\prime}(V)_{z} \Phi \Phi_{z}+\{\cdots\}_{z}=-2 F_{z} \Phi \tag{58}
\end{align*}
$$

and

$$
\begin{align*}
& {\left[\left(\Phi_{t}-s \Phi_{z}\right)^{2}-p^{\prime}(V) \Phi_{z}^{2}\right]_{t}+\frac{2}{\tau}\left(\Phi_{t}-s \Phi_{z}\right)^{2}-\frac{2}{\tau} u_{e}^{\prime}(V) \Phi_{z}\left(\Phi_{t}-s \Phi_{z}\right)} \\
& -s p^{\prime}(V)_{z} \Phi_{z}^{2}+2 \lambda_{z} \Phi\left(\Phi_{t}-s \Phi_{z}\right)+2\left(p^{\prime}(V) \Phi\right)_{z}\left(\Phi_{t}-s \Phi_{z}\right)+\{\cdots\}_{z} \\
& \quad+2 \mu\left(\Phi_{t}-s \Phi_{z}\right)_{z}^{2}=-2 F_{z}\left(\Phi_{t}-s \Phi_{z}\right) \tag{59}
\end{align*}
$$

The combination $(58)+(59) \times 2 \tau$ yields

$$
\begin{align*}
& \left\{E_{1}\left(\Phi,\left(\Phi_{t}-s \Phi_{z}\right)\right)+E_{3}\left(\Phi_{z}\right)\right\}_{t}+E_{2}\left(\Phi_{z},\left(\Phi_{t}-s \Phi_{z}\right)\right)+H(\Phi)+\{\cdots\}_{z} \\
& \quad+4 \mu \tau\left(\Phi_{t}-s \Phi_{z}\right)_{z}^{2}+2 \mu \Phi_{z}\left(\Phi_{t}-s \Phi_{z}\right)_{z}=-F_{z}\left\{2 \Phi+4 \tau\left(\Phi_{t}-s \Phi_{z}\right)\right\} \tag{60}
\end{align*}
$$

where
(61)

$$
\begin{aligned}
& H(\Phi)=\lambda_{z} \Phi^{2}+4 \tau \lambda_{z} \Phi\left(\Phi_{t}-s \Phi_{z}\right)-2 p^{\prime}(V)_{z} \Phi \Phi_{z}+4 \tau\left(p^{\prime}(V) \Phi\right)_{z}\left(\Phi_{t}-s \Phi_{z}\right) \\
& E_{1}\left(\Phi,\left(\Phi_{t}-s \Phi_{z}\right)\right)=2 \tau\left(\Phi_{t}-s \Phi_{z}\right)^{2}+2 \Phi\left(\Phi_{t}-s \Phi_{z}\right)+\frac{1}{\tau} \Phi^{2} \\
& E_{3}\left(\Phi_{z}\right)=-2 p^{\prime}(V) \Phi_{z}^{2} \\
& E_{2}\left(\Phi_{z},\left(\Phi_{t}-s \Phi_{z}\right)\right)=2\left(\Phi_{t}-s \Phi_{z}\right)^{2}-4 u_{e}^{\prime}(V) \Phi_{z}\left(\Phi_{t}-s \Phi_{z}\right) \\
& \quad-2\left(p^{\prime}(V)+s \tau p^{\prime}(V)_{z}\right) \Phi_{z}^{2} .
\end{aligned}
$$

Integrating (60) with respect to $t$ and $z$ and taking $\frac{\mu}{\tau}$ and $\left|v_{+}-v_{-}\right|$suitably small, we have the following estimate:

$$
\begin{align*}
& \|\Phi(t)\|_{1}^{2}+\left\|\Phi_{t}(t)\right\|^{2}+\int_{0}^{t}\left\|\left(\Phi_{t}, \Phi_{z}\right)(s)\right\|^{2} d s+C_{1} \mu \int_{0}^{t}\left\|\left(\Phi_{t}-s \Phi_{z}\right)_{z}(s)\right\|^{2} d s  \tag{62}\\
\leq & C\left\{\left\|\Phi_{0}\right\|_{1}^{2}+\left\|\Phi_{1}\right\|^{2}+\int_{0}^{t} \int|H(\Phi)| d z d s+\int_{0}^{t} \int_{R}\left|F_{z}\right|\left(|\Phi|+\left|\left(\Phi_{t}, \Phi_{z}\right)\right|\right) d z d s\right\},
\end{align*}
$$

where $\Phi_{0}=\phi_{0}^{\prime}$ and $\Phi_{1}=\phi_{1}^{\prime}$, and $C$ and $C_{1}$ are positive constants.
Using the estimate (43), we obtain

$$
\begin{align*}
\int_{0}^{t} \int_{R}|H(\Phi)| d z d s & \leq \frac{1}{2} \int_{0}^{t}\left\|\left(\Phi_{t}, \Phi_{z}\right)(s)\right\|^{2} d s+C \int_{0}^{t} \int_{R} \Phi^{2} d z d s \\
& \leq \frac{1}{2} \int_{0}^{t}\left\|\left(\Phi_{t}, \Phi_{z}\right)(s)\right\|^{2} d s \\
+C\left\{\left\|\phi_{0}\right\|_{H_{w}^{1}}^{2}+\left\|\phi_{1}\right\|_{L_{w}^{2}}^{2}\right. & \left.+\int_{0}^{t} \int w|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right) d z d s\right\} . \tag{63}
\end{align*}
$$

Substituting (63) into (62) and replacing $\Phi$ by $\partial_{z} \phi$, we have the following lemma.
Lemma 4.2. Under the conditions of Theorem 1.1, there are positive constants $C$ and $C_{1}$ such that if subcharacteristic condition (4) is satisfied for all $v \in\left[v_{+}, v_{-}\right]$, then any solution $\phi \in X(0, T)$ of problem (34), (37) satisfying

$$
\begin{aligned}
\left\|\partial_{z} \phi\right\|_{1}^{2}+\left\|\partial_{z} \phi_{t}\right\|^{2}+ & \frac{1}{2} \int_{0}^{t}\left\|\left(\partial_{z} \phi_{t}, \partial_{z} \phi_{z}\right)(s)\right\|^{2} d s+C_{1} \mu \int_{0}^{t}\left\|\left(\phi_{t}-s \phi_{z}\right)_{z z}(s)\right\|^{2} d s \\
\leq C & \left\{\left\|\phi_{0}\right\|_{2}^{2}+\left\|\phi_{1}\right\|_{1}^{2}+\int_{0}^{t} \int\left|F_{z}\right|\left(\left|\partial_{z} \phi\right|+\left|\left(\partial_{z} \phi_{t}, \partial_{z} \phi_{z}\right)\right|\right) d z d s\right. \\
4) \quad & \left.+\left\|\phi_{0}\right\|_{H_{w}^{1}}^{2}+\left\|\phi_{1}\right\|_{L_{w}^{2}}^{2}+\int_{0}^{t} \int w|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right) d z d s\right\}
\end{aligned}
$$

holds for $t \in[0, T]$.
Next we calculate the equality

$$
\partial_{z}^{2} \phi \partial_{z}^{2} L(\phi)+2 \partial_{z}^{2}\left(\phi_{t}-s \phi_{z}\right) \partial_{z}^{2} L(\phi)=-F_{z z}\left(\partial_{z}^{2} \phi+2 \partial_{z}^{2}\left(\phi_{t}-s \phi_{z}\right)\right)
$$

in the same way as in the proof of Lemma 4.2. Setting $\Psi:=\partial_{z}^{2} \phi$, we have

$$
\partial_{z}^{2} L(\phi)=L(\Psi)+\left(p^{\prime}(V) \Phi\right)_{z z z}-\left(p^{\prime}(V) \Psi_{z}\right)_{z}+(\lambda \Phi)_{z z}-\lambda \Psi_{z} .
$$

A straightforward calculation gives

$$
\begin{array}{r}
{\left[2 \tau\left(\Psi_{t}-s \Psi_{z}\right)^{2}-2 \tau p^{\prime}(V) \Psi_{z}^{2}+2 \tau \Psi\left(\Psi_{t}-s \Psi_{z}\right)+\frac{1}{\tau} \Psi^{2}\right]_{t}+2\left(\Psi_{t}-s \Psi_{z}\right)^{2}} \\
-4 u_{e}^{\prime}(V) \Psi_{z}\left(\Psi_{t}-s \Psi_{z}\right)+2\left(-p^{\prime}(V)-s \tau p^{\prime}(V)_{z}\right) \Psi_{z}^{2}+8 \tau \lambda_{z} \Psi\left(\Psi_{t}-s \Psi_{z}\right) \\
+3 \tau \lambda_{z} \Psi^{2}+2 \tau \lambda_{z z} \Psi \phi_{z}+4 \tau \lambda_{z z} \phi_{z}\left(\Psi_{t}-s \Psi_{z}\right)+4 \mu \tau\left(\Psi_{t}-s \Psi_{z}\right)_{z}^{2} \\
+2 \mu \Psi_{z}\left(\Psi_{t}-s \Psi_{z}\right)_{z}+\{\cdots\}_{z}=-2 F_{z z}\left[\Psi+2 \tau\left(\Psi_{t}-s \Psi_{z}\right)\right]+J, \tag{65}
\end{array}
$$

where $J$ satisfies

$$
\begin{gathered}
|J|=\left|\left[-\left(p^{\prime}(V) \Phi\right)_{z z z}+\left(p^{\prime}(V) \Psi_{z}\right)_{z}\right]\left[\Psi+2 \tau\left(\Psi_{t}-s \Psi_{z}\right)\right]\right| \\
\leq \frac{1}{3}\left|\left(\Psi_{t}, \Psi_{z}\right)\right|^{2}+C|(\Phi, \Psi)|^{2} .
\end{gathered}
$$

Thus, noting $\Psi=\phi_{z z}$ and (10), we derive from (65) and $\left|v_{+}-v_{-}\right| \ll 1$ that

$$
\begin{array}{r}
\left\|\partial_{z}^{2} \phi(t)\right\|_{1}^{2}+\left\|\partial_{z}^{2} \phi_{t}\right\|^{2}+\frac{2}{3} \int_{0}^{t}\left\|\left(\partial_{z}^{2} \phi_{t}, \partial_{z}^{2} \phi_{z}\right)(s)\right\|^{2} d s-C \int_{0}^{t}\left(\left\|\partial_{z}^{2} \phi\right\|^{2}+\left\|\phi_{z}\right\|^{2}\right) d s \\
+C_{1} \mu \int_{0}^{t}\left\|\left(\partial_{z}^{2} \phi_{t}-s \partial_{z}^{2} \phi_{z}\right)_{z z}(s)\right\|^{2} d s \\
\text { 6) } \quad \leq C\left\{\left\|\phi_{0}\right\|_{3}^{2}+\left\|\phi_{1}\right\|_{2}^{2}+\left|\int_{0}^{t} \int F_{z z}\left(\partial_{z}^{2} \phi+2 \partial_{z}^{2}\left(\phi_{t}-s \phi_{z}\right)\right) d z d s\right|\right\} \tag{66}
\end{array}
$$

where $C$ and $C_{1}$ are positive constants.
Combining successively estimates (43), (64), and (66), we have

$$
\begin{align*}
& \|\phi(t)\|_{3}^{2}+\left\|\phi_{t}(t)\right\|_{2}^{2}+\|\phi(t)\|_{H_{w}^{1}}^{2}+\left\|\phi_{t}(t)\right\|_{L_{w}^{2}}^{2}+\int_{0}^{t} \int\left|\lambda_{z}\right| \phi^{2} d z d s+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d s \\
& +\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{L_{w}^{2}} w^{2} d s+C_{1} \mu\left(\int_{0}^{t}\left\|\left(\phi_{t}-s \phi_{z}\right)_{z}\right\|_{L_{w}^{2}}^{2} d s+\int_{0}^{t}\left\|\left(\phi_{t}-s \phi_{z}\right)_{z z}\right\|_{1}^{2} d s\right) \\
& \leq C\left\{\left\|\phi_{0}\right\|_{3}^{2}+\left\|\phi_{1}\right\|_{2}^{2}+\left\|\phi_{0}\right\|_{H_{w}^{1}}^{2}+\left\|\phi_{1}\right\|_{L_{w}^{2}}^{2}\right. \\
& \quad+\int_{0}^{t} \int\left(w|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right)+\left|F_{z}\right|\left(\left|\partial_{z} \phi\right|+\left|\left(\partial_{z} \phi_{t}, \partial_{z} \phi_{z}\right)\right|\right)\right) d z d s \\
& \left.\quad+\left|\int_{0}^{t} \int F_{z z}\left(\partial_{z}^{2} \phi+2 \partial_{z}^{2}\left(\phi_{t}-s \phi_{z}\right)\right) d z d s\right|\right\}, \tag{67}
\end{align*}
$$

$$
F=F_{1}+F_{2}=O(1)\left(\phi_{z}^{2}+\phi_{z z}^{2}\right)
$$

as defined in (35), (36). There are terms containing fourth order derivatives of $\phi$ in $F_{2, z z}$. The energy estimates for the derivatives of $\phi$ up to fourth order can be established; see [10].

Thus by virtue of (39), the integrals on the right-hand side of (67) are majored by

$$
C N(t)\left(\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d s+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{L_{w}^{2}}^{2} d s\right) ;
$$

then we have

$$
\begin{gathered}
N^{2}(t)+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d s+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{L_{w}^{2}}^{2} d s \\
\leq C N^{2}(0)+C N(t)\left(\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d s+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{L_{w}^{2}}^{2} d s\right)
\end{gathered}
$$

Therefore, by assuming $N(T) \leq \frac{1}{2 C}=\delta_{2}$, we obtain the desired estimate

$$
N^{2}(t)+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d s+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(s)\right\|_{L_{w}^{2}}^{2} d s \leq C N^{2}(0) \quad \text { for } \quad t \in[0, T]
$$

By choosing $N(0) \leq \delta_{1}$ small, we arrive at $N(T) \leq \delta_{2}$ for any $T>0$.
Thus the proof of Proposition 3.3 is completed.
In summary, we established the weighted energy estimates by assuming the smallness of $\left|v_{+}-v_{-}\right|$, the compressibility of the traveling wave profile (14), the subcharacteristic conditions (4) and (9), and the fact that the diffusion coefficient is bounded by a constant multiple of the relaxation time (10).
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#### Abstract

We prove that the nonexistence of supersonic finite-energy traveling waves for nonlinear Schrödinger equations with nonzero conditions at infinity is a general phenomenon which holds for a large class of equations. The same is true for sonic traveling waves in two dimensions. In higher dimensions we prove that sonic traveling waves, if they exist, must approach their limit at infinity in a very rigid way. In particular, we infer that there are no sonic traveling waves with finite energy and finite momentum.
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1. Introduction. The aim of this paper is to study traveling wave solutions for nonlinear Schrödinger equations

$$
\begin{equation*}
i \frac{\partial \Phi}{\partial t}+\Delta \Phi+F\left(x,|\Phi|^{2}\right) \Phi=0 \quad \text { in } \mathbf{R}^{N} \tag{1.1}
\end{equation*}
$$

where $F$ is a real-valued function defined on $\mathbf{R}^{N} \times \mathbf{R}_{+}, \Phi$ is a complex-valued function on $\mathbf{R}^{N}$ satisfying the "boundary condition" $|\Phi| \longrightarrow r_{0}$ as $|x| \longrightarrow \infty$, and $r_{0}$ is a positive constant verifying $\lim _{|x| \rightarrow \infty, s \rightarrow r_{0}^{2}} F(x, s)=0$.

The above equation with the considered nonzero conditions at infinity arises in a large variety of physical problems, such as superconductivity, superfluidity in helium II, phase transitions, and Bose-Einstein condensates. Two important particular cases of (1.1) have been extensively studied both by physicists and by mathematicians: the Gross-Pitaevskii equation (where $F(x, s)=1-s$ ) and the so-called cubic-quintic Schrödinger equation (where $F(x, s)=-\alpha_{1}+\alpha_{3} s-\alpha_{5} s^{2}, \alpha_{1}, \alpha_{3}, \alpha_{5}$ are positive, and $\frac{3}{16}<\frac{\alpha_{1} \alpha_{5}}{\alpha_{3}^{2}}<\frac{1}{4}$ ).

Equation (1.1) has a Hamiltonian structure: denoting $V(x, s)=\int_{s}^{r_{0}^{2}} F(x, \tau) d \tau$, it is easy to see that, at least formally, the "energy"

$$
\begin{equation*}
E(\Phi)=\int_{\mathbf{R}^{N}}|\nabla \Phi|^{2} d x+\int_{\mathbf{R}^{N}} V\left(x,|\Phi|^{2}\right) d x \tag{1.2}
\end{equation*}
$$

is a conserved quantity. There is another important (vector) quantity associated to (1.1), namely, the momentum. It is given by
$P(\Phi)=\left(P_{1}(\Phi), \ldots, P_{N}(\Phi)\right)$, where $P_{k}(\Phi)=\int_{\mathbf{R}^{N}}\left(i \frac{\partial \Phi}{\partial x_{k}}, \Phi\right) d x=\int_{\mathbf{R}^{N}} \operatorname{Re}\left(i \frac{\partial \Phi}{\partial x_{k}} \bar{\Phi}\right) d x$.

[^58]Note that, in general, the momentum is not well-defined for any function $\Phi$ of finite energy. In the case where $F$ does not depend on the variable $x_{k}$, the momentum with respect to the $x_{k}$-direction, $P_{k}$, is conserved by those solutions of (1.1) for which it can be well-defined.

It is worth noting that (1.1) can be put into a hydrodynamical form by using Madelung's transformation $\Phi(x, t)=\sqrt{\rho(x, t)} e^{i \theta(x, t)}$ (which is singular when $\Phi=0$ ). A straightforward computation shows that in the region where $\Phi \neq 0$, the functions $\rho=|\Phi|^{2}$ and $\theta$ satisfy the system

$$
\begin{align*}
\rho_{t}+2 \operatorname{div}(\rho \nabla \theta) & =0  \tag{1.4}\\
\theta_{t}+|\nabla \theta|^{2}-\frac{\Delta \rho}{2 \rho}+\frac{|\nabla \rho|^{2}}{4 \rho}-F(x, \rho) & =0 \tag{1.5}
\end{align*}
$$

Equation (1.4) and the derivatives with respect to $x_{1}, \ldots, x_{N}$ of (1.5) are, respectively, the equation of conservation of mass and Euler's equations for a compressible inviscid fluid of density $\rho$ and velocity $2 \nabla \theta$.

Let us assume that $F$ admits a partial derivative with respect to the last variable (in what follows, this derivative will be denoted by $\partial_{N+1} F$ or by $\frac{\partial F}{\partial s}$ ) and that $\lim _{|x| \rightarrow \infty, \rho \rightarrow r_{0}^{2}} \partial_{N+1} F(x, \rho)=-L$, where $L$ is a positive constant. Taking the derivative with respect to $t$ of (1.5) and substituting $\rho_{t}$ from (1.4) we obtain

$$
\begin{equation*}
\theta_{t t}+2 \partial_{N+1} F(x, \rho)(\rho \Delta \theta+\nabla \rho . \nabla \theta)+\frac{\partial}{\partial t}\left(|\nabla \theta|^{2}-\frac{\Delta \rho}{2 \rho}+\frac{|\nabla \rho|^{2}}{4 \rho}\right)=0 \tag{1.6}
\end{equation*}
$$

For a small oscillatory motion (i.e., a sound wave), all nonlinear terms in (1.6), except $2 \rho \Delta \theta$, may be neglected. In view of the behavior of $\rho$ and $\partial_{N+1} F(x, \rho)$ for large $|x|$, we find that in a neighborhood of infinity, the velocity potential $\theta$ essentially obeys the wave equation $\theta_{t t}-2 r_{0}^{2} L \Delta \theta=0$. It is well known that the solutions of the wave equation propagate with a finite speed; in the present situation, we infer that the velocity of sound waves at infinity is $r_{0} \sqrt{2 L}$. In what follows we will always assume that $\partial_{N+1} F(x, \rho) \longrightarrow-L$ as $|x| \longrightarrow \infty$ and $\rho \longrightarrow r_{0}^{2}$ (the convergence being in a sense to be defined) and we will denote by $v_{s}=r_{0} \sqrt{2 L}$ the sound velocity at infinity.

For a fixed $y \in S^{N-1}$, a traveling wave for (1.1) moving with velocity $c$ in direction $y$ is a solution of the form $\Phi(x, t)=\psi(x-c t y)$. Without loss of generality we will assume that $y=(1,0, \ldots, 0)$, i.e., traveling waves move in the $x_{1}$-direction. The traveling wave profile satisfies the equation

$$
\begin{equation*}
-i c \frac{\partial \psi}{\partial x_{1}}+\Delta \psi+F\left(x,|\psi|^{2}\right) \psi=0 \quad \text { in } \mathbf{R}^{N} \tag{1.7}
\end{equation*}
$$

In a series of papers, Grant, Jones, Putterman, and Roberts, among others, formally and numerically studied traveling waves for the Gross-Pitaevskii equation and related systems (see, e.g., [16], [19], [21], [22], [5], and the references therein). In particular, they conjectured that such solutions exist if and only if their speed $c$ belongs to the interval $\left(-v_{s}, v_{s}\right)$. For the cubic-quintic nonlinear Schrödinger equation, the existence of subsonic traveling waves in one dimension has been proved in [1] and their stability has been studied in [2]. The nonexistence of such solutions for sonic and supersonic speeds has also been conjectured in any space dimension. In the case of the Gross-Pitaevskii equation, it has been shown in [17] that any traveling wave of finite energy and speed $c>v_{s}$ must be constant. It has also been proved in [18] that the same result is true if $N=2$ and $c^{2}=v_{s}^{2}$. The proofs in
[17], [18] strongly depend on the special algebraic structure of the nonlinearity in the Gross-Pitaevskii equation. In the present paper we show that the nonexistence of finite-energy traveling waves moving faster than the sound velocity is a general phenomenon which holds for a large class of equations and systems of the form (1.1). We also prove that there are no finite-energy sonic traveling waves in space dimension two. In higher dimensions we show that any finite-energy sonic traveling wave $\psi$ must satisfy $|\psi|^{2}-r_{0}^{2} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p>\frac{2 N-1}{2 N-3}$. On the other hand, if a sonic traveling wave satisfies $|\psi|^{2}-r_{0}^{2} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$, then it must be constant.

This article is organized as follows: In the next section we prove that traveling waves, whenever they exist, are smooth functions. If their speed is supersonic (or sonic, provided they converge sufficiently fast at infinity), then they must satisfy a special integral identity. This will be proved in section 3. In section 4 we show how this identity implies, under general assumptions, the nonexistence of traveling waves with finite energy. We apply our results to the Gross-Pitaevskii equation, to the cubic-quintic Schrödinger equation, and to a Gross-Pitaevskii-Schrödinger system, which describes the motion of an uncharged impurity in a Bose condensate. In the last section we describe all supersonic and sonic traveling waves (with finite or infinite energy) for one-dimensional equations with nonlinearities independent on the space variable.
2. Basic properties of traveling waves. We keep the previous notation and consider the following set of assumptions:

- (H1) $F: \mathbf{R}^{N} \times[0, \infty) \longrightarrow \mathbf{R}$ is a measurable function which has the following properties:
(a) for any $s \in[0, \infty), F(\cdot, s)$ is measurable;
(b) for any $x \in \mathbf{R}^{N}, F(x, \cdot)$ is continuous;
(c) $F$ is bounded on bounded subsets of $\mathbf{R}^{N} \times[0, \infty)$.
- (H2) There exist $\alpha>0, C>0$, and $r_{*}>0$ such that for any $x \in \mathbf{R}^{N}$ and for any $s \geq r_{*}$ we have $F(x, s) \leq-C s^{\alpha}$.
- (H3) $\lim _{|x| \rightarrow \infty} F\left(x, r_{0}^{2}\right)=0$ and $F\left(\cdot, r_{0}^{2}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$.
- (H4) $F$ admits a partial derivative with respect to the last variable and $\partial_{N+1} F$ is bounded on bounded subsets of $\mathbf{R}^{N} \times[0, \infty)$. Moreover, $\lim _{|x| \rightarrow \infty}$ $\partial_{N+1} F\left(x, r_{0}^{2}\right)=-L$, where $L>0$ and $\partial_{N+1} F\left(\cdot, r_{0}^{2}\right)+L \in L^{p_{0}}\left(\mathbf{R}^{N}\right)$ for some $p_{0} \in[1,2]$.
- (H5) There are some positive constants $R_{0}, \eta, M$ such that $\partial_{N+1}^{2} F$ exists on $\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{0}\right)\right) \times\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right)$ and

$$
\left|\partial_{N+1}^{2} F(x, s)\right| \leq M \quad \text { for all }(x, s) \in\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{0}\right)\right) \times\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right)
$$

DEFINITION 2.1. A traveling wave (of speed c) for (1.1) is a function $\psi \in$ $L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ that satisfies (1.7) in $\mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)$ together with the "boundary condition" $|\psi| \longrightarrow$ $r_{0}$ as $|x| \longrightarrow \infty$.

In view of (1.2), we say that a traveling wave $\psi$ has finite energy if $\nabla \psi \in L^{2}\left(\mathbf{R}^{N}\right)$ and $V\left(\cdot,|\psi|^{2}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$.

We have the following result concerning the regularity of traveling waves.
Proposition 2.2. Let $\psi$ be a finite-energy traveling wave for (1.1).
(i) Assume that $F: \mathbf{R}^{N} \times \mathbf{R}_{+} \longrightarrow \mathbf{R}$ is measurable and satisfies (H1a), (H1b), (H2), the function $x \longmapsto \int_{r_{0}^{2}}^{r_{*}} F(x, \tau) d \tau$ belongs to $L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ (where $r_{*}$ is given by (H2)), and $F\left(\cdot,|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Then $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$.

If, in addition, $F$ satisfies (H1c), then $\psi \in W_{\text {loc }}^{2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[1, \infty)$. In particular, $\psi \in C^{1, \alpha}\left(\mathbf{R}^{N}\right)$ for any $\alpha \in[0,1)$.
(ii) Suppose that $F \in C^{k}\left(\mathbf{R}^{N} \times[0, \infty)\right.$ ) for some $k \in \mathbf{N}^{*}$, (H2) holds, and $F\left(\cdot,|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Then $\psi \in W_{l o c}^{k+2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[1, \infty)$. In particular, if $F$ is $C^{\infty}$, then $\psi \in C^{\infty}\left(\mathbf{R}^{N}\right)$.

Proof. (i) The proof relies upon the ideas and methods developed by Farina in [13], [14]. By (H2) we have

$$
\begin{aligned}
V(x, s) & =-\int_{r_{0}^{2}}^{s} F(x, \tau) d \tau \geq-\int_{r_{0}^{2}}^{r_{*}} F(x, \tau) d \tau+\int_{r_{*}}^{s} C \tau^{\alpha} d \tau \\
& =-\int_{r_{0}^{2}}^{r_{*}} F(x, \tau) d \tau+\frac{C}{\alpha+1}\left(s^{\alpha+1}-r_{*}^{\alpha+1}\right)
\end{aligned}
$$

Consequently, for any $s \geq r_{*}$ we get $s^{\alpha+1} \leq r_{*}^{\alpha+1}+\frac{\alpha+1}{C}\left(V(x, s)+\int_{r_{0}^{2}}^{r_{*}} F(x, \tau) d \tau\right)$, so that

$$
|\psi|^{2 \alpha+2}(x) \leq \max \left(r_{*}^{\alpha+1}, r_{*}^{\alpha+1}+\frac{\alpha+1}{C}\left(V\left(x,|\psi|^{2}(x)\right)+\int_{r_{0}^{2}}^{r_{*}} F(x, \tau) d \tau\right)\right)
$$

Since $V\left(\cdot,|\psi|^{2}\right)$ and $\int_{r_{0}^{2}}^{r_{*}} F(\cdot, \tau) d \tau$ belong to $L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$, we infer that $\psi \in L_{l o c}^{2 \alpha+2}\left(\mathbf{R}^{N}\right)$.
We will use a well-known inequality of Kato (see Lemma A, p. 138, in [23]): If $u \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ is a real-valued function and $\Delta u \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$, then

$$
\begin{equation*}
\Delta\left(u^{+}\right) \geq \operatorname{sgn}^{+}(u) \Delta u \quad \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right) \tag{2.1}
\end{equation*}
$$

Let $\varphi(x)=e^{-\frac{i c x_{1}}{2}} \psi(x)$. Then $\varphi \in L_{l o c}^{2 \alpha+2}\left(\mathbf{R}^{N}\right) \subset L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ and an easy computation shows that $\varphi$ satisfies

$$
\begin{equation*}
\Delta \varphi+\left(F\left(x,|\varphi|^{2}\right)+\frac{c^{2}}{4}\right) \varphi=0 \quad \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right) \tag{2.2}
\end{equation*}
$$

It is clear that $F\left(\cdot,|\varphi|^{2}\right) \varphi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ (because $F\left(x,|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ by hypothesis) and it follows from (2.2) that $\Delta \varphi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Choose $\tilde{r} \geq r_{*}$ and $C_{1}>0$ such that $C s^{2 \alpha}-\frac{c^{2}}{4} \geq C_{1}(s-\tilde{r})^{2 \alpha}$ for any $s \geq \tilde{r}$. Denoting $\varphi_{1}=\operatorname{Re}(\varphi), \varphi_{2}=\operatorname{Im}(\varphi)$ and using Kato's inequality for $\varphi_{i}-\tilde{r}, i=1,2$, then using (2.2) and (H2) we get

$$
\begin{align*}
\Delta\left(\varphi_{i}-\tilde{r}\right)^{+} & \geq \operatorname{sgn}^{+}\left(\varphi_{i}-\tilde{r}\right) \Delta\left(\varphi_{i}-\tilde{r}\right)=\operatorname{sgn}^{+}\left(\varphi_{i}-\tilde{r}\right)\left[-\left(F\left(x,|\varphi|^{2}\right)+\frac{c^{2}}{4}\right) \varphi_{i}\right] \\
& \geq \operatorname{sgn}^{+}\left(\varphi_{i}-\tilde{r}\right)\left[C|\varphi|^{2 \alpha}-\frac{c^{2}}{4}\right] \varphi_{i} \geq \operatorname{sgn}^{+}\left(\varphi_{i}-\tilde{r}\right)\left[C\left|\varphi_{i}\right|^{2 \alpha}-\frac{c^{2}}{4}\right] \varphi_{i}  \tag{2.3}\\
& \geq C_{1} \operatorname{sgn}^{+}\left(\varphi_{i}-\tilde{r}\right)\left(\varphi_{i}-\tilde{r}\right)^{2 \alpha+1}=C_{1}\left[\left(\varphi_{i}-\tilde{r}\right)^{+}\right]^{2 \alpha+1}
\end{align*}
$$

Next we use the following result of Brézis (Lemma 2, p. 273, in [9]).
Lemma 2.3 (see [9]). Let $p \in(1, \infty)$. Assume that $u \in L_{l o c}^{p}\left(\mathbf{R}^{N}\right)$ satisfies

$$
-\Delta u+|u|^{p-1} u \leq 0 \quad \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)
$$

Then $u \leq 0$ a.e. on $\mathbf{R}^{N}$.
It follows from (2.3) that the function $u_{i}=\left(C_{1}\right)^{\frac{1}{2 \alpha}}\left(\varphi_{i}-\tilde{r}\right)^{+}$satisfies $-\Delta u_{i}+$ $\left|u_{i}\right|^{2 \alpha} u_{i} \leq 0$ in $\mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)$. Since $u_{i} \in L_{l o c}^{2 \alpha+1}\left(\mathbf{R}^{N}\right)$, we may use Lemma 2.3 and thus get $u_{i} \leq 0$ a.e. in $\mathbf{R}^{N}$, that is, $\varphi_{i} \leq \tilde{r}$ a.e. in $\mathbf{R}^{N}$.

It is obvious that both $\varphi$ and $-\varphi$ satisfy (2.2). Repeating the above argument for $-\varphi$, we infer that $-\varphi_{i} \leq \tilde{r}$ a.e. on $\mathbf{R}^{N}$. Therefore we have $\left|\varphi_{i}\right| \leq \tilde{r}$ a.e. on $\mathbf{R}^{N}$, $i=1,2$, which implies that $\varphi \in L^{\infty}\left(\mathbf{R}^{N}\right)$. Since $|\varphi|=|\psi|$, we have proved that $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$.

Using (H1c) and (2.2) we infer that $\Delta \varphi \in L^{\infty}(B(x, 2 R)) \subset L^{p}(B(x, 2 R))$ for any $x \in \mathbf{R}^{N}, R>0$, and $p \geq 1$. By standard elliptic estimates we obtain $\varphi \in$ $W^{2, p}(B(x, R))$ for any $x \in \mathbf{R}^{N}, R>0$, and $p \in(1, \infty)$. Thus $\psi=e^{\frac{i c x_{1}}{2}} \varphi \in W_{l o c}^{2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in(1, \infty)$, and consequently $\psi$ belongs to $C_{l o c}^{1, \alpha}\left(\mathbf{R}^{N}\right)$ for any $\alpha \in[0,1)$ by the Sobolev embedding theorem.
(ii) Assume $F \in C^{1}\left(\mathbf{R}^{N} \times[0, \infty)\right)$. Differentiating (1.7) with respect to $x_{k}$ we get

$$
\begin{align*}
-i c \psi_{x_{1} x_{k}}+\Delta \psi_{x_{k}} & +\frac{\partial F}{\partial x_{k}}\left(x,|\psi|^{2}\right) \psi  \tag{2.4}\\
& +2 \partial_{N+1} F\left(x,|\psi|^{2}\right)\left(\psi \cdot \frac{\partial \psi}{\partial x_{k}}\right) \psi+F\left(x,|\psi|^{2}\right) \frac{\partial \psi}{\partial x_{k}}=0
\end{align*}
$$

in $\mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)$. Hence $\Delta \psi_{x_{k}} \in L_{l o c}^{p}\left(\mathbf{R}^{N}\right)$ for $1 \leq p<\infty$. By standard elliptic regularity theory we get $\psi_{x_{k}} \in W_{l o c}^{2, p}\left(\mathbf{R}^{N}\right)$ for $1<p<\infty, 1 \leq k \leq N$; therefore $\psi \in W_{l o c}^{3, p}\left(\mathbf{R}^{N}\right)$ for $1 \leq p<\infty$. If $F \in C^{k}\left(\mathbf{R}^{N} \times[0, \infty)\right)$, we may differentiate (2.4) further and repeat the above arguments. After an easy induction, we get $\psi \in W_{l o c}^{k+2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in(1, \infty)$.

Lemma 2.4. Assume that (H1), (H3), (H4), (H5) hold and $u \in L_{\text {loc }}^{4}\left(\mathbf{R}^{N}, \mathbf{C}\right)$ satisfies $|u(x)| \longrightarrow r_{0}$ as $|x| \longrightarrow \infty$ and $V\left(\cdot,|u|^{2}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$.

Then $|u|^{2}-r_{0}^{2} \in L^{2}\left(\mathbf{R}^{N}\right)$.
Proof. Let $R_{0}, \eta, M$ be as in (H5). From (H4) and the fact that $|u(x)| \longrightarrow r_{0}$ as $|x| \longrightarrow \infty$ it follows that there exists $R_{1}>R_{0}$ such that
$\partial_{N+1} F\left(x, r_{0}^{2}\right)<-\frac{L}{2} \quad$ and $\quad|u(x)|^{2} \in\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right) \quad$ for any $x$ satisfying $|x| \geq R_{1}$.
For $(x, s) \in\left(\mathbf{R}^{N} \backslash B\left(0, R_{1}\right)\right) \times\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right)$ we get, by Taylor's formula with respect to the $(N+1)$ th variable,
$V(x, s)=-\left(s-r_{0}^{2}\right) F\left(x, r_{0}^{2}\right)-\frac{1}{2}\left(s-r_{0}^{2}\right)^{2} \partial_{N+1} F\left(x, r_{0}^{2}\right)-\frac{1}{2} \int_{r_{0}^{2}}^{s}(s-\tau)^{2} \partial_{N+1}^{2} F(x, \tau) d \tau$.
In particular, for $s=|u(x)|^{2}$ we obtain

$$
\begin{align*}
& -\frac{1}{2}\left(|u(x)|^{2}-r_{0}^{2}\right)^{2} \partial_{N+1} F\left(x, r_{0}^{2}\right)  \tag{2.5}\\
& =V\left(x,|u(x)|^{2}\right)+\left(|u(x)|^{2}-r_{0}^{2}\right) F\left(x, r_{0}^{2}\right)+\frac{1}{2} \int_{r_{0}^{2}}^{|u(x)|^{2}}\left(|u(x)|^{2}-\tau\right)^{2} \partial_{N+1}^{2} F(x, \tau) d \tau
\end{align*}
$$

For $x \in \mathbf{R}^{N} \backslash B\left(0, R_{1}\right)$ we get by (H5)

$$
\begin{aligned}
\left|\int_{r_{0}^{2}}^{|u(x)|^{2}}\left(|u(x)|^{2}-\tau\right)^{2} \partial_{N+1}^{2} F(x, \tau) d \tau\right| & \leq M\left|\int_{r_{0}^{2}}^{|u(x)|^{2}}\left(|u(x)|^{2}-\tau\right)^{2} d \tau\right| \\
& =\frac{M}{3}\left|\left(|u(x)|^{2}-r_{0}^{2}\right)\right|^{3}
\end{aligned}
$$

It is clear that there exists $R_{2} \geq R_{1}$ such that $\frac{M}{3}\left||u(x)|^{2}-r_{0}^{2}\right| \leq \frac{L}{4}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{2}\right)$. Using (H4) and (2.5) we infer that

$$
\begin{aligned}
& \frac{L}{4}\left(|u(x)|^{2}-r_{0}^{2}\right)^{2} \leq-\frac{1}{2}\left(|u(x)|^{2}-r_{0}^{2}\right)^{2} \partial_{N+1} F\left(x, r_{0}^{2}\right) \\
& \leq V\left(x,|u(x)|^{2}\right)+\left(|u(x)|^{2}-r_{0}^{2}\right) F\left(x, r_{0}^{2}\right)+\left.\frac{1}{2} \cdot \frac{M}{3}| | u(x)\right|^{2}-\left.r_{0}^{2}\right|^{3} \\
& \leq V\left(x,|u(x)|^{2}\right)+\left(|u(x)|^{2}-r_{0}^{2}\right) F\left(x, r_{0}^{2}\right)+\left.\frac{L}{8}| | u(x)\right|^{2}-\left.r_{0}^{2}\right|^{2} \quad \text { on } \mathbf{R}^{N} \backslash B\left(0, R_{2}\right)
\end{aligned}
$$

Consequently

$$
\begin{equation*}
\frac{L}{8}\left(|u(x)|^{2}-r_{0}^{2}\right)^{2} \leq V\left(x,|u(x)|^{2}\right)+\left(|u(x)|^{2}-r_{0}^{2}\right) F\left(x, r_{0}^{2}\right) \text { on } \mathbf{R}^{N} \backslash B\left(0, R_{2}\right) \tag{2.6}
\end{equation*}
$$

Since $F\left(\cdot, r_{0}^{2}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$ by (H3), $V\left(\cdot,|u|^{2}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$, and $\left||u(x)|^{2}-r_{0}^{2}\right| \leq \frac{3 L}{4 M}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{2}\right)$, using (2.6) we get $\left(|u|^{2}-r_{0}^{2}\right)^{2} \in L^{1}\left(\mathbf{R}^{N} \backslash B\left(0, R_{2}\right)\right)$. It is obvious that $\left(|u|^{2}-r_{0}^{2}\right)^{2} \in L^{1}\left(B\left(0, R_{2}\right)\right)$ because $u \in L_{l o c}^{4}\left(\mathbf{R}^{N}\right)$. Hence $\left(|u|^{2}-r_{0}^{2}\right)^{2} \in L^{1}\left(\mathbf{R}^{N}\right)$ and Lemma 2.4 is proved.

Proposition 2.5. Assume that (H1)-(H5) hold and let $\psi$ be a finite-energy traveling wave for (1.1) (in the sense of Definition 2.1) such that $F\left(\cdot,|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Then the following hold:
(i) $\nabla \psi \in W^{1, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$.
(ii) Let $R_{*} \geq 0$ be such that $|\psi(x)| \geq \frac{r_{0}}{2}$ for $|x| \geq R_{*}$. There exists a real-valued function $\theta$ such that $\theta \in W_{l o c}^{2, p}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)\right)$ for any $p<\infty, \nabla \theta \in W^{1, p}\left(\mathbf{R}^{N} \backslash\right.$ $\left.\bar{B}\left(0, R_{*}\right)\right)$ for any $p \in[2, \infty)$, and

$$
\psi(x)=|\psi(x)| e^{i \theta(x)} \quad \text { on } \mathbf{R}^{N} \backslash B\left(0, R_{*}\right)
$$

Proof. (i) We already know by Proposition 2.2(i) and Lemma 2.4 that $\psi$ is bounded, $\psi \in W_{l o c}^{2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[1, \infty)$, and $|\psi|^{2}-r_{0}^{2} \in L^{2}\left(\mathbf{R}^{N}\right)$.

Let $R_{0}, \eta, M$ be as in (H5). Choose $R_{1}>R_{0}$ such that $|\psi|^{2}(x) \in\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right)$ for $x \in \mathbf{R}^{N} \backslash B\left(0, R_{1}\right)$.

By using Taylor's formula with respect to the last variable for the function $F$ we get

$$
\begin{equation*}
F(x, s)=F\left(x, r_{0}^{2}\right)+\left(s-r_{0}^{2}\right) \partial_{N+1} F\left(x, r_{0}^{2}\right)+\int_{r_{0}^{2}}^{s}(s-\tau) \partial_{N+1}^{2} F(x, \tau) d \tau \tag{2.7}
\end{equation*}
$$

if $(x, s) \in\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{0}\right)\right) \times\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right)$; hence

$$
\begin{align*}
F\left(x,|\psi|^{2}(x)\right) \psi(x)= & F\left(x, r_{0}^{2}\right) \psi(x)+\left(|\psi|^{2}(x)-r_{0}^{2}\right) \partial_{N+1} F\left(x, r_{0}^{2}\right) \psi(x)  \tag{2.8}\\
& +\psi(x) \int_{r_{0}^{2}}^{|\psi|^{2}(x)}\left(|\psi|^{2}(x)-\tau\right) \partial_{N+1}^{2} F(x, \tau) d \tau \quad \text { for any }|x| \geq R_{1}
\end{align*}
$$

We analyze the three terms on the right-hand side of (2.8). Assumptions (H1) and (H3) imply $F\left(\cdot, r_{0}^{2}\right) \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$. Since $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$, it follows that $F\left(\cdot, r_{0}^{2}\right) \psi \in$ $L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.

We may write $\left(|\psi|^{2}-r_{0}^{2}\right) \partial_{N+1} F\left(\cdot, r_{0}^{2}\right) \psi=-L\left(|\psi|^{2}-r_{0}^{2}\right) \psi+\left(|\psi|^{2}-r_{0}^{2}\right)(L+$ $\left.\partial_{N+1} F\left(\cdot, r_{0}^{2}\right)\right) \psi$. We know that $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right),|\psi|^{2}-r_{0}^{2} \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ and by (H4)
we have $L+\partial_{N+1} F\left(\cdot, r_{0}^{2}\right) \in L^{p_{0}} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ for some $p_{0} \in[1,2]$, so we infer that $\left(|\psi|^{2}-r_{0}^{2}\right) \partial_{N+1} F\left(\cdot, r_{0}^{2}\right) \psi \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.

As in the proof of Lemma 2.4, for $x \in \mathbf{R}^{N} \backslash B\left(0, R_{1}\right)$ we have

$$
\begin{align*}
\left|\int_{r_{0}^{2}}^{|\psi|^{2}(x)}\left(|\psi|^{2}(x)-\tau\right) \partial_{N+1}^{2} F(x, \tau) d \tau\right| & \leq M\left|\int_{r_{0}^{2}}^{|\psi|^{2}(x)}\right||\psi|^{2}(x)-\tau|d \tau|  \tag{2.9}\\
& =\frac{M}{2}\left(|\psi|^{2}(x)-r_{0}^{2}\right)^{2}
\end{align*}
$$

Consequently the function $x \longmapsto \int_{r_{0}^{2}}^{|\psi|^{2}(x)}\left(|\psi|^{2}(x)-\tau\right) \partial_{N+1}^{2} F(x, \tau) d \tau$ belongs to $L^{1} \cap$ $L^{\infty}\left(\mathbf{R}^{N} \backslash B\left(0, R_{1}\right)\right)$.

Summing up, we have proved that $F\left(\cdot,|\psi|^{2}\right) \psi \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N} \backslash B\left(0, R_{1}\right)\right)$. From (H1) and the fact that $\psi$ is bounded on $\mathbf{R}^{N}$ it follows that $F\left(\cdot,|\psi|^{2}\right) \psi$ is bounded on $B\left(0, R_{1}\right)$, and hence $F\left(\cdot,|\psi|^{2}\right) \psi \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.

We have $\frac{\partial \psi}{\partial x_{k}} \in L^{2}\left(\mathbf{R}^{N}\right)$ because $\psi$ has finite energy. Coming back to (1.7), we get

$$
\Delta \psi=i c \frac{\partial \psi}{\partial x_{1}}-F\left(\cdot,|\psi|^{2}\right) \psi \in L^{2}\left(\mathbf{R}^{N}\right)
$$

It is well known that $\Delta \psi \in L^{p}\left(\mathbf{R}^{N}\right)$ with $1<p<\infty$ implies $\frac{\partial^{2} \psi}{\partial x_{j} \partial x_{k}} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $j, k \in\{1, \ldots, N\}$ (this follows, e.g., from the fact that $\frac{\xi_{j} \xi_{k}}{|\xi|^{2}}$ is a Fourier multiplier on $L^{p}\left(\mathbf{R}^{N}\right)$ if $1<p<\infty$; see Theorem 3, p. 96, in [27]). Therefore all second derivatives of $\psi$ are in $L^{2}\left(\mathbf{R}^{N}\right)$, so that $\frac{\partial \psi}{\partial x_{k}} \in H^{1}\left(\mathbf{R}^{N}\right)=W^{1,2}\left(\mathbf{R}^{N}\right)$ for $k=1, \ldots, N$.

The rest of the proof is an easy bootstrap argument. Assume that $\nabla \psi \in W^{1, p}\left(\mathbf{R}^{N}\right)$ for some $p \geq 2$. In case $p<N$, it follows from the Sobolev embedding theorem that $\nabla \psi \in L^{p^{*}}\left(\mathbf{R}^{N}\right)$, where $\frac{1}{p^{*}}=\frac{1}{p}-\frac{1}{N}$. From (1.7) we have $\Delta \psi=i c \frac{\partial \psi}{\partial x_{1}}-F\left(\cdot,|\psi|^{2}\right) \psi \in$ $L^{p^{*}}\left(\mathbf{R}^{N}\right)$ and infer as previously that $\nabla \psi \in W^{1, p^{*}}\left(\mathbf{R}^{N}\right)$. Repeating this argument if necessary, after a finite number of steps we get $\nabla \psi \in W^{1, q}\left(\mathbf{R}^{N}\right)$ for some $q \geq N$. Then by Sobolev embedding we get $\nabla \psi \in L^{r}\left(\mathbf{R}^{N}\right)$ for any $r \in[q, \infty)$. From (1.7) we obtain $\Delta \psi \in L^{p}\left(\mathbf{R}^{N}\right)$ for $p \in[2, \infty)$ and infer that $\nabla \psi \in W^{1, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$.
(ii) Take $R_{*}>0$ such that $|\psi(x)| \geq \frac{r_{0}}{2}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)$ and denote $\tilde{\psi}(x)=\frac{\psi(x)}{|\psi(x)|}$. It is then standard to prove that $\tilde{\psi} \in W_{l o c}^{2, p}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)\right)$ for $p \in[1, \infty)$ and $\nabla \tilde{\psi} \in W^{1, p}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)\right)$ for any $p \in[2, \infty)$ (see, e.g., Lemma C1, p. 66, in [11]).

Let us consider first the case $N \geq 3$. For $R_{*} \leq R_{1}<R_{2}$, the domain $\Omega_{R_{1}, R_{2}}=$ $B\left(0, R_{2}\right) \backslash \bar{B}\left(0, R_{1}\right)$ is simply connected in $\mathbf{R}^{N}$. It follows from Theorem 3, p. 38, in [11] that there exists a real-valued function $\theta_{R_{1}, R_{2}} \in W^{2, p}\left(\Omega_{R_{1}, R_{2}}\right)(1<p<\infty)$ such that $\tilde{\psi}=e^{i \theta_{R_{1}, R_{2}}}$ on $\Omega_{R_{1}, R_{2}}$. If $R_{*} \leq R_{1}<R_{2}, R_{*} \leq R_{3}<R_{4}$, and $\left(R_{1}, R_{2}\right) \cap\left(R_{3}, R_{4}\right) \neq \emptyset$, then $\tilde{\psi}=e^{i \theta_{R_{1}, R_{2}}}=e^{i \theta_{R_{3}, R_{4}}}$ on $\Omega_{R_{1}, R_{2}} \cap \Omega_{R_{3}, R_{4}}$, and thus $\theta_{R_{3}, R_{4}}-\theta_{R_{1}, R_{2}} \in 2 \pi \mathbf{Z}$ on $\Omega_{R_{1}, R_{2}} \cap \Omega_{R_{3}, R_{4}}$. Since functions in $W^{s, p}\left(\Omega_{R_{1}, R_{2}} \cap \Omega_{R_{3}, R_{4}}\right)$ with values in $\mathbf{Z}$ are constant when $s p \geq 1$ (see Theorem B1, p. 65, in [11]), there exists $k \in \mathbf{Z}$ such that $\theta_{R_{3}, R_{4}}-\theta_{R_{1}, R_{2}}=2 \pi k$ on $\Omega_{R_{1}, R_{2}} \cap \Omega_{R_{3}, R_{4}}$. Let $\left(R_{n}\right)_{n \geq 1}$ be an increasing sequence such that $R_{*}<R_{1}$ and $R_{n} \longrightarrow \infty$. Let $k_{n} \in \mathbf{Z}$ be such that $\theta_{R_{*}, R_{n}}=\theta_{R_{*}, R_{1}}+2 \pi k_{n}$ on $\Omega_{R_{*}, R_{1}}$. Define $\theta(x)=\theta_{R_{*}, R_{n}}(x)-2 \pi k_{n}$ for $x \in \Omega_{R_{*}, R_{n}}$. It is clear that $\theta$ is welldefined on $\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right), \tilde{\psi}=e^{i \theta}$, and $\theta \in W_{l o c}^{2, p}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)\right)$ for any $p \in[1, \infty)$.

Next we consider the case $N=2$. Since $\psi$ is $C^{1}$ and $|\psi| \geq \frac{r_{0}}{2}$ on $\mathbf{R}^{2} \backslash \bar{B}\left(0, R_{*}\right)$, the topological degree $\operatorname{deg}(\psi, \partial B(0, R))$ is well-defined for any $R \geq R_{*}$ and does not depend on $R$. It is well known that $\psi$ admits a $C^{1} \operatorname{lifting} \theta$ (i.e., $\psi=|\psi| e^{i \theta}$ )
on $\mathbf{R}^{2} \backslash \bar{B}\left(0, R_{*}\right)$ if and only if $\operatorname{deg}(\psi, \partial B(0, R))=0$ for $R \geq R_{*}$. Denoting by $\tau=(-\sin \zeta, \cos \zeta)$ the unit tangent vector at $\partial B(0, R)$ at a point $R e^{i \zeta}$, we get

$$
\begin{align*}
& |\operatorname{deg}(\psi, \partial B(0, R))|=\left|\frac{1}{2 i \pi} \int_{0}^{2 \pi} \frac{\frac{\partial}{\partial \zeta}\left(\psi\left(R e^{i \zeta}\right)\right)}{\psi\left(R e^{i \zeta}\right)} d \zeta\right|=\left|\frac{R}{2 i \pi} \int_{0}^{2 \pi} \frac{\frac{\partial \psi}{\partial \tau}\left(R e^{i \zeta}\right)}{\psi\left(R e^{i \zeta}\right)} d \zeta\right|  \tag{2.10}\\
& \leq \frac{R}{2 \pi} \int_{0}^{2 \pi} \frac{2}{r_{0}}\left|\nabla \psi\left(R e^{i \zeta}\right)\right| d \zeta \leq \frac{R}{\pi r_{0}} \sqrt{2 \pi}\left(\int_{0}^{2 \pi}\left|\nabla \psi\left(R e^{i \zeta}\right)\right|^{2} d \zeta\right)^{\frac{1}{2}}
\end{align*}
$$

On the other hand,

$$
\int_{\mathbf{R}^{2} \backslash \bar{B}\left(0, R_{*}\right)}|\nabla \psi(x)|^{2} d x=\int_{R_{*}}^{\infty} R \int_{0}^{2 \pi}\left|\nabla \psi\left(R e^{i \zeta}\right)\right|^{2} d \zeta d R .
$$

We have $\int_{\mathbf{R}^{2} \backslash \bar{B}\left(0, R_{*}\right)}|\nabla \psi(x)|^{2} d x<\infty$ (because $\psi$ has finite energy) and infer that there exists $R_{1}>R_{*}$ such that $R_{1} \int_{0}^{2 \pi}\left|\nabla \psi\left(R_{1} e^{i \zeta}\right)\right|^{2} d \zeta<\frac{\pi r_{0}^{2}}{8} \frac{1}{R_{1}}$. From (2.10) we get

$$
\left|\operatorname{deg}\left(\psi, \partial B\left(0, R_{1}\right)\right)\right|<\frac{R_{1}}{\pi r_{0}} \sqrt{2 \pi}\left(\frac{\pi r_{0}^{2}}{8} \frac{1}{R_{1}^{2}}\right)^{\frac{1}{2}}=\frac{1}{2}
$$

Since the topological degree is an integer, we have necessarily $\operatorname{deg}\left(\psi, \partial B\left(0, R_{1}\right)\right)=0$. Consequently $\operatorname{deg}(\psi, \partial B(0, R))=0$ for any $R \geq R_{*}$ and $\psi$ admits a $C^{1}$ lifting $\theta$. In fact, $\theta \in W_{l o c}^{2, p}\left(\mathbf{R}^{2} \backslash \bar{B}\left(0, R_{*}\right)\right)$ because $\psi \in W_{l o c}^{2, p}\left(\mathbf{R}^{2} \backslash \bar{B}\left(0, R_{*}\right)\right)$ (see Theorem 3, p. 38, in [11]).

If $N=1$, the existence of a lifting $\psi=|\psi| e^{i \theta}$ follows immediately from Theorem 1 , p. 27, in [11].

Finally, it is easy to see that $\left|\frac{\partial \tilde{\psi}}{\partial x_{j}}\right|=\left|\frac{\partial \theta}{\partial x_{j}}\right|$ and $\left|\frac{\partial^{2} \tilde{\psi}}{\partial x_{j} \partial x_{k}}\right|^{2}=\left|\frac{\partial^{2} \theta}{\partial x_{j} \partial x_{k}}\right|^{2}+\left|\frac{\partial \theta}{\partial x_{j}}\right|^{2}\left|\frac{\partial \theta}{\partial x_{k}}\right|^{2}$ $\geq\left|\frac{\partial^{2} \theta}{\partial x_{j} \partial x_{k}}\right|^{2}$, and (i) implies $\nabla \theta \in W^{1, p}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)\right)$ for any $p \in[2, \infty)$.
3. An integral identity. The main result of this section is given by the next theorem.

Theorem 3.1. Assume that (H1)-(H5) hold. Let $\psi=\psi_{1}+i \psi_{2}$ be a finite-energy traveling wave for (1.1) such that $F\left(\cdot,|\psi|^{2}\right) \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Let $R_{*}$ be sufficiently big, so that $|\psi| \geq \frac{r_{0}}{2}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)$, and let $\theta$ be the lifting given by Proposition 2.5 (ii). Let $\chi \in C^{\infty}\left(\mathbf{R}^{N}\right)$ be a cut-off function such that $\chi=0$ on $B\left(0,2 R_{*}\right)$ and $\chi=1$ on $\mathbf{R}^{N} \backslash B\left(0,3 R_{*}\right)$. Then the following hold:
(i) The functions $F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)$ and $G_{j}=\psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}}-$ $r_{0}^{2} \frac{\partial}{\partial x_{j}}(\chi \theta), j=1, \ldots, N$, belong to $L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ 。 (We always extend $\chi \theta$ by zero on $\bar{B}\left(0, R_{*}\right)$.)
(ii) If $N \geq 2$ and $c^{2}>v_{s}^{2}$, we have the identity

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}|\nabla \psi|^{2}-F\left(x,|\psi|^{2}\right)|\psi|^{2}-\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right) d x \\
& =c\left(1-\frac{v_{s}^{2}}{c^{2}}\right) \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial}{\partial x_{1}}(\chi \theta) d x \tag{3.1}
\end{align*}
$$

(iii) Identity (3.1) holds if $c^{2}=v_{s}^{2}$ and either

- $N=2$ or
- $N \geq 3$, and we assume in addition that $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$.

Proof. (i) Let $R_{0}, \eta, M$ be as in (H5) and take $R_{1}>R_{0}$ such that $|\psi|^{2}(x) \in$ $\left(r_{0}^{2}-\eta, r_{0}^{2}+\eta\right)$ for $x \in \mathbf{R}^{N} \backslash B\left(0, R_{1}\right)$. Using (2.7) and the fact that $v_{s}^{2}=2 L r_{0}^{2}$ we get

$$
\begin{align*}
& F\left(x,|\psi|^{2}(x)\right)|\psi|^{2}(x)+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}(x)-r_{0}^{2}\right)=F\left(x, r_{0}^{2}\right)|\psi|^{2}(x) \\
& +\left(|\psi|^{2}(x)-r_{0}^{2}\right)\left[\partial_{N+1} F\left(x, r_{0}^{2}\right)+L\right]|\psi|^{2}(x)-L\left(|\psi|^{2}(x)-r_{0}^{2}\right)^{2}  \tag{3.2}\\
& +|\psi|^{2}(x) \int_{r_{0}^{2}}^{|\psi|^{2}(x)}\left(|\psi|^{2}(x)-\tau\right) \partial_{N+1}^{2} F(x, \tau) d \tau \quad \text { for any }|x| \geq R_{1}
\end{align*}
$$

Since $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$ by Proposition 2.2 (i) and $F\left(\cdot, r_{0}^{2}\right) \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ by (H1) and (H3), we infer that $F\left(\cdot, r_{0}^{2}\right)|\psi|^{2} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.

We have $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$, $\partial_{N+1} F\left(\cdot, r_{0}^{2}\right)+L \in L^{p_{0}} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ by (H4) and $|\psi|^{2}-r_{0}^{2} \in$ $L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ by Lemma 2.4; hence $\left(|\psi|^{2}-r_{0}^{2}\right)\left[\partial_{N+1} F\left(\cdot, r_{0}^{2}\right)+L\right]|\psi|^{2} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.

From Proposition 2.2 (i), Lemma 2.4, and (2.9) it follows that the last two terms on the right-hand side of (3.2) are in $L^{1} \cap L^{\infty}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{1}\right)\right)$. Hence $F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+$ $\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{1}\right)\right)$. Clearly, the function $F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-\right.$ $\left.r_{0}^{2}\right)$ is bounded on $\bar{B}\left(0, R_{1}\right)$; therefore this function belongs to $L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.

Since $\psi_{1}=|\psi| \cos \theta$ and $\psi_{2}=|\psi| \sin \theta$, a straightforward computation gives

$$
\begin{equation*}
\psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}}=\left(\psi_{1}^{2}+\psi_{2}^{2}\right) \frac{\partial \theta}{\partial x_{j}} \quad \text { on } \mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right) \tag{3.3}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}}-r_{0}^{2} \frac{\partial}{\partial x_{j}}(\chi \theta)=\left(|\psi|^{2}-r_{0}^{2}\right) \frac{\partial \theta}{\partial x_{j}} \quad \text { on } \mathbf{R}^{N} \backslash \bar{B}\left(0,3 R_{*}\right) \tag{3.4}
\end{equation*}
$$

From Lemma 2.4, Proposition 2.5 (ii), and the Sobolev embedding theorem we have $|\psi|^{2}-r_{0}^{2} \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ and $\frac{\partial \theta}{\partial x_{j}} \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)\right)$, respectively. Identity (3.4) implies $G_{j} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N} \backslash \bar{B}\left(0,3 R_{*}\right)\right)$. Since $G_{j}$ is continuous on $\mathbf{R}^{N}$, we conclude that $G_{j} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$.
(ii) Equation (1.7) is equivalent to the system

$$
\begin{align*}
c \frac{\partial \psi_{2}}{\partial x_{1}}+\Delta \psi_{1}+F\left(x,|\psi|^{2}\right) \psi_{1}=0 & \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)  \tag{3.5}\\
-c \frac{\partial \psi_{1}}{\partial x_{1}}+\Delta \psi_{2}+F\left(x,|\psi|^{2}\right) \psi_{2}=0 & \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right) \tag{3.6}
\end{align*}
$$

In view of Proposition 2.2 (i), equalities (3.5) and (3.6) hold in $L_{l o c}^{p}\left(\mathbf{R}^{N}\right)$ for $1 \leq$ $p<\infty$. Multiplying (3.5) by $\psi_{2}$ and (3.6) by $\psi_{1}$ and then subtracting the resulting equalities gives us

$$
\begin{equation*}
\frac{c}{2} \frac{\partial}{\partial x_{1}}\left(|\psi|^{2}-r_{0}^{2}\right)=\operatorname{div}\left(\psi_{1} \nabla \psi_{2}-\psi_{2} \nabla \psi_{1}\right) \tag{3.7}
\end{equation*}
$$

We multiply (3.5) by $\psi_{1}$ and (3.6) by $\psi_{2}$, then add the corresponding equalities to obtain

$$
\begin{equation*}
\left|\nabla \psi_{1}\right|^{2}+\left|\nabla \psi_{2}\right|^{2}-F\left(x,|\psi|^{2}\right)|\psi|^{2}-c\left(\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}\right)=\frac{1}{2} \Delta\left(|\psi|^{2}-r_{0}^{2}\right) \tag{3.8}
\end{equation*}
$$

From (3.7) and (3.8) we get

$$
\begin{equation*}
\frac{c}{2} \frac{\partial}{\partial x_{1}}\left(|\psi|^{2}-r_{0}^{2}\right)=\operatorname{div}\left(\psi_{1} \nabla \psi_{2}-\psi_{2} \nabla \psi_{1}-r_{0}^{2} \nabla(\chi \theta)\right)+r_{0}^{2} \Delta(\chi \theta) \tag{3.9}
\end{equation*}
$$

respectively,

$$
\begin{align*}
& \frac{1}{2} \Delta\left(|\psi|^{2}-r_{0}^{2}\right)-\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)=\left|\nabla \psi_{1}\right|^{2}+\left|\nabla \psi_{2}\right|^{2}-F\left(x,|\psi|^{2}\right)|\psi|^{2}-\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)  \tag{3.10}\\
& \quad-c\left(\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial}{\partial x_{1}}(\chi \theta)\right)-c r_{0}^{2} \frac{\partial}{\partial x_{1}}(\chi \theta)
\end{align*}
$$

Since $\psi \in W_{l o c}^{2, p}\left(\mathbf{R}^{N}\right)$, equalities (3.7)-(3.10) hold in $L_{l o c}^{p}\left(\mathbf{R}^{N}\right)$ for $1 \leq p<\infty$. We denote
$H=\left|\nabla \psi_{1}\right|^{2}+\left|\nabla \psi_{2}\right|^{2}-F\left(x,|\psi|^{2}\right)|\psi|^{2}-\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)-c\left(\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial}{\partial x_{1}}(\chi \theta)\right)$.
We take the derivative of (3.9) with respect to $x_{1}$ (in $\mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)$ ), multiply it by $c$, and then take the Laplacian of (3.10) (in $\mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)$ ). Summing up the resulting equalities, we obtain

$$
\begin{equation*}
\frac{1}{2}\left(\Delta^{2}-v_{s}^{2} \Delta+c^{2} \frac{\partial^{2}}{\partial x_{1}^{2}}\right)\left(|\psi|^{2}-r_{0}^{2}\right)=\Delta H+c \frac{\partial}{\partial x_{1}}(\operatorname{div}(G)) \quad \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right) \tag{3.11}
\end{equation*}
$$

From (i) we have $H, G_{1}, \ldots, G_{N} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$, and we know from Lemma 2.4 that $|\psi|^{2}-r_{0}^{2} \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$. Therefore $H, G_{1}, \ldots, G_{N},|\psi|^{2}-r_{0}^{2} \in \mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right)$, and we infer that, in fact, equality (3.11) holds in $\mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right)$. Taking the Fourier transform of (3.11) we get

$$
\begin{equation*}
\frac{1}{2}\left(|\xi|^{4}+v_{s}^{2}|\xi|^{2}-c^{2} \xi_{1}^{2}\right) \mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)=-|\xi|^{2} \widehat{H}-c \sum_{k=1}^{N} \xi_{1} \xi_{k} \widehat{G_{k}} \quad \text { in } \mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right) \tag{3.12}
\end{equation*}
$$

We have $\widehat{H}, \widehat{G_{k}} \in L^{\infty} \cap C^{0}\left(\mathbf{R}^{N}\right)$ because $H, G_{k} \in L^{1}\left(\mathbf{R}^{N}\right)$. Thus the right-hand side of (3.12) is a continuous function on $\mathbf{R}^{N}$. Since $|\psi|^{2}-r_{0}^{2} \in L^{2}\left(\mathbf{R}^{N}\right)$, we have $\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{2}\left(\mathbf{R}^{N}\right)$ and infer that the left-hand side of (3.12) belongs to $L_{l o c}^{2}\left(\mathbf{R}^{N}\right)$ and (3.12) holds a.e. on $\mathbf{R}^{N}$.

We denote

$$
\Gamma=\left\{\left.\xi \in \mathbf{R}^{N}| | \xi\right|^{4}+v_{s}^{2}|\xi|^{2}-c^{2} \xi_{1}^{2}=0\right\}
$$

If $c^{2} \leq v_{s}^{2}$, we have $\Gamma=\{0\}$. If $c^{2}>v_{s}^{2}$, it is easy to see that $\Gamma$ is a nontrivial submanifold of $\mathbf{R}^{N}$. In the latter case, we claim that

$$
\begin{equation*}
|\xi|^{2} \widehat{H}(\xi)+c \sum_{k=1}^{N} \xi_{1} \xi_{k} \widehat{G_{k}}(\xi)=0 \quad \text { for any } \xi \in \Gamma \tag{3.13}
\end{equation*}
$$

To prove this claim, we argue by contradiction and suppose that there exists $\xi^{0} \in \Gamma$ such that $\left|\xi^{0}\right|^{2} \widehat{H}\left(\xi^{0}\right)+c \sum_{k=1}^{N} \xi_{1}^{0} \xi_{k}^{0} \widehat{G_{k}}\left(\xi^{0}\right) \neq 0$. By continuity, there exist
$m>0$ and a neighborhood $U$ of $\xi_{0}$ such that $\left||\xi|^{2} \widehat{H}+c \sum_{k=1}^{N} \xi_{1} \xi_{k} \widehat{G_{k}}\right| \geq m$ on $U$.
From (3.12) we infer that

$$
\left|\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)(\xi)\right| \geq \frac{2 m}{\left.\left||\xi|^{4}+v_{s}^{2}\right| \xi\right|^{2}-c^{2} \xi_{1}^{2} \mid} \quad \text { a.e. on } U \backslash \Gamma \text {. }
$$

Since 0 and $\left(\sqrt{c^{2}-v_{s}^{2}}, 0, \ldots, 0\right)$ are not isolated points of $\Gamma$, we may assume that $\xi^{0} \neq 0$ and $\xi^{0} \neq\left(\sqrt{c^{2}-v_{s}^{2}}, 0, \ldots, 0\right)$. A straightforward computation (details can be found in [17, p. 98] in the case $v_{s}^{2}=2$; the general case is similar) shows that

$$
\int_{U \backslash \Gamma} \frac{1}{|\xi|^{4}+v_{s}^{2}|\xi|^{2}-\left.c^{2} \xi_{1}^{2}\right|^{2}} d \xi=\infty
$$

consequently $\int_{U \backslash \Gamma}\left|\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)(\xi)\right|^{2} d \xi=\infty$. But this is in contradiction with $\mathcal{F}\left(|\psi|^{2}-\right.$ $\left.r_{0}^{2}\right) \in L^{2}\left(\mathbf{R}^{N}\right)$ and the claim is proved.

It is not difficult to see that $\Gamma=\left\{\left(\xi_{1}, \xi^{\prime}\right) \in \mathbf{R} \times\left.\mathbf{R}^{N-1}|\quad| \xi^{\prime}\right|^{2}=\frac{1}{2}\left(-v_{s}^{2}-2 \xi_{1}^{2}+\right.\right.$ $\left.\left.\sqrt{v_{s}^{4}+4 c^{2} \xi_{1}^{2}}\right)\right\}$. Let $f(t)=\sqrt{\frac{1}{2}\left(-v_{s}^{2}-2 t^{2}+\sqrt{v_{s}^{4}+4 c^{2} t^{2}}\right)}$. The function $f$ is welldefined for $t \in\left[-\sqrt{c^{2}-v_{s}^{2}}, \sqrt{c^{2}-v_{s}^{2}}\right], \quad f(0)=0$, and $\lim _{t \rightarrow 0} \frac{f^{2}(t)}{t^{2}}=-1+\frac{c^{2}}{v_{s}^{2}}$. Fix $j \in\{2, \ldots, N\}$. For $t \in\left(0, \sqrt{c^{2}-v_{s}^{2}}\right]$, let $\xi(t)=(t, 0, \ldots, 0, f(t), 0, \ldots, 0)$ and $^{s} \tilde{\xi}(t)=$ $(t, 0, \ldots, 0,-f(t), 0, \ldots, 0)$, where $f(t)$, respectively, $-f(t)$, stand at the $j$ th place. It is obvious that $\xi(t), \tilde{\xi}(t) \in \Gamma$. From (3.13) we obtain, respectively,

$$
\begin{align*}
& \left(t^{2}+f^{2}(t)\right) \widehat{H}(\xi(t))+c t^{2} \widehat{G_{1}}(\xi(t))+c t f(t) \widehat{G_{j}}(\xi(t))=0  \tag{3.14}\\
& \left(t^{2}+f^{2}(t)\right) \widehat{H}(\tilde{\xi}(t))+c t^{2} \widehat{G_{1}}(\tilde{\xi}(t))-c t f(t) \widehat{G_{j}}(\tilde{\xi}(t))=0 \tag{3.15}
\end{align*}
$$

We multiply (3.14) and (3.15) by $\frac{1}{t^{2}}$, then pass to the limit as $t \downarrow 0$ to obtain, respectively,

$$
\begin{align*}
& \frac{c^{2}}{v_{s}^{2}} \widehat{H}(0)+c \widehat{G_{1}}(0)+c \sqrt{-1+\frac{c^{2}}{v_{s}^{2}}} \widehat{G_{j}}(0)=0,  \tag{3.16}\\
& \frac{c^{2}}{v_{s}^{2}} \widehat{H}(0)+c \widehat{G_{1}}(0)-c \sqrt{-1+\frac{c^{2}}{v_{s}^{2}}} \widehat{G_{j}}(0)=0 \tag{3.17}
\end{align*}
$$

From (3.16) and (3.17) we infer that $\frac{c^{2}}{v_{s}^{2}} \widehat{H}(0)+c \widehat{G_{1}}(0)=0$ and $\widehat{G_{j}}(0)=0$, that is, $\int_{\mathbf{R}^{N}} H(x)+\frac{v_{s}^{2}}{c} G_{1}(x) d x=0$ and $\int_{\mathbf{R}^{N}}^{s} G_{j}(x) d x=0$. The first of these integral identities is exactly (3.1) and the latter can be written as

$$
\begin{equation*}
\int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}}-r_{0}^{2} \frac{\partial}{\partial x_{j}}(\chi \theta) d x=0 \quad \text { for } j=2, \ldots, N \tag{3.18}
\end{equation*}
$$

(iii) Assume that $c^{2}=v_{s}^{2}$. Then (3.1) is equivalent to $\widehat{H}(0)+c \widehat{G_{1}}(0)=0$. Denoting $\xi=\left(\xi_{1}, \xi^{\prime}\right)$, where $\xi^{\prime}=\left(\xi_{2}, \ldots, \xi_{N}\right)$, identity (3.12) implies

$$
\begin{align*}
& \mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)(\xi)=-2 \frac{\xi_{1}^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\left(\widehat{H}(\xi)+c \widehat{G_{1}}(\xi)\right) \\
& -2 c \sum_{k=2}^{N} \frac{\xi_{1} \xi_{k}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}} \widehat{G_{k}}(\xi)-2 \frac{\left|\xi^{\prime}\right|^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}} \widehat{H}(\xi) \quad \text { a.e. } \xi \in \mathbf{R}^{N} \tag{3.19}
\end{align*}
$$

For $\varepsilon \in(0,1]$, we denote $\Omega_{\varepsilon}=\left\{\left(\xi_{1}, \xi^{\prime}\right) \in \mathbf{R} \times \mathbf{R}^{N-1}\left|\xi_{1} \in[0, \varepsilon], 0 \leq\left|\xi^{\prime}\right| \leq \xi_{1}\right\}\right.$. We will use the following lemma.

Lemma 3.2. Let $N \geq 2$ and $k \in\{2, \ldots, N\}$.
(i) The function $\xi \longmapsto \frac{\xi_{1}^{2}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}$ belongs to $L^{p}\left(\Omega_{\varepsilon}\right)$ if and only if $p<N-\frac{1}{2}$.
(ii) The function $\xi \longmapsto \frac{\xi_{1} \xi_{k}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}$ belongs to $L^{p}\left(\Omega_{\varepsilon}\right)$ for any $p \in[1,2 N-1)$.

Proof of Lemma 3.2. (i) Using Fubini's theorem for positive functions, then passing to spherical coordinates in $\mathbf{R}^{N-1}$ and making the change of variables $r=\xi_{1}^{2} t$ we get

$$
\begin{align*}
& \int_{\Omega_{\varepsilon}}\left(\frac{\xi_{1}^{2}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\right)^{p} d \xi=\int_{0}^{\varepsilon} \xi_{1}^{2 p} \int_{\left\{\left|\xi^{\prime}\right| \leq \xi_{1}\right\}} \frac{1}{\left(\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}\right)^{p}} d \xi^{\prime} d \xi_{1}  \tag{3.20}\\
& =\int_{0}^{\varepsilon} \xi_{1}^{2 p}\left|S^{N-2}\right| \int_{0}^{\xi_{1}} \frac{r^{N-2}}{\left(\xi_{1}^{4}+c^{2} r^{2}\right)^{p}} d r d \xi_{1} \\
& =\left|S^{N-2}\right| \int_{0}^{\varepsilon} \xi_{1}^{2 p} \int_{0}^{\frac{1}{\xi_{1}}} \frac{\left(\xi_{1}^{2} t\right)^{N-2}}{\left(\xi_{1}^{4}+c^{2} \xi_{1}^{4} t^{2}\right)^{p}} \xi_{1}^{2} d t d \xi_{1} \quad \text { (change of variables } r=\xi_{1}^{2} t \text { ) } \\
& =\left|S^{N-2}\right| \int_{0}^{\varepsilon} \xi_{1}^{2(N-1-p)} \int_{0}^{\frac{1}{\xi_{1}}} \frac{t^{N-2}}{\left(1+c^{2} t^{2}\right)^{p}} d t d \xi_{1}
\end{align*}
$$

Assume that $p<N-\frac{1}{2}$. Obviously $\frac{t^{N-2}}{\left(1+c^{2} t^{2}\right)^{p}} \leq 1$ for $t \in[0,1]$ and $\frac{t^{2}}{1+c^{2} t^{2}} \leq \frac{1}{c^{2}}$, and thus we have

$$
\int_{0}^{\frac{1}{\xi_{1}}} \frac{t^{N-2}}{\left(1+c^{2} t^{2}\right)^{p}} d t \leq 1+\frac{1}{c^{2 p}} \int_{1}^{\frac{1}{\xi_{1}}} t^{N-2 p-2} d t= \begin{cases}C_{1}+\frac{C_{2}}{\xi_{1}^{N-2 p-1}} & \text { if } p \neq \frac{N-1}{2} \\ C_{3}+C_{4} \ln \xi_{1} & \text { if } p=\frac{N-1}{2}\end{cases}
$$

where $C_{j}$ are some positive constants. This estimate implies that the right-hand side of (3.20) is finite if $p<N-\frac{1}{2}$.

If $p \geq N-\frac{1}{2}$, denote $c_{p}=\int_{0}^{1} \frac{t^{N-2}}{\left(1+c^{2} t^{2}\right)^{p}} d t>0$. Since $\frac{1}{\xi_{1}}>1$ for $\xi_{1} \in(0, \varepsilon)$, the right-hand side of (3.20) is greater than $\left|S^{N-2}\right| c_{p} \int_{0}^{\varepsilon} \xi_{1}^{2(N-1-p)} d \xi_{1}=\infty$.
(ii) Proceeding as above, we have

$$
\begin{align*}
& \int_{\Omega_{\varepsilon}}\left|\frac{\xi_{1} \xi_{k}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\right|^{p} d \xi \leq \int_{\Omega_{\varepsilon}} \frac{\xi_{1}^{p}\left|\xi^{\prime}\right|^{p}}{\left(\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}\right)^{p}} d \xi=\int_{0}^{\varepsilon} \xi_{1}^{p}\left|S^{N-2}\right| \int_{0}^{\xi_{1}} \frac{r^{p+N-2}}{\left(\xi_{1}^{4}+c^{2} r^{2}\right)^{p}} d r d \xi_{1}  \tag{3.21}\\
& =\left|S^{N-2}\right| \int_{0}^{\varepsilon} \xi_{1}^{p} \int_{0}^{\frac{1}{\xi_{1}}} \frac{\left(\xi_{1}^{2} t\right)^{p+N-2}}{\left(\xi_{1}^{4}+c^{2} \xi_{1}^{4} t^{2}\right)^{p}} \xi_{1}^{2} d t d \xi_{1} \quad \quad \text { (change of variables } r=\xi_{1}^{2} t \text { ) } \\
& =\left|S^{N-2}\right| \int_{0}^{\varepsilon} \xi_{1}^{2 N-p-2} \int_{0}^{\frac{1}{\xi_{1}}} \frac{t^{p+N-2}}{\left(1+c^{2} t^{2}\right)^{p}} d t d \xi_{1}
\end{align*}
$$

As previously,

$$
\int_{0}^{\frac{1}{\xi_{1}}} \frac{t^{p+N-2}}{\left(1+c^{2} t^{2}\right)^{p}} d t<\frac{1}{c^{2 p}} \int_{0}^{\frac{1}{\xi_{1}}} t^{N-p-2} d t=\frac{1}{c^{2 p}(N-p-1)} \frac{1}{\xi_{1}^{N-p-1}} \quad \text { if } N-p-1>0
$$

Therefore in the case $p<N-1$, the right-hand side of (3.21) is less than $C \int_{0}^{\varepsilon} \xi_{1}^{N-1} d \xi_{1}$ $<\infty$. If $p>N-1$, the integral $\int_{0}^{\infty} \frac{t^{p+N-2}}{\left(1+c^{2} t^{2}\right)^{p}} d t$ converges. Let $a_{p}$ be its value. If
$N-1<p<2 N-1$, we get $\int_{\Omega_{\varepsilon}}\left|\frac{\xi_{1} \xi_{k}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\right|^{p} d \xi \leq\left|S^{N-2}\right| a_{p} \int_{0}^{\varepsilon} \xi_{1}^{2 N-2-p} d \xi_{1}<\infty$ by (3.21).

Remark. It can be proved that the function $\xi \longmapsto \frac{\xi_{1} \xi_{k}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}$ does not belong to $L^{p}\left(\Omega_{\varepsilon}\right)$ if $p \geq 2 N-1$, but we will not make use of this fact here.

Now we come back to the proof of Theorem 3.1. All we have to do is to show that $\widehat{H}(0)+c \widehat{G_{1}}(0)=0$. We argue by contradiction and assume that $\widehat{H}(0)+c \widehat{G_{1}}(0) \neq$ 0 . Since the functions $\widehat{H}$ and $\widehat{G_{j}}$ are continuous, there exists $\varepsilon \in(0,1)$ such that $\left|\widehat{H}(\xi)+c \widehat{G_{1}}(\xi)\right| \geq \frac{1}{2}\left|\widehat{H}(0)+c \widehat{G_{1}}(0)\right|$ for any $\xi \in \Omega_{\varepsilon}$. Taking a smaller $\varepsilon$ if necessary, we may also assume that $|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2} \leq 2\left(\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}\right)$ for any $\xi \in \Omega_{\varepsilon}$. By (3.19) we have

$$
\begin{align*}
& \frac{1}{2} \frac{\xi_{1}^{2}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\left|\widehat{H}(0)+c \widehat{G_{1}}(0)\right| \leq 2 \frac{\xi_{1}^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\left|\widehat{H}(\xi)+c \widehat{G_{1}}(\xi)\right|  \tag{3.22}\\
& \leq\left|\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)(\xi)\right|+2|c| \sum_{k=2}^{N} \frac{\left|\xi_{1} \xi_{k}\right|}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}\left|\widehat{G_{k}}(\xi)\right|+2 \frac{\left|\xi^{\prime}\right|^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}|\widehat{H}(\xi)| \quad \text { a.e. on } \Omega_{\varepsilon}
\end{align*}
$$

Consider first the case $N=2$. We know that $\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{2}\left(\mathbf{R}^{2}\right)$, and consequently $\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{p}\left(\Omega_{\varepsilon}\right)$ for any $p \in[1,2]$. Since $\widehat{G_{k}}$ are continuous and bounded, by Lemma 3.2 (ii) we infer that the functions $\xi \longmapsto \frac{\xi_{1} \xi_{k}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}} \widehat{G_{k}}(\xi)$ belong to $L^{p}\left(\Omega_{\varepsilon}\right)$ for any $p \in[1,3)$. It is obvious that $\frac{\left|\xi^{\prime}\right|^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}|\widehat{H}(\xi)| \leq \frac{1}{c^{2}}|\widehat{H}(\xi)|$ and $\widehat{H}$ is continuous and bounded on $\mathbf{R}^{N}$. We conclude that the right-hand side of (3.22) belongs to $L^{p}\left(\Omega_{\varepsilon}\right)$ for any $p \in[1,2]$. Then (3.22) implies that $\xi \longmapsto \frac{\xi_{1}^{2}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}$ belongs to $L^{2}\left(\Omega_{\varepsilon}\right)$, which contradicts Lemma 3.2 (i). This contradiction proves that $\widehat{H}(0)+c \widehat{G_{1}}(0)=0$.

Next we assume that $N \geq 3$ and $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$. Equation (3.8) can be written as

$$
\begin{align*}
& -\frac{1}{2} \Delta\left(|\psi|^{2}-r_{0}^{2}\right)+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right) \\
= & -\left|\nabla \psi_{1}\right|^{2}-\left|\nabla \psi_{2}\right|^{2}+F\left(x,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)+c\left(\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}\right) . \tag{3.23}
\end{align*}
$$

We have already proved that $F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$. From Proposition 2.5 (i) we have $|\nabla \psi|^{2} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p \in[1, \infty]$. Using the assumption $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$, we infer that the right-hand side of (3.23) belongs to $L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$. By the Hausdorff-Young inequality, for any function $f \in L^{p}\left(\mathbf{R}^{N}\right)$ with $1 \leq p \leq 2$ we have $\mathcal{F}(f) \in L^{p^{\prime}}\left(\mathbf{R}^{N}\right)$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ (see, e.g., Theorem 1.2.1, p. 6 , in [4]). Passing to Fourier transforms in (3.23) we get

$$
\begin{align*}
\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)(\xi)= & \frac{2}{|\xi|^{2}+v_{s}^{2}} \mathcal{F}\left[-|\nabla \psi|^{2}+\left(F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)\right)\right.  \tag{3.24}\\
& \left.+c\left(\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}\right)\right](\xi) \quad \text { a.e. } \xi \in \mathbf{R}^{N}
\end{align*}
$$

We obtain from (3.24) that $\mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{N-\frac{1}{2}}\left(\mathbf{R}^{N}\right)$. Combined with Lemma 3.2 (ii) and the fact that $\widehat{H}, \widehat{G_{j}}$, and $\xi \longmapsto \frac{\left|\xi^{\prime}\right|^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}$ are bounded, this implies that the last
expression in (3.22) is in $L^{N-\frac{1}{2}}\left(\Omega_{\varepsilon}\right)$. We infer that the function $\left.\xi \longmapsto \frac{\xi_{1}^{2}}{\xi_{1}^{4}+c^{2}\left|\xi^{\prime}\right|^{2}} \right\rvert\, \widehat{H}(0)+$ $c \widehat{G_{1}}(0) \mid$ must be in $L^{N-\frac{1}{2}}\left(\Omega_{\varepsilon}\right)$ for any sufficiently small $\varepsilon$. If $\widehat{H}(0)+c \widehat{G_{1}}(0) \neq 0$, this contradicts Lemma 3.2 (i). Thus necessarily $\widehat{H}(0)+c \widehat{G_{1}}(0)=0$ and the proof of Theorem 3.1 is complete.

It is an open problem whether any finite-energy traveling wave $\psi$ of (1.1) moving with speed $c= \pm v_{s}$ satisfies $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$. Even for very particular cases of (1.1), such as the Gross-Pitaevskii equation, the answer to this question is not known. However, we have the following.

Proposition 3.3. Assume that (H1)-(H5) hold and let $\psi=\psi_{1}+i \psi_{2}$ be a finiteenergy traveling wave for (1.1) such that $F\left(\cdot,|\psi|^{2}\right) \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Let $R_{*}$ be sufficiently big so that $|\psi| \geq \frac{r_{0}}{2}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)$, let $\theta$ be the lifting given by Proposition 2.5 (ii), and let $\chi \in C^{\infty}\left(\mathbf{R}^{N}\right)$ be a cut-off function as in Theorem 3.1. Then the following hold:
(i) Let $p \in(1, \infty)$. The following assertions are equivalent:
(a) $\nabla(\chi \theta) \in L^{p}\left(\mathbf{R}^{N}\right)$;
(b) $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $j \in\{1, \ldots, N\}$;
(c) $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{p}\left(\mathbf{R}^{N}\right)$;
(d) $|\psi|^{2}-r_{0}^{2} \in W^{2, p}\left(\mathbf{R}^{N}\right)$;
(e) $|\psi|^{2}-r_{0}^{2} \in L^{p}\left(\mathbf{R}^{N}\right)$.
(ii) If $N \geq 3$, there exists $\theta_{0} \in \mathbf{R}$ such that $\chi \theta-\theta_{0} \in W^{2, q}\left(\mathbf{R}^{N}\right)$ for any $q \in$ $\left[\frac{2 N}{N-2}, \infty\right)$.
Moreover, if $c^{2}=v_{s}^{2}$, we have the following:
(iii) $|\psi|^{2}-r_{0}^{2} \in L^{p}\left(\mathbf{R}^{N}\right)$ and $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p>\frac{2 N-1}{2 N-3}$ and $j \in\{1, \ldots, N\}$.
(iv) $\nabla\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p>\frac{2 N-1}{2 N-2}$.
(v) $\partial_{j, k}^{2}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p \in(1, \infty)$.

Proof. (i) Since $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$ and (3.3) holds, the equivalence (a) $\Leftrightarrow$ (b) is clear. It is also obvious that $(\mathrm{b}) \Rightarrow(\mathrm{c})$.

From the classical Marcinkiewicz theorem (see Theorem 3, p. 96, in [27]) it follows that the functions $\frac{1}{|\xi|^{2}+v_{s}^{2}}, \frac{\xi_{j}}{|\xi|^{2}+v_{s}^{2}}$, and $\frac{\xi_{j} \xi_{k}}{|\xi|^{2}+v_{s}^{2}}$ are $L^{p}$-multipliers for $1<p<$ $\infty$. Assume that $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{p}\left(\mathbf{R}^{N}\right)$. Since $|\nabla \psi|^{2} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ and $F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$ by Theorem 3.1 (i), we have $-|\nabla \psi|^{2}+$ $\left(F\left(\cdot,|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)\right)+c\left(\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}\right) \in L^{p}\left(\mathbf{R}^{N}\right)$ and infer from (3.24) that $|\psi|^{2}-r_{0}^{2} \in W^{2, p}\left(\mathbf{R}^{N}\right)$. Hence (c) $\Rightarrow(\mathrm{d})$. It is obvious that (d) $\Rightarrow$ (e).

It follows from Proposition 2.5 (ii) that $\partial_{k}(\chi \theta) \in \mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right)$. It is then clear that all terms appearing in (3.9) belong to $\mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right)$. We take the derivative of (3.9) with respect to $x_{k}$ (in $\mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right)$ ), then take the Fourier transform of the resulting equality to obtain

$$
r_{0}^{2} \mathcal{F}\left(\frac{\partial}{\partial x_{k}}(\chi \theta)\right)=-\sum_{j=1}^{N} \frac{\xi_{j} \xi_{k}}{|\xi|^{2}} \widehat{G_{j}}+\frac{c}{2} \frac{\xi_{1} \xi_{k}}{|\xi|^{2}} \mathcal{F}\left(|\psi|^{2}-r_{0}^{2}\right)
$$

or, equivalently,

$$
\begin{equation*}
r_{0}^{2} \frac{\partial}{\partial x_{k}}(\chi \theta)=\sum_{j=1}^{N} R_{j} R_{k}\left(G_{j}\right)-\frac{c}{2} R_{1} R_{k}\left(|\psi|^{2}-r_{0}^{2}\right) \tag{3.25}
\end{equation*}
$$

where $R_{j}$ is the Riesz transform, $R_{j} \phi=\mathcal{F}^{-1}\left(i \frac{\xi_{j}}{|\xi|} \widehat{\phi}\right)$. It is well known that the Riesz transform maps continuously $L^{p}\left(\mathbf{R}^{N}\right)$ into $L^{p}\left(\mathbf{R}^{N}\right)$ for $1<p<\infty$ (see, e.g., Theorem 3, p. 96, and Example (iii), p. 95, in [27]). From Theorem 3.1 (i) we have $G_{j} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$; therefore $R_{j} R_{k}\left(G_{j}\right) \in L^{q}\left(\mathbf{R}^{N}\right)$ for any $q \in(1, \infty)$. Assume that $|\psi|^{2}-r_{0}^{2} \in L^{p}\left(\mathbf{R}^{N}\right)$ for some $p \in(1, \infty)$. Then $R_{1} R_{k}\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{p}\left(\mathbf{R}^{N}\right)$ and from (3.25) we infer that $\frac{\partial}{\partial x_{k}}(\chi \theta) \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $k \in\{1, \ldots, N\}$. Thus (e) $\Rightarrow$ (a) and (i) is proved.
(ii) It is well known that for any function $\phi$ satisfying $\nabla \phi \in L^{p}\left(\mathbf{R}^{N}\right)$ with $p<N$, there exists a constant $\lambda$ such that $\phi-\lambda \in L^{p^{*}}\left(\mathbf{R}^{N}\right)$, where $\frac{1}{p^{*}}=\frac{1}{p}-\frac{1}{N}$ (see Theorem 4.5.9 in [20] or Lemma 7 and Remark 4.2 in [15, pp. 774-775] for a different proof). From Proposition 2.5 (ii) we have $\nabla(\chi \theta) \in W^{1, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$. If $N \geq 3$, we infer that there exists $\theta_{0} \in \mathbf{R}$ such that $\chi \theta-\theta_{0} \in L^{q}\left(\mathbf{R}^{N}\right)$ for $q \in\left[\frac{2 N}{N-2}, \infty\right)$. Therefore $\chi \theta-\theta_{0} \in W^{2, q}\left(\mathbf{R}^{N}\right)$ for any $q \in\left[\frac{2 N}{N-2}, \infty\right)$ and, in particular, $\chi \theta-\theta_{0} \longrightarrow 0$ as $|x| \longrightarrow \infty$.
(iii) We will use the following result due to Lizorkin (see Theorem 8, p. 288, in [24]).

Theorem 3.4 (see [24]). Let $\beta \in[0,1)$ and let $K \in L^{\infty}\left(\mathbf{R}^{N}\right) \cap C^{N}\left(\mathbf{R}^{N} \backslash\{0\}\right)$. Assume that

$$
\left(\prod_{j=1}^{N}\left|\xi_{j}\right|^{k_{j}+\beta}\right) \partial_{1}^{k_{1}} \ldots \partial_{N}^{k_{N}} K \in L^{\infty}\left(\mathbf{R}^{N}\right) \quad \text { for any } k_{1}, \ldots, k_{N} \in\{0,1\}
$$

Then $K$ is a Fourier multiplier from $L^{p}\left(\mathbf{R}^{N}\right)$ to $L^{\frac{p}{1-\beta_{p}}}\left(\mathbf{R}^{N}\right)$ for any $p \in\left(1, \frac{1}{\beta}\right)$.
Let $K(\xi)=\frac{|\xi|^{2}}{|\xi|^{4}+c^{2}\left|\xi^{\prime}\right|^{2}}$, where $\xi^{\prime}=\left(\xi_{2}, \ldots, \xi_{N}\right)$. A straightforward but tedious computation shows that $K$ satisfies the assumptions of Lizorkin's theorem for $\beta=$ $\frac{1}{2 N-1}$. From (3.19) we obtain

$$
\begin{align*}
|\psi|^{2}-r_{0}^{2}= & 2 R_{1}^{2}\left(\mathcal{F}^{-1}\left(K\left(\widehat{H}+c \widehat{G_{1}}\right)\right)\right)  \tag{3.26}\\
& +2 c \sum_{j=2}^{N} R_{1} R_{j}\left(\mathcal{F}^{-1}\left(K \widehat{G_{j}}\right)\right)+2 \sum_{j=2}^{N} R_{j}^{2}\left(\mathcal{F}^{-1}(K \widehat{H})\right),
\end{align*}
$$

where $R_{j}$ 's denote Riesz transforms. Since $H, G_{1}, \ldots, G_{N} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$, by (3.26) and Lizorkin's theorem we infer that $|\psi|^{2}-r_{0}^{2} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p \in\left(\frac{2 N-1}{2 N-3}, \infty\right)$. The rest of (iii) follows from part (i), (b) $\Leftrightarrow(\mathrm{e})$.
(iv) and (v) From (iii) and (i), (d) $\Leftrightarrow$ (e) it follows immediately that $|\psi|^{2}-r_{0}^{2} \in$ $W^{2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in\left(\frac{2 N-1}{2 N-3}, \infty\right)$. Using (3.19) we obtain

$$
\begin{align*}
& \partial_{k \ell}^{2}\left(|\psi|^{2}-r_{0}^{2}\right)=2 R_{k} R_{\ell} R_{1}^{2}\left(\mathcal{F}^{-1}\left(|\xi|^{2} K\left(\widehat{H}+c \widehat{G_{1}}\right)\right)\right) \\
& +2 c \sum_{j=2}^{N} R_{k} R_{\ell} R_{1} R_{j}\left(\mathcal{F}^{-1}\left(|\xi|^{2} K \widehat{G_{j}}\right)\right)  \tag{3.27}\\
& +2 \sum_{j=2}^{N} R_{k} R_{\ell} R_{j}^{2}\left(\mathcal{F}^{-1}\left(|\xi|^{2} K \widehat{H}\right)\right) \quad \text { in } \mathcal{S}^{\prime}\left(\mathbf{R}^{N}\right)
\end{align*}
$$

It can be proved by direct computation that the function $|\xi|^{2} K$ satisfies the assumptions of Lizorkin's theorem for $\beta=0$. Consequently $|\xi|^{2} K$ is an $L^{p}$-multiplier for
$1<p<\infty$. Since $H, G_{j} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{N}\right)$, it follows from (3.27) that $\partial_{k \ell}^{2}\left(|\psi|^{2}-r_{0}^{2}\right) \in$ $L^{p}\left(\mathbf{R}^{N}\right)$ for $1<p<\infty$.

By using the Gagliardo-Nirenberg inequality

$$
\|\nabla \phi\|_{L^{p}}^{2} \leq C\|\phi\|_{L^{q}}\left\|\nabla^{2} \phi\right\|_{L^{r}} \quad \text { if } \quad \frac{1}{p}=\frac{1}{2}\left(\frac{1}{q}+\frac{1}{r}\right)
$$

we infer that $\nabla\left(|\psi|^{2}-r_{0}^{2}\right) \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p>\frac{2 N-1}{2 N-2}$. $\quad \square$
Corollary 3.5. Under the assumptions of Theorem 3.1, assume that $N \geq 3$, $c^{2}=v_{s}^{2}$, and the momentum of $\psi$ with respect to the $x_{1}$-direction is well-defined, that is, $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{1}\left(\mathbf{R}^{N}\right)$. Then $\psi$ satisfies (3.1).

Proof. From Proposition 3.3 (iii) and (i) we have $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{p}\left(\mathbf{R}^{N}\right)$ for $p \in$ $\left(\frac{2 N-1}{2 N-3}, \infty\right)$. Then the assumption $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{1}\left(\mathbf{R}^{N}\right)$ implies $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in$ $L^{p}\left(\mathbf{R}^{N}\right)$ for any $p \in[1, \infty)$. Now the conclusion follows from Theorem 3.1 (iii).
4. Nonexistence results. In this section we show how Theorem 3.1 may be used to prove nonexistence of supersonic and sonic traveling waves with finite energy for some equations of type (1.1).
4.1. Equations invariant by translations. We consider the equation

$$
\begin{equation*}
i \frac{\partial \Phi}{\partial t}+\Delta \Phi+G\left(|\Phi|^{2}\right) \Phi=0 \quad \text { in } \mathbf{R}^{N} \tag{4.1}
\end{equation*}
$$

We assume that the function $G:[0, \infty) \longrightarrow \mathbf{R}$ satisfies the following assumptions:

- (A1) $G \in C^{2}([0, \infty), \mathbf{R})$ and there exists $r_{0}>0$ such that $G\left(r_{0}^{2}\right)=0$ and $G^{\prime}\left(r_{0}^{2}\right)<0$.
- (A2) There exists $\alpha>0$ such that $\limsup _{s \rightarrow \infty} \frac{G(s)}{s^{\alpha}}<0$.

Obviously, (4.1) is of the form (1.1). As previously, we associate to (4.1) the "boundary condition" $|\Phi| \longrightarrow r_{0}^{2}$ as $|x| \longrightarrow \infty$. In this context, the sound velocity at infinity is $v_{s}=r_{0} \sqrt{-2 G^{\prime}\left(r_{0}^{2}\right)}$. The energy corresponding to (4.1) is $E(\Phi)=\int_{\mathbf{R}^{N}}|\nabla \Phi|^{2} d x+$ $\int_{\mathbf{R}^{N}} V\left(|\Phi|^{2}\right) d x$, where $V(s)=\int_{s}^{r_{0}^{2}} G(\tau) d \tau$. Let $\psi$ be a finite-energy traveling wave for (4.1) (in the sense of Definition 2.1) moving with speed $c$. Then $\psi$ satisfies the equation

$$
\begin{equation*}
-i c \frac{\partial \psi}{\partial x_{1}}+\Delta \psi+G\left(|\psi|^{2}\right) \psi=0 \quad \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right), \quad|\psi| \longrightarrow r_{0} \quad \text { as }|x| \longrightarrow \infty \tag{4.2}
\end{equation*}
$$

If $G$ satisfies (A1)-(A2), it is easy to see that $F(x, s):=G(s)$ satisfies the assumptions (H1)-(H5) in section 2 (with $L=-G^{\prime}\left(r_{0}^{2}\right)$ ). It is then clear that the conclusions of Propositions 2.2 and 2.5 and Theorem 3.1 (i) are valid for $\psi$. Moreover, we have the following.

Proposition 4.1 (Pohozaev identities). Let $\psi$ be as above. Choose $R_{*}>0$ such that $|\psi| \geq \frac{r_{0}}{2}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)$. Let $\theta$ be the lifting of $\frac{\psi}{|\psi|}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)$ (as given by Proposition 2.5 (ii)) and let $\chi$ be a cut-off function as in Theorem 3.1. The following identities hold:

$$
\begin{equation*}
-\int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2} d x+\int_{\mathbf{R}^{N}} \sum_{j=2}^{N}\left|\frac{\partial \psi}{\partial x_{j}}\right|^{2} d x+\int_{\mathbf{R}^{N}} V\left(|\psi|^{2}\right) d x=0 \tag{4.3}
\end{equation*}
$$

$$
\begin{align*}
& -\int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2} d x+\int_{\mathbf{R}^{N}} \sum_{j=1, j \neq k}^{N}\left|\frac{\partial \psi}{\partial x_{j}}\right|^{2} d x+\int_{\mathbf{R}^{N}} V\left(|\psi|^{2}\right) d x  \tag{4.4}\\
& \quad-c \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial}{\partial x_{1}}(\chi \theta) d x=0 \quad \text { for } k=2, \ldots, N .
\end{align*}
$$

It is worth noting that Proposition 4.1 is valid for any speed $c \in \mathbf{R}$.
Proof. Since the arguments are rather classical, we only sketch the proof.
Formally, traveling waves are critical points of the functional $E_{c}=E+c P_{1}$, where $E$ is the energy and $P_{1}$ is the momentum with respect to the $x_{1}$-direction (see (1.3)). Identities (4.3) and (4.4) are simple consequences of the behavior of $E_{c}$ with respect to dilations in $\mathbf{R}^{N}$. To be more precise, define $\psi_{k, t}(x)=\psi\left(x_{1}, \ldots, x_{k-1}, t x_{k}, x_{k+1}, \ldots\right.$, $\left.x_{N}\right)$ and $g_{k}(t)=E_{c}\left(\psi_{k, t}\right)$. If $\psi$ is a critical point of $E_{c}$, one would expect that $g_{k}^{\prime}(1)=\left.\frac{d}{d t}\left(E_{c}\left(\psi_{k, t}\right)\right)\right|_{t=1}=0$, and this is precisely (4.3) if $k=1$, respectively, (4.4) if $k \geq 2$. However, this argument is not rigorous for at least two reasons. First, it is not clear what function space one should consider to define $E_{c}$ (and this could not be a vector space because of the boundary conditions at infinity). Second, even if an appropriate function space is found, we do not know whether $\left.\frac{d}{d t}\left(\psi_{k, t}\right)\right|_{t=1}=x_{k} \frac{\partial \psi}{\partial x_{k}}$ belong to the tangent space at $\psi$ of the considered function space.

The most convenient way to prove Pohozaev identities is to use a truncation argument. Fix a function $\eta \in C_{c}^{\infty}\left(\mathbf{R}^{N}\right)$ such that $\eta=1$ on $B(0,1)$ and $\eta=0$ on $\mathbf{R}^{N} \backslash B(0,2)$. For $n \geq 1$, define $\eta_{n}(x)=\eta\left(\frac{x}{n}\right)$. We take the scalar product of (4.2) by $x_{k} \eta_{n}(x) \frac{\partial \psi}{\partial x_{k}}$ and integrate by parts the resulting equality. It is standard (see, e.g., Proposition 1, p. 320, in [3] or Lemma 2.4, p. 104, in [10]) to prove that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{\mathbf{R}^{N}}\left(\Delta \psi, x_{k} \eta_{n}(x) \frac{\partial \psi}{\partial x_{k}}\right) d x  \tag{4.5}\\
= & -\int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2} d x+\frac{1}{2} \int_{\mathbf{R}^{N}}|\nabla \psi|^{2} d x
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbf{R}^{N}}\left(G\left(|\psi|^{2}\right) \psi, x_{k} \eta_{n}(x) \frac{\partial \psi}{\partial x_{k}}\right) d x=\frac{1}{2} \int_{\mathbf{R}^{N}} V\left(|\psi|^{2}\right) d x . \tag{4.6}
\end{equation*}
$$

It is obvious that $\left(i c \frac{\partial \psi}{\partial x_{1}}, \eta_{n}(x) x_{1} \frac{\partial \psi}{\partial x_{1}}\right)=c \eta_{n}(x) x_{1}\left(i \frac{\partial \psi}{\partial x_{1}}, \frac{\partial \psi}{\partial x_{1}}\right)=0$. Thus taking the scalar product of (4.2) by $x_{1} \eta_{n}(x) \frac{\partial \psi}{\partial x_{1}}$, integrating, and using (4.5) and (4.6) we get (4.3).

By (3.3) we have $\left(-i \frac{\partial \psi}{\partial x_{j}}, \psi\right)=\psi_{1} \frac{\partial \psi_{2}}{\partial x_{j}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{j}}=|\psi|^{2} \frac{\partial \theta}{\partial x_{j}}$ on $\mathbf{R}^{N} \backslash \bar{B}\left(0, R_{*}\right)$. Using the convention $\partial^{\alpha}(\chi \theta)=0,\left(\partial^{\alpha} \chi\right) \theta=0$ on $B\left(0,2 R_{*}\right)$, we have

$$
\begin{align*}
& \left(-i \frac{\partial \psi}{\partial x_{j}}, \psi\right)=(1-\chi)\left(-i \frac{\partial \psi}{\partial x_{j}}, \psi\right)+\chi|\psi|^{2} \frac{\partial \theta}{\partial x_{j}} \\
& =(1-\chi)\left(-i \frac{\partial \psi}{\partial x_{j}}, \psi\right)+|\psi|^{2} \frac{\partial(\chi \theta)}{\partial x_{j}}-|\psi|^{2} \theta \frac{\partial \chi}{\partial x_{j}} \quad \text { on } \mathbf{R}^{N} . \tag{4.7}
\end{align*}
$$

Therefore we get for $k=2, \ldots, N$

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}\left(-i c \frac{\partial \psi}{\partial x_{1}}, x_{k} \eta_{n}(x) \frac{\partial \psi}{\partial x_{k}}\right) d x \\
= & \frac{c}{2} \int_{\mathbf{R}^{N}} x_{k} \eta_{n}(x)\left[\frac{\partial}{\partial x_{1}}\left(-i \psi, \frac{\partial \psi}{\partial x_{k}}\right)+\frac{\partial}{\partial x_{k}}\left(-i \frac{\partial \psi}{\partial x_{1}}, \psi\right)\right] d x \\
= & -\frac{c}{2} \int_{\mathbf{R}^{N}} x_{k} \frac{\partial \eta_{n}}{\partial x_{1}}(x)\left(-i \psi, \frac{\partial \psi}{\partial x_{k}}\right)+\left(\eta_{n}(x)+x_{k} \frac{\partial \eta_{n}}{\partial x_{k}}(x)\right)\left(-i \frac{\partial \psi}{\partial x_{1}}, \psi\right) d x \\
= & \frac{c}{2} \int_{\mathbf{R}^{N}} x_{k} \frac{\partial \eta_{n}}{\partial x_{1}}(x)\left[(1-\chi)\left(-i \frac{\partial \psi}{\partial x_{k}}, \psi\right)+|\psi|^{2} \frac{\partial(\chi \theta)}{\partial x_{k}}-|\psi|^{2} \theta \frac{\partial \chi}{\partial x_{k}}\right] d x  \tag{4.8}\\
& -\frac{c}{2} \int_{\mathbf{R}^{N}} \eta_{n}(x)\left(-i \frac{\partial \psi}{\partial x_{1}}, \psi\right) d x \\
& -\frac{c}{2} \int_{\mathbf{R}^{N}} x_{k} \frac{\partial \eta_{n}}{\partial x_{k}}(x)\left[(1-\chi)\left(-i \frac{\partial \psi}{\partial x_{1}}, \psi\right)+|\psi|^{2} \frac{\partial(\chi \theta)}{\partial x_{1}}-|\psi|^{2} \theta \frac{\partial \chi}{\partial x_{1}}\right] d x \\
= & \frac{c}{2} \int_{\mathbf{R}^{N}} x_{k}|\psi|^{2}\left(\frac{\partial \eta_{n}}{\partial x_{1}} \frac{\partial(\chi \theta)}{\partial x_{k}}-\frac{\partial \eta_{n}}{\partial x_{k}} \frac{\partial(\chi \theta)}{\partial x_{1}}\right)-\eta_{n}(x)\left(-i \frac{\partial \psi}{\partial x_{1}}, \psi\right) d x \quad \text { if } n>3 R_{*}
\end{align*}
$$

because $\operatorname{supp}(1-\chi) \subset \bar{B}\left(0,3 R_{*}\right)$ and $\operatorname{supp} \nabla \eta_{n} \subset \bar{B}(0,2 n) \backslash B(0, n)$, and consequently $(1-\chi) \frac{\partial \eta_{n}}{\partial x_{j}}=0$ and $\frac{\partial \chi}{\partial x_{\ell}} \frac{\partial \eta_{n}}{\partial x_{j}}=0$ on $\mathbf{R}^{N}$ for $n>3 R_{*}$.

It is obvious that

$$
\begin{align*}
& \int_{\mathbf{R}^{N}} x_{k}\left(\frac{\partial \eta_{n}}{\partial x_{1}} \frac{\partial(\chi \theta)}{\partial x_{k}}-\frac{\partial \eta_{n}}{\partial x_{k}} \frac{\partial(\chi \theta)}{\partial x_{1}}\right) d x \\
& =\int_{\mathbf{R}^{N}} x_{k}\left[\frac{\partial}{\partial x_{1}}\left(\eta_{n} \frac{\partial(\chi \theta)}{\partial x_{k}}\right)-\frac{\partial}{\partial x_{k}}\left(\eta_{n} \frac{\partial(\chi \theta)}{\partial x_{1}}\right)\right] d x=\int_{\mathbf{R}^{N}} \eta_{n} \frac{\partial(\chi \theta)}{\partial x_{1}} d x \tag{4.9}
\end{align*}
$$

Since $|\psi|^{2}-r_{0}^{2}$ and $\nabla(\chi \theta)$ belong to $L^{2}\left(\mathbf{R}^{N}\right)$, using the dominated convergence theorem we obtain

$$
\begin{align*}
& \left|\int_{\mathbf{R}^{N}} x_{k}\left(|\psi|^{2}-r_{0}^{2}\right)\left(\frac{\partial \eta_{n}}{\partial x_{1}} \frac{\partial(\chi \theta)}{\partial x_{k}}-\frac{\partial \eta_{n}}{\partial x_{k}} \frac{\partial(\chi \theta)}{\partial x_{1}}\right) d x\right| \\
& \quad \leq\left. 4\|\nabla \eta\|_{L^{\infty}\left(\mathbf{R}^{N}\right)} \int_{B(0,2 n) \backslash B(0, n)}| | \psi\right|^{2}-r_{0}^{2}|\cdot| \nabla(\chi \theta) \mid d x \longrightarrow 0 \quad \text { as } n \longrightarrow \infty \tag{4.10}
\end{align*}
$$

Recall that $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial(\chi \theta)}{\partial x_{1}} \in L^{1}\left(\mathbf{R}^{N}\right)$ by Theorem 3.1 (i), and by dominated convergence we get

$$
\begin{align*}
& \int_{\mathbf{R}^{N}} \eta_{n}\left[\left(-i \frac{\partial \psi}{\partial x_{1}}, \psi\right)-r_{0}^{2} \frac{\partial(\chi \theta)}{\partial x_{1}}\right] d x=\int_{\mathbf{R}^{N}} \eta_{n}\left[\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial(\chi \theta)}{\partial x_{1}}\right] d x \\
& \longrightarrow \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial(\chi \theta)}{\partial x_{1}} d x \quad \text { as } n \longrightarrow \infty \tag{4.11}
\end{align*}
$$

Combining (4.8)-(4.11) we find

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \int_{\mathbf{R}^{N}}\left(-i c \frac{\partial \psi}{\partial x_{1}}, x_{k} \eta_{n}(x) \frac{\partial \psi}{\partial x_{k}}\right) d x  \tag{4.12}\\
& =-\frac{c}{2} \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial(\chi \theta)}{\partial x_{1}} d x
\end{align*}
$$

Taking the scalar product of (4.2) by $\eta_{n}(x) x_{k} \frac{\partial \psi}{\partial x_{k}}$, integrating over $\mathbf{R}^{N}$, and using (4.5), (4.6), and (4.12) we obtain (4.4).

Theorem 4.2. Assume that $N \geq 2$, (A1), (A2) hold and let $\psi$ be a finite-energy traveling wave for (3.1) such that $G\left(|\psi|^{2}\right) \psi \in L_{\text {loc }}^{1}\left(\mathbf{R}^{N}\right)$. Suppose that either

- $c^{2}>v_{s}^{2}$, where $v_{s}=r_{0} \sqrt{-2 G^{\prime}\left(r_{0}^{2}\right)}$ is the sound velocity at infinity, or
- $N=2$ and $c^{2}=v_{s}^{2}$, or
- $N \geq 3, c^{2}=v_{s}^{2}$, and $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$.

Moreover, assume that $G$ satisfies

- (A3) there exists $\alpha \in\left[-1+\frac{N-3}{N-1}\left(1-\frac{v_{s}^{2}}{c^{2}}\right), \frac{v_{s}^{2}}{c^{2}}\right]$ such that

$$
s G(s)+\frac{v_{s}^{2}}{2}\left(s-r_{0}^{2}\right)+\left(1-\alpha-\frac{v_{s}^{2}}{c^{2}}\right) V(s) \leq 0 \quad \text { for any } s \geq 0
$$

Then $\psi$ is constant.
Proof. It follows from Propositions 2.2 and 2.5 that $\psi$ is smooth, and Proposition 4.1 implies that $\psi$ satisfies (4.3) and (4.4). Summing up the identities (4.4) for $k=2, \ldots, N$ we get

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2}+\frac{N-3}{N-1} \sum_{k=2}^{N}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2} d x+\int_{\mathbf{R}^{N}} V\left(|\psi|^{2}\right) d x  \tag{4.13}\\
& -c \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial(\chi \theta)}{\partial x_{1}} d x=0
\end{align*}
$$

On the other hand, from Theorem 3.1 we have

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}|\nabla \psi|^{2}-G\left(|\psi|^{2}\right)|\psi|^{2}-\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right) d x \\
& -c\left(1-\frac{v_{s}^{2}}{c^{2}}\right) \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-r_{0}^{2} \frac{\partial}{\partial x_{1}}(\chi \theta) d x=0 \tag{4.14}
\end{align*}
$$

We multiply (4.13) by $-1+\frac{v_{s}^{2}}{c^{2}}$ and add the resulting equality to (4.14) to get

$$
\begin{align*}
& \int_{\mathbf{R}^{N}} \frac{v_{s}^{2}}{c^{2}}\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2}+\left(1-\left(1-\frac{v_{s}^{2}}{c^{2}}\right) \frac{N-3}{N-1}\right) \sum_{k=2}^{N}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2} d x  \tag{4.15}\\
& -\int_{\mathbf{R}^{N}} G\left(|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)+\left(1-\frac{v_{s}^{2}}{c^{2}}\right) V\left(|\psi|^{2}\right) d x=0
\end{align*}
$$

Let $\alpha$ satisfy (A3). Multiplying (4.3) by $\alpha$ and adding it to (4.15) we obtain

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}\left(\frac{v_{s}^{2}}{c^{2}}-\alpha\right)\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2}+\left(\alpha+1-\left(1-\frac{v_{s}^{2}}{c^{2}}\right) \frac{N-3}{N-1}\right) \sum_{k=2}^{N}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2} d x  \tag{4.16}\\
& =\int_{\mathbf{R}^{N}} G\left(|\psi|^{2}\right)|\psi|^{2}+\frac{v_{s}^{2}}{2}\left(|\psi|^{2}-r_{0}^{2}\right)+\left(1-\alpha-\frac{v_{s}^{2}}{c^{2}}\right) V\left(|\psi|^{2}\right) d x
\end{align*}
$$

By (A3), the right-hand side of (4.16) is less than or equal to zero. If $\alpha \in(-1+(1-$ $\left.\left.\frac{v_{s}^{2}}{c^{2}}\right) \frac{N-3}{N-1}, \frac{v_{s}^{2}}{c^{2}}\right)$, it follows from (4.16) that $\int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2} d x=0$ for $k=1, \ldots, N$, which implies $\nabla \psi=0$ on $\mathbf{R}^{N}$, i.e., $\psi$ is constant. If $\alpha=-1+\left(1-\frac{v_{s}^{2}}{c^{2}}\right) \frac{N-3}{N-1}$, we infer from (4.16) that $\int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2} d x=0$; consequently $\frac{\partial \psi}{\partial x_{1}}=0$ on $\mathbf{R}^{N}$, which implies that $\psi$ does not depend on $x_{1}$. Since $\int_{\mathbf{R}^{N}}|\nabla \psi|^{2} d x$ is finite, we have necessarily $\nabla \psi=0$ on $\mathbf{R}^{N}$, which means that is $\psi$ is constant. A similar argument shows that $\psi$ is constant in the case $\alpha=\frac{v_{s}^{2}}{c^{2}}$.

Remark. Let $\alpha, C_{1}$, and $\tilde{r}$ be positive constants satisfying $G\left(s^{2}\right)+\frac{c^{2}}{4} \leq-C_{1}(s-$ $\tilde{r})^{2 \alpha}$ for any $s \geq \tilde{r}$ (such constants exist by assumption (A2)). Let $\psi$ be as in Theorem 4.2. It follows from the proof of Proposition 2.2 (i) that $|\psi(x)| \leq \tilde{r} \sqrt{2}$ for any $x$. Therefore the proof of Theorem 4.2 is still valid if the inequality in (A3) holds only for all $s \in\left[0,2 \tilde{r}^{2}\right]$.

If $c^{2}=v_{s}^{2}, N \geq 3$, and $\psi$ is as above, we already know from Proposition 3.3 (iii) that $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p \in\left(\frac{2 N-1}{2 N-3}, \infty\right)$. Therefore we have the following.

Corollary 4.3. Assume that (A1), (A2), (A3) hold, $N \geq 3$, and $c^{2}=v_{s}^{2}$. Let $\psi$ be a traveling wave for (4.1) having finite energy, finite momentum with respect to the $x_{1}$-direction (i.e., $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{1}\left(\mathbf{R}^{N}\right)$ ), and such that $G\left(|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Then $\psi$ is constant.

Example 4.4. The Gross-Pitaevskii equation is of type (4.1) with $G(s)=1-s$. In this case we have $r_{0}=1, V(s)=\frac{1}{2}(s-1)^{2}$, and $v_{s}=\sqrt{2}$. For any finite-energy function $\psi$ we have $\int_{\mathbf{R}^{N}}\left(|\psi|^{2}-1\right)^{2} d x<\infty$; hence $\psi \in L_{l o c}^{4}\left(\mathbf{R}^{N}\right)$ and consequently $G\left(|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Assumptions (A1) and (A2) are clearly satisfied. We find $s G(s)+\frac{v_{s}^{2}}{2}\left(s-r_{0}^{2}\right)+\left(1-\alpha-\frac{v_{s}^{2}}{c^{2}}\right) V(s)=-\left(\frac{1}{2}+\alpha+\frac{v_{s}^{2}}{c^{2}}\right)(1-s)^{2}$. The last expression is nonpositive for any $s$ if $\alpha \geq-\frac{1}{2}-\frac{v_{s}^{2}}{c^{2}}$, and thus assumption (A3) is also satisfied. Hence the conclusion of Theorem 4.2 holds for the Gross-Pitaevskii equation. In particular, we recover the nonexistence results in [17], [18].

Example 4.5. The cubic-quintic Schrödinger equation is of the form (4.1) with $G(s)=-\alpha_{1}+\alpha_{3} s-\alpha_{5} s^{2}$, where $\alpha_{1}, \alpha_{3}, \alpha_{5}$ are positive and $\frac{3}{16}<\frac{\alpha_{1} \alpha_{5}}{\alpha_{3}^{2}}<\frac{1}{4}$. The nonlinearity $G$ can be written as $G(s)=-\alpha_{5}\left(s-r_{1}^{2}\right)\left(s-r_{0}^{2}\right)$, where $0<r_{1}<r_{0}$. In this case we have $v_{s}^{2}=-2 r_{0}^{2} G^{\prime}\left(r_{0}\right)=2 \alpha_{5} r_{0}^{2}\left(r_{0}^{2}-r_{1}^{2}\right)$ and $V(s)=\frac{\alpha_{5}}{3}\left(s-r_{0}^{2}\right)^{2}\left(s+\frac{1}{2} r_{0}^{2}-\frac{3}{2} r_{1}^{2}\right)$. For any function $\psi$ with finite energy we have $V\left(|\psi|^{2}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$, which implies $\psi \in L_{l o c}^{6}\left(\mathbf{R}^{N}\right)$ and consequently $G\left(|\psi|^{2}\right) \psi \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. It is obvious that $G$ satisfies (A1) and (A2). If $c^{2} \geq v_{s}^{2}$, we have $-\frac{v_{s}^{2}}{c^{2}} \in\left[-1+\frac{N-3}{N-1}\left(1-\frac{v_{s}^{2}}{c^{2}}\right), \frac{v_{s}^{2}}{c^{2}}\right]$ and an easy computation shows that $s G(s)+\frac{v_{s}^{2}}{2}\left(s-r_{0}^{2}\right)+V(s)_{2}=-\frac{\alpha_{5}}{6}\left(4 s+5 r_{0}^{2}-3 r_{1}^{2}\right) \leq 0$ for any $s \geq 0$. Hence assumption (A3) holds for $\alpha=-\frac{v_{s}^{s}}{c^{2}}$; therefore the conclusion of Theorem 4.2 is valid for the cubic-quintic Schrödinger equation.

Remark. The proof of nonexistence of supersonic and sonic traveling waves for equations of type (1.1) relies on identity (3.1), combined with Pohozaev identities. We have proved (3.1) in an "indirect" way, starting from (3.11), using the Fourier transform and analyzing the behavior near the origin of the symbols of the differential operators involved. A natural question is whether (3.1) could be proved "directly" by multiplying the equations by appropriate functions and integrating by parts (and it is very tempting to try to do so because of the form of (3.7) and (3.8)!). We suspect that it is not possible to find such a proof, a heuristical reason being the following: If a "direct" proof of (3.1) could be found, it should be valid for any value of $c$.

Since Pohozaev identities are also valid for any $c$, one could infer that, for any $c$, equation (4.1) and system (4.17)-(4.18) below do not admit nontrivial finite-energy traveling waves. However, in the case of the Gross-Pitaevskii equation the existence of nontrivial, finite-energy traveling waves moving with sufficiently small speed $c$ has been proved in [5] in dimension $N=2$, respectively, in [7] and [12] in dimension $N=3$. In a recent work [6], existence of traveling waves has been proved in space dimensions $N=2$ and $N=3$ for a wider range of speeds, including speeds $c$ close to (and less than) $v_{s}$ if $N=2$. For Schrödinger equations of cubic-quintic type, the existence of small velocity traveling waves has been proved in [25] in any space dimension $N \geq 4$. Even for these particular cases, the question of whether such solutions exist for any speed $c \in\left(-v_{s}, v_{s}\right)$ is, to our knowledge, still open.
4.2. A Gross-Pitaevskii-Schrödinger system. Our second application concerns the system

$$
\begin{align*}
i \frac{\partial \Psi}{\partial t}+\Delta \Psi-\frac{1}{\varepsilon^{2}}\left(|\Psi|^{2}+\frac{1}{\varepsilon^{2}}|\Phi|^{2}-1\right) \Psi=0 & \text { in } \mathbf{R}^{N}  \tag{4.17}\\
i \delta \frac{\partial \Phi}{\partial t}+\Delta \Phi-\frac{1}{\varepsilon^{2}}\left(q^{2}|\Psi|^{2}-\varepsilon^{2} k^{2}\right) \Phi=0 & \text { in } \mathbf{R}^{N} \tag{4.18}
\end{align*}
$$

which describes the motion of an uncharged impurity in a Bose condensate (see [16]). Here $\Psi$ and $\Phi$ are the wavefunctions for bosons, respectively, for the impurity, and $\varepsilon$, $\delta, q, k$ are dimensionless physical constants. Assuming that the condensate is at rest at infinity, the functions $\Psi$ and $\Phi$ must satisfy the "boundary conditions" $|\Psi| \longrightarrow 1$ and $|\Phi| \longrightarrow 0$ as $|x| \longrightarrow \infty$.

System (4.17)-(4.18) has a Hamiltonian structure, the associated energy being

$$
\begin{equation*}
E(\Psi, \Phi)=\int_{\mathbf{R}^{N}}|\nabla \Psi|^{2}+\frac{1}{\varepsilon^{2} q^{2}}|\nabla \Phi|^{2}+\frac{1}{2 \varepsilon^{2}}\left(|\Psi|^{2}-1\right)^{2}+\frac{1}{\varepsilon^{4}}|\Psi|^{2}|\Phi|^{2}-\frac{k^{2}}{\varepsilon^{2} q^{2}}|\Phi|^{2} d x \tag{4.19}
\end{equation*}
$$

We are interested in traveling wave solutions for (4.17)-(4.18), i.e., solutions of the form $\Psi(x, t)=\psi\left(x_{1}-c t, x_{2}, \ldots, x_{N}\right), \Phi(x, t)=\varphi\left(x_{1}-c t, x_{2}, \ldots, x_{N}\right)$. Such solutions must satisfy the equations

$$
\begin{align*}
-i c \frac{\partial \psi}{\partial x_{1}}+\Delta \psi-\frac{1}{\varepsilon^{2}}\left(|\psi|^{2}+\frac{1}{\varepsilon^{2}}|\varphi|^{2}-1\right) \psi & =0  \tag{4.20}\\
-i c \delta \frac{\partial \varphi}{\partial x_{1}}+\Delta \varphi-\frac{1}{\varepsilon^{2}}\left(q^{2}|\psi|^{2}-\varepsilon^{2} k^{2}\right) \varphi & =0 \tag{4.21}
\end{align*}
$$

together with the boundary conditions $|\psi| \longrightarrow 1$ and $|\varphi| \longrightarrow 0$ as $|x| \longrightarrow \infty$.
Equation (4.17) is of type (1.1). In view of the analysis in the introduction, the associated sound velocity at infinity is $\frac{\sqrt{2}}{\varepsilon}$.

In one space dimension, system (4.20)-(4.21) with the considered boundary conditions has been studied in [26]. It was proved that it admits nontrivial solutions if $c$ is less than the sound velocity at infinity; in this case the structure of the set of traveling waves has been investigated, and it was proved that it contains global subcontinua in appropriate (weighted) Sobolev spaces.

Here we study the finite-energy traveling waves for (4.17)-(4.18) in dimension $N \geq 2$. In view of (4.19), by finite-energy traveling wave we mean a couple of functions
$(\psi, \varphi) \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right) \times L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ which satisfy (4.20)-(4.21) in $\mathcal{D}^{\prime}\left(\mathbf{R}^{N}\right)$, the boundary conditions $|\psi| \longrightarrow 1, \varphi \longrightarrow 0$ as $|x| \longrightarrow \infty$, and such that $\nabla \psi, \nabla \varphi, \varphi \in L^{2}\left(\mathbf{R}^{N}\right)$, $\left(|\psi|^{2}-1\right)^{2}+\frac{2}{\varepsilon^{2}}|\psi|^{2}|\varphi|^{2} \in L^{1}\left(\mathbf{R}^{N}\right)$. As before, we denote $\psi_{1}=\operatorname{Re}(\psi), \psi_{2}=\operatorname{Im}(\psi)$, $\varphi_{1}=\operatorname{Re}(\varphi), \varphi_{2}=\operatorname{Im}(\varphi)$. We have the following.

Proposition 4.6. Let $c \in \mathbf{R}$ and let $(\psi, \varphi)$ be a finite-energy traveling wave for (4.17)-(4.18). Then the following hold.
(i) The function $\psi$ is bounded and $C^{\infty}$ and $\varphi, \nabla \psi \in W^{k, p}\left(\mathbf{R}^{N}\right)$ for any $k \in \mathbf{N}$ and $p \geq 2$.
(ii) There exist $R_{*} \geq 0$ and a real-valued function $\theta$ such that $\psi=|\psi| e^{i \theta}$ on $\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)$ and $\nabla \theta \in W^{k, p}\left(\mathbf{R}^{N} \backslash B\left(0, R_{*}\right)\right)$ for any $k \in \mathbf{N}$ and $p \geq 2$.
(iii) Let $\chi \in C^{\infty}\left(\mathbf{R}^{N}\right)$ be a cut-off function such that $\chi=0$ on $B\left(0,2 R_{*}\right)$ and $\chi=1$ on $\mathbf{R}^{N} \backslash B\left(0,3 R_{*}\right)$. We have $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-\frac{\partial}{\partial x_{1}}(\chi \theta) \in L^{1}\left(\mathbf{R}^{N}\right)$ and the following Pohozaev-type identities hold:

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}-\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2}-\frac{1}{\varepsilon^{2} q^{2}}\left|\frac{\partial \varphi}{\partial x_{1}}\right|^{2}+\sum_{j=2}^{N}\left(\left|\frac{\partial \psi}{\partial x_{j}}\right|^{2}+\frac{1}{\varepsilon^{2} q^{2}}\left|\frac{\partial \varphi}{\partial x_{j}}\right|^{2}\right) d x  \tag{4.22}\\
& +\int_{\mathbf{R}^{N}} \frac{1}{2 \varepsilon^{2}}\left(|\psi|^{2}-1\right)^{2}+\frac{1}{\varepsilon^{4}}|\psi|^{2}|\varphi|^{2}-\frac{k^{2}}{\varepsilon^{2} q^{2}}|\varphi|^{2} d x=0
\end{align*}
$$

and for any $k \in\{2, \ldots, N\}$,

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}-\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2}-\frac{1}{\varepsilon^{2} q^{2}}\left|\frac{\partial \varphi}{\partial x_{k}}\right|^{2}+\sum_{j=1, j \neq k}^{N}\left(\left|\frac{\partial \psi}{\partial x_{j}}\right|^{2}+\frac{1}{\varepsilon^{2} q^{2}}\left|\frac{\partial \varphi}{\partial x_{j}}\right|^{2}\right) d x \\
& +\int_{\mathbf{R}^{N}} \frac{1}{2 \varepsilon^{2}}\left(|\psi|^{2}-1\right)^{2}+\frac{1}{\varepsilon^{4}}|\psi|^{2}|\varphi|^{2}-\frac{k^{2}}{\varepsilon^{2} q^{2}}|\varphi|^{2} d x  \tag{4.23}\\
& -c \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-\frac{\partial}{\partial x_{1}}(\chi \theta) d x-\frac{2 c \delta}{\varepsilon^{2} q^{2}} \int_{\mathbf{R}^{N}} \varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{1}} d x=0 .
\end{align*}
$$

Proof. Putting $F(x, s)=-\frac{1}{\varepsilon^{2}}\left(s+\frac{1}{\varepsilon^{2}}|\varphi(x)|^{2}-1\right)$, equation (4.20) is a particular case of (1.7). Clearly, in this case we have $r_{0}=1$.

It is obvious that $F$ satisfies the assumptions (H1a) and (H1b) in section 2. Clearly, $F(x, s) \leq-\frac{1}{\varepsilon^{2}}(s-1) \leq-\frac{1}{2 \varepsilon^{2}} s$ for any $s \geq 2$ and $x \in \mathbf{R}^{N}$, and hence $F$ satisfies (H2) for $r_{*}=2$. Moreover, $\int_{r_{0}^{2}}^{r_{*}} F(x, \tau) d \tau=-\frac{1}{\varepsilon^{2}}\left(\frac{1}{2}+\frac{1}{\varepsilon^{2}}|\varphi(x)|^{2}\right)$ is a locally integrable function of $x$. We have $|\psi|^{4} \leq 2\left(|\psi|^{2}-1\right)^{2}+2$ and $\left(|\psi|^{2}-1\right)^{2} \in L^{1}(\mathbf{R})$ because $(\psi, \varphi)$ has finite energy, and hence $\psi \in L_{l o c}^{4}\left(\mathbf{R}^{N}\right)$. We also have $\left||\varphi|^{2} \psi\right| \leq$ $\frac{1}{2}\left(|\varphi|^{2}+|\varphi|^{2}|\psi|^{2}\right)$ and $|\varphi|^{2},|\varphi|^{2}|\psi|^{2} \in L^{1}(\mathbf{R})$. It is then clear that $F\left(\cdot,|\psi|^{2}\right) \psi=$ $-\frac{1}{\varepsilon^{2}}|\psi|^{2} \psi-\frac{1}{\varepsilon^{4}}|\varphi|^{2} \psi+\frac{1}{\varepsilon^{2}} \psi$ belongs to $L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$. Hence we may use Proposition 2.2 (i) and infer that $\psi \in L^{\infty}\left(\mathbf{R}^{N}\right)$.

By hypothesis we have $\varphi \in L^{2}\left(\mathbf{R}^{N}\right)$ and $\nabla \varphi \in L^{2}\left(\mathbf{R}^{N}\right)$, that is, $\varphi \in W^{1,2}\left(\mathbf{R}^{N}\right)$. Assume that $\varphi \in W^{1, p}\left(\mathbf{R}^{N}\right)$ for some $p \in(1, \infty)$. Since $\psi$ is bounded, by (4.21) we find $\Delta \varphi \in L^{p}\left(\mathbf{R}^{N}\right)$, and we infer that $\varphi \in W^{2, p}\left(\mathbf{R}^{N}\right)$. If $p<N$, by the Sobolev embedding we have $\varphi \in L^{p^{*}}\left(\mathbf{R}^{N}\right)$ and $\nabla \varphi \in L^{p^{*}}\left(\mathbf{R}^{N}\right)$ (where $\frac{1}{p^{*}}=\frac{1}{p}-\frac{1}{N}$ ), and hence $\varphi \in W^{1, p^{*}}\left(\mathbf{R}^{N}\right)$. Repeating the above argument if necessary, after a finite number of steps we find $\varphi \in W^{2, q}\left(\mathbf{R}^{N}\right)$ for some $q \geq N$ and the Sobolev embedding implies $\varphi \in L^{r}\left(\mathbf{R}^{N}\right)$ and $\nabla \varphi \in L^{r}\left(\mathbf{R}^{N}\right)$ for any $r \in[q, \infty)$. Using (4.21) again, we conclude that $\Delta \varphi \in L^{r}\left(\mathbf{R}^{N}\right)$, and hence $\varphi \in W^{2, r}\left(\mathbf{R}^{N}\right)$ for any $r \in[2, \infty)$.

It follows that $\varphi \in C^{1}\left(\mathbf{R}^{N}\right)$, which implies $F \in C^{1}\left(\mathbf{R}^{N}\right)$ (and consequently $F$ satisfies (H1c)). By Proposition 2.2 (ii) we get $\psi \in W_{l o c}^{3, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[1, \infty)$. In particular, $\psi \in C^{2}\left(\mathbf{R}^{N}\right)$.

We have $F(x, 1)=-\frac{1}{\varepsilon^{4}}|\varphi(x)|^{2}$, and $F$ clearly satisfies assumption (H3). It is obvious that $\partial_{N+1} F(x, s)=-\frac{1}{\varepsilon^{2}}$ and $\partial_{N+1}^{2} F(x, s)=0$ on $\mathbf{R}^{N} \times \mathbf{R}_{+}$, and therefore $F$ satisfies (H4) and (H5). Thus we may use Proposition 2.5 (i) and infer that $\nabla \psi \in$ $W^{1, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$.

The rest of the proof is a very easy induction. For $k \in \mathbf{N}^{*}$, assume that $\nabla \psi \in$ $W^{k, p}\left(\mathbf{R}^{N}\right)$ and $\varphi \in W^{k+1, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$. Consider $\alpha \in \mathbf{N}^{N}$ such that $|\alpha|=k$. Differentiating (4.20) and (4.21) we obtain, respectively,

$$
\begin{aligned}
& \Delta\left(\partial^{\alpha} \psi\right)=i c \partial^{\alpha} \frac{\partial \psi}{\partial x_{1}}+\frac{1}{\varepsilon^{2}} \partial^{\alpha}\left(\left(|\psi|^{2}+\frac{1}{\varepsilon^{2}}|\varphi|^{2}-1\right) \psi\right) \\
& \Delta\left(\partial^{\alpha} \varphi\right)=i c \delta \partial^{\alpha} \frac{\partial \varphi}{\partial x_{1}}+\frac{1}{\varepsilon^{2}} \partial^{\alpha}\left(\left(q^{2}|\psi|^{2}-\varepsilon^{2} k^{2}\right) \varphi\right)
\end{aligned}
$$

We infer that $\Delta\left(\partial^{\alpha} \psi\right), \Delta\left(\partial^{\alpha} \varphi\right) \in L^{p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$. By hypothesis we have $\partial^{\alpha} \psi, \partial^{\alpha} \varphi \in L^{p}\left(\mathbf{R}^{N}\right)$, and therefore $\partial^{\alpha} \psi, \partial^{\alpha} \varphi \in W^{2, p}\left(\mathbf{R}^{N}\right)$ for any $p \in[2, \infty)$. Since this is true for any $\alpha$ with $|\alpha|=k$, we have $\nabla \psi \in W^{k+1, p}\left(\mathbf{R}^{N}\right)$ and $\varphi \in W^{k+2, p}\left(\mathbf{R}^{N}\right)$. We conclude that $\nabla \psi$ and $\varphi$ belong to $W^{k, p}\left(\mathbf{R}^{N}\right)$ for any $k \in \mathbf{N}$ and $p \in[2, \infty)$.
(ii) is an immediate corollary of Proposition 2.5 (ii).
(iii) It follows directly from Theorem 3.1 (i) that $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-\frac{\partial}{\partial x_{1}}(\chi \theta) \in$ $L^{1}\left(\mathbf{R}^{N}\right)$. The proof of (4.22) and (4.23) is similar to that of (4.3) and (4.4) (multiply (4.20) by $x_{j} \eta_{n} \frac{\partial \psi}{\partial x_{j}}$ and (4.21) by $\frac{1}{\varepsilon^{2} q^{2}} x_{j} \eta_{n} \frac{\partial \varphi}{\partial x_{j}}$, where $\eta_{n}(x)=\eta\left(\frac{x}{n}\right)$ is a cut-off function, add the resulting equalities, integrate by parts, and pass to the limit as $n \longrightarrow \infty)$. We omit the details.

We have the following result concerning the nonexistence of supersonic traveling waves for (4.17)-(4.18).

Theorem 4.7. Let $N \geq 2$ and let $(\psi, \varphi)$ be a finite-energy traveling wave for the system (4.17)-(4.18), moving with velocity c. Assume that either

- $c^{2}>\frac{2}{\varepsilon^{2}}$, or
- $N=2$ and $c^{2}=\frac{2}{\varepsilon^{2}}$, or
- $N \geq 3, c^{2}=\frac{2}{\varepsilon^{2}}$, and $\psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}} \in L^{\frac{2 N-1}{2 N-3}}\left(\mathbf{R}^{N}\right)$.

Then $\varphi=0$ and $\psi$ is constant on $\mathbf{R}^{N}$.
Proof. Let $\theta, \chi$ be as in Proposition 4.6 and let $F(x, s)=-\frac{1}{\varepsilon^{2}}\left(s+\frac{1}{\varepsilon^{2}}|\varphi(x)|^{2}-1\right)$. We have already seen that $F$ satisfies assumptions (H1)-(H5), and it follows that identity (3.1) holds. Taking into account the particular form of $F$, this identity can be written as

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}|\nabla \psi|^{2}+\frac{1}{\varepsilon^{2}}\left(|\psi|^{2}-1\right)^{2}+\frac{1}{\varepsilon^{4}}|\varphi|^{2}|\psi|^{2} d x \\
& =c\left(1-\frac{2}{\varepsilon^{2} c^{2}}\right) \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-\frac{\partial}{\partial x_{1}}(\chi \theta) d x . \tag{4.24}
\end{align*}
$$

We take the scalar product of (4.21) by $\varphi$, then integrate the resulting equality to get

$$
\begin{equation*}
\text { 5) } \int_{\mathbf{R}^{N}}|\nabla \varphi|^{2} d x+\frac{q^{2}}{\varepsilon^{2}} \int_{\mathbf{R}^{N}}|\varphi|^{2}|\psi|^{2} d x-k^{2} \int_{\mathbf{R}^{N}}|\varphi|^{2} d x-2 c \delta \int_{\mathbf{R}^{N}} \varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{1}} d x=0 . \tag{4.25}
\end{equation*}
$$

Summing up the identities (4.23) for $k=2,3, \ldots, N$, we find

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2}+\frac{1}{\varepsilon^{2} q^{2}}\left|\frac{\partial \varphi}{\partial x_{1}}\right|^{2}+\frac{N-3}{N-1} \sum_{j=2}^{N}\left(\left|\frac{\partial \psi}{\partial x_{j}}\right|^{2}+\frac{1}{\varepsilon^{2} q^{2}}\left|\frac{\partial \varphi}{\partial x_{j}}\right|^{2}\right) d x \\
& +\int_{\mathbf{R}^{N}} \frac{1}{2 \varepsilon^{2}}\left(|\psi|^{2}-1\right)^{2}+\frac{1}{\varepsilon^{4}}|\psi|^{2}|\varphi|^{2}-\frac{k^{2}}{\varepsilon^{2} q^{2}}|\varphi|^{2} d x  \tag{4.26}\\
& -c \int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-\frac{\partial}{\partial x_{1}}(\chi \theta) d x-\frac{2 c \delta}{\varepsilon^{2} q^{2}} \int_{\mathbf{R}^{N}} \varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{1}} d x=0 .
\end{align*}
$$

Next we combine equalities (4.24)-(4.26) in order to eliminate the terms $\int_{\mathbf{R}^{N}} \varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{1}} d x$ and $\int_{\mathbf{R}^{N}} \psi_{1} \frac{\partial \psi_{2}}{\partial x_{1}}-\psi_{2} \frac{\partial \psi_{1}}{\partial x_{1}}-\frac{\partial}{\partial x_{1}}(\chi \theta) d x$. We find

$$
\begin{align*}
& \frac{2}{\varepsilon^{2} c^{2}} \int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{1}}\right|^{2} d x+\left(1-\left(1-\frac{2}{\varepsilon^{2} c^{2}}\right) \frac{N-3}{N-1}\right) \int_{\mathbf{R}^{N}} \sum_{j=2}^{N}\left|\frac{\partial \psi}{\partial x_{j}}\right|^{2} d x \\
& +\frac{2}{(N-1) \varepsilon^{2} q^{2}}\left(1-\frac{2}{\varepsilon^{2} c^{2}}\right) \int_{\mathbf{R}^{N}} \sum_{j=2}^{N}\left|\frac{\partial \varphi}{\partial x_{j}}\right|^{2} d x  \tag{4.27}\\
& +\frac{1}{2 \varepsilon^{2}}\left(1+\frac{2}{\varepsilon^{2} c^{2}}\right) \int_{\mathbf{R}^{N}}\left(|\psi|^{2}-1\right)^{2} d x+\frac{1}{\varepsilon^{4}} \int_{\mathbf{R}^{N}}|\varphi|^{2}|\psi|^{2} d x=0 .
\end{align*}
$$

Obviously, all integrals in (4.27) are nonnegative. If $c^{2} \geq \frac{2}{\varepsilon^{2}}$, all coefficients are also nonnegative, and therefore each term in (4.27) must be zero. In particular, $\int_{\mathbf{R}^{N}}\left|\frac{\partial \psi}{\partial x_{k}}\right|^{2}$ $d x=0$ for any $k \in\{1, \ldots, N\}$, which implies $\nabla \psi=0$ on $\mathbf{R}^{N}$, i.e., $\psi$ is constant. Since $\int_{\mathbf{R}^{N}}\left(|\psi|^{2}-1\right)^{2} d x=0$, necessarily $|\psi|=1$. We also have $0=\int_{\mathbf{R}^{N}}|\varphi|^{2}|\psi|^{2} d x=$ $\int_{\mathbf{R}^{N}}|\varphi|^{2} d x$, and hence $\varphi=0$ on $\mathbf{R}^{N}$.
5. The one-dimensional case. Since most of the proofs in the preceding section are not valid in space dimension $N=1$ (in particular, we do not have identities analogous to (4.4) and (4.23)), we treat separately the one-dimensional case. It turns out that some integrations can be performed explicitly and some of the results are stronger than in higher dimensions.

Let $G:[0, \infty) \longrightarrow \mathbf{R}$ be a function satisfying the following assumption:

- (A) $G \in C([0, \infty))$ and there exists $r_{0}>0$ such that $G\left(r_{0}^{2}\right)=0$. Moreover, $G \in C^{1}\left(\left[r_{0}^{2}-\eta, r_{0}^{2}+\eta\right]\right)$ for some $\eta>0$ and $G^{\prime}\left(r_{0}^{2}\right)=-L<0$.
We consider the Schrödinger equation

$$
\begin{equation*}
i \frac{\partial \Psi}{\partial t}+\Psi_{x x}+G\left(|\Psi|^{2}\right) \Psi=0 \quad \text { in } \mathbf{R} \tag{5.1}
\end{equation*}
$$

together with the "boundary condition" $|\Psi| \longrightarrow r_{0}$ as $x \longrightarrow \pm \infty$. We have seen in the introduction that the sound velocity at infinity associated to (5.1) and to the considered boundary condition is $v_{s}=r_{0} \sqrt{2 L}$. As usually, a traveling wave moving with velocity $c$ is a solution of the form $\Psi(x, t)=\psi(x-c t)$. It must satisfy

$$
\begin{equation*}
-i c \psi^{\prime}+\psi^{\prime \prime}+G\left(|\psi|^{2}\right) \psi=0 \quad \text { in } \mathbf{R}, \quad|\psi(x)| \longrightarrow r_{0} \quad \text { as } x \longrightarrow \pm \infty \tag{5.2}
\end{equation*}
$$

We have the following result concerning supersonic and sonic traveling waves.
Theorem 5.1. Let $\psi \in L_{\text {loc }}^{1}(\mathbf{R})$ be a solution of (5.2) in $\mathcal{D}^{\prime}(\mathbf{R})$ such that $G\left(|\psi|^{2}\right) \psi \in L_{\text {loc }}^{1}(\mathbf{R})$. Assume that $G$ satisfies (A) and either
(i) $c^{2}>v_{s}^{2}$, or
(ii) $c^{2}=v_{s}^{2}$ and, denoting $V(s)=\int_{s}^{r_{0}^{2}} G(\tau) d \tau$ and $W(s)=v_{s}^{2} s^{2}-4\left(s+r_{0}^{2}\right) V(s+$ $r_{0}^{2}$ ), there exists $\varepsilon>0$ such that one of the following conditions is verified:
(a) $W(s)>0$ on $(-\varepsilon, 0) \cup(0, \varepsilon)$;
(b) $W(s)>0$ on $(-\varepsilon, 0)$ and $W(s)<0$ on $(0, \infty)$;
(c) $W(s)>0$ on $(0, \varepsilon)$ and $W(s)<0$ on $\left[-r_{0}^{2}, 0\right)$.

Then either $\psi$ is constant or $\psi(x)=r_{0} e^{i\left(c x+\theta_{0}\right)}$, where $\theta_{0}$ is a real constant.
Remark. Theorem 5.1 gives all supersonic and sonic traveling waves for (5.1), no matter whether their energy is finite or not (and we see that finite-energy traveling waves must be constant).

It is easy to see that $W$ is $C^{2}$ near 0 and $W(0)=W^{\prime}(0)=W^{\prime \prime}(0)=0$. Condition (ii)(a) is satisfied, for instance, if $G$ is $C^{3}$ near $r_{0}^{2}$ (this clearly implies that $W$ is $C^{4}$ near 0 ) and $W^{\prime \prime \prime}(0)=0, W^{(i v)}(0)>0$, or equivalently $r_{0}^{2} G^{\prime \prime}\left(r_{0}^{2}\right)=3 L$ and $4 G^{\prime \prime}\left(r_{0}^{2}\right)+r_{0}^{2} G^{\prime \prime \prime}\left(r_{0}^{2}\right)>0$. The condition $W(s)>0$ on $(-\varepsilon, 0)$ in (ii)(b), respectively, $W(s)>0$ on $(0, \varepsilon)$ in (ii)(c), is satisfied if $G$ is $C^{3}$ near $r_{0}^{2}$ and $W^{\prime \prime \prime}(0)<0$ (respectively, $\left.W^{\prime \prime \prime}(0)>0\right)$; however, in these cases only the information on the behavior of $G$ in a neighborhood of $r_{0}^{2}$ is not sufficient to get the conclusion of Theorem 5.1.

Proof of Theorem 5.1. Let $\varphi(x)=e^{-\frac{i c x}{2}} \psi(x)$. Then $\varphi \in L_{l o c}^{1}(\mathbf{R})$ and it is easy to see that

$$
\begin{equation*}
\varphi^{\prime \prime}+\left(G\left(|\varphi|^{2}\right)+\frac{c^{2}}{4}\right) \varphi=0 \quad \text { in } \mathcal{D}^{\prime}(\mathbf{R}) \tag{5.3}
\end{equation*}
$$

From (5.3) we get $\varphi^{\prime \prime} \in L_{l o c}^{1}(\mathbf{R})$. This implies that $\varphi^{\prime}$ is a continuous function on $\mathbf{R}$ (see, e.g., Lemma VIII.2, p. 123, in [8]). Thus $\varphi \in C^{1}(\mathbf{R})$. Since $|\varphi| \longrightarrow r_{0}$ as $x \longrightarrow \pm \infty$, we infer that $\varphi$ is bounded on $\mathbf{R}$. Coming back to (5.3) we see that $\varphi^{\prime \prime}$ is continuous and bounded on $\mathbf{R}$. In particular $\varphi \in C^{2}(\mathbf{R})$, and this implies $\psi \in C^{2}(\mathbf{R})$.

Denoting $\psi_{1}=\operatorname{Re}(\psi), \psi_{2}=\operatorname{Im}(\psi)$, equation (5.2) is equivalent to the system

$$
\begin{align*}
c \psi_{2}^{\prime}+\psi_{1}^{\prime \prime}+G\left(|\psi|^{2}\right) \psi_{1} & =0  \tag{5.4}\\
-c \psi_{1}^{\prime}+\psi_{2}^{\prime \prime}+G\left(|\psi|^{2}\right) \psi_{2} & =0 \quad \text { in } \mathbf{R} . \tag{5.5}
\end{align*}
$$

We multiply (5.4) by $2 \psi_{1}^{\prime}$ and (5.5) by $2 \psi_{2}^{\prime}$, then add the resulting equalities to get $\left[\left(\psi_{1}^{\prime}\right)^{2}+\left(\psi_{2}^{\prime}\right)^{2}\right]^{\prime}-\left(V\left(|\psi|^{2}\right)\right)^{\prime}=0$. Hence there exists $k_{1} \in \mathbf{R}$ such that

$$
\begin{equation*}
\left|\psi^{\prime}\right|^{2}(x)-V\left(|\psi|^{2}\right)(x)=k_{1} \quad \text { for any } x \in \mathbf{R} \tag{5.6}
\end{equation*}
$$

Multiplying (5.4) by $\psi_{2}$ and (5.5) by $-\psi_{1}$, then summing up the corresponding equations we obtain $\frac{c}{2}\left(|\psi|^{2}-r_{0}^{2}\right)^{\prime}-\left(\psi_{1} \psi_{2}^{\prime}-\psi_{2} \psi_{1}^{\prime}\right)^{\prime}=0$. Consequently there is some $k_{2} \in \mathbf{R}$ such that

$$
\begin{equation*}
\frac{c}{2}\left(|\psi|^{2}-r_{0}^{2}\right)-\left(\psi_{1} \psi_{2}^{\prime}-\psi_{2} \psi_{1}^{\prime}\right)=k_{2} \quad \text { in } \mathbf{R} \tag{5.7}
\end{equation*}
$$

Next we multiply (5.4) by $2 \psi_{1}$ and (5.5) by $2 \psi_{2}$, then add the resulting equalities to find

$$
\begin{equation*}
2 c\left(\psi_{1} \psi_{2}^{\prime}-\psi_{2} \psi_{1}^{\prime}\right)+\left(|\psi|^{2}-r_{0}^{2}\right)^{\prime \prime}-2\left|\psi^{\prime}\right|^{2}+2 G\left(|\psi|^{2}\right)|\psi|^{2}=0 \tag{5.8}
\end{equation*}
$$

Taking into account (5.6) and (5.7), equation (5.8) can be written as

$$
\begin{equation*}
\left(|\psi|^{2}-r_{0}^{2}\right)^{\prime \prime}+c^{2}\left(|\psi|^{2}-r_{0}^{2}\right)-2 V\left(|\psi|^{2}\right)+2 G\left(|\psi|^{2}\right)|\psi|^{2}=2 k_{1}+2 c k_{2} . \tag{5.9}
\end{equation*}
$$

Denote $v(x)=|\psi|^{2}(x)-r_{0}^{2}$. Then $v$ is real-valued, $C^{2}$, and tends to zero as $x \longrightarrow \pm \infty$, and hence there exists a sequence $x_{n} \longrightarrow \infty$ such that $v^{\prime \prime}\left(x_{n}\right) \longrightarrow 0$. Writing (5.9) for $x_{n}$, then passing to the limit as $n \longrightarrow \infty$ we see that necessarily $k_{1}+c k_{2}=0$ and $v$ satisfies the equation

$$
\begin{equation*}
v^{\prime \prime}+c^{2} v-2 V\left(v+r_{0}^{2}\right)+2\left(v+r_{0}^{2}\right) G\left(v+r_{0}^{2}\right)=0 \quad \text { in } \mathbf{R} \tag{5.10}
\end{equation*}
$$

Next we multiply (5.10) by $2 v^{\prime}$, then integrate the resulting equation and obtain $\left(v^{\prime}\right)^{2}+c^{2} v^{2}-4\left(v+r_{0}^{2}\right) V\left(v+r_{0}^{2}\right)=k_{3}$ in $\mathbf{R}$, where $k_{3}$ is a constant. It is clear that there exists a sequence $y_{n} \longrightarrow \infty$ such that $v^{\prime}\left(y_{n}\right) \longrightarrow 0$; consequently $k_{3}=0$ and we have

$$
\begin{equation*}
\left(v^{\prime}\right)^{2}(x)+c^{2} v^{2}(x)-4\left(v+r_{0}^{2}\right) V\left(v+r_{0}^{2}\right)(x)=0 \quad \text { for any } x \in \mathbf{R} \tag{5.11}
\end{equation*}
$$

Our aim is to prove that, under the assumptions of Theorem 5.1, we have $v=0$ on $\mathbf{R}$.

Suppose first that $c^{2}>v_{s}^{2}=2 L r_{0}^{2}$. Since $G$ satisfies (A), it follows that $V \in$ $C^{2}\left(\left[r_{0}^{2}-\eta, r_{0}^{2}+\eta\right]\right)$ and we have by Taylor's formula
$V\left(r_{0}^{2}+s\right)=V\left(r_{0}^{2}\right)+s V^{\prime}\left(r_{0}^{2}\right)+\frac{1}{2} s^{2} V^{\prime \prime}\left(r_{0}^{2}\right)+s^{2} h(s)=\frac{1}{2} L s^{2}+s^{2} h(s) \quad$ for $s \in[-\eta, \eta]$,
where $h(s) \longrightarrow 0$ as $s \longrightarrow 0$. Take $\varepsilon_{1} \in(0, \eta]$ such that $c^{2}-v_{s}^{2}-2 L s-4\left(s+r_{0}^{2}\right) h(s)>0$ for any $s \in\left[-\varepsilon_{1}, \varepsilon_{1}\right]$. Suppose that $v\left(x_{0}\right) \in\left[-\varepsilon_{1}, 0\right) \cup\left(0, \varepsilon_{1}\right]$ for some $x_{0} \in \mathbf{R}$. By (5.11) we obtain

$$
0=\left(v^{\prime}\right)^{2}\left(x_{0}\right)+v^{2}\left(x_{0}\right)\left[c^{2}-v_{s}^{2}-2 L v\left(x_{0}\right)-4\left(v\left(x_{0}\right)+r_{0}^{2}\right) h\left(v\left(x_{0}\right)\right)\right]>0
$$

a contradiction. Consequently we cannot have $v(x) \in\left[-\varepsilon_{1}, 0\right) \cup\left(0, \varepsilon_{1}\right]$. Since $v$ is continuous and $v(x) \longrightarrow 0$ as $x \longrightarrow \pm \infty$, we infer that necessarily $v(x)=0$ for any $x \in \mathbf{R}$.

Next assume that $c^{2}=v_{s}^{2}$. Equation (5.11) can be written as

$$
\begin{equation*}
\left(v^{\prime}\right)^{2}(x)+W(v(x))=0 \quad \text { on } \mathbf{R} \tag{5.12}
\end{equation*}
$$

If assumption (iia) is verified, we cannot have $v(x) \in(-\varepsilon, 0) \cup(0, \varepsilon)$ and we infer, as above, that $v=0$ on $\mathbf{R}$. In case (iib), we cannot have $v(x) \in(-\varepsilon, 0)$ and we infer that $v(x) \geq 0$ for any $x \in \mathbf{R}$. Since $v(x) \longrightarrow 0$ as $x \longrightarrow \infty$, there is some $x_{0}$ such that $v$ achieves a nonnegative maximum at $x_{0}$. Then $v^{\prime}\left(x_{0}\right)=0$ and from (5.12) we get $W\left(v\left(x_{0}\right)\right)=0$. But $W(s)<0$ for $s>0$ by (iib); hence $v\left(x_{0}\right)=0$ and consequently $v=0$ on $\mathbf{R}$. Similarly we have $v=0$ in the case (iic) (note that $v=|\psi|^{2}-r_{0}^{2} \geq-r_{0}^{2}$ and it suffices to know that $W<0$ on $\left[-r_{0}^{2}, 0\right)$ ).

Thus we always have $v=0$, that is, $|\psi|^{2}=r_{0}^{2}$ on $\mathbf{R}$. Consequently there exists a lifting $\theta \in C^{2}(\mathbf{R}, \mathbf{R})$ such that $\psi(x)=r_{0} e^{i \theta(x)}$ for any $x \in \mathbf{R}$. It is clear that $\psi_{1} \psi_{2}^{\prime}-$ $\psi_{2} \psi_{1}^{\prime}=|\psi|^{2} \theta^{\prime}=r_{0}^{2} \theta^{\prime}$ (see (3.3)). On the other hand we have $\psi_{1} \psi_{2}^{\prime}-\psi_{2} \psi_{1}^{\prime}=-k_{2}$ by (5.7), and hence $\theta^{\prime}=-\frac{k_{2}}{r_{0}^{2}}$ is constant; therefore $\theta(x)=-\frac{k_{2}}{r_{0}^{2}} x+\theta_{0}$, where $\theta_{0}$ is a real constant. Since $\psi=r_{0} e^{i\left(-\left(k_{2} / r_{0}^{2}\right) x+\theta_{0}\right)}$ satisfies (5.2), we find $-c \frac{k_{2}}{r_{0}^{2}}-\left(\frac{k_{2}}{r_{0}^{2}}\right)^{2}=0$, and thus either $\frac{k_{2}}{r_{0}^{2}}=0$ or $\frac{k_{2}}{r_{0}^{2}}=-c$. Finally we have either $\psi(x)=e^{i \theta_{0}}$ or $\psi(x)=e^{i\left(c x+\theta_{0}\right)}$ and the proof is complete.

Example 5.2. In the case of the Gross-Pitaevskii equation we have $G(s)=1-s$ and obtain $W(s)=-2 s^{3}$ (see Example 4.4). In the case of the cubic-quintic nonlinearity we have $G(s)=-\alpha_{5}\left(s-r_{1}^{2}\right)\left(s-r_{0}^{2}\right)$, where $\alpha_{5}>0,0<r_{1}<r_{0}$ (see Example 4.5)
and a simple computation gives $W(s)=-2 \alpha_{5} s^{3}\left(\frac{4}{3} r_{0}^{2}-r_{1}^{2}+\frac{1}{3} s\right)$. Therefore both the Gross-Pitaevskii and the cubic-quintic nonlinearities satisfy assumption (iib) and Theorem 5.1 gives all sonic and supersonic traveling waves for these equations.

Remark. The proof of Theorem 5.1 provides a method to find subsonic traveling waves for (5.1). With the above notation, it follows from (5.11) that on any interval where $v^{\prime} \neq 0$ we have $v^{\prime}(x)= \pm \sqrt{4\left(v+r_{0}^{2}\right) V\left(v+r_{0}^{2}\right)(x)-c^{2} v^{2}(x)}$. In many interesting applications this equation can be integrated, and we obtain explicitly $v=|\psi|^{2}-r_{0}^{2}$. Then it is not hard to find (up to a constant) the corresponding phase $\theta$.

Remark. Assume that $N=1$ and let $(\psi, \varphi)$ be a finite-energy traveling wave for system (4.17)-(4.18). It follows from the proof of Proposition 4.6 that $\psi$ and $\varphi$ are $C^{\infty}$ functions and $\psi^{\prime}, \varphi \in W^{k, p}(\mathbf{R})$ for any $k \in \mathbf{N}$ and $p \geq 2$. If $c^{2} \geq \frac{2}{\varepsilon^{2}}$ (recall that $\frac{\sqrt{2}}{\varepsilon}$ is the sound velocity at infinity associated to $\left.(3.21)-(3.22)\right)$ and if there is a lifting $\psi(x)=v(x) e^{i \alpha(x)}, \varphi(x)=u(x) e^{i \beta(x)}$, where $v, u, \alpha, \beta$ are real-valued functions of class $C^{2}$, [26, Proposition 3.1, p. 1545] implies that $v=1, \alpha$ is constant, and $\varphi=0$ on $\mathbf{R}$.
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1. Introduction. In this paper we give a new proof, based on a gradient flow approach and on the Eulerian point of view introduced by [19], of the so-called "displacement convexity" for integral functionals as

$$
\begin{equation*}
\mathcal{E}(\mu):=\int_{\mathbb{M}} e(\rho) \mathrm{dV}+e^{\prime}(\infty) \mu^{\perp}(\mathbb{M}), \quad \rho=\frac{\mathrm{d} \mu}{\mathrm{dV}} \tag{1.1}
\end{equation*}
$$

where $\mu$ is a Borel probability measure on a compact, connected Riemannian manifold without boundary ( $\mathbb{M}, \mathrm{g}$ ), V is the volume measure on $\mathbb{M}$ induced by the metric tensor $\mathrm{g}, \mu^{\perp}$ is the singular part of $\mu$ with respect to $\mathrm{V}, e:[0,+\infty) \rightarrow \mathbb{R}$ is a smooth convex function satisfying the so-called McCann conditions (see (1.7) below), and $e^{\prime}(\infty)=\lim _{r \rightarrow+\infty} \frac{e(r)}{r}$. When $e$ has a superlinear growth, $e^{\prime}(\infty)=+\infty$ so that $\mu$ should be absolutely continuous with respect to V when $\mathcal{E}(\mu)$ is finite.

Displacement convexity for integral functionals. The notion of displacement convexity has been introduced by [15] to study the behavior of integral functionals like (1.1) along optimal transportation paths, i.e., geodesics in the space of Borel probability measures $\mathcal{P}(\mathbb{M})$ endowed with the $L^{2}$-Kantorovich-Rubinstein-Wasserstein distance.

Recall that (the square of) this distance can be defined by the following optimal transport problem

$$
\begin{align*}
& W_{2}^{2}\left(\mu^{0}, \mu^{1}\right):=\min \left\{\int_{\mathbb{M} \times \mathbb{M}} \mathrm{d}^{2}(x, y) \mathrm{d} \boldsymbol{\sigma}(x, y): \boldsymbol{\sigma} \in \mathcal{P}(\mathbb{M} \times \mathbb{M})\right.  \tag{1.2}\\
&\left.\boldsymbol{\sigma}(B \times \mathbb{M})=\mu^{0}(B), \boldsymbol{\sigma}(\mathbb{M} \times B)=\mu^{1}(B) \quad \forall B \text { Borel set in } \mathbb{M}\right\}
\end{align*}
$$

[^59]for the cost function induced by the Riemannian distance d on the manifold $\mathbb{M}$. We keep the usual notation to denote by $\mathcal{P}_{2}(\mathbb{M})$ the metric space $\left(\mathcal{P}(\mathbb{M}), W_{2}\right)$, which is called Wasserstein space; being $\mathbb{M}$ compact, $W_{2}$ induces the topology of the weak convergence of probability measures (i.e., the weak* topology associated with the duality of $\mathcal{P}(\mathbb{M})$ with $C^{0}(\mathbb{M})$ ).

As in any metric space (minimal, constant speed) geodesics can be defined as curves $\mu: s \in[0,1] \mapsto \mu^{s} \in \mathcal{P}_{2}(\mathbb{M})$ between $\mu^{0}$ and $\mu^{1}$, satisfying

$$
\begin{equation*}
W_{2}\left(\mu^{r}, \mu^{s}\right)=|s-r| W_{2}\left(\mu^{0}, \mu^{1}\right) \quad \forall 0 \leq r \leq s \leq 1 . \tag{1.3}
\end{equation*}
$$

A functional $\mathcal{E}: \mathcal{P}(\mathbb{M}) \rightarrow(-\infty,+\infty]$ is then (strongly) displacement convex (or, more generally, (strongly) displacement $\lambda$-convex for some $\lambda \in \mathbb{R}$ ) if, for all Wasserstein geodesics $\left\{\mu^{s}\right\}_{0 \leq s \leq 1} \subset \mathcal{P}_{2}(\mathbb{M})$, we have

$$
\begin{equation*}
\mathcal{E}\left(\mu^{s}\right) \leq(1-s) \mathcal{E}\left(\mu^{0}\right)+s \mathcal{E}\left(\mu^{1}\right)-\frac{\lambda}{2} s(1-s) W_{2}^{2}\left(\mu^{0}, \mu^{1}\right), \quad \forall s \in[0,1] \tag{1.4}
\end{equation*}
$$

A weaker notion is also often considered: one can ask that there exists at least one geodesic connecting $\mu^{0}$ to $\mu^{1}$ along which (1.4) holds. Figalli and Villani [12] has recently proved that for the class of integral functionals (1.1) considered in the present paper these two notions are equivalent.

The term "displacement convexity" arises from the strictly related concept of "displacement interpolation" introduced by [15] in the Euclidean case $\mathbb{M}=\mathbb{R}^{d}$; in a general metric setting, property (1.4) is simply called, as in the Riemannian case, " $\lambda$-geodesic convexity" (or "geodesic convexity" if $\lambda=0$ ).

It is possible to show [4] that, in the Euclidean case, the measures $\mu^{s}$ can also be defined through the formula

$$
\begin{equation*}
\mu^{s}(B):=\boldsymbol{\sigma}\left(\left\{(x, y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}:(1-s) x+s y \in B\right\}\right) \tag{1.5}
\end{equation*}
$$

## where $\boldsymbol{\sigma}$ is a minimizer of (1.2).

A similar construction can also be performed in a Riemannian manifold [14, 20, 13]: the segments $s \mapsto(1-s) x+s y$ should be substituted by a Borel map $\gamma: \mathbb{M} \times \mathbb{M} \rightarrow$ $C^{0}([0,1] ; \mathbb{M})$ that at each couple $(x, y) \in \mathbb{M} \times \mathbb{M}$ associate a (minimal, constant speed) geodesic $s \mapsto \gamma^{s}(x, y)$ in $\mathbb{M}$ connecting $x$ to $y$. We have the representation formula

$$
\begin{equation*}
\mu^{s}(B):=\boldsymbol{\sigma}\left(\left\{(x, y) \in \mathbb{M} \times \mathbb{M}: \boldsymbol{\gamma}^{s}(x, y) \in B\right\}\right), \quad \text { where } \boldsymbol{\sigma} \text { is a minimizer of }(1.2) . \tag{1.6}
\end{equation*}
$$

After the pioneering paper [15], the notion of displacement convexity for integral functionals found applications in many different fields, as functional inequalities [18, $2,9]$, generation, contraction, and asymptotic properties of diffusion equations and gradient flows $[17,1,19,4,8,5]$, Riemannian geometry, and synthetic study of metricmeasure spaces $[20,21,14]$.

In the context of Riemannian manifolds it turns out that displacement $\lambda$-convexity of certain classes of entropy functionals is equivalent to a lower bound for the Ricci curvature of the manifold. The connection between displacement convexity and Ricci curvature, introduced by [18], was then further deeply studied by [9, 10, 20]; the equivalence has been proved by Sturm and Von Renesse in [24], who considered the case in which the domain of the functional consists only of measures that are absolutely continuous with respect to the volume measure, and then completed by Lott and Villani [14] (with the remarks made in [12], where convexity in the strong form has
been proved), who extended the previous results to the functionals defined by (1.1) on all $\mathcal{P}(\mathbb{M})$. We refer to the forthcoming monograph [23] for further references, details, and discussions.

The strategy followed by the authors of [9] (and by all the following contributions) in order to characterize the displacement convexity of entropy functionals relies on a characterization of optimal transportation and Wasserstein geodesics [16] and on a careful study of the Jacobian properties of the exponential function which are crucial to estimate the integral functionals along this class of curves. The lack of regularity of Wasserstein geodesics and the lack of global smoothness of the squared distance function $d^{2}$ on the manifold $\mathbb{M}$ (due to the existence of the cut-locus) require a careful use of nonsmooth analysis arguments and nontrivial approximation processes to extend the results to geodesics between arbitrary measures (see [14, 12]).

The main result is the following.
Theorem 1.1. (I) If $e \in C^{\infty}(0,+\infty)$ satisfies the McCann conditions
$U(\rho):=\rho e^{\prime}(\rho)-\left(e(\rho)-e\left(0_{+}\right)\right) \geq 0, \quad \rho U^{\prime}(\rho)-\left(1-\frac{1}{n}\right) U(\rho) \geq 0, \quad n:=\operatorname{dim}(\mathbb{M})>1$
and $\mathbb{M}$ has nonnegative Ricci curvature, then the functional $\mathcal{E}$ defined by (1.1) is (strongly) displacement convex.
(II) If $\mathcal{E}$ is the relative entropy functional, corresponding to $e(\rho)=\rho \log \rho$ (which satisfies (1.7) in any dimension) in (1.1), and there exists $\lambda \in \mathbb{R}$ such that

$$
\begin{equation*}
\operatorname{Ric}_{\mathbf{g}_{x}}(\xi, \xi) \geq \lambda\langle\xi, \xi\rangle_{\mathbf{g}_{x}} \quad \forall x \in \mathbb{M}, \quad \forall \xi \in T_{x} \mathbb{M}, \tag{1.8}
\end{equation*}
$$

then the functional $\mathcal{E}$ defined by (1.1) is (strongly) displacement $\lambda$-convex.
Remark 1.2. Besides the logarithmic entropy corresponding to $e(\rho)=\rho \log \rho$ (and $U(\rho)=\rho$ ), typical examples of functionals that satisfy properties (1.7) are

$$
\begin{equation*}
e(\rho)=\frac{1}{m-1} \rho^{m}, \quad U(\rho)=\rho^{m}, \quad m \geq 1-\frac{1}{n} \tag{1.9}
\end{equation*}
$$

We recall that assumptions (1.7) imply the convexity of the function $\rho \mapsto e(\rho)$ (since the dimension $n$ is greater than 1 , they are in fact more restrictive).

Aim of the paper: an Eulerian approach to displacement convexity. In this paper we present an alternative proof of Theorem 1.1, which does not rely on the existence and smoothness of optimal transport maps and geodesics for the Wasserstein distance.

Our strategy can be described in three steps:

1. Following the approach suggested by Otto and Westdickenberg in [19], we work in the subspace $\mathcal{P}_{2}^{a r}(\mathbb{M})$ of measures with smooth and positive densities, and we use the "Riemannian" formula for the Wasserstein distance, originally introduced in the Euclidean framework by Benamou and Brenier [6]: if $\mu^{i}=\rho^{i} \mathrm{~V} \in \mathcal{P}_{2}^{a r}(\mathbb{M}), i=0,1$, then [19, Proposition 4.3]

$$
\begin{equation*}
W_{2}^{2}\left(\mu^{0}, \mu^{1}\right)=\inf _{\mathcal{C}\left(\mu^{0}, \mu^{1}\right)}\left\{\int_{0}^{1} \int_{M}\left|\nabla \phi^{s}\right|^{2} \rho^{s} \mathrm{dV} \mathrm{~d} s\right\} \quad \forall \mu^{0}, \mu^{1} \in \mathcal{P}_{2}^{a r}(\mathbb{M}) \tag{1.10}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{C}\left(\mu^{0}, \mu^{1}\right)=\{ & (\rho, \phi): \rho \in C^{\infty}\left([0,1] \times \mathbb{M} ; \mathbb{R}_{+}\right), \quad \phi \in C^{\infty}([0,1] \times \mathbb{M}) \\
& \left.\partial_{s} \rho^{s}+\nabla \cdot\left(\rho^{s} \nabla \phi^{s}\right)=0 \text { in }(0,1) \times \mathbb{M}, \quad \mu^{i}=\rho^{i} \mathrm{~V}\right\} \tag{1.11}
\end{align*}
$$

Even though the Wasserstein space can't be endowed with a smooth Riemannian structure, (1.11) still shows a "Riemannian" characterization of the Wasserstein distance on $\mathcal{P}_{2}^{a r}(\mathbb{M})$.
2. The second important fact, originally showed by the so-called "Otto calculus" in [17], is that the nonlinear diffusion equation

$$
\begin{equation*}
\partial_{t} \rho_{t}-\Delta_{\mathrm{g}} U\left(\rho_{t}\right)=0 \quad \text { in }[0,+\infty) \times \mathbb{M}, \quad \rho_{t=0}=\rho_{0} \tag{1.12}
\end{equation*}
$$

where $U: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is the function defined in (1.7) and $\Delta_{\mathrm{g}}$ is the Laplace-Beltrami operator on $\mathbb{M}$, is the gradient flow of the functional (1.1) in $\mathcal{P}_{2}(\mathbb{M})$. Indeed, (1.12) corresponds to the heat equation if $U$ is the logarithmic entropy and to the porous medium equation if $U$ is defined by (1.9).

Starting directly from (1.10) and owing to the fact that the flow generated by (1.12) preserves smooth and positive densities, when $\operatorname{Ric}_{g}(\mathbb{M}) \geq 0$ we shall show that the measures $\mu_{t}=\rho_{t} \mathrm{~V} \in \mathcal{P}_{2}^{a r}(\mathbb{M})$ associated to the solutions of (1.12) also solve the Evolution Variational Inequality (E.V.I.)

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} W_{2}^{2}\left(\nu, \mu_{t}\right) \leq \mathcal{E}(\nu)-\mathcal{E}\left(\mu_{t}\right) \quad \forall t \geq 0, \nu \in \mathcal{P}_{2}^{a r}(\mathbb{M}) \tag{1.13}
\end{equation*}
$$

which has been introduced in [4] as a purely metric characterization of the gradient flows of geodesically convex functionals in metric spaces (and, in particular, in $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ ); here

$$
\begin{equation*}
\frac{\mathrm{d}^{+}}{\mathrm{d} t} \zeta(t)=\limsup _{h \downarrow 0} \frac{\zeta(t+h)-\zeta(t)}{h} \tag{1.14}
\end{equation*}
$$

for every real function $\zeta:[0,+\infty) \rightarrow \mathbb{R}$.
When $\operatorname{Ric}(\mathbb{M}) \geq \lambda$ (a shorthand for (1.8)), we also show that the solutions of the heat equation satisfy the modified inequality

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} W_{2}^{2}\left(\nu, \mu_{t}\right)+\frac{\lambda}{2} W_{2}^{2}\left(\nu, \mu_{t}\right) \leq \mathcal{E}(\nu)-\mathcal{E}\left(\mu_{t}\right) \quad \forall t \geq 0, \nu \in \mathcal{P}_{2}^{a r}(\mathbb{M}) \tag{1.15}
\end{equation*}
$$

where $\mathcal{E}$ is the relative entropy functional whose integrand function is $e(\rho)=\rho \log \rho$. Note that (1.15) reduces to (1.13) when $\lambda=0$. In order to prove (1.13) and (1.15), we propose an "Eulerian" strategy which could be adapted to more general situations.
3. The third crucial fact is the following: whenever a functional $\mathcal{E}$ satisfies (1.13) (or, more generally, (1.15)) for a given semigroup $\mathcal{S}_{t}: \mu_{0}=\rho_{0} \mathrm{~V} \mapsto \mu_{t}=\rho_{t} \mathrm{~V}$ in $\mathcal{P}_{2}^{a r}(\mathbb{M}), \mathcal{E}$ is displacement convex (resp., displacement $\lambda$-convex). Thus, the question of the behavior of $\mathcal{E}$ along geodesics can be reduced to a differential estimate of $\mathcal{E}$ along the smooth and positive solutions of its gradient flow.

Plan of the paper. In section 2 we present the main ideas of our approach in the simplified (finite-dimensional and smooth) setting of geodesically convex functions on Riemannian manifolds. We think that these ideas are sufficiently general to be useful in other circumstances, at least for distances which admits a Riemannian characterization as (1.10), see, e.g., [11, 7].

After a brief review of the definition of (gradient) $\lambda$-flows in arbitrary metric spaces (basically following the ideas of [4]), we present in section 3 our first result, showing that the existence of a flow satisfying the E.V.I. (1.15) (even on a dense subset of initial data, such as $\mathcal{P}_{2}^{a r}(\mathbb{M})$ ) entails the (strong) displacement $\lambda$-convexity of the functional $\mathcal{E}$.

Following the strategy explained in the second section, in the last two sections we prove the differential estimates showing that (1.12) satisfies (1.13) (in section 4) or, in the case of the Heat equation, (1.15) (in section 5).
2. Gradient flows and geodesic convexity in a smooth setting.

Contraction semigroups and action integrals. In order to explain the main point of our strategy, let us first consider the simple setting of a smooth function $F: \mathrm{X} \rightarrow \mathbb{R}$ on a complete Riemannian manifold X with metric $\langle\cdot, \cdot\rangle_{g}$, (squared) norm $|\xi|_{g}^{2}=\langle\xi, \xi\rangle_{g}$, and the endowed Riemannian distance

$$
\begin{equation*}
d^{2}(u, v):=\min \left\{\int_{0}^{1}\left|\dot{\gamma}^{s}\right|_{g}^{2} \mathrm{~d} s, \quad \gamma:[0,1] \rightarrow \mathrm{X}, \gamma^{0}=v, \gamma^{1}=u\right\} \tag{2.1}
\end{equation*}
$$

In a smooth setting, the geodesic $\lambda$-convexity of $F$ can be expressed through the differential condition

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} F\left(\gamma^{s}\right) \geq \lambda\left|\dot{\gamma}^{s}\right|_{g}^{2} \tag{2.2}
\end{equation*}
$$

along any geodesic curve $\gamma$ minimizing (2.1). As we discussed in the introduction, the direct computation of (2.2) could be difficult in a nonsmooth, infinite dimensional setting; it is therefore important to find equivalent conditions which avoid twofold differentiation along geodesics. One possibility, suggested in [19], is to find equivalent conditions to geodesic $\lambda$-convexity in terms of the gradient flow generated by $F$.

Let us recall that the gradient flow of $F$ is a continuous semigroup of (timedependent) maps $\mathrm{S}_{t}: \mathrm{X} \rightarrow \mathrm{X}, t \in[0,+\infty)$, which at every initial datum $u$ associate the curve $u_{t}:=\mathrm{S}_{t}(u)$ solution of the differential equation

$$
\begin{equation*}
\dot{u}_{t}=-\nabla F\left(u_{t}\right) \quad \forall t \geq 0, \quad u_{0}=u . \tag{2.3}
\end{equation*}
$$

It is well known that, when $F$ is geodesically $\lambda$-convex, $\mathrm{S}_{t}$ is $\lambda$-contracting; i.e.,

$$
\begin{equation*}
d^{2}\left(\mathrm{~S}_{t}(u), \mathrm{S}_{t}(v)\right) \leq e^{-2 \lambda t} d^{2}(u, v), \quad \forall t \geq 0, \quad \forall u, v \in \mathrm{X} \tag{2.4}
\end{equation*}
$$

By the semigroup property, (2.4) is also equivalent to the differential inequality (see

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{+}}{\mathrm{d} t} d^{2}\left(\mathrm{~S}_{t}(u), \mathrm{S}_{t}(v)\right)\right|_{t=0} \leq-2 \lambda d^{2}(u, v) \quad \forall u, v \in \mathrm{X} \tag{1.14}
\end{equation*}
$$

Otto and Westdickenberg [19] revert this argument and observe that it could be easier to directly prove (2.5) by a differential estimate involving only the action of the semigroup along smooth curves; as a byproduct, one should obtain the convexity of $F$. To this aim, they consider a smooth curve $\gamma^{s}, s \in[0,1]$, connecting $v$ to $u$, and the action integral $\mathcal{A}_{t}$ associated with its smooth perturbation

$$
\begin{equation*}
\gamma_{t}^{s}:=\mathrm{S}_{t}\left(\gamma^{s}\right), \quad A_{t}^{s}:=\left|\partial_{s} \gamma_{t}^{s}\right|_{g}^{2}, \quad \mathcal{A}_{t}:=\int_{0}^{1} A_{t}^{s} \mathrm{~d} s \tag{2.6}
\end{equation*}
$$

where $\partial_{s} \gamma$ denotes the tangent vector in $T_{\gamma} \mathrm{X}$ obtained by differentiating w.r.t. $s$. Since, by the very definition of $d$,

$$
\begin{equation*}
d^{2}\left(\mathrm{~S}_{t}(v), \mathrm{S}_{t}(u)\right) \leq \mathcal{A}_{t} \tag{2.7}
\end{equation*}
$$

and for every $\varepsilon>0$ one can always find a curve $\gamma^{s}$ so that $\mathcal{A}_{0} \leq d^{2}(u, v)+\varepsilon$ (in a smooth setting one can take $\varepsilon=0)$, (2.5) surely holds if one can prove that

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{+}}{\mathrm{d} t} \mathcal{A}_{t}\right|_{t=0} \leq-2 \lambda \mathcal{A}_{0}, \quad \text { or its pointwise version }\left.\quad \frac{\partial^{+}}{\partial t}\right|_{t=0} A_{t}^{s} \leq-2 \lambda A_{0}^{s} \tag{2.8}
\end{equation*}
$$

Having obtained the contraction property from (2.8), it still remains open how to deduce that $F$ is geodesically convex. Notice that along an arbitrary curve $\eta^{s}$

$$
\begin{equation*}
\frac{\partial}{\partial s} F\left(\eta^{s}\right)=\left\langle\nabla F\left(\eta^{s}\right), \partial_{s} \eta^{s}\right\rangle_{g}=-\left\langle\left.\partial_{r} S_{r}\left(\eta^{s}\right)\right|_{r=0}, \partial_{s} \eta^{s}\right\rangle_{g} \tag{2.9}
\end{equation*}
$$

applied to $\eta^{s}:=\gamma_{t}^{s}$, (2.9) and the semigroup property $\mathrm{S}_{r}\left(\gamma_{t}^{s}\right)=\gamma_{t+r}^{s}$ yield

$$
\begin{equation*}
\frac{\partial}{\partial s} F\left(\gamma_{t}^{s}\right)=-\left\langle\partial_{t} \gamma_{t}^{s}, \partial_{s} \gamma_{t}^{s}\right\rangle_{g} \tag{2.10}
\end{equation*}
$$

In a smooth setting we can assume that $\gamma^{s}$ is a minimal geodesic; operating a further differentiation with respect to $s$, we obtain

$$
\begin{align*}
\frac{\partial^{2}}{\partial s^{2}} F\left(\gamma^{s}\right) \stackrel{(2.10)}{=} & -\left.\frac{\partial}{\partial s}\left\langle\partial_{t} \gamma_{t}^{s}, \partial_{s} \gamma_{t}^{s}\right\rangle_{g}\right|_{t=0}=-\left.\left\langle D_{\partial_{s}} \partial_{t} \gamma_{t}^{s}, \partial_{s} \gamma_{t}^{s}\right\rangle_{g}\right|_{t=0}  \tag{2.11}\\
& -\left.\left\langle\partial_{t} \gamma_{t}^{s}, D_{\partial_{s}} \partial_{s} \gamma_{t}^{s}\right\rangle_{g}\right|_{t=0} \\
= & -\left.\left\langle D_{\partial_{s}} \partial_{t} \gamma_{t}^{s}, \partial_{s} \gamma_{t}^{s}\right\rangle_{g}\right|_{t=0}=-\left.\left\langle D_{\partial_{t}} \partial_{s} \gamma_{t}^{s}, \partial_{s} \gamma_{t}^{s}\right\rangle_{g}\right|_{t=0} \\
= & -\left.\frac{1}{2} \frac{\partial}{\partial t}\left\langle\partial_{s} \gamma_{t}^{s}, \partial_{s} \gamma_{t}^{s}\right\rangle_{g}\right|_{t=0} \\
& \stackrel{(2.6)}{=}-\left.\frac{1}{2} \frac{\partial}{\partial t}\right|_{t=0} A_{t}^{s} \stackrel{(2.8)}{\geq} \lambda\left|\partial_{s} \gamma^{s}\right|_{g}^{2} \tag{2.12}
\end{align*}
$$

where we used the standard properties of the covariant differentiations $D_{\partial_{s}}, D_{\partial_{t}}$ and, in (2.11), the fact that at $t=0 D_{\partial_{s}} \partial_{s} \gamma_{t}^{s}=0$, being $\gamma_{t}^{s}=\gamma^{s}$ a geodesic.

A metric derivation of convexity. Even if the previous differential argument shows that (2.8) implies geodesic $\lambda$-convexity, it still requires nice smooth properties on geodesics and covariant differentiation, which could be hard to extend to a nonsmooth setting.

This is not at all surprising, since the contraction property (2.5) and its actiondifferential characterization (2.8) do not carry all the information linking the semigroup $S$ to $F$ : in order to conclude the argument in (2.11), we had therefore to insert the information coming from (2.9).

To overcome these difficulties, we shall deal with a more precise metric characterization of $S$ than (2.4). As it has been proposed and studied in [4], gradient flows of geodesically $\lambda$-convex functionals in "almost" Euclidean settings should satisfy a purely metric formulation in terms of the E.V.I.

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} d^{2}\left(\mathrm{~S}_{t}(u), v\right)+\frac{\lambda}{2} d^{2}\left(\mathrm{~S}_{t}(u), v\right)+F\left(\mathrm{~S}_{t}(u)\right) \leq F(v), \quad \forall v \in \mathrm{X}, t>0 \tag{2.13}
\end{equation*}
$$

It can be proved (see [5]) that (2.13) characterizes $S$ and implies the contractivity property (2.4).

As we discussed before, here we invert the usual procedure (starting from a convex functional, construct its gradient flow) and we suppose that there exists a smooth flow


FIG. 1. Variation of the curve $\gamma^{s}$ under the action of the semigroup S .
$\mathrm{S}_{t}$ satisfying (2.13). The following result, whose proof will be postponed (in a more general form) to Theorem 3.2 in the next section, shows that $F$ is geodesically $\lambda$ convex.

Theorem 2.1. Suppose that there exists a continuous semigroup of maps $\mathrm{S}_{t} \in$ $C^{0}(\mathrm{X} ; \mathrm{X}), t \geq 0$, satisfying (2.13). Then for every (minimal, constant speed) geodesic $\gamma:[0,1] \rightarrow \mathrm{X}$

$$
\begin{equation*}
F\left(\gamma^{s}\right) \leq(1-s) F\left(\gamma^{0}\right)+s F\left(\gamma^{1}\right)-\frac{\lambda}{2} s(1-s) d^{2}\left(\gamma^{0}, \gamma^{1}\right), \quad \forall s \in[0,1] ; \tag{2.14}
\end{equation*}
$$

i.e., $F$ is (strongly) geodesically $\lambda$-convex.
E.V.I. through action-differential estimates. Thanks to Theorem 2.1, it is possible to prove the geodesic $\lambda$-convexity of $F$ by exhibiting a flow $S$ satisfying the E.V.I. (2.13). According to the general strategy suggested by [19], we want to reduce (2.13) to a suitable family of differential inequalities satisfied by the action $A_{t}^{s}$ of (2.6).

The idea here is to consider a different family of perturbations of a given smooth curve $\gamma:[0,1] \rightarrow \mathrm{X}$, still induced by the semigroup S . In fact, differently from the contraction estimate (2.5) where we are flowing both the points $u, v$ through $\mathrm{S}_{t}$, in (2.13) we want to keep the point $v:=\gamma^{0}$ fixed and to vary only $u:=\gamma^{1}$. If $\gamma^{s}$ is a smooth curve connecting them, it is then natural to consider the new families (see Figure 1)

$$
\begin{equation*}
\tilde{\gamma}_{t}^{s}:=\mathrm{S}_{s t}\left(\gamma^{s}\right)=\gamma_{s t}^{s}, \quad \tilde{F}_{t}^{s}:=F\left(\tilde{\gamma}_{t}^{s}\right) \quad s \in[0,1], t \geq 0 \tag{2.15}
\end{equation*}
$$

Notice that $\tilde{\gamma}_{0}^{s}=\gamma^{s}, \tilde{\gamma}_{t}^{0}=\gamma^{0}=v$, and $\tilde{\gamma}_{t}^{1}=\mathrm{S}_{t}\left(\gamma^{1}\right)=\mathrm{S}_{t}(u)$. As before, we introduce the quantities

$$
\begin{equation*}
\tilde{A}_{t}^{s}:=\left|\partial_{s} \tilde{\gamma}_{t}^{s}\right|_{g}^{2}, \quad \tilde{\mathcal{A}}_{t}:=\int_{0}^{1} \tilde{A}_{t}^{s} \mathrm{~d} s \tag{2.16}
\end{equation*}
$$

Theorem 2.2 (A differential inequality linking action and flow). Suppose that for every smooth curve $\gamma:[0,1] \rightarrow \mathrm{X}$, the quantities $\tilde{A}_{t}^{s}, \tilde{F}_{t}^{s}$ induced by the flow S through (2.15),(2.16) satisfy

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t} \tilde{A}_{t}^{s}+\frac{\partial}{\partial s} \tilde{F}_{t}^{s} \leq-\lambda s \tilde{A}_{t}^{s}, \quad \forall t \geq 0 \tag{2.17}
\end{equation*}
$$

Then S satisfies (2.13), it is the gradient flow of $F$, and $F$ is geodesically $\lambda$-convex. Moreover, it is sufficient to check (2.17) at $t=0$.

Proof. Let us first observe that (2.17) yields, after an integration with respect to $s$ in $[0,1]$,

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \tilde{\mathcal{A}}_{t}+\tilde{F}_{t}^{1}-\tilde{F}_{t}^{0} \leq-\lambda \int_{0}^{1} s \tilde{A}_{t}^{s} \mathrm{~d} s \tag{2.18}
\end{equation*}
$$

By the semigroup property, it is sufficient to prove (2.13) at $t=0$. We choose a geodesic $\gamma^{s}$ connecting $v$ to $u$, and we consider the curves given by (2.15). Since

$$
\begin{align*}
d^{2}\left(\mathrm{~S}_{t}(u), v\right) \leq \int_{0}^{1} \tilde{A}_{t}^{s} \mathrm{~d} s & =\tilde{\mathcal{A}}_{t}  \tag{2.19}\\
d^{2}(v, u) & =\int_{0}^{1} \tilde{A}_{0}^{s} \mathrm{~d} s=\tilde{\mathcal{A}}_{0}, \quad \tilde{F}_{t}^{1}=F\left(\mathrm{~S}_{t}(u)\right), \quad \tilde{F}_{t}^{0}=F(v)
\end{align*}
$$

by (2.18) at $t=0$ we obtain

$$
\begin{equation*}
\left.\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} d^{2}\left(\mathrm{~S}_{t}(u), v\right)\right|_{t=0}+F(u)-F(v) \leq-\lambda \int_{0}^{1} s \tilde{A}_{0}^{s} \mathrm{~d} s=-\frac{\lambda}{2} d^{2}(u, v) \tag{2.20}
\end{equation*}
$$

where in the last identity we used the fact that $\gamma^{s}$ is a geodesic, and therefore $\tilde{A}_{0}^{s}=$ $\left|\partial_{s} \gamma^{s}\right|_{g}^{2}$ is constant in $[0,1]$ and takes the value $d^{2}\left(\gamma^{0}, \gamma^{1}\right)=d^{2}(v, u)$.

Since $\tilde{\gamma}_{t_{0}+t}^{s}=\mathrm{S}_{s t} \tilde{\gamma}_{t_{0}}^{s}$ by the semigroup property, if S satisfies (2.17) at the initial time $t=0$ for an arbitrary smooth curve $\gamma$, then it also satisfies (2.17) for $t>0$.

Our last result provides a simple criterion to check (2.17):
Theorem 2.3. Suppose that $\mathrm{S}:[0,+\infty) \times \mathrm{X} \rightarrow \mathrm{X}$ is the "differential" gradient flow of $F$ satisfying (2.9) for any smooth curve $\gamma^{s}$, let $\gamma_{t}^{s}, \tilde{\gamma}_{t}^{s}, A_{t}^{s}, \tilde{A}_{t}^{s}, \tilde{F}_{t}^{s}$ be defined as in (2.6), (2.15), and (2.16), and let us set

$$
\begin{equation*}
\tilde{D}_{r}^{s}:=\frac{1}{2} \lim _{h \downarrow 0} h^{-1}\left(\left|\partial_{s} \gamma_{s r+h}^{s}\right|_{g}^{2}-\left|\partial_{s} \gamma_{s r}^{s}\right|_{g}^{2}\right) . \tag{2.21}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t} \tilde{A}_{t}^{s}+\frac{\partial}{\partial s} \tilde{F}_{t}^{s}=s \tilde{D}_{t}^{s} \tag{2.22}
\end{equation*}
$$

Furthermore, if (2.8) holds, then

$$
\begin{equation*}
\tilde{D}_{t}^{s} \leq-\lambda \tilde{A}_{t}^{s} \tag{2.23}
\end{equation*}
$$

and (2.17) holds, too, so that $F$ is geodesically $\lambda$-convex, and S is also its "metric" gradient flow, characterized by the E.V.I. (2.13).

Proof. Let us set

$$
\begin{equation*}
\tilde{\gamma}_{t, \tau}^{s}:=\mathrm{S}_{\tau} \tilde{\gamma}_{t}^{s}=\gamma_{s t+\tau}^{s}, \quad \tilde{A}_{t, \tau}^{s}:=\left|\partial_{s} \tilde{\gamma}_{t, \tau}^{s}\right|_{g}^{2} \tag{2.24}
\end{equation*}
$$

so that

$$
\begin{equation*}
\tilde{\gamma}_{t+h}^{s}=\tilde{\gamma}_{t, s h}^{s}, \quad \partial_{s} \tilde{\gamma}_{t+h}^{s}=\partial_{s} \tilde{\gamma}_{t, \tau}^{s}+\left.h \partial_{\tau} \tilde{\gamma}_{t, \tau}^{s}\right|_{\tau=s h}, \quad \tilde{D}_{t}^{s}=\left.\frac{1}{2} \frac{\partial}{\partial \tau} \tilde{A}_{t, \tau}^{s}\right|_{\tau=0} \tag{2.25}
\end{equation*}
$$

Observe that the identity

$$
\begin{equation*}
|x+y|_{g}^{2}=2\langle x+y, y\rangle_{g}+|x|_{g}^{2}-|y|_{g}^{2}, \quad \forall x, y \in T_{\gamma} X \tag{2.26}
\end{equation*}
$$

yields

$$
\begin{aligned}
\tilde{A}_{t+h}^{s} & =\left.\left|\partial_{s} \tilde{\gamma}_{t+h}^{s}\right|_{g}^{2} \stackrel{(2.25)}{=}\left|\partial_{s} \tilde{\gamma}_{t, \tau}^{s}+h \partial_{\tau} \tilde{\gamma}_{t, \tau}^{s}\right|_{g}^{2}\right|_{\tau=s h} \\
& \left.\stackrel{(2.26)}{=}\left[2 h\left\langle\partial_{s} \tilde{\gamma}_{t, \tau}^{s}+h \partial_{\tau} \tilde{\gamma}_{t, \tau}^{s}, \partial_{\tau} \tilde{\gamma}_{t, \tau}^{s}\right\rangle+\left|\partial_{s} \tilde{\gamma}_{t, \tau}^{s}\right|_{g}^{2}-h^{2}\left|\partial_{\tau} \tilde{\gamma}_{t, \tau}^{s}\right|_{g}^{2}\right]\right|_{\tau=s h} \\
& =\left.2 h\left\langle\partial_{s} \tilde{\gamma}_{t+h}^{s}, \partial_{\theta} \mathrm{S}_{\theta}\left(\tilde{\gamma}_{t+h}^{s}\right)\right\rangle\right|_{\theta=0}+\tilde{A}_{t, s h}^{s}-o(h) \stackrel{(2.9)}{=}-2 h \frac{\partial}{\partial s} F\left(\tilde{\gamma}_{t+h}^{s}\right)+\tilde{A}_{t, s h}^{s}-o(h)
\end{aligned}
$$

We thus get

$$
\begin{equation*}
\frac{1}{2 h}\left(\tilde{A}_{t+h}^{s}-\tilde{A}_{t}^{s}\right)+\frac{\partial}{\partial s} F\left(\tilde{\gamma}_{t+h}^{s}\right)=\frac{1}{2 h}\left(\tilde{A}_{t, s h}^{s}-\tilde{A}_{t}^{s}\right)-o(1) \tag{2.27}
\end{equation*}
$$

so that, passing to the limit as $h \downarrow 0$ we get (2.22).
Remark 2.4. Notice that the remainder term $o(1)$ in (2.27) is nonnegative, so it can be simply neglected, if one is just interested in the inequality (2.17).
3. Gradient flows and geodesic convexity in a metric setting. In this section we will briefly recall some basic definitions and properties of gradient flows in a metric setting, and we will prove Theorem 2.1 in a slightly more general framework.

Let ( $\mathrm{X}, d$ ) be a metric space (not necessarily complete) and let $F: \mathrm{X} \rightarrow(-\infty,+\infty$ ] be a lower semicontinuous functional, whose proper domain $D(F):=\{w \in \mathrm{X}$ : $F(w)<+\infty\}$ is dense in X (otherwise we can always restrict all the next statements to the closure of $D(F)$ in $X$ ). We also assume that $F$ is bounded from below, i.e., $F_{\mathrm{inf}}:=\inf _{u \in \mathrm{X}} F(u)>-\infty$.

A $C^{0}$-semigroup S in $C^{0}(\mathrm{X} ; \mathrm{X})$ is a family $\mathrm{S}_{t}, t \geq 0$, of continuous maps in X such that

$$
\begin{equation*}
\mathrm{S}_{t+h}(u)=\mathrm{S}_{h}\left(\mathrm{~S}_{t}(u)\right), \quad \lim _{t \downarrow 0} \mathrm{~S}_{t}(u)=\mathrm{S}_{0}(u)=u \quad \forall u \in \mathrm{X}, t, h \geq 0 \tag{3.1}
\end{equation*}
$$

Given a real number $\lambda \in \mathbb{R}$, we say that $S$ is the $\lambda$-(gradient) flow of $F$ if it satisfies

$$
\begin{equation*}
\mathrm{S}_{t}(\mathrm{X}) \subset D(F) \text { for every } t>0 \tag{3.2a}
\end{equation*}
$$

$$
\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} d^{2}\left(\mathrm{~S}_{t}(u), v\right)+\frac{\lambda}{2} d^{2}\left(\mathrm{~S}_{t}(u), v\right)+F\left(\mathrm{~S}_{t}(u)\right) \leq F(v), \quad \forall u \in \mathrm{X}, v \in D(F), t \geq 0
$$

Clearly, if S is a $\lambda$-flow for $F$, then it is also a $\lambda^{\prime}$-flow for every $\lambda^{\prime} \leq \lambda$. The next proposition collects some useful properties of $\lambda$-flows.

Proposition 3.1 (Integral characterization of flows and contraction). $A C^{0}$ semigroup S satisfies (3.2a,b,c) if and only if it satisfies the following integrated form

$$
\begin{equation*}
\frac{e^{\lambda\left(t_{1}-t_{0}\right)}}{2} d^{2}\left(\mathrm{~S}_{t_{1}}(u), v\right)-\frac{1}{2} d^{2}\left(\mathrm{~S}_{t_{0}}(u), v\right) \leq \mathrm{E}_{\lambda}\left(t_{1}-t_{0}\right)\left(F(v)-F\left(\mathrm{~S}_{t_{1}}(u)\right)\right) \quad \forall 0 \leq t_{0}<t_{1} \tag{3.3}
\end{equation*}
$$

for every $u \in \mathrm{X}, v \in D(F)$, where

$$
\mathrm{E}_{\lambda}(t):=\int_{0}^{t} e^{\lambda r} \mathrm{~d} r= \begin{cases}\frac{e^{\lambda t}-1}{\lambda} & \text { if } \lambda \neq 0 \\ t & \text { if } \lambda=0\end{cases}
$$

In particular, S satisfies the uniform regularization bound

$$
\begin{equation*}
F\left(\mathrm{~S}_{t}(u)\right) \leq F(v)+\frac{1}{2 \mathrm{E}_{\lambda}(t)} d^{2}(u, v) \quad \forall u \in \mathrm{X}, v \in D(F), t>0 \tag{3.4}
\end{equation*}
$$

the uniform continuity estimate

$$
\begin{equation*}
d^{2}\left(\mathrm{~S}_{t_{1}}(u), \mathrm{S}_{t_{0}}(u)\right) \leq 2 \mathrm{E}_{-\lambda}\left(t_{1}-t_{0}\right)\left(F\left(\mathrm{~S}_{t_{0}} u\right)-F_{\mathrm{inf}}\right) \quad \forall u \in D(F), 0 \leq t_{0} \leq t_{1} \tag{3.5}
\end{equation*}
$$

and the $\lambda$-contraction property, i.e.,

$$
\begin{equation*}
d\left(\mathrm{~S}_{t}(u), \mathrm{S}_{t}(v)\right) \leq e^{-\lambda t} d(u, v) \quad \forall u, v \in \mathrm{X}, t \geq 0 \tag{3.6}
\end{equation*}
$$

Proof. Clearly (3.3) yields (3.2a), being $D(F) \neq \emptyset ;$ (3.2b) and (3.5) follow by taking $v:=\mathrm{S}_{t_{0}}(u)$, and (3.2c) can be proved by dividing both sides of (3.3) by $t_{1}-t_{0}$ and passing to the limit as $t_{1} \downarrow t_{0}$. In order to prove the converse implication, let us first observe that for a continuous real function $\zeta:[0,+\infty) \rightarrow \mathbb{R}$

$$
\begin{equation*}
\liminf _{h \downarrow 0} \frac{\zeta(t+h)-\zeta(t)}{h} \leq 0 \quad \forall t>0 \quad \Longrightarrow \quad \zeta \text { is not increasing. } \tag{3.7}
\end{equation*}
$$

In fact, if $0 \leq t_{0}<t_{0}+\tau$ existed with $\delta:=\tau^{-1}\left(\zeta\left(t_{0}+\tau\right)-\zeta\left(t_{0}\right)\right)>0$, then a minimum point $\bar{t} \in\left[t_{0}, t_{0}+\tau\right)$ of $t \mapsto \zeta(t)-\zeta\left(t_{0}\right)-\delta\left(t-t_{0}\right)$ would satisfy

$$
\liminf _{h \downarrow 0} \frac{\zeta(\bar{t}+h)-\zeta(\bar{t})}{h}-\delta \geq 0, \quad \text { which contradicts }(3.7)
$$

(3.3) then follows by (3.2c), after a multiplication by $e^{\lambda t}$ and choosing

$$
\zeta(t):=\frac{e^{\lambda t}}{2} d^{2}\left(\mathrm{~S}_{t}(u), v\right)+\int_{\bar{t}}^{t} e^{\lambda r}\left(F\left(\mathrm{~S}_{r}(u)\right)-F(v)\right) \mathrm{d} r, \quad \bar{t}>0
$$

and recalling the monotonicity property (3.2b). A similar argument shows that
$\frac{1}{2} d^{2}\left(\mathrm{~S}_{t_{1}}(u), v\right)-\frac{1}{2} d^{2}\left(\mathrm{~S}_{t_{0}}(u), v\right)+\frac{\lambda}{2} \int_{t_{0}}^{t_{1}} d^{2}\left(\mathrm{~S}_{r}(u), v\right) \mathrm{d} r \leq\left(t_{1}-t_{0}\right)\left(F(v)-F\left(\mathrm{~S}_{t_{1}}(u)\right)\right)$,
for every $0 \leq t_{0}<t_{1}, u \in \mathrm{X}$, and $v \in D(F)$. In order to prove the $\lambda$-contracting property, we apply (3.8) obtaining

$$
\begin{aligned}
& d^{2}\left(\mathrm{~S}_{h}(u), \mathrm{S}_{h}(v)\right)-d^{2}(u, v)=d^{2}\left(\mathrm{~S}_{h}(u), \mathrm{S}_{h}(v)\right)-d^{2}\left(\mathrm{~S}_{h}(u), v\right)+d^{2}\left(\mathrm{~S}_{h}(u), v\right)-d^{2}(u, v) \\
& \leq-\lambda \int_{0}^{h}\left(d^{2}\left(\mathrm{~S}_{h}(u), \mathrm{S}_{r}(v)\right)+d^{2}\left(\mathrm{~S}_{r}(u), v\right)\right) \mathrm{d} r+2 h\left(F(v)-F\left(\mathrm{~S}_{h}(v)\right)\right)
\end{aligned}
$$

We divide this inequality by $h$, and we pass to the limit as $h \downarrow 0$; the continuity of $\mathrm{S}_{t}$, the lower semicontinuity of $F$, and the semigroup property of $S$ yield

$$
\begin{equation*}
\frac{\mathrm{d}^{+}}{\mathrm{d} t} d^{2}\left(\mathrm{~S}_{t}(u), \mathrm{S}_{t}(v)\right) \leq-2 \lambda d^{2}(u, v) \quad \forall u, v \in \mathrm{X}, t>0 \tag{3.9}
\end{equation*}
$$

which yields (3.6) thanks to (3.7).
We can now prove the main result of this section: if a functional $F$ admits a $\lambda$-flow, then $F$ is geodesically $\lambda$-convex.

Theorem 3.2 (Geodesic convexity via E.V.I.). Let us suppose that S is a $\lambda$-flow for the functional $F$, according to (3.2a,b,c), and let $\gamma:[0,1] \rightarrow \mathrm{X}$ be a Lipschitz curve satisfying

$$
\begin{equation*}
d\left(\gamma^{r}, \gamma^{s}\right) \leq L|r-s|, \quad L^{2} \leq d^{2}\left(\gamma^{0}, \gamma^{1}\right)+\varepsilon^{2} \quad \forall r, s \in[0,1], \tag{3.10}
\end{equation*}
$$

for some constant $\varepsilon \geq 0$. Then for every $t>0$ and $s \in[0,1]$

$$
\begin{equation*}
F\left(\mathrm{~S}_{t}\left(\gamma^{s}\right)\right) \leq(1-s) F\left(\gamma^{0}\right)+s F\left(\gamma^{1}\right)-\frac{\lambda}{2} s(1-s) d^{2}\left(\gamma^{0}, \gamma^{1}\right)+\frac{\varepsilon^{2}}{2 \mathbf{E}_{\lambda}(t)} s(1-s) . \tag{3.11}
\end{equation*}
$$

In particular, when $\gamma$ is a geodesic (i.e., $\gamma$ satisfies (3.10) with $L=d\left(\gamma^{0}, \gamma^{1}\right), \varepsilon=0$ ), we have

$$
\begin{equation*}
F\left(\gamma^{s}\right) \leq(1-s) F\left(\gamma^{0}\right)+s F\left(\gamma^{1}\right)-\frac{\lambda}{2} s(1-s) d^{2}\left(\gamma^{0}, \gamma^{1}\right) ; \tag{3.12}
\end{equation*}
$$

i.e., $F$ is (strongly) geodesically $\lambda$-convex.

Proof. Let $\gamma$ be satisfying (3.10) and let us set $\gamma_{t}^{s}:=\mathrm{S}_{t}\left(\gamma^{s}\right)$. Choosing $t_{0}=0$, $t_{1}=t, u:=\gamma^{s}$, and taking a convex combination of (3.3) written for $v:=\gamma^{0}$, and $v:=\gamma^{1}$, we get

$$
\begin{align*}
\frac{e^{\lambda t}}{2}\left((1-s) d^{2}\left(\gamma_{t}^{s}, \gamma^{0}\right)+s d^{2}\left(\gamma_{t}^{s}, \gamma^{1}\right)\right) & -\frac{1}{2}\left((1-s) d^{2}\left(\gamma^{s}, \gamma^{0}\right)+s d^{2}\left(\gamma^{s}, \gamma^{1}\right)\right) \\
3.13) & \leq \mathrm{E}_{\lambda}(t)\left((1-s) F\left(\gamma^{0}\right)+s F\left(\gamma^{1}\right)-F\left(\gamma_{t}^{s}\right)\right) . \tag{3.13}
\end{align*}
$$

We now observe that the elementary inequality

$$
\begin{equation*}
(1-s) a^{2}+s b^{2} \geq s(1-s)(a+b)^{2} \quad \forall a, b \in \mathbb{R}, \quad s \in[0,1], \tag{3.14}
\end{equation*}
$$

and the triangular inequality yield

$$
\begin{align*}
&(1-s) d^{2}\left(\gamma_{t}^{s}, \gamma^{0}\right)+s d^{2}\left(\gamma_{t}^{s}, \gamma^{1}\right) \stackrel{(3.14)}{\geq} s(1-s)\left(d\left(\gamma_{t}^{s}, \gamma^{0}\right)+d\left(\gamma_{t}^{s}, \gamma^{1}\right)\right)^{2}  \tag{3.15}\\
& \geq s(1-s) d^{2}\left(\gamma^{0}, \gamma^{1}\right) .
\end{align*}
$$

On the other hand, (3.10) yields

$$
\begin{equation*}
(1-s) d^{2}\left(\gamma^{s}, \gamma^{0}\right)+s d^{2}\left(\gamma^{s}, \gamma^{1}\right) \leq L^{2} s(1-s) \tag{3.16}
\end{equation*}
$$

Inserting (3.16) and (3.15) in (3.13) we obtain

$$
\begin{equation*}
\frac{e^{\lambda t}-1}{2} s(1-s) d^{2}\left(\gamma^{0}, \gamma^{1}\right)-\frac{\varepsilon^{2}}{2} s(1-s) \leq \mathbf{E}_{\lambda}(t)\left((1-s) F\left(\gamma^{0}\right)+s F\left(\gamma^{1}\right)-F\left(\gamma_{t}^{s}\right)\right) . \tag{3.17}
\end{equation*}
$$

Dividing then both sides of (3.17) by $\mathrm{E}_{\lambda}(t)$ we get (3.11); when $\varepsilon=0$ we can pass to the limit as $t \downarrow 0$ obtaining (3.12).

We conclude this section by considering the case when the flow $S$ is defined only on a dense subset $\mathrm{X}_{0}$ of $D(F)$ (which is dense in X ). In order to prove the geodesic convexity of $F$ in X by Theorem 3.2 we first have to extend S to the whole space X . This can be achieved by a density argument, if X is complete and the lower semicontinuous functional $F$ satisfies the following approximation property:

$$
\begin{equation*}
\forall u \in D(F) \quad \exists u_{n} \in \mathrm{X}_{0}: \quad \lim _{n \rightarrow \infty} d\left(u_{n}, u\right)=0, \quad \lim _{n \rightarrow \infty} F\left(u_{n}\right)=F(u) . \tag{3.18}
\end{equation*}
$$

We state the precise extension result in the next theorem.
Theorem 3.3. Suppose that the functional $F$ and the subset $\mathrm{X}_{0} \subset D(F)$ satisfy (3.18) and let S be a $\lambda$-flow for $F$ in $\mathrm{X}_{0}$. If X is complete, S can be extended to a unique $\lambda$-flow $\overline{\mathrm{S}}$ in X , and therefore $F$ is (strongly) geodesically $\lambda$-convex in X .

Proof. Given $u \in \mathrm{X}$ and a sequence $u_{n} \in \mathrm{X}_{0}$ converging to $u$ ( $\mathrm{X}_{0}$ is also dense in X ), we can define

$$
\begin{equation*}
\overline{\mathrm{S}}_{t}(u):=\lim _{n \rightarrow \infty} \mathrm{~S}_{t}\left(u_{n}\right) \quad \forall t>0, \tag{3.19}
\end{equation*}
$$

where it is clear that the limit in (3.19) exists (being $X$ complete and $\mathrm{S}_{t}$ Lipschitz by (3.6)) and does not depend on the particular sequence $u_{n}$ we used to approximate $u$. Moreover, $\overline{\mathrm{S}}_{t}$ is a semigroup and satisfies the estimate (3.5) and the $\lambda$-contracting property (3.6); being $\mathrm{X}_{0}$ dense in X , it is not difficult to combine (3.5), (3.6), and (3.18) to show that $\lim _{t \downarrow 0} \mathrm{~S}_{t}(u)=u$ for every $u \in \mathrm{X}$.

In order to prove that $\overline{\mathrm{S}}$ is still a $\lambda$-flow for $F$ in X we have to check (3.3) in X : we fix $v \in D(F)$ and a sequence $v_{n} \in \mathrm{X}_{0}$ converging to $v$ with $F\left(v_{n}\right) \rightarrow F(v)$, and we pass to the limit as $n \rightarrow \infty$ in the inequalities

$$
\begin{equation*}
\frac{e^{\lambda\left(t_{1}-t_{0}\right)}}{2} d^{2}\left(\mathrm{~S}_{t_{1}}\left(u_{n}\right), v_{n}\right)-\frac{1}{2} d^{2}\left(\mathrm{~S}_{t_{0}}\left(u_{n}\right), v_{n}\right) \leq \mathrm{E}_{\lambda}\left(t_{1}-t_{0}\right)\left(F\left(v_{n}\right)-F\left(\mathrm{~S}_{t_{1}}\left(u_{n}\right)\right)\right. \tag{3.20}
\end{equation*}
$$

using the lower semicontinuity of $F$.
4. Nonlinear diffusion equations as gradient flows of entropy functionals in $\mathcal{P}_{2}(\mathbb{M})$. We apply the strategy described in the section 2 to prove the geodesic convexity of the integral functional (1.1) in the case of a Riemannian manifold of nonnegative Ricci curvature. We therefore exhibit a smooth flow (induced by the nonlinear diffusion equation (1.12) on the dense subset $\mathcal{P}_{2}^{a r}(\mathbb{M})$ ) which satisfies the E.V.I. (1.13).

Before stating the main theorem of this section, let us recall a fundamental result on this kind of evolution equations, which can be found in $[22,19]$ :

Theorem 4.1 (Classical solutions of nonlinear diffusion equations). Let $e \in$ $C^{\infty}\left(\mathbb{R}^{+}\right)$and $U$ be functions that satisfy the assumptions (1.7) of Theorem 1.1. For every $\rho_{0} \in C^{\infty}(\mathbb{M})$ with $\rho_{0}>0$, there exists a unique smooth positive solution $\rho \in$ $C^{\infty}([0,+\infty) \times \mathrm{X})$ to the Cauchy problem

$$
\begin{equation*}
\partial_{t} \rho_{t}=\Delta_{\mathrm{g}} U\left(\rho_{t}\right), \quad \rho_{t=0}=\lim _{t \downarrow 0} \rho_{t}=\rho_{0} . \tag{4.1}
\end{equation*}
$$

Moreover, given a one-parameter family of positive initial data $s \mapsto \rho_{0}^{s} \in C^{\infty}([0,1] \times \mathbb{M})$, the corresponding solutions $\rho_{t}^{s}$ of the equation (4.1) depend smoothly on $s, t$.

For every $\mu_{0}=\rho_{0} \mathrm{~V} \in \mathcal{P}_{2}^{a r}(\mathbb{M})$ we denote by $\mathcal{S}_{t}\left(\mu_{0}\right) \in \mathcal{P}_{2}^{a r}(\mathbb{M})$ the measure $\mu_{t}=\rho_{t} \mathrm{~V}$. The main result that we show in this section is the following.

Theorem 4.2. Let $e \in C^{\infty}\left(\mathbb{R}^{+}\right)$and $U$ be functions that satisfy the assumptions (1.7) of Theorem 1.1 and let us suppose that

$$
\begin{equation*}
\operatorname{Ric}_{g}(x) \geq 0 \quad \forall x \in \mathbb{M} . \tag{4.2}
\end{equation*}
$$

The semigroup $\mathcal{S}$ induced by (4.1) in $\mathcal{P}_{2}^{\text {ar }}(\mathbb{M})$ is a 0 -flow in $\mathcal{P}_{2}^{\text {ar }}(\mathbb{M})$ for the functional

$$
\begin{equation*}
\mathcal{E}(\mu)=\int_{\mathbb{M}} e(\rho) \mathrm{dV}, \quad \forall \mu=\rho \mathrm{V} \in \mathcal{P}_{2}^{a r}(\mathbb{M}) . \tag{4.3}
\end{equation*}
$$

In particular, for every $\mu_{0}=\rho_{0} \mathrm{~V}, \nu \in \mathcal{P}_{2}^{a r}(\mathbb{M})$, the measures $\mu_{t}=\mathcal{S}_{t}\left(\mu_{0}\right)=\rho_{t} \mathrm{~V} \in$ $\mathcal{P}_{2}^{a r}(\mathbb{M})$ solving (4.1) satisfy the E.V.I.

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} W_{2}^{2}\left(\nu, \mu_{t}\right) \leq \mathcal{E}(\nu)-\mathcal{E}\left(\mu_{t}\right) \quad \forall t \in[0,+\infty) \tag{4.4}
\end{equation*}
$$

In order to prove Theorem 4.2, thanks to the "Riemannian-like" characterization of the Wasserstein distance provided by (1.10), we can follow the strategy presented in section 2 ; in particular we want to prove the differential inequality of Theorem 2.2. Following Otto's formalism [17], we collect in the next table the formal correspondences between the various objects:

| X, Riemannian manifold, with distance $d$ | $\mathcal{P}_{2}^{a r}(\mathbb{M})$ with distance $W_{2}$ |
| :---: | :---: |
| a smooth curve $\gamma^{s}$ in X | a smooth family $\mu^{s}=\rho^{s} \mathrm{~V} \in \mathcal{P}_{2}^{a r}(\mathbb{M})$ |
| the tangent vector $\partial_{s} \gamma^{s}$ in $T_{\gamma^{s}} \mathrm{X}$ | the vector field $\nabla \phi^{s}$ where $-\nabla \cdot\left(\rho^{s} \nabla \phi^{s}\right)=\frac{\partial}{\partial s} \rho^{s}$ |
| $\left\|\partial_{s} \gamma^{s}\right\|_{g}^{2}$ | $\int_{\mathbb{M}}\left\|\nabla \phi^{s}(x)\right\|_{\mathrm{g}}^{2} \rho^{s}(x) \mathrm{dV}(x)$ |
| $\gamma_{t}^{s}:=\mathrm{S}_{t}\left(\gamma^{s}\right), \tilde{\gamma}_{t}^{s}:=\gamma_{s t}^{s}=\mathrm{S}_{s t}\left(\gamma^{s}\right)$ | $\mu_{t}^{s}=\rho_{t}^{s} \mathrm{~V}:=\mathcal{S}_{t}\left(\mu^{s}\right), \tilde{\mu}_{t}^{s}=\tilde{\rho}_{t}^{s} \mathrm{~V}:=\mu_{s t}^{s}=\mathcal{S}_{s t}\left(\mu^{s}\right)$ |
| $\tilde{A}_{t}^{s}=\left\|\partial_{s} \tilde{\gamma}_{t}^{s}\right\|_{g}^{2}$ | $\int_{\mathbb{M}}\left\|\nabla \tilde{\phi}_{t}^{s}(x)\right\|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s}(x) \mathrm{dV}(x)$ |
| $F\left(\gamma^{s}\right)$ | $\mathcal{E}\left(\mu^{s}\right)=\int_{\mathbb{M}} e\left(\rho^{s}\right) \mathrm{dV}$ |
| $\left.\left(\partial_{\theta} \mathrm{S}_{\theta} \gamma^{s}\right)\right\|_{\theta=0}=-\nabla F\left(\gamma^{s}\right)$ | $-\nabla U\left(\rho^{s}\right) / \rho^{s}=-\nabla e^{\prime}\left(\rho^{s}\right)$. |

The core of the proof of Theorem 4.2 lies in the following lemma:
LEMMA 4.3. Let $\mu^{s}=\rho^{s} \mathrm{~V}, s \in[0,1]$, be a smooth family of measures in $\mathcal{P}_{2}^{\text {ar }}(\mathbb{M})$ and let $\tilde{\mu}_{t}^{s}=\tilde{\rho}_{t}^{s} \mathrm{~V}=\mathcal{S}_{s t}\left(\mu^{s}\right)$ be obtained by flowing $\rho^{s}$ along the flow (4.1); i.e., $\tilde{\rho}_{t}^{s}=\rho_{s t}^{s}$ where $\rho_{t}^{s}$ satisfies

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho_{t}^{s}-\Delta_{\mathrm{g}} U\left(\rho_{t}^{s}\right)=0 \text { in } \mathbb{M}, \quad \forall s \in[0,1], t>0 ; \quad \rho_{t=0}^{s}=\rho^{s} \tag{4.5}
\end{equation*}
$$

Let $\tilde{\phi}_{t}^{s} \in C^{\infty}([0,1] \times[0,+\infty) \times \mathbb{M})$ be the functions defined by the equation

$$
\begin{equation*}
-\nabla \cdot\left(\tilde{\rho}_{t}^{s} \nabla \tilde{\phi}_{t}^{s}\right)=\partial_{s} \tilde{\rho}_{t}^{s} \quad \text { in } \mathbb{M}, \quad \int_{\mathbb{M}} \tilde{\phi}_{t}^{s}(x) \mathrm{dV}(x)=0 \quad \forall s \in[0,1], t \in[0,+\infty), \tag{4.6}
\end{equation*}
$$

and let us set
$\tilde{A}_{t}^{s}:=\int_{\mathbb{M}}\left|\nabla \tilde{\phi}_{t}^{s}(x)\right|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s}(x) \mathrm{dV}(x)$,
$\tilde{D}_{t}^{s}:=-\int_{\mathbb{M}}\left[\left(\left|\operatorname{Hess} \tilde{\phi}_{t}^{s}\right|_{\mathbf{g}}^{2}+\operatorname{Ric}_{\mathbf{g}}\left(\nabla \tilde{\phi}_{t}^{s}, \nabla \tilde{\phi}_{t}^{s}\right)\right) U\left(\tilde{\rho}_{t}^{s}\right)+\left(\Delta_{\mathbf{g}} \tilde{\phi}_{t}^{s}\right)^{2}\left(\tilde{\rho}_{t}^{s} U^{\prime}\left(\tilde{\rho}_{t}^{s}\right)-U\left(\tilde{\rho}_{t}^{s}\right)\right)\right] \mathrm{dV}$.

Then, we have the formula

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{1}{2} \tilde{A}_{t}^{s}+\frac{\partial}{\partial s} \mathcal{E}\left(\tilde{\rho}_{t}^{s} \mathrm{~V}\right)=s \tilde{D}_{t}^{s}, \quad \forall t \in[0,+\infty), \forall s \in[0,1] \tag{4.8}
\end{equation*}
$$

In particular, if $\mathbb{M}$ has nonnegative Ricci curvature, then $\tilde{D}_{t}^{s} \leq 0$ and therefore

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{1}{2} \tilde{A}_{t}^{s}+\frac{\partial}{\partial s} \mathcal{E}\left(\tilde{\rho}_{t}^{s} \mathrm{~V}\right) \leq 0 \tag{4.9}
\end{equation*}
$$

Proof. Being $\tilde{\rho}_{t}^{s}:=\left.\rho_{\tau}^{\sigma}\right|_{\sigma=s, \tau=s t}$ we get

$$
\begin{align*}
& \quad \frac{\partial}{\partial s} \tilde{\rho}_{t}^{s}=\left(\frac{\partial}{\partial \sigma} \rho_{\tau}^{\sigma}+t \frac{\partial}{\partial \tau} \rho_{\tau}^{\sigma}\right)_{\sigma=s, \tau=s t}, \quad \frac{\partial}{\partial t} \tilde{\rho}_{t}^{s}=\left.s \partial_{\tau} \rho_{\tau}^{s}\right|_{\tau=s t}=s \Delta_{\mathrm{g}} U\left(\tilde{\rho}_{t}^{s}\right),  \tag{4.10}\\
& \frac{\partial^{2}}{\partial t \partial s} \tilde{\rho}_{t}^{s} \stackrel{(4.6)}{=}-\nabla \cdot\left(\frac{\partial}{\partial t} \tilde{\rho}_{t}^{s} \nabla \tilde{\phi}_{t}^{s}\right)-\nabla \cdot\left(\tilde{\rho}_{t}^{s} \frac{\partial}{\partial t} \nabla \tilde{\phi}_{t}^{s}\right),  \tag{4.11}\\
& \frac{\partial^{2}}{\partial s \partial t} \tilde{\rho}_{t}^{s} \stackrel{(4.10)}{=} s \Delta_{\mathrm{g}}\left(U^{\prime}\left(\tilde{\rho}_{t}^{s}\right) \frac{\partial}{\partial s} \tilde{\rho}_{t}^{s}\right)+\Delta_{\mathrm{g}} U\left(\tilde{\rho}_{t}^{s}\right) \\
& \quad \stackrel{(4.6)}{=}-s \Delta_{\mathrm{g}}\left(U^{\prime}\left(\tilde{\rho}_{t}^{s}\right) \nabla \cdot\left(\tilde{\rho}_{t}^{s} \nabla \tilde{\phi}_{t}^{s}\right)\right)+\Delta_{\mathrm{g}} U\left(\tilde{\rho}_{t}^{s}\right) . \tag{4.12}
\end{align*}
$$

Differentiation and integration by parts yield

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{\mathbb{M}} \frac{1}{2}\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s} \mathrm{dV}=\int_{\mathbb{M}}\left\langle\frac{\partial}{\partial t} \nabla \tilde{\phi}_{t}^{s}, \nabla \tilde{\phi}_{t}^{s}\right\rangle_{\mathrm{g}} \tilde{\rho}_{t}^{s} \mathrm{dV}+\frac{1}{2} \int_{\mathbb{M}}\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \frac{\partial}{\partial t} \tilde{\rho}_{t}^{s} \mathrm{dV} \\
& \quad=-\int_{\mathbb{M}} \nabla \cdot\left(\tilde{\rho}_{t}^{s} \frac{\partial}{\partial t} \nabla \tilde{\phi}_{t}^{s}\right) \tilde{\phi}_{t}^{s} \mathrm{dV} \stackrel{(4.10)}{+} \frac{1}{2} s \int_{\mathbb{M}} \Delta_{\mathrm{g}}\left(\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2}\right) U\left(\tilde{\rho}_{t}^{s}\right) \mathrm{dV} \\
& \quad \stackrel{(4.11)}{=} \int_{\mathbb{M}} \frac{\partial^{2}}{\partial t \partial s} \tilde{\rho}_{t}^{s} \tilde{\phi}_{t}^{s} \mathrm{dV}+\int_{\mathbb{M}}\left(\nabla \cdot\left(\frac{\partial}{\partial t} \tilde{\rho}_{t}^{s} \nabla \tilde{\phi}_{t}^{s}\right)\right) \tilde{\phi}_{t}^{s} \mathrm{dV}+\frac{1}{2} s \int_{\mathbb{M}} \Delta_{\mathrm{g}}\left(\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2}\right) U\left(\tilde{\rho}_{t}^{s}\right) \mathrm{dV} \tag{4.13}
\end{align*}
$$

$$
\begin{aligned}
& \stackrel{(4.12)}{=} \int_{\mathbb{M}}\left(\Delta_{\mathbf{g}} U\left(\tilde{\rho}_{t}^{s}\right)-s \Delta_{\mathbf{g}}\left(U^{\prime}\left(\tilde{\rho}_{t}^{s}\right) \nabla \cdot\left(\tilde{\rho}_{t}^{s} \nabla \tilde{\phi}_{t}^{s}\right)\right) \tilde{\phi}_{t}^{s} \mathrm{dV}\right. \\
& -s \int_{\mathbb{M}} \Delta_{\mathrm{g}} U\left(\tilde{\rho}_{t}^{s}\right)\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \mathrm{~d} V+\frac{s}{2} \int_{\mathbb{M}} \Delta_{\mathrm{g}}\left(\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2}\right) U\left(\tilde{\rho}_{t}^{s}\right) \mathrm{dV} \\
& =\int_{\mathbb{M}} U\left(\tilde{\rho}_{t}^{s}\right) \Delta_{\mathbf{g}} \tilde{\phi}_{t}^{s} \mathrm{dV}-s \int_{\mathbb{M}}\left(\left\langle\nabla U\left(\tilde{\rho}_{t}^{s}\right), \nabla \tilde{\phi}_{t}^{s}\right\rangle_{\mathbf{g}} \Delta_{\mathbf{g}} \tilde{\phi}_{t}^{s}+\tilde{\rho}_{t}^{s} U^{\prime}\left(\tilde{\rho}_{t}^{s}\right)\left(\Delta_{\mathbf{g}} \tilde{\phi}_{t}^{s}\right)^{2}\right) \mathrm{dV} \\
& -\frac{s}{2} \int_{\mathbb{M}} \Delta_{\mathrm{g}}\left(\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2}\right) U\left(\tilde{\rho}_{t}^{s}\right) \mathrm{dV} \\
& =-\int_{\mathbb{M}}\left\langle\nabla U\left(\tilde{\rho}_{t}^{s}\right), \nabla \tilde{\phi}_{t}^{s}\right\rangle_{\mathfrak{g}} \mathrm{dV}+s \int_{\mathbb{M}}\left[-\frac{1}{2} \Delta_{\mathrm{g}}\left(\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2}\right)+\left\langle\nabla \tilde{\phi}_{t}^{s}, \nabla \Delta_{\mathrm{g}} \tilde{\phi}_{t}^{s}\right\rangle_{\mathrm{g}}\right] U\left(\tilde{\rho}_{t}^{s}\right) \mathrm{d} V
\end{aligned}
$$

$$
\begin{equation*}
+s \int_{\mathbb{M}}\left(\Delta_{\mathbf{g}} \tilde{\phi}_{t}^{s}\right)^{2}\left(U\left(\tilde{\rho}_{t}^{s}\right)-\tilde{\rho}_{t}^{s} U^{\prime}\left(\tilde{\rho}_{t}^{s}\right)\right) \mathrm{dV} \tag{4.14}
\end{equation*}
$$

Applying Bochner formula:

$$
\begin{equation*}
\left\langle\nabla \phi, \nabla \Delta_{\mathrm{g}} \phi\right\rangle_{\mathrm{g}}-\frac{1}{2} \Delta_{\mathrm{g}}\left(|\nabla \phi|_{\mathrm{g}}^{2}\right)=-\mid \text { Hess }\left.\phi\right|_{\mathrm{g}} ^{2}-\operatorname{Ric}_{\mathrm{g}}(\nabla \phi, \nabla \phi), \tag{4.15}
\end{equation*}
$$

we get

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{1}{2} \int_{\mathbb{M}}\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s} \mathrm{dV}+\int_{\mathbb{M}}\left\langle\nabla U\left(\tilde{\rho}_{t}^{s}\right), \nabla \tilde{\phi}_{t}^{s}\right\rangle_{\mathrm{g}} \mathrm{dV}=s \tilde{D}_{t}^{s} \tag{4.16}
\end{equation*}
$$

Now we observe that the second term in the right-hand side of (4.16) is the derivative of the functional (4.3) along the curve $s \mapsto \tilde{\rho}_{t}^{s} V \in \mathcal{P}_{2}^{a r}(\mathbb{M})$ :

$$
\begin{equation*}
\frac{\partial}{\partial s} \mathcal{E}\left(\tilde{\mu}_{t}^{s}\right)=\int_{\mathbb{M}} e^{\prime}\left(\tilde{\rho}_{t}^{s}\right) \frac{\partial}{\partial s} \tilde{\rho}_{t}^{s} \mathrm{~d} V=-\int_{\mathbb{M}} e^{\prime}\left(\tilde{\rho}_{t}^{s}\right) \nabla \cdot\left(\tilde{\rho}_{t}^{s} \nabla \tilde{\phi}_{t}^{s}\right) \mathrm{dV}=\int_{\mathbb{M}} \nabla U\left(\tilde{\rho}_{t}^{s}\right) \cdot \nabla \tilde{\phi}_{t}^{s} \mathrm{dV}, \tag{4.17}
\end{equation*}
$$

and we eventually obtain (4.8).

Finally, when $\operatorname{Ric}_{\mathrm{g}}(\mathbb{M}) \geq 0$, using the inequality $\left(\Delta_{\mathrm{g}} \phi\right)^{2} \leq n|\operatorname{Hess} \phi|_{\mathrm{g}}^{2}$ and (1.7) we easily get $\tilde{D}_{t}^{s} \leq 0$ and (4.9).

Proof of Theorem 4.2. We argue as in the proof of Theorem 2.2: we fix $\varepsilon>0$ and we choose a smooth curve $(\rho, \phi) \in \mathcal{C}(\nu, \mu)$ such that

$$
\begin{equation*}
\int_{0}^{1} \tilde{A}_{0}^{s} \mathrm{~d} s=\int_{0}^{1} \int_{\mathbb{M}}\left|\nabla \phi^{s}\right|_{\operatorname{g}}^{2} \rho^{s} \mathrm{dVd} s \leq W_{2}^{2}(\nu, \mu)+\varepsilon \tag{4.18}
\end{equation*}
$$

Let $(\tilde{\rho}, \tilde{\phi})$ be a smooth variation defined as in Lemma 4.3; since $\tilde{\rho}_{t}^{0} \mathrm{~V}=\rho^{0} \mathrm{~V}=\nu$ and $\tilde{\rho}_{t}^{1} \mathrm{~V}=\mu_{t}$, for every $t>0$ we have $\left(\tilde{\rho}_{t}^{s}, \tilde{\phi}_{t}^{s}\right) \in \mathcal{C}\left(\nu, \mu_{t}\right)$, and therefore

$$
\begin{equation*}
W_{2}^{2}\left(\nu, \mu_{t}\right) \leq \int_{0}^{1} \int_{\mathbb{M}}\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s} \mathrm{dV} \mathrm{~d} s=\int_{0}^{1} \tilde{A}_{t}^{s} \mathrm{~d} s \tag{4.19}
\end{equation*}
$$

Integrating (4.9) for $s \in[0,1]$ and $t \in[0, \tau]$ and recalling that $t \mapsto \mathcal{E}\left(\mu_{t}\right)$ is not increasing, we get

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{1} \tilde{A}_{\tau}^{s} \mathrm{~d} s-\frac{1}{2} \int_{0}^{1} \tilde{A}_{0}^{s} \mathrm{~d} s \leq \tau\left(\mathcal{E}(\nu)-\mathcal{E}\left(\mu_{\tau}\right)\right) \tag{4.20}
\end{equation*}
$$

Combining (4.20) with (4.19) and (4.18) we get

$$
\begin{equation*}
\frac{1}{2} W_{2}^{2}\left(\nu, \mu_{\tau}\right)-\frac{1}{2} W_{2}^{2}(\nu, \mu) \leq \tau\left(\mathcal{E}(\nu)-\mathcal{E}\left(\mu_{\tau}\right)\right)+\varepsilon \tag{4.21}
\end{equation*}
$$

and, as $\varepsilon$ is arbitrary,

$$
\begin{equation*}
\frac{1}{2} W_{2}^{2}\left(\nu, \mu_{\tau}\right)-\frac{1}{2} W_{2}^{2}(\nu, \mu) \leq \tau\left(\mathcal{E}(\nu)-\mathcal{E}\left(\mu_{\tau}\right)\right) \tag{4.22}
\end{equation*}
$$

Since the semigroup associated with (4.1) is translation invariant, (4.22) is the integral formulation (3.3) of (4.4).

Remark 4.4. Taking into account Theorem 2.3, (4.8) perfectly fits with the calculation performed by [19, Lemma 4.4], which provides the same expression for $\tilde{D}_{t}^{s}$. Applying now Theorem 3.3 , with the choices $\mathrm{X}:=\mathcal{P}_{2}(\mathbb{M}), \mathrm{X}_{0}:=\mathcal{P}_{2}^{a r}(\mathbb{M})$, and $F:=\mathcal{E}$ (which satisfies the approximation condition (3.18); see [3]), we can prove the first part of Theorem 1.1.

Corollary 4.5. Let $\mathcal{E}: \mathcal{P}_{2}(\mathbb{M}) \rightarrow(-\infty,+\infty]$ be the functional defined in (1.1). If e satisfies $M c C a n n$ conditions (1.7) and $\operatorname{Ric}_{\mathrm{g}}(\mathbb{M}) \geq 0$, then $\mathcal{E}$ is (strongly) displacement convex along every geodesic $\mu: s \in[0,1] \mapsto \mu^{s} \in \mathcal{P}_{2}(\mathbb{M})$, i.e.,

$$
\begin{equation*}
\mathcal{E}\left(\mu^{s}\right) \leq(1-s) \mathcal{E}\left(\mu^{0}\right)+s \mathcal{E}\left(\mu^{1}\right) \quad \forall s \in[0,1] . \tag{4.23}
\end{equation*}
$$

5. The heat equation and the displacement $\lambda$-convexity of the logarithmic entropy. In this last section we prove the second part of Theorem 1.1: we thus assume that the Riemannian manifold $\mathbb{M}$ satisfies the lower Ricci curvature bound

$$
\begin{equation*}
\operatorname{Ric}_{\mathrm{g}}(\mathbb{M}) \geq \lambda \quad \text { i.e., } \quad \operatorname{Ric}_{\mathrm{g}_{x}}(\xi, \xi) \geq \lambda|\xi|_{\mathrm{g}}^{2} \quad \forall \xi \in T_{x} \mathbb{M} \tag{5.1}
\end{equation*}
$$

and we consider the logarithmic entropy functional

$$
\begin{equation*}
\mathcal{E}(\mu)=\int_{\mathbb{M}} \rho \log \rho \mathrm{dV}, \quad \rho=\frac{d \mu}{\mathrm{dV}} \tag{5.2}
\end{equation*}
$$

corresponding to $e(\rho):=\rho \log \rho$. Since $U(\rho)=\rho$, the Wasserstein gradient flow associated to $\mathcal{E}$ is the Heat equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho_{t}-\Delta_{\mathrm{g}} \rho_{t}=0 \quad \text { in } \mathbb{M}, \quad \rho_{t=0}=\rho_{0} \tag{5.3}
\end{equation*}
$$

The main result of this section is the following.
Theorem 5.1. The semigroup $\mathcal{S}_{t}: \mu_{0}=\rho_{0} \mathrm{~V} \mapsto \mu_{t}=\rho_{t} \mathrm{~V}$, generated by the solution of the Heat equation (5.3), is a $\lambda$-flow in $\mathcal{P}_{2}^{a r}(\mathbb{M})$ for the logarithmic entropy functional; i.e., $\mu_{t}$ satisfies the inequality

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t} W_{2}^{2}\left(\nu, \mu_{t}\right)+\frac{\lambda}{2} W_{2}^{2}\left(\nu, \mu_{t}\right) \leq \mathcal{E}(\nu)-\mathcal{E}\left(\mu_{t}\right) \quad \forall t \in[0,+\infty), \nu \in \mathcal{P}_{2}^{a r}(\mathbb{M}) \tag{5.4}
\end{equation*}
$$

In particular, the logarithmic entropy functional (5.2) is (strongly) displacement $\lambda$ convex; i.e., for every geodesic $\mu^{s}:[0,1] \rightarrow \mathcal{P}_{2}(\mathbb{M})$ between $\mu^{0}$ and $\mu^{1}$, we have

$$
\begin{equation*}
\mathcal{E}\left(\mu^{s}\right) \leq(1-s) \mathcal{E}\left(\mu^{0}\right)+s \mathcal{E}\left(\mu^{1}\right)-\frac{\lambda}{2} s(1-s) W_{2}^{2}\left(\mu^{0}, \mu^{1}\right), \quad \forall s \in[0,1] \tag{5.5}
\end{equation*}
$$

Proof. By Theorem 3.3, if $\mathcal{S}$ is a $\lambda$-flow for the functional (5.2) in $\mathcal{P}_{2}^{a r}(\mathbb{M})$, then $\mathcal{E}$ is (strongly) displacement $\lambda$-convex. In order to prove that $\mathcal{S}$ is a $\lambda$-flow, since (3.2a,b) are immediate, we check that $\mathcal{S}$ satisfies the E.V.I. (3.2c), and we argue as in the proof of Theorem 4.2 and Theorem 2.2. We thus fix $\varepsilon>0$, and we choose a smooth curve $(\rho, \phi) \in \mathcal{C}(\nu, \mu)$

$$
\begin{equation*}
\int_{0}^{1} \tilde{A}_{0}^{s} \mathrm{~d} s=\int_{0}^{1} \int_{\mathbb{M}}\left|\nabla \phi^{s}\right|_{\mathrm{g}}^{2} \rho^{s} \mathrm{dVd} s \leq W_{2}^{2}(\nu, \mu)+\varepsilon^{2} \tag{5.6}
\end{equation*}
$$

By a standard reparametrization technique (see next Lemma 5.1), we can also assume that
$W_{2}\left(\mu^{s_{0}}, \mu^{s_{1}}\right) \leq L\left|s_{0}-s_{1}\right|, \quad L^{2}:=W_{2}^{2}(\nu, \mu)+\varepsilon^{2} \quad \forall s_{0}, s_{1} \in[0,1] ; \quad \mu^{s}:=\rho^{s} V$.
We keep the same notation of Theorem 4.2 and Lemma 4.3; i.e.,

$$
\begin{equation*}
\tilde{\mu}_{t}^{s}=\tilde{\rho}_{t}^{s} \mathrm{~V}:=\mathcal{S}_{s t}\left(\mu^{s}\right), \quad \tilde{A}_{t}^{s}:=\int_{\mathbb{M}}\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s} \mathrm{dV}, \quad \tilde{F}_{t}^{s}=\mathcal{E}\left(\tilde{\mu}_{t}^{s}\right) \tag{5.8}
\end{equation*}
$$

where $\tilde{\phi}_{t}^{s}$ is a family of potentials associated with $\tilde{\rho}_{t}^{s}$ as in (4.6). Since $U(\rho)=\rho$, the term $\rho U^{\prime}(\rho)-U(\rho)$ in the definition of $\tilde{D}_{t}^{s}$ vanishes, so that in the present case

$$
\begin{equation*}
\tilde{D}_{t}^{s}=-\int_{\mathbb{M}}\left(\left|\operatorname{Hess} \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2}+\operatorname{Ric}_{\mathrm{g}}\left(\nabla \tilde{\phi}_{t}^{s}, \nabla \tilde{\phi}_{t}^{s}\right)\right) \tilde{\rho}_{t}^{s} \mathrm{dV} \stackrel{(5.1)}{\leq}-\lambda \int_{\mathbb{M}}\left|\nabla \tilde{\phi}_{t}^{s}\right|_{\mathrm{g}}^{2} \tilde{\rho}_{t}^{s} \mathrm{dV}=-\lambda \tilde{A}_{t}^{s} \tag{5.9}
\end{equation*}
$$

and (4.8) yields the differential inequality

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t} \tilde{A}_{t}^{s}+\lambda s \tilde{A}_{t}^{s}+\frac{\partial}{\partial s} \tilde{F}_{t}^{s} \leq 0 \quad \forall s \in[0,1], \quad \forall t>0 \tag{5.10}
\end{equation*}
$$

Multiplying inequality (5.10) by $e^{2 \lambda s t}>0$ we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t}\left(e^{2 \lambda s t} \tilde{A}_{t}^{s}\right)+\frac{\partial}{\partial s}\left(e^{2 \lambda s t} \tilde{F}_{t}^{s}\right) \leq 2 \lambda t e^{2 \lambda s t} \tilde{F}_{t}^{s} \tag{5.11}
\end{equation*}
$$

Integrating with respect to $s$ from 0 to 1 we get

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{0}^{1} e^{2 \lambda s t} \tilde{A}_{t}^{s} \mathrm{~d} s\right)+e^{2 \lambda t} \tilde{F}_{t}^{1}-\tilde{F}_{t}^{0} \leq \int_{0}^{1} 2 \lambda t e^{2 \lambda s t} \tilde{F}_{t}^{s} \mathrm{~d} s \tag{5.12}
\end{equation*}
$$

and a further integration with respect to $t$ yields

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{1} e^{2 \lambda s t} \tilde{A}_{t}^{s} \mathrm{~d} s-\frac{1}{2} \int_{0}^{1} A_{0}^{s} \mathrm{~d} s+\mathrm{E}_{2 \lambda}(t) \mathcal{E}\left(\mu_{t}\right)-t \mathcal{E}(\nu) \leq \int_{0}^{t} \int_{0}^{1} 2 \lambda r e^{2 \lambda s r} \tilde{F}_{r}^{s} \mathrm{~d} s \mathrm{~d} r \tag{5.13}
\end{equation*}
$$

Applying the next Lemma 5.1, since for $\lambda \neq 0 \int_{0}^{1} \frac{1}{e^{2 \lambda s t}} \mathrm{~d} s=\frac{1-e^{-2 \lambda t}}{2 \lambda t}=\frac{1}{e^{\lambda t} \mathbf{s}(\lambda t)}, \mathbf{s}(t):=$ $\frac{t}{\sinh (t)}$, we get

$$
\begin{align*}
& \frac{e^{\lambda t} \mathrm{~s}(\lambda t)}{2} W_{2}^{2}\left(\mu_{t}, \nu\right)-\frac{1}{2} W_{2}^{2}(\mu, \nu)+\mathrm{E}_{2 \lambda}(t) \mathcal{E}\left(\mu_{t}\right)-t \mathcal{E}(\nu) \\
& \quad \leq \int_{0}^{t} \int_{0}^{1} 2 \lambda r e^{2 \lambda s r} \tilde{F}_{r}^{s} \mathrm{~d} s \mathrm{~d} r+\varepsilon^{2} / 2 \tag{5.14}
\end{align*}
$$

Let us first consider the case $\lambda \leq 0$ : being $\mathcal{E}$ nonnegative, the right-hand side in (5.14) is less or equal than $\varepsilon$; since $\varepsilon>0$ is arbitrary, we obtain the same inequality with 0 in the right-hand side. Since $t^{-1} \mathrm{E}_{2 \lambda}(t) \rightarrow 1$ as $t \downarrow 0$ and $\mathrm{s}(0)=1$, we thus obtain

$$
\begin{equation*}
\left.\frac{1}{2} \frac{\mathrm{~d}^{+}}{\mathrm{d} t}\left(e^{\lambda t} \mathrm{~s}(\lambda t) W_{2}^{2}\left(\mu_{t}, \nu\right)\right)\right|_{t=0}+\mathcal{E}(\mu) \leq \mathcal{E}(\nu) \tag{5.15}
\end{equation*}
$$

Being $s^{\prime}(0)=0$ it is then easy to check that

$$
\left.\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left(e^{\lambda t} \mathbf{s}(\lambda t) W_{2}^{2}\left(\mu_{t}, \nu\right)\right)\right|_{t=0}=\left.\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left(W_{2}^{2}\left(\mu_{t}, \nu\right)\right)\right|_{t=0}+\lambda W_{2}^{2}(\mu, \nu)
$$

which yields (5.4).
Let us now consider the case $\lambda>0$. Notice that we already know that $\mathcal{S}$ is a 0-flow; by (5.7) we can apply the estimate (3.11) with $\lambda=0$ obtaining

$$
\begin{aligned}
r \tilde{F}_{r}^{s} & =r \mathcal{E}\left(\mathcal{S}_{r s}\left(\mu^{s}\right)\right) \stackrel{(3.11)}{\leq} r\left((1-s) \mathcal{E}\left(\mu^{0}\right)+s \mathcal{E}\left(\mu^{1}\right)+\frac{\varepsilon^{2}}{2 r s} s(1-s)\right) \\
& \leq r\left(\mathcal{E}\left(\mu^{0}\right)+\mathcal{E}\left(\mu^{1}\right)\right)+\varepsilon^{2} / 2
\end{aligned}
$$

since $s \in[0,1]$. We thus get

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} 2 \lambda r e^{2 \lambda s r} \tilde{F}_{r}^{s} \mathrm{~d} s \mathrm{~d} r \leq \lambda t e^{2 \lambda t}\left(t\left(\mathcal{E}\left(\mu_{0}\right)+\mathcal{E}\left(\mu_{1}\right)\right)+\varepsilon^{2}\right) \tag{5.16}
\end{equation*}
$$

inserting this bound in (5.14) and passing to the limit as $\varepsilon \downarrow 0$ we find

$$
\begin{equation*}
\frac{e^{\lambda t} \mathbf{s}(\lambda t)}{2} W_{2}^{2}\left(\mu_{t}, \nu\right)-\frac{1}{2} W_{2}^{2}(\mu, \nu)+\mathrm{E}_{2 \lambda}(t) \mathcal{E}\left(\mu_{t}\right)-t \mathcal{E}(\nu) \leq \lambda t^{2} e^{2 \lambda t}\left(\mathcal{E}\left(\mu_{0}\right)+\mathcal{E}\left(\mu_{1}\right)\right) \tag{5.17}
\end{equation*}
$$

Dividing by $t$ and letting $t$ tend to 0 , the second term vanishes, so we obtain the E.V.I. also in the case in which $\lambda>0$.

Lemma 5.1. Let $\nu, \mu \in \mathcal{P}_{2}^{a r}(\mathbb{M})$ and $\operatorname{let}(\rho, \phi) \in \mathcal{C}(\nu, \mu)$ be a smooth solution of the continuity equation

$$
\begin{aligned}
& \frac{\partial}{\partial s} \rho^{s}+\nabla \cdot\left(\rho^{s} \nabla \phi^{s}\right)=0 \quad \text { in }[0,1] \times \mathbb{M} \quad \text { with } \\
& \rho^{0} \mathrm{~V}=\nu, \rho^{1} \mathrm{~V}=\mu, \quad \text { and } \quad A^{s}:=\int_{\mathbb{M}}\left|\nabla \phi^{s}\right|_{\mathrm{g}}^{2} \rho^{s} \mathrm{dV}
\end{aligned}
$$

For every positive function $f \in C^{\infty}[0,1]$

$$
\begin{equation*}
W_{2}^{2}(\nu, \mu) \leq L_{f} \int_{0}^{1} f(s) A^{s} d s, \quad \text { where } \quad L_{f}:=\int_{0}^{1} \frac{1}{f(s)} d s \tag{5.18}
\end{equation*}
$$

Moreover, for every $\varepsilon>0$ there exists a smooth rescaling $\mathbf{s}_{\varepsilon}:[0,1] \rightarrow[0,1]$ so that the reparametrized families

$$
\begin{equation*}
\bar{\rho}^{r}:=\rho^{\mathbf{s}_{\varepsilon}(r)}, \quad \bar{\phi}^{r}:=\mathbf{s}_{\varepsilon}^{\prime}(r) \phi^{\mathbf{s}_{\varepsilon}(r)}, \quad \bar{\mu}^{r}:=\bar{\rho}^{r} \mathrm{~V} \tag{5.19}
\end{equation*}
$$

satisfy

$$
\begin{equation*}
(\bar{\rho}, \bar{\phi}) \in \mathcal{C}(\nu, \mu), \quad W_{2}\left(\bar{\mu}^{r_{0}}, \bar{\mu}^{r_{1}}\right) \leq L\left|r_{0}-r_{1}\right|, \quad L^{2} \leq \int_{0}^{1} A^{s} \mathrm{~d} s+\varepsilon^{2} \tag{5.20}
\end{equation*}
$$

Proof. Let us consider the smooth increasing map r: $[0,1] \rightarrow[0,1]$

$$
\mathrm{r}(s):=L_{f}^{-1} \int_{0}^{s} \frac{1}{f(s)} d s \quad \text { and its inverse } \mathrm{s}:=\mathrm{r}^{-1} \quad \text { with } \quad \mathrm{s}^{\prime}(\mathrm{r}(s))=L_{f} f(s)
$$

It is immediate to check that the smooth (reparametrized) curve

$$
\begin{equation*}
\bar{\rho}^{r}(x):=\rho^{\mathrm{s}(r)}(x), \quad \bar{\phi}^{r}(x):=\mathrm{s}^{\prime}(r) \phi^{\mathrm{s}(r)}(x) \tag{5.21}
\end{equation*}
$$

belongs to $\mathcal{C}(\nu, \mu)$. It follows that

$$
W_{2}^{2}(\nu, \mu) \leq \int_{0}^{1} \bar{A}^{r} \mathrm{~d} r, \quad \text { where } \quad \bar{A}^{r}:=\int_{\mathbb{M}}\left|\nabla \bar{\phi}^{r}\right|_{\mathrm{g}}^{2} \bar{\rho}^{r} \mathrm{dV} \stackrel{(5.21)}{=}\left(\mathrm{s}^{\prime}(r)\right)^{2} A^{\mathrm{s}(r)}
$$

so that

$$
\int_{0}^{1} \bar{A}^{r} \mathrm{~d} r=\int_{0}^{1} A^{\mathrm{s}(r)}\left(\mathrm{s}^{\prime}(r)\right)^{2} \mathrm{~d} r=\int_{0}^{1} A^{s} \mathrm{~s}^{\prime}(\mathrm{r}(s)) \mathrm{d} s=L_{f} \int_{0}^{1} f(s) A^{s} \mathrm{~d} s
$$

Choosing now the reparametrization $\mathbf{s}_{\varepsilon}$ corresponding to the choice

$$
\begin{equation*}
f_{\varepsilon}(s):=\frac{1}{\sqrt{\varepsilon^{2}+A^{s}}}, \quad L_{f_{\varepsilon}}:=\int_{0}^{1} \sqrt{\varepsilon^{2}+A^{s}} \mathrm{~d} s, \quad L_{f_{\varepsilon}}^{2} \leq \varepsilon^{2}+\int_{0}^{1} A^{s} \mathrm{~d} s \tag{5.22}
\end{equation*}
$$

we get

$$
\begin{aligned}
W^{2}\left(\bar{\mu}^{r_{0}}, \bar{\mu}^{r_{1}}\right) & \leq\left|r_{1}-r_{0}\right| \int_{r_{0}}^{r_{1}} \bar{A}^{r} \mathrm{~d} r=\left|r_{1}-r_{0}\right| L_{f_{\varepsilon}}^{2} \int_{r_{0}}^{r_{1}} A^{\mathrm{s}(r)} f_{\varepsilon}^{2}(\mathbf{s}(r)) \mathrm{d} r \\
& \leq\left(r_{1}-r_{0}\right)^{2} L_{f_{\varepsilon}}^{2}
\end{aligned}
$$

which yields (5.20).
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#### Abstract

In this paper we establish a method to obtain the stability of periodic travelling-wave solutions for equations of Korteweg-de Vries-type $u_{t}+u^{p} u_{x}-M u_{x}=0$, with $M$ being a general pseudodifferential operator and where $p \geq 1$ is an integer. Our approach uses the theory of totally positive operators, the Poisson summation theorem, and the theory of Jacobi elliptic functions. In particular we obtain the stability of a family of periodic travelling waves solutions for the BenjaminOno equation. The present technique gives a new way to obtain the existence and stability of cnoidal and dnoidal waves solutions associated with the Korteweg-de Vries and modified Korteweg-de Vries equations, respectively. The theory has prospects for the study of periodic travelling-wave solutions of other partial differential equations.
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1. Introduction. One of the main properties of dispersive nonlinear evolution equations is that usually they sustain steadily translating waves called travelling waves. These solutions imply a balance between the effects of nonlinearity and of frequency dispersion. By depending on specific boundary conditions on the wave's shape, for instance, in the case of water waves, these special states of motion can arise either solitary or periodic waves. The study of these special steady waveforms is essential to the explanation of many wave phenomena observed in the practice, for instance, in surface water waves propagating in a canal, in propagation of internal waves, or in shallow-water ocean surface waves (see Benjamin [12], [13], [14] and Osborne et al. [44]).

In the water wave context, Constantin in [21] and Constantin and Escher in [22] analyzed a free boundary problem for harmonic functions and showed that periodic or solitary travelling waves possess stability properties within the shallow-water regime (see also Toland [47] and Constantin and Strauss [23] and the citations therein). Moreover, various nonlinear dispersive model equations are an accurate approximation to the governing equations for water waves (see [5]). From these considerations, questions about the stability of travelling waves and their existence as exact solutions of the dynamical equations are very important.

The solitary waves are in general single crested, symmetric, localized travelling waves, whose hyperbolic sech profiles are well known (see Ono [43] and Benjamin [16] for the existence of solitary waves of algebraic type or with a finite number of oscillations). The study of the nonlinear stability or instability in the form of solitary waves has had a terrific development and refinement in recent years. The proofs have

[^60]been simplified and sufficient conditions were obtained to ensure the stability to small localized perturbations in the waveform. Those conditions have shown to be effective in a variety of circumstances; see, for example, [2], [3], [4], [14], [17], [27], [28], [49], and [48].

The situation regarding periodic travelling waves is very different. The stability and the existence of explicit formulas of these progressive wavetrains have received comparatively little attention. A first study of these waveforms was detemined by Benjamin in [16] with regard to the periodic steady solutions called cnoidal waves, which were found initially by Korteweg and de Vries in [34] for the equation currently called the Korteweg-de Vries equation (KdV henceforth):

$$
\begin{equation*}
u_{t}+u u_{x}+u_{x x x}=0, \tag{1.1}
\end{equation*}
$$

where $u=u(x, t)$ is a real-valued function of the two variables $x, t \in \mathbb{R}$. Benjamin put forward an approach to the stability of cnoidal waves in the form

$$
\varphi(\xi)=\beta_{2}+\left(\beta_{3}-\beta_{2}\right) \mathrm{cn}^{2}\left(\sqrt{\frac{\beta_{3}-\beta_{1}}{12}} \xi ; k\right)
$$

but did not provide a detailed justification of his assertions, and several aspects seem problematic. The first result of stability for periodic solutions of the KdV was obtained by McKean in [37], who considered the orbital stability of all periodic finite-genus solutions with respect to perturbations of the same period. McKean's approach was based on the integrable structure of the KdV. More recently Angulo, Bona, and Scialom in [10] returned to Benjamin's original question and gave a complete theory of stability of cnoidal waves for (1.1) with respect to perturbations of the same period (see also [7]). The approach for obtaining this result was based on the ideas of Bona, Weinstein, and Grillakis, Shatah, and Strauss (see [17], [27], [48]) but adapted to the periodic context. So new theories of stability for other dispersive equations such as the focusing nonlinear Schrödinger equation and the modified KdV has been obtained (see Angulo [9], [8]). It is remarkable to see that in all these works the use of an elaborated spectral theory for the periodic eigenvalue problem was necessary (see [29], [36]),

$$
\left\{\begin{array}{l}
\frac{d^{2}}{d x^{2}} \Psi+\left[\rho-n(n+1) k^{2} s n^{2}(x ; k)\right] \Psi=0  \tag{1.2}\\
\Psi(0)=\Psi(2 K(k)), \quad \Psi^{\prime}(0)=\Psi^{\prime}(2 K(k))
\end{array}\right.
$$

with specific values of $n \in \mathbb{N}$. In (1.2), $\operatorname{sn}(\cdot ; k)$ represents the Jacobi elliptic function of type snoidal with modulus $k, k \in(0,1)$, and $K$ represents the complete elliptic integral of the first kind defined by

$$
K(k)=\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}
$$

We recall that the second order differential equation in (1.2) is known as the Jacobi form of the Lamé equation.

We note also that Gardner in [26] provided a theory for determining that the large wavelength periodic waves are linearly unstable whenever the limiting homoclinic wave (solitary wave) is unstable. He applied it for diverse types of nonlinear evolution equations in one space variable, in the case of the generalized $K d V$ equations

$$
u_{t}+u^{p} u_{x}+u_{x x x}=0
$$

$p \in \mathbb{N}$, and assuming that this equation admits a family of large wavelength periodic waves $U^{\alpha}$ such that the period $T_{\alpha}$ tends to infinity as $\alpha$ tends to zero, then they are unstable whenever $p>4$ and $\alpha>0$ is sufficiently small.

Then, the main focus in this paper will be the study of the existence and stability of periodic travelling-wave solutions for equations of the form

$$
\begin{equation*}
u_{t}+u^{p} u_{x}-M u_{x}=0 \tag{1.3}
\end{equation*}
$$

where $p \geq 1$ is an integer and $M$ is a differential or pseudodifferential operator in the framework of periodic functions. $M$ is defined as a Fourier multiplier operator by

$$
\begin{equation*}
\widehat{M g}(k)=\alpha(k) \widehat{g}(k), \quad k \in \mathbb{Z} \tag{1.4}
\end{equation*}
$$

where the symbol $\alpha$ of $M$ is assumed to be a mensurable, locally bounded, even function on $\mathbb{R}$, satisfying the conditions

$$
\begin{equation*}
A_{1}|k|^{m_{1}} \leqq \alpha(k) \leqq A_{2}(1+|k|)^{m_{2}} \tag{1.5}
\end{equation*}
$$

for $m_{1} \leqq m_{2},|k| \geq k_{0}, \alpha(k)>b$ for all $k \in \mathbb{Z}$ and $A_{i}>0$. The travelling-wave solutions for (1.3) will have the form

$$
u(x, t)=\varphi_{c}(x-c t)
$$

where the profile $\varphi_{c}$ is a smooth periodic function with an a priori fundamental period $2 L, L>0$. Hence substituting this form of $u$ into (1.3) and integrating once (with the integration constant being considered zero throughout our theory), one obtains that $\varphi=\varphi_{c}$ is the solution of the equation

$$
\begin{equation*}
(M+c) \varphi-\frac{1}{p+1} \varphi^{p+1}=0 \tag{1.6}
\end{equation*}
$$

Associated with (1.6) we consider the linear, closed, unbounded, self-adjoint operator $\mathcal{L}: D(\mathcal{L}) \rightarrow L_{\text {per }}^{2}([-L, L])$ defined on a dense subspace of $L_{\text {per }}^{2}([-L, L])$ by

$$
\begin{equation*}
\mathcal{L} u=(M+c) u-\varphi^{p} u \tag{1.7}
\end{equation*}
$$

From the theory of compact symmetric operators applied to the periodic eigenvalue problem

$$
\left\{\begin{array}{l}
\mathcal{L} \psi=\lambda \psi  \tag{1.8}\\
\psi(-L)=\psi(L), \quad \psi^{\prime}(-L)=\psi^{\prime}(L)
\end{array}\right.
$$

it is possible to see that the spectrum of $\mathcal{L}$ is a countable infinite set of eigenvalues, $\left\{\lambda_{n}\right\}$, with

$$
\begin{equation*}
\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots \tag{1.9}
\end{equation*}
$$

where $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$ (see Proposition 3.1 below for a proof of this assertion). In particular, from (1.6) we obtain that $\mathcal{L}$ has zero as an eigenvalue with eigenfunction
$d \varphi / d x$. As is well known this property of $\mathcal{L}$ is deduced from the invariance of the solutions of (1.3) by translations.

A set of sharp conditions is available in the literature to imply the stability of the orbit generated by $\varphi_{c}$, namely, $\Omega_{\varphi_{c}}=\left\{\varphi_{c}(\cdot+y): y \in \mathbb{R}\right\}$. So, we say that $\Omega_{\varphi_{c}}$ (or $\varphi_{c}$ ) is stable in $H_{p e r}^{m_{2}}([-L, L])$ by the periodic flow generated by (1.3) if, for any $\epsilon>0$, there exists a $\delta>0$ such that, for $u_{0} \in H_{p e r}^{m_{2}}([-L, L])$ with $d\left(u_{0}, \Omega_{\varphi_{c}}\right) \equiv \inf f_{y \in \mathbb{R}}$ $\left\|u_{0}-\varphi_{c}(\cdot+y)\right\|_{H_{e 2 r}^{m}}^{m_{e}}<\delta$, the solution $u$ of (1.3) with $u(x, 0)=u_{0}$ is global in time and satisfies $d\left(u(t), \Omega_{\varphi_{c}}\right)<\epsilon$ for all $t \in \mathbb{R}$. Thus, from [14], [17], [49], [27] the conditions that imply stability are the following:
$\left(P_{0}\right)$ there is a nontrivial smooth curve of periodic solutions for (1.6) of the form

$$
c \in I \subseteq \mathbb{R} \rightarrow \varphi_{c} \in H_{p e r}^{m_{2}}([-L, L])
$$

$\left(P_{1}\right) \mathcal{L}$ has an unique negative eigenvalue $\lambda$, and it is simple;
$\left(P_{2}\right)$ the eigenvalue 0 is simple;
$\left(P_{3}\right) \frac{d}{d c} \int_{-L}^{L} \varphi_{c}^{2}(x) d x>0$.
The problem about the existence of a nontrivial smooth curve of periodic solutions in the form required by $\left(P_{0}\right)$ above presents new and delicate aspects that need to be handled. The possibility of finding explicit solutions for (1.6) will depend naturally on the form of $M$. If it is a differential operator of the form $M=-\partial_{x}^{2}$, then we use the quadrature method (it means writing (1.6) in the form $\left[\varphi_{c}^{\prime}\right]^{2}=F\left(\varphi_{c}\right)$ ), and the theory of elliptic functions has shown to be a main tool. So, the solutions will depend on the Jacobi elliptic functions of snoidal, cnoidal, and dnoidal types (see [9], [8], [10], [15]). Now, since the period of these functions depends on the complete elliptic integral $K(k)$, we have that the elliptic modulus $k$ will depend on the velocity $c$, and therefore we have that a priori the period of $\varphi_{c}$ will depend on $c$. Hence, by using the implicit function theorem, the wanted smooth branch of periodic solutions with a fixed minimal period has been obtained in many cases. We note that the procedure of the quadrature method in general does not work if $M$ is a pseudodifferential operator such as the nonlocal operator $\mathcal{H} \partial_{x}$, with $\mathcal{H}$ being the Hilbert transform. In this paper we will make a different approach to obtain explicit solutions of (1.6) for a specific form of $M$ and values of $p$. This approach will be based on the classical Poisson summation theorem (see [38], [45], [46]). At least two important advantages of this approach can be obtained: The first one is that it can be used for obtaining solutions when $M$ is a pseudodifferential operator, for example, in the case of $\mathcal{H} \partial_{x}$. The other one is that related with computing the integral in (1.10). In general obtaining property $\left(P_{3}\right)$ can be very difficult in the periodic case, as the results that have appeared in the literature have shown, since the use of nontrivial identities for the complete elliptic integrals of the first and the second kinds sometimes come on the scene as a fundamental piece in the analysis. As we will see our method to obtain property $\left(P_{3}\right)$ can be very easy as a combination of the Poisson summation theorem and the Parseval theorem.

With regard to conditions $\left(P_{1}\right)$ and $\left(P_{2}\right)$, the problem is very delicate. One of the most remarkable results in the theory of stability of solitary wave solutions was given by Albert [2] and Albert and Bona [3], where sufficient conditions to obtain properties $\left(P_{1}\right)$ and $\left(P_{2}\right)$ were given. The advantage of that approach is that it does not require an explicit computation of the spectrum of the linear operator $(1.7)$, since $\left(P_{1}\right)$ and
$\left(P_{2}\right)$ are obtained exclusively from positivity properties of the Fourier transform of the solitary wave in question. The present paper establishes an extension of the theory in [2] and [3] in the case of periodic travelling-wave solutions. The periodic problem has new points not encountered when considering issues related to the solitary waves. Our analysis also relies upon the theory of totally positive operators, and so the class $P F(2)$ defined by Karlin in [32] (see also [2]) is basic in our study.

Our theory leads to a significant simplification of some recent proofs of stability of periodic travelling-wave solutions of KdV-type equations (see [9], [7], [10]) such as in the case of the KdV and the modified KdV equations, since in those cases the verification of properties $\left(P_{1}\right)$ and $\left(P_{2}\right)$ required the determination of the instability intervals associated with the Lamé equation in (1.2) and of an explicit formula of at least the first three eigenvalues $\rho$ (see [36]). Our analysis does not need this information.

Such as will be shown in section 4 , this method establishes the first result about the stability of periodic travelling-wave solutions found by Benjamin in [15] for the Benjamin-Ono equation

$$
\begin{equation*}
u_{t}+u u_{x}-\mathcal{H} u_{x x}=0 \tag{1.11}
\end{equation*}
$$

where $\mathcal{H}$ denotes the periodic Hilbert transform defined by

$$
\begin{equation*}
\mathcal{H} f(x)=\frac{1}{2 L} \text { p.v. } \int_{-L}^{L} \operatorname{cotg}\left[\frac{\pi(x-y)}{2 L}\right] f(y) d y \tag{1.12}
\end{equation*}
$$

The associated periodic waves for (1.11) with a minimal period $2 L$ are given for $c>\frac{\pi}{L}$ as

$$
\begin{equation*}
\varphi_{c}(x)=\frac{2 \pi}{L}\left(\frac{\operatorname{senh}(\gamma)}{\cosh (\gamma)-\cos \left(\frac{\pi x}{L}\right)}\right) \tag{1.13}
\end{equation*}
$$

such that $\gamma>0$ satisfies $\tanh (\gamma)=\frac{\pi}{c L}$.
It is important to note that the stability results now presented are obtained by periodic initial disturbances having the same minimal period of our periodic solutions. This method cannot be extended for obtaining stability results with more general periodic perturbations, for instance, by periodic disturbances of two times the minimal period of our periodic solutions. In section 6 we give an explanation of this fact.

The plan of this paper is as follows. The next section is devoted to describing briefly the notation that will be used and making a few preliminary remarks regarding periodic Sobolev spaces, the Poisson summation theorem, and some results of global well-posedness in the periodic case of the KdV, modified KdV, and the Benjamin-Ono equations. Sections 3 and 4 contain our full theory which relates positivity properties of periodic travelling-wave solutions to the stability theory of [27]. Applications of section 4 to specific periodic travelling waves are presented in section 5 . In section 6 some comments about the $P F(2)$ property in the periodic case are established. Finally, the appendix contains some basic properties of the elliptic integrals which are relevant to the theory of section 5 , and the proof of an inequality of Poincaré-Wintinger type for nonlocal operators is established.

## 2. Notation and preliminaries.

2.1. Function classes. Let $\Omega$ be an open set of the real line $\mathbb{R}$ and $1 \leq$ $p \leq \infty$; then $L^{p}(\Omega)$ is the usual Banach space of (equivalence classes of) real- or
complex-valued Lebesgue measurable functions defined on $\Omega$ provided with the norm

$$
\|f\|_{p}=\left(\int_{\Omega}|f(x)|^{p} d x\right)^{\frac{1}{p}}
$$

if $1 \leq p<\infty$. When $p=\infty$ we have $\|f\|_{\infty}=$ supess $_{x \in \Omega}|f(x)|$. When $p=2$ the Banach space $L^{p}(\Omega)$ is a Hilbert space with inner product defined by $(f, g)_{2}=$ $\int_{\Omega} f(x) \overline{g(x)} d x$, where $f, g \in L^{2}(\Omega)$. The $L^{2}$-based Sobolev spaces of periodic functions are defined as follows [30]. If $\mathcal{P}=C_{\text {per }}^{\infty}$ denotes the collection of all of the functions $f: \mathbb{R} \rightarrow \mathbb{C}$ which are $C^{\infty}$ and periodic with period $2 l>0$, the collection $\mathcal{P}^{\prime}$ of all continuous linear functionals from $\mathcal{P}$ into $\mathbb{C}$ is the set of periodic distributions. If $\Psi \in \mathcal{P}^{\prime}$, we denote the evaluation of $\Psi$ at $\varphi$ by $\Psi(\varphi)=\langle\Psi, \varphi\rangle$ for $\varphi \in \mathcal{P}$. For $k \in \mathbb{Z}$, let $\Theta_{k}(x)=e^{\frac{i k \pi x}{l}}, x \in \mathbb{R}$. The Fourier transform of $\Psi \in \mathcal{P}^{\prime}$ is a function $\widehat{\Psi}: \mathbb{Z} \rightarrow \mathbb{C}$ defined by $\widehat{\Psi}(k)=\frac{1}{2 l}\left\langle\Psi, \Theta_{k}\right\rangle, k \in \mathbb{Z}$. $\widehat{\Psi}(k)$ are called the Fourier coefficients of $\Psi$. As usual, a function $\psi \in L^{p}([-l, l]), p \geq 1$, is an element of $\mathcal{P}^{\prime}$ by defining

$$
\langle\psi, \varphi\rangle=\frac{1}{2 l} \int_{-l}^{l} \psi(x) \varphi(x) d x, \quad \varphi \in \mathcal{P}
$$

If $\psi \in L^{p}([-l, l])$ for some $p \geq 1$, then, for $k \in \mathbb{Z}$,

$$
\widehat{\psi}(k)=\frac{1}{2 l} \int_{-l}^{l} \psi(x) e^{-\frac{i k \pi x}{l}} d x .
$$

The Fourier inverse transform of a sequence $\alpha=\left(\alpha_{k}\right)_{k \in \mathbb{Z}} \in \mathcal{S}(\mathbb{Z})$, where $\mathcal{S}(\mathbb{Z})$ denotes the space of the rapidly decreasing sequences, is the function $\check{\alpha} \in \mathcal{P}$ defined by $\check{\alpha}(x)=\sum_{k \in \mathbb{Z}} \alpha_{k} \Theta_{k}(x)$. We consider the space $\mathcal{P}^{\prime}$ provided with the usual weakstar topology, but it will not be needed here. We denote by $C_{2 l}$ the space of the continuous and $2 l$-periodic functions. Let $\alpha=\left(\alpha_{k}\right)_{k \in \mathbb{Z}}$ be a sequence of complex value. The Hilbert space $\ell^{2}:=\ell^{2}(\mathbb{Z})$ is defined by

$$
\ell^{2}=\left\{\alpha ;\|\alpha\|_{\ell^{2}}:=\left(\sum_{k=-\infty}^{+\infty}\left|\alpha_{k}\right|^{2}\right)^{\frac{1}{2}}<\infty\right\}
$$

For $s \in \mathbb{R}$, the Sobolev space $H_{p e r}^{s}([-l, l]):=H_{2 l}^{s}$ is the set of all $f \in \mathcal{P}^{\prime}$ such that

$$
\|f\|_{H_{2 l}^{s}}^{2} \equiv 2 l \sum_{k=-\infty}^{+\infty}\left(1+|k|^{2}\right)^{s}|\widehat{f}(k)|^{2}<\infty .
$$

The collection $H_{2 l}^{s}$ is a Hilbert space with inner product

$$
(f, g)_{H_{2 l}^{s}}=2 l \sum_{k=-\infty}^{+\infty}\left(1+|k|^{2}\right)^{s} \widehat{f}(k) \overline{\widehat{g}(k)} .
$$

When $s=0, H_{2 l}^{s}$ is a Hilbert space that is isometrically isomorphic to a subspace of $L^{2}([-l, l])$ and $(f, g)_{H_{2 l}^{0}}=(f, g)=\int_{-l}^{l} f(x) \overline{g(x)} d x$. The space $H_{2 l}^{0}$ will be denoted by $L_{2 l}^{2}$, and its norm will be $\|\cdot\|_{L_{2 l}^{2}}$. Of course, $H_{2 l}^{s} \subseteq L_{2 l}^{2}$ for all $s \geq 0$, and we have
for $s>1 / 2$ the Sobolev embedding $H_{2 l}^{s} \hookrightarrow C_{2 l}$ (see [30]). The space $\ell_{s, 2 l}^{2}:=\ell_{s, 2 l}^{2}(\mathbb{Z})$, $s \in \mathbb{R}$, is defined by

$$
\ell_{s, 2 l}^{2}(\mathbb{Z}):=\left\{\alpha=\left(\alpha_{k}\right)_{k \in \mathbb{Z}} ;\|\alpha\|_{\ell_{s}^{2}}:=\left(2 l \sum_{k=-\infty}^{+\infty}\left(1+|k|^{2}\right)^{s}\left|\alpha_{k}\right|^{2}\right)^{\frac{1}{2}}<+\infty\right\}
$$

$\ell_{s, 2 l}^{2}$ is a Hilbert space with inner product

$$
(\alpha, \beta)_{\ell_{s, 2 l}^{2}}=2 l \sum_{k=-\infty}^{+\infty}\left(1+|k|^{2}\right)^{s} \alpha_{k} \overline{\beta_{k}}
$$

where $\alpha=\left(\alpha_{k}\right)_{k \in \mathbb{Z}}$ and $\beta=\left(\beta_{k}\right)_{k \in \mathbb{Z}}$. Then we have that $f \in H_{2 l}^{s}$ if and only if $(\widehat{f}(k))_{k \in \mathbb{Z}} \in \ell_{s, 2 l}^{2}$, and so from the Parseval theorem (see [30]), $\|\widehat{f}\|_{\ell^{2}}^{2}=\frac{1}{2 l}\|f\|_{L_{\ell}^{2}}^{2}$, it follows that $\|f\|_{H_{2 l}^{s}}=\|\widehat{f}\|_{\ell_{s, 2 l}^{2}}$. The convolution of two sequences $\alpha$ and $\beta$ is the sequence $\alpha * \beta$ defined, for all $k \in \mathbb{Z}$, by $(\alpha * \beta)_{k}=\sum_{j=-\infty}^{+\infty} \alpha_{k-j} \beta_{j}$, whenever the right-hand side of the identity above makes sense. Next, we present some results that we will need throughout this work. We start with the Young inequality (see [38]).

Proposition 2.1. Let $\alpha \in \ell^{1}(\mathbb{Z})$ and $\beta \in \ell^{2}(\mathbb{Z})$. Then $\alpha * \beta \in \ell^{2}(\mathbb{Z})$. Moreover,

$$
\|\alpha * \beta\|_{\ell^{2}} \leq\|\alpha\|_{\ell^{1}}\|\beta\|_{\ell^{2}}
$$

In particular, for every $\alpha \in \ell^{1}$ fixed, the linear operator $\beta \in \ell^{2} \mapsto \alpha * \beta \in \ell^{2}$ is continuous.

Now, we present the Poisson summation theorem. It will be used to find the explicit form of the periodic travelling-wave solutions for some equations.

THEOREM 2.1. Let $\widehat{f}(x)=\int_{-\infty}^{+\infty} f(y) e^{-i x y} d y$ and $f(y)=\int_{-\infty}^{\infty} \widehat{f}(x) e^{i x y} d x$ satisfying

$$
|f(y)| \leq \frac{A}{(1+|y|)^{1+\delta}} \quad \text { and } \quad|\widehat{f}(x)| \leq \frac{A}{(1+|x|)^{1+\delta}}
$$

where $\delta>0$ and $A>0$ (then $\widehat{f}$ and $f$ can be assumed to be continuous functions). Thus, for $L>0$,

$$
\sum_{n=-\infty}^{+\infty} f(x+2 L n)=\frac{1}{2 L} \sum_{n=-\infty}^{+\infty} \widehat{f}\left(\frac{n}{2 L}\right) e^{\frac{\pi i n x}{L}}
$$

The two series above converge absolutely.
Proof. See [38], [45], and [46].
2.2. Results of global well-posedness. Some results about local and global well-posedness associated with (1.3) in the periodic case were initially established in [1]. Here we establish two results that we will use in our theory.

THEOREM 2.2. Let $s \geq 1$ be given. For each $u_{0} \in H_{2 l}^{s}$ there is a unique solution of (1.3), for the cases $p=1,2$ and $M=-\partial_{x}^{2}$, that for each $T>0$ lies in $C\left(0, T ; H_{2 l}^{s}\right)$. Moreover, the correspondence $u_{0} \mapsto u$ is an analytic function of the relevance function spaces.

Proof. See [20].
Theorem 2.3. Let $s \geq \frac{1}{2}$ be given. For each $u_{0} \in H_{2 l}^{s}$ there is a unique solution of (1.3), for the cases $p=1$ and $M=\mathcal{H} \partial_{x}$, that for each $T>0$ lies in $C\left(0, T ; H_{2 l}^{s}\right)$.

Moreover, the correspondence $u_{0} \mapsto u$ is a continuous function of the relevance function spaces.

Proof. See [39], [41], and [40].
3. Basic functional spaces. In this section we establish the main spaces in our study of the stability of periodic wave solutions associated with (1.6) for the case of the Benjamin-Ono (BO), Korteweg-de Vries (KdV), and modified Korteweg-de Vries $(\mathrm{mKdV})$ equations. For the KdV and mKdV cases we have in (1.6), $M=-\partial_{x}^{2}$ with symbol $\left(\frac{\pi}{L}\right)^{2} n^{2}, p=1$, and $p=2$, respectively. Next, the BO equation is obtained with $M=\mathcal{H} \partial_{x}$, with the symbol being $\frac{\pi}{L}|n|$ and $p=1$. Here, $\mathcal{H}$ denotes the periodic Hilbert transform defined in (1.12) and such that via the Fourier transform satisfies $\widehat{\mathcal{H} f}(n)=-\operatorname{isgn}(n) \widehat{f}(n)$ for all $n \in \mathbb{Z}$. Then, our three periodic travelling-wave equations are

$$
\begin{array}{ll}
\mathcal{H} \varphi_{c}^{\prime}+c \varphi_{c}-\frac{1}{2} \varphi_{c}^{2}=0 & (\mathrm{BO}) \\
\varphi_{c}^{\prime \prime}+\frac{1}{2} \varphi_{c}^{2}-c \varphi_{c}=0 & (\mathrm{KdV})  \tag{3.1}\\
\varphi_{c}^{\prime \prime}+\frac{1}{3} \varphi_{c}^{3}-c \varphi_{c}=0 & (\mathrm{mKdV})
\end{array}
$$

Remark 3.1. (a) Here, we shall consider a more convenient form for the mKdV travelling-wave equation, namely,

$$
\begin{equation*}
\varphi_{c}^{\prime \prime}+\varphi_{c}^{3}-c \varphi_{c}=0 \tag{3.2}
\end{equation*}
$$

(b) The periodic travelling-wave solutions for the KdV and mKdV will be considered of period $L$, but the periodic travelling-wave solution for the BO equation will be considered of period $2 L$ only by convenience.
(c) After a "bootstrap" argument, we can conclude that every $\varphi_{c}$ belongs to $H_{2 L}^{s}$ for all $s \in \mathbb{R}$. Thus, $\varphi$ is infinitely differentiable, with all derivatives in $L_{2 L}^{2}$.

We will suppose that $c>-b$, where $b$ satisfies $\alpha(k)>b$ for all $k \in \mathbb{Z}$. With this condition $M+c$ represents a positive operator. Then, by using the spectral theorem for compact and self-adjoint operators we have the following characterization of the spectrum of $\mathcal{L}$ defined in (1.7).

Proposition 3.1. The operator $\mathcal{L}$ in (1.7) is a closed, unbounded, self-adjoint operator on $L_{2 L}^{2}$ whose spectrum consists of an enumerable (infinite) set of eigenvalues $\left\{\lambda_{k}\right\}_{k=0}^{\infty}$ satisfying $\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \cdots$, and $\lambda_{k} \rightarrow \infty$ as $k \rightarrow \infty$. In particular, $\mathcal{L}$ has 0 as an eigenvalue with eigenfunction $\frac{d}{d x} \varphi_{c}$.

Proof. We suppose that our periodic functions have period $L$. Clearly $\mathcal{L}$ defined on $H_{L}^{m_{2}}$ is a closed, unbounded, self-adjoint operator on $L_{p e r}^{2}([0, L])$. Let us proof that the spectrum of $\mathcal{T}:=M+c$ is a countable infinite set of eigenvalues, $\left\{\gamma_{n}\right\}$, with

$$
\begin{equation*}
\gamma_{0} \leq \gamma_{1} \leq \gamma_{2} \leq \gamma_{3} \leq \cdots \tag{3.3}
\end{equation*}
$$

where $\gamma_{n} \rightarrow \infty$ as $n \rightarrow \infty$. In fact, let $R_{c}=(M+c)^{-1}$, whose symbol is $\frac{1}{c+\alpha(k)}$ for $k \in \mathbb{Z}$. Since $\frac{1}{c+\alpha(k)} \in \ell^{2}(\mathbb{Z})$ we have that there is a unique $G_{c} \in L_{\text {per }}^{2}([0, L])$ such that $\widehat{G_{c}}(k)=\frac{1}{c+\alpha(k)}$, and, because of this, we have the action

$$
R_{c} f(x)=\frac{1}{L} \int_{0}^{L} G_{c}(x-y) f(y) d y
$$

defined for $f \in L_{p e r}^{2}([0, L])$. Since $[0, L]$ is a bounded set we have that the kernel $\widetilde{G_{c}}(x, y):=G_{c}(x-y) \in L^{2}([0, L] \times[0, L])$. So, $R_{c}$ is a Hilbert-Schmidt operator on
$L_{\text {per }}^{2}([0, L])$ (see [33]), and therefore $R_{c}$ is a compact operator on $L_{p e r}^{2}([0, L])$ for all $c>0$ (here we supposed without loss of generality that $b=0$ ), and so we obtain (3.3).

Next, we will show that there is a $\mu_{1}$ (large enough) such that $\mathcal{M}=\left(\mathcal{L}+\mu_{1}\right)^{-1}$ exists and is a bounded, positive, compact, and self-adjoint operator. In fact, first of all, it is easy to see that $\mathcal{L}$ is limited below; that is, if $f \in D(\mathcal{L})$, we have $\langle\mathcal{L} f, f\rangle \geq$ $-\beta\langle f, f\rangle$, where $\beta=\left\|\varphi_{c}\right\|_{L_{p e r}^{\infty}}+c$. Then, we can choose a $\mu_{1}$ such that $\mathcal{L}+\mu_{1}>0 ;$ that is, $\mathcal{M}$ is positive. We denote $\mu_{1}:=\mu$ only by convenience. Let $\nu$ be a positive number such that $\nu+\varphi_{c}-c>0$ and $\nu+\mu>0$. Thus, for $\mu>0$ we have $f=$ $(\mathcal{L}+\mu) g \Leftrightarrow(I-M) g=\Upsilon f$, where $M g=R_{\mu+\nu}\left[\left(\nu+\varphi_{c}-c\right) g\right], \Upsilon=R_{\nu+\mu}$, and we denote $h=\nu+\varphi_{c}-c$. Next, from the Parseval theorem, it follows that

$$
\|M g\|_{L_{p e r}^{2}} \leq \sup _{k \in \mathbb{Z}}\left\{\frac{1}{\alpha(k)+\nu+\mu}\right\}\|h\|_{L_{p e r}^{\infty}}\|g\|_{L_{p e r}^{2}}
$$

Thus, we can choose $\mu$ such that $\|M\|_{B\left(L_{\text {per }}^{2}\right)}<1$ and $\mathcal{L}+\mu>0$. Then, $I-M$ is invertible, and we have $g=(I-M)^{-1} \Upsilon f$ and write $\mathcal{M}=(\mathcal{L}+\mu)^{-1}=(I-$ $M)^{-1} \Upsilon$. $\Upsilon$ being a compact operator and $(I-M)^{-1} \in B\left(L_{\text {per }}^{2}\right)$ we have that $\mathcal{M}$ is a compact operator. Then, there is an orthonormal basis $\left\{\varphi_{k}\right\}_{k=0}^{\infty}$ of $L_{p e r}^{2}$ consisting of eigenfunctions of $\mathcal{M}$ with nonzero eigenvalues $\left\{\mu_{k}\right\}_{k=0}^{\infty}$ satisfying $\mu_{1} \geq \mu_{2} \geq \mu_{3} \geq$ $\cdots>0$, and $\mu_{k} \rightarrow 0$ as $k \rightarrow \infty$. Since $\mathcal{M} \varphi_{k}=\mu_{k} \varphi_{k} \in D(\mathcal{L}+\mu)$ we have that

$$
\mathcal{L} \varphi_{k}=\left(\frac{1}{\mu_{k}}-\mu\right) \varphi_{k}:=\lambda_{k} \varphi_{k}
$$

Thus, there is a sequence of eigenvalues of $\mathcal{L},\left\{\lambda_{k}\right\}_{k=0}^{\infty}$, satisfying $\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \cdots$, and $\lambda_{k} \rightarrow \infty$ as $k \rightarrow \infty$. This argument shows what is desired.

The next step will be centralized in the study of some specific spectral properties of the operator $\mathcal{L}$. For this, let us define two families of linear operators. They will be related with $\mathcal{L}$ but with the advantage that both of them are compacts. The results that will be present below are extensions of the results about stability of solitary waves solutions in Albert [2] and Albert and Bona [3] to the periodic case.

For every $\theta \geq 0$ define the operator $S_{\theta}: \ell^{2}(\mathbb{Z}) \rightarrow \ell^{2}(\mathbb{Z})$ by considering

$$
S_{\theta} \alpha(n)=\frac{1}{\omega_{\theta}(n)} \sum_{j=-\infty}^{\infty} K(n-j) \alpha_{j}=\frac{1}{\omega_{\theta}(n)}(K * \alpha)_{n}
$$

where $\omega_{\theta}(n)=\alpha(n)+\theta+c, K(n)=\widehat{\varphi_{c}^{p}}(n), n \in \mathbb{Z}$. Since $\omega_{\theta}(n)>0$ for all $n \in \mathbb{Z}$, it follows that the space $X$ defined by

$$
X=\left\{\alpha \in \ell^{2}(\mathbb{Z}) ;\|\alpha\|_{X, \theta}:=\left(\sum_{n=-\infty}^{\infty}\left|\alpha_{n}\right|^{2} \omega_{\theta}(n)\right)^{\frac{1}{2}}<\infty\right\}
$$

is a Hilbert space with norm $\|\alpha\|_{X, \theta}$ and corresponding inner product $\langle\alpha, \beta\rangle_{X, \theta}=$ $\sum_{n=-\infty}^{\infty} \alpha_{n} \overline{\beta_{n}} \omega_{\theta}(n)$.

Proposition 3.2. (a) If $\alpha \in \ell^{2}$ is an eigensequence of $S_{\theta}$ for a nonzero eigenvalue, then $\alpha \in X$.
(b) The restriction of $S_{\theta}$ to $X$ is a compact, self-adjoint operator on $X$ with respect to the norm $\|\cdot\|_{X, \theta}$.

Proof. In fact, we denote the norm in $X$ simply by $\|\cdot\|_{X}$, and the operator $S_{\theta}$ by $S$, and $\mu:=\mu_{\theta}=\frac{1}{\omega_{\theta}}$. It will be shown that $S^{2} g=S(S g) \in X$, since $g=\frac{1}{\gamma} S g=\frac{1}{\gamma^{2}} S^{2} g$;
this will prove the proposition. By the Minkowski, Hölder, and Young inequalities we obtain

$$
\begin{align*}
\left\|S^{2} \alpha\right\|_{X} & =\left\|\sum_{j} K(\cdot-j) \mu(\cdot) S \alpha(j)\right\|_{X}=\left\|\sum_{j} \sum_{m} K(\cdot-j) \mu(\cdot) K(j-m) \mu(j) \alpha(m)\right\|_{X}  \tag{3.4}\\
& \leq \sum_{j} \sum_{m}\left[\sum_{n} K(n-j)^{2} \mu(n)\right]^{\frac{1}{2}} K(j-m) \mu(j)|\alpha(m)| \\
& \leq\left\|K^{2}\right\|_{\ell^{1}}\|\mu\|_{\ell^{2}}^{\frac{1}{2}}\left\|\mu^{\frac{3}{2}}\right\|_{\ell^{1}}^{\frac{1}{4}}\left\|\mu^{\frac{5}{4}}\right\|_{\ell^{1}}^{\frac{1}{2}}\|\alpha\|_{\ell^{2}} .
\end{align*}
$$

Since $|\mu(x)| \leq B(1+|x|)^{-1}$ for every $x \in \mathbb{R}$ and some $B>0$, all of the quantities in the last expression on the right-hand side in (3.4) are finite. The proof of (a) is complete.

Next, we prove that $\left.S\right|_{X}$ determines a compact and self-adjoint operator. Let

$$
\widetilde{K}(n, j)=\frac{K(n-j)}{\omega_{\theta}(n) \omega_{\theta}(j)}
$$

then, by the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
& \sum_{n} \sum_{j} \widetilde{K}^{2}(n, j) \omega_{\theta}(n) \omega_{\theta}(j)=\sum_{n} \sum_{j} \frac{K^{2}(n-j)}{\omega_{\theta}(n) \omega_{\theta}(j)} \\
= & \sum_{n}\left(K^{2} * \mu\right)(n) \mu(n) \leq\left\|K^{2} * \mu\right\|_{\ell^{2}}\|\mu\|_{\ell^{2}} \leq\left\|K^{2}\right\|_{\ell^{1}}\|\mu\|_{\ell^{2}}^{2}<\infty .
\end{aligned}
$$

That is, $S_{\theta} \alpha(n)=\sum_{j=-\infty}^{\infty} \widetilde{K}(n, j) \alpha_{n} \omega_{\theta}(j)$ is a Hilbert-Schmidt operator, and thus $\left.S\right|_{X}$ is compact. To prove that $S_{\theta}$ is self-adjoint it is necessary to observe that $\omega_{\theta}$ and $\widehat{\varphi_{c}}$ being even, the real kernel $K$ is symmetric.

The next two results are immediate consequences of Proposition 3.2 and the spectral theorem for compact, self-adjoint operators on a Hilbert space.

Corollary 3.1. Suppose $\theta \geq 0$. Then, 1 is an eigenvalue of $S_{\theta}$ (as an operator of $X$ ) if and only if $-\theta$ is an eigenvalue of $\mathcal{L}$ (as an operator of $L_{2 L}^{2}$ ). Furthermore, both eigenvalues have the same multiplicity.

Corollary 3.2. For every $\theta \geq 0, S_{\theta}$ has a family of eigensequences $\left\{\psi_{i, \theta}\right\}_{i=0}^{\infty}$ forming an orthonormal basis of $X$ with respect to the norm $\|\cdot\|_{X, \theta}$. The eigensequences correspond to real eigenvalues $\left\{\lambda_{i}(\theta)\right\}_{i=0}^{\infty}$ whose only possible accumulation point is zero.

In this way, the eigenvalues can be enumerated in order of decreasing absolute value, that is, $\left|\lambda_{0}(\theta)\right| \geq\left|\lambda_{1}(\theta)\right| \geq\left|\lambda_{2}(\theta)\right| \geq \cdots$.
4. Positivity properties for periodic travelling-wave solutions. In this section we give sufficient conditions to obtain properties $\left(P_{1}\right)$ and $\left(P_{2}\right)$ in (1.10).

DEFINITION 4.1. We say that a sequence $\alpha=\left(\alpha_{n}\right)_{n \in \mathbb{Z}} \subseteq \mathbb{R}$ is in the class $P F(2)$ discrete if
(i) $\alpha_{n}>0$ for all $n \in \mathbb{Z}$,
(ii) $\alpha_{n_{1}-m_{1}} \alpha_{n_{2}-m_{2}}-\alpha_{n_{1}-m_{2}} \alpha_{n_{2}-m_{1}}>0$ for $n_{1}<n_{2}$ and $m_{1}<m_{2}$.

The definition above is a particular case of the continuous ones which appear in [2] and [32]; namely, we say that a function $g: \mathbb{R} \rightarrow \mathbb{R}$ is in the class $P F(2)$ if
(i) $g(x)>0$ for all $x \in \mathbb{R}$,
(ii) $g\left(x_{1}-y_{1}\right) g\left(x_{2}-y_{2}\right)-g\left(x_{1}-y_{2}\right) g\left(x_{2}-y_{1}\right)>0$ for $x_{1}<x_{2}$ and $y_{1}<y_{2}$. As an example, consider $g(x)=\operatorname{sech}^{2}(x)$.

The next result gives us a sufficient condition for a function $g$ belonging to the $P F(2)$ continuous class. This result is very useful for our purpose (see [3]).

Lemma 4.1. Suppose $g$ is a positive, twice-differentiable function on $\mathbb{R}$ satisfying

$$
\frac{d^{2}}{d x^{2}}(\log g(x))<0 \quad \text { for } \quad x \neq 0
$$

Then $g \in P F(2)$.
The main result of this paper is now presented.
Theorem 4.1. Suppose that $\varphi_{c}$ is a positive even solution of (1.6) such that $\widehat{\varphi_{c}}>0$ and $K=\widehat{\varphi_{c}^{p}} \in P F(2)$ discrete. Then $\left(P_{1}\right)$ and $\left(P_{2}\right)$ in (1.10) hold for the operator $\mathcal{L}$ in (1.7).

Proof. First, we noticed that, $S_{\theta}$ being a compact operator on $X$, we get a set of eigenvalues $\left\{\lambda_{i}(\theta)\right\}_{i=0}^{\infty}$ and the corresponding set of eigenfunctions $\left\{\psi_{i, \theta}\right\}_{i=0}^{\infty}$, which form an orthonormal basis for $X$. Moreover, we have $\left|\lambda_{0}(\theta)\right| \geq\left|\lambda_{1}(\theta)\right| \geq\left|\lambda_{2}(\theta)\right| \geq \cdots$. It will show that the eigenvalues $\lambda_{0}(\theta)$ and $\lambda_{1}(\theta)$ are positive, distinct, and simple. In fact, since $\left.S_{\theta}\right|_{X}$ is a compact, self-adjoint operator it follows that

$$
\begin{equation*}
\lambda_{0}(\theta)= \pm \sup _{\|\alpha\|_{X}=1}\left|\left\langle S_{\theta} \alpha, \alpha\right\rangle_{X}\right| \tag{4.1}
\end{equation*}
$$

Let $\psi(\theta):=\psi$ be an eigensequence of $S_{\theta}$ corresponding to $\lambda_{0}(\theta):=\lambda_{0}$. We will show that $\psi$ is one-signed; that is, either $\psi(n) \leq 0$ or $\psi(n) \geq 0$. By contradiction, suppose $\psi$ takes both negative and positive values. Since by hypotheses the kernel $K$ is positive we have

$$
\begin{aligned}
S_{\theta}|\psi|(n) & =\frac{1}{\omega_{\theta}(n)} \sum_{j=-\infty}^{\infty} K(n-j) \psi^{+}(j)+\frac{1}{\omega_{\theta}(n)} \sum_{j=-\infty}^{\infty} K(n-j) \psi^{-}(j) \\
& >\left|\frac{1}{\omega_{\theta}(n)} \sum_{j=-\infty}^{\infty} K(n-j) \psi^{+}(j)-\frac{1}{\omega_{\theta}(n)} \sum_{j=-\infty}^{\infty} K(n-j) \psi^{-}(j)\right|
\end{aligned}
$$

where $\psi^{+}$e $\psi^{-}$are the positive and negative parts of $\psi$, respectively. Then,

$$
S_{\theta}|\psi|(n)>\left|\frac{1}{\omega_{\theta}(n)} \sum_{j=-\infty}^{\infty} K(n-j) \psi(j)\right|=\left|S_{\theta} \psi(n)\right|=\left|\lambda_{0} \| \psi(n)\right|
$$

where " $>$ " holds because $\psi$, by supposition, takes both positive and negative values. From the last inequality we conclude that

$$
\begin{aligned}
\left\langle S_{\theta}(|\psi|),\right| \psi\left\rangle_{X, \theta}\right. & =\sum_{n=-\infty}^{\infty} S_{\theta}|\psi|(n)|\psi(n)| \omega_{\theta}(n) \\
& >\sum_{n=-\infty}^{\infty}\left|\lambda_{0}\left\|\left.\psi(n)\right|^{2} \omega_{\theta}(n)=\left|\lambda_{0}\right|\right\| \psi \|_{X, \theta}^{2}\right.
\end{aligned}
$$

Hence, if we assume that $\|\psi\|_{X}=1$, we obtain $\left\langle S_{\theta}(|\psi|),\right| \psi\left\rangle_{X}\right\rangle\left|\lambda_{0}\right|$, which contradicts (4.1). Then, there is an eigensequence $\psi_{0}$ which is nonnegative. Since $K$ is a positive sequence and $S_{\theta}\left(\psi_{0}\right)=\lambda_{0} \psi_{0}$, we have $\psi_{0}(n)>0$ for all $n \in \mathbb{Z}$. Now, such a $\psi_{0}$ cannot be orthogonal to any nontrivial one-signed eigensequence in $X$, and so $\lambda_{0}$ is a simple eigenvalue. Notice that the preceding argument also shows that $-\lambda_{0}$ cannot be an eigenvalue of $S_{\theta}$; therefore it follows that $\left|\lambda_{1}\right|<\lambda_{0}$.

Next, we will study the eigenvalue $\lambda_{1}(\theta)=\lambda_{1}$. But, first, we need some definitions and results. We consider the following set of indices:

$$
\triangle=\left\{\left(n_{1}, n_{2}\right) \in \mathbb{Z} \times \mathbb{Z} ; n_{1}<n_{2}\right\}
$$

Denoting $\bar{n}=\left(n_{1}, n_{2}\right)$ and $\bar{m}=\left(m_{1}, m_{2}\right)$, we define for $\bar{n}, \bar{m} \in \triangle$ the following sequence:

$$
K_{2}(\bar{n}, \bar{m}):=K\left(n_{1}-m_{1}\right) K\left(n_{2}-m_{2}\right)-K\left(n_{1}-m_{2}\right) K\left(n_{2}-m_{1}\right)
$$

By hypothesis $K \in P F(2)$ discrete it follows that $K_{2}>0$. Next, let $\ell^{2}(\triangle)$ be defined as

$$
\ell^{2}(\triangle)=\left\{\alpha=\left(\alpha_{\bar{n}}\right)_{\bar{n} \in \triangle} ; \sum \sum_{\triangle}\left|\alpha_{\bar{n}}\right|^{2}:=\sum_{n_{1} \in \mathbb{N}} \sum_{\substack{n_{1}<n_{2} \\ n_{2} \in \mathbb{Z}}}\left|\alpha\left(n_{1}, n_{2}\right)\right|^{2}<+\infty\right\}
$$

and define the operator $S_{2, \theta}: \ell^{2}(\triangle) \rightarrow \ell^{2}(\triangle)$ by

$$
S_{2, \theta} g(\bar{n})=\sum \sum_{\triangle} G_{2, \theta}(\bar{n}, \bar{m}) g(\bar{m}),
$$

where $G_{2, \theta}(\bar{n}, \bar{m})=\frac{K_{2}(\bar{n}, \bar{m})}{\omega_{\theta}\left(n_{1}\right) \omega_{\theta}\left(n_{2}\right)}$. We also consider the space

$$
W=\left\{\alpha \in \ell^{2}(\triangle) ;\|\alpha\|_{W, \theta}:=\left(\sum \sum_{\triangle}|\alpha(\bar{n})|^{2} \omega_{\theta}\left(n_{1}\right) \omega_{\theta}\left(n_{2}\right)\right)^{\frac{1}{2}}<\infty\right\}
$$

Then $W$ is a Hilbert space with norm $\|\cdot\|_{W, \theta}$ given above and with inner product

$$
\langle\alpha, \beta\rangle_{W, \theta}=\sum \sum_{\Delta} \alpha(\bar{n}) \overline{\beta(\bar{n})} \omega_{\theta}\left(n_{1}\right) \omega_{\theta}\left(n_{2}\right)
$$

Remark 4.1. (1) We can show, in an analogous way to Proposition 3.2, that $\left.S_{2, \theta}\right|_{W}$ is a self-adjoint, compact operator. Therefore, the associated eigenvalues can be enumerated in order of decreasing absolute value, that is, $\left|\mu_{0}(\theta)\right| \geq\left|\mu_{1}(\theta)\right| \geq$ $\left|\mu_{2}(\theta)\right| \geq \cdots$.
(2) A similar argument can be used to show that $\mu_{0}(\theta):=\mu_{0}$ is positive and simple and $\left|\mu_{1}\right|<\mu_{0}$.

DEFINITION 4.2. Let $\alpha^{1}, \alpha^{2} \in \ell^{2}(\mathbb{Z})$; we define the wedge product $\alpha^{1} \wedge \alpha^{2}$ in $\triangle$ by

$$
\left(\alpha^{1} \wedge \alpha^{2}\right)\left(n_{1}, n_{2}\right)=\alpha^{1}\left(n_{1}\right) \alpha^{2}\left(n_{2}\right)-\alpha^{1}\left(n_{2}\right) \alpha^{2}\left(n_{1}\right)
$$

We have the following results from Definition 4.2.
Lemma 4.2. Let $A=\left\{\alpha^{1} \wedge \alpha^{2}\right.$; for $\left.\alpha^{1}, \alpha^{2} \in X, \alpha^{1} \wedge \alpha^{2} \in \ell^{2}(\triangle)\right\}$. Then $A$ is dense in $W$.

Proof. See [31] and [32].
LEMMA 4.3. Let $\alpha^{1}$, $\alpha^{2} \in \ell^{2}(\mathbb{Z})$. Then $S_{2, \theta}\left(\alpha^{1} \wedge \alpha^{2}\right)=S_{\theta} \alpha^{1} \wedge S_{\theta} \alpha^{2}$.
Proof. See [31] and [32].
In what follows, we will represent by $S_{\theta}^{X}$ the restriction of $S_{\theta}$ on the Hilbert space $X$. We shall use some spectral results in Kato [33]. In fact, we decompose $S_{\theta}^{X}$ into the form $S_{\theta}^{X}=\lambda_{0} P_{\theta}+Q_{\theta}$, where $P_{\theta}$ is the orthogonal projection on $M_{0}=\left[\psi_{0}\right], P_{\theta} Q_{\theta}=$ $Q_{\theta} P_{\theta}=0$, and $\operatorname{spectrum}\left(Q_{\theta}\right)=\operatorname{spectrum}\left(P_{\theta}\right) \backslash\left\{\lambda_{0}\right\}$. Moreover, in this case we have that the spectral radius of $Q_{\theta}$ when restricted to the subspace $N=\operatorname{Ker} P_{\theta}$ is exactly $\left|\lambda_{1}\right|$. Furthermore, we know that the eigenvalue $\lambda_{0}=\lambda_{0}(\theta)$ is differentiable with respect to $\theta \geq 0$. The same argument can be applied to $\mu_{0}$. Then, as a consequence $\psi_{0}$ and $\tau_{0}=$ eigensequence associated with $\mu$ are differentiable eigensequences with respect to $\theta$.

Lemma 4.4. (a) In the notation given above we have

$$
\frac{\left(S_{\theta}^{X}\right)^{m}}{\lambda_{0}^{m}} \longrightarrow P_{\theta}
$$

where $m \rightarrow+\infty$ on the strong topology of $B(X, X)$.
(b) The statement in part (a) is valid if $S_{\theta}^{X}$ is replaced by $S_{2, \theta}$, the eigenvalues $\lambda_{0}$ and $\lambda_{1}$ are replaced by $\mu_{0}$ and $\mu_{1}$, and $P_{\theta}, M_{0}$, and $Q_{\theta}$ are replaced by appropriate operators and subspaces of $X$.

Proof. The proof is analogous as viewed in [2], [3] in the case of sequences.
Lemma 4.5. (a) $\mu_{0}(\theta)=\lambda_{0}(\theta) \lambda_{1}(\theta)$. Then, we can conclude that $\lambda_{1}>0$.
(b) $\lambda_{1}$ is simple.

Proof. (a) In fact, from Lemma 4.3 we have that $\lambda_{0} \lambda_{1}$ is an eigenvalue of $S_{2, \theta}$ whose eigensequence is $\psi_{0} \wedge \psi_{1}$, where $\psi_{1}(\theta):=\psi_{1}$ is the eigensequence associated with $\lambda_{1}$. Hence $\mu_{0} \geq \lambda_{0}\left|\lambda_{1}\right|$. Then, since $-\mu_{0}$ cannot be an eigenvalue of $S_{2, \theta}$, we will show that $\mu_{0} \leq \lambda_{0}\left|\lambda_{1}\right|$. If $\left|\lambda_{1}\right|<\frac{\mu_{0}}{\lambda_{0}}$, let $P_{\theta}$ be as in Lemma 4.4 and write $W=M_{0} \oplus N$. Let $\alpha^{1}=r_{1} \psi_{0}+\omega \gamma^{1}$ and $\alpha^{2}=r_{2} \psi_{0}+\omega \gamma^{2}$, where $r_{1}, r_{2} \in \mathbb{R}$ and $\gamma^{1}, \gamma^{2} \in N$. For instance, from the induction principle we have

$$
\begin{align*}
\left(\frac{S_{2, \theta}}{\mu_{0}}\right)^{m}\left(\alpha^{1} \wedge \alpha^{2}\right)\left(n_{1}, n_{2}\right) & =r_{1}\left[\psi_{0}\left(n_{1}\right)\left(\frac{S_{\theta}}{\beta}\right)^{m} \gamma^{2}\left(n_{2}\right)-\psi_{0}\left(n_{2}\right)\left(\frac{S_{\theta}}{\beta}\right)^{m} \gamma^{2}\left(n_{1}\right)\right]  \tag{4.2}\\
& +r_{2}\left[\psi_{0}\left(n_{2}\right)\left(\frac{S_{\theta}}{\beta}\right)^{m} \gamma^{1}\left(n_{1}\right)-\psi_{0}\left(n_{1}\right)\left(\frac{S_{\theta}}{\beta}\right)^{m} \gamma^{1}\left(n_{2}\right)\right] \\
& +\left(\frac{S_{\theta}}{\lambda_{0}}\right)^{m} \gamma^{1}\left(n_{1}\right)\left(\frac{S_{\theta}}{\beta}\right)^{m} \gamma^{2}\left(n_{2}\right) \\
& -\left(\frac{S_{\theta}}{\lambda_{0}}\right)^{m} \gamma^{1}\left(n_{2}\right)\left(\frac{S_{\theta}}{\beta}\right)^{m} \gamma^{2}\left(n_{1}\right)
\end{align*}
$$

where $\beta=\frac{\mu_{0}}{\lambda_{0}}>\left|\lambda_{1}\right|$. Since $\left(\frac{S_{\theta}^{X}}{\lambda_{0}}\right)^{m} \rightarrow P_{\theta}$ with $P_{\theta} \equiv 0$ on $N$ and $\beta$ is strictly greater than the spectral radius of the restriction of $S_{\theta}^{X}$ to $N$, each term on the right-hand side of the preceding equality tends to zero as $m \rightarrow \infty$. But the set $A$ defined in Lemma 4.2 is dense in $W$. Then, we can conclude from (4.2), after a computation, that $\left(\frac{S_{2, \theta}}{\mu_{0}}\right)^{m} g \rightarrow 0$ strongly. But this contradicts Lemma 4.4. The proof of item (a) is completed.
(b) The next step is to show that $\lambda_{1}$ is simple. We write $\psi_{1}=\psi_{1}^{P}+\psi_{1}^{I}$, where $\psi_{1}^{P}$ and $\psi_{1}^{I}$ denote, respectively, the even and odd parts of $\psi_{1}$. We begin by showing that $\psi_{1}^{P} \equiv 0$. Since the kernel $K$ of $S_{\theta}$ is symmetric and $\omega_{\theta}$ is even, we have $S_{\theta}$ map even sequences into even sequences and odd sequences into odd sequences. Then, we get that $\psi_{0} \wedge \psi_{1}^{P}$ satisfies $S_{2, \theta}\left(\psi_{0} \wedge \psi_{1}^{P}\right)=\lambda_{0} \lambda_{1}\left(\psi_{0} \wedge \psi_{1}^{P}\right)$. Since $\mu_{0}>0$ and simple we obtain $\psi_{0} \wedge \psi_{1}^{P} \in\left[\tau_{0}\right]$. Therefore, either $\psi_{0} \wedge \psi_{1}^{P} \equiv 0$ or $\psi_{0} \wedge \psi_{1}^{P} \neq 0$; that is, $\psi_{0} \wedge \psi_{1}^{P}$ is one-signed. With this fact, if $\psi_{1}^{P}$ does not vanish, then it will have at most one zero. Then, $\psi_{1}^{P}$ being an even sequence, either $\psi_{1}^{P} \equiv 0$ or else $\psi_{1}^{P}$ is one-signed, except possibly in $n=0$. If the second case holds, we have to consider three cases: $\psi_{1}^{P}(0)=0, \psi_{1}^{P}(0)>0$, and $\psi_{1}^{P}(0)<0$. If $\psi_{1}^{P}(0)=0$, then we should have, from the definition of wedge product above, that $0<\left(\psi_{0} \wedge \psi_{1}^{P}\right)(0, n)=\psi_{0}(0) \psi_{1}^{P}(n)$ for $n>0$ (where we are assuming that $\psi_{0}>0$ and $\psi_{0} \wedge \psi_{1}^{P}>0$ ). Then, $\psi_{1}^{P}(n)>0$ for all $n \in \mathbb{Z}$ because $\psi_{1}^{P}(n)$ is an even sequence. Next, if $\psi_{1}^{P}(0)>0$, then for $n>0$ we get $0<\left(\psi_{0} \wedge \psi_{1}^{P}\right)(0, n)=\psi_{0}(0) \psi_{1}^{P}(n)-\psi_{0}(n) \psi_{1}^{P}(0)<\psi_{0}(0) \psi_{1}^{P}(n)$ and therefore $\psi_{1}^{P}>0$. The last case is similar to the second one. These considerations make $\psi_{1}^{P}$ a one-signed eigensequence of $S_{\theta}$ (except possibly in $n \neq 0$ ), and so the inner product $\left\langle\psi_{1}^{P}, \psi_{0}\right\rangle_{X, \theta}$ is also one-signed. But this a contradiction because we have two eigensequences of a self-adjoint operator associated with distinct eigenvalues whose inner product is nonzero. Therefore, $\psi_{1}^{P} \equiv 0$, and so $\psi_{1}$ is odd. A similar argument shows that $\psi_{1}$ can have at most one zero. Of course, this one must be in $n=0$.

The sequence $\psi_{1}$ shown previously was an arbitrary sequence, and this is associated with eigenvalue $\lambda_{1}$. Then, we show that any eigensequence $\psi$ associated with $\lambda_{1}$ must be odd and $\psi(n)=0 \Leftrightarrow n=0$. But, two eigensequences of this kind cannot be orthogonal since the product of them is even, and thus $\lambda_{1}$ is simple. This fact completes the proof of the lemma.

We turn back to the proof of Theorem 4.1. Let us consider $\left\|\psi_{i}(\theta)\right\|_{X, \theta}=1$ for $i=$ 0,1 . From Lemma $4.5, \mu_{0}(\theta)=\lambda_{0}(\theta) \lambda_{1}(\theta)$ with $\mu_{0}$ and $\lambda_{0}$ differentiable with respect to $\theta$, and we have that $\lambda_{1}$ is also differentiable with respect to this parameter. Hence, the associated eigensequence $\psi_{1}$ is also differentiable since $S_{\theta} \psi_{1}(\theta)=\lambda_{1}(\theta) \psi_{1}(\theta)$. Next, we will show that

$$
\begin{equation*}
\frac{d}{d \theta} \lambda_{i}(\theta)<0, \quad i=0,1, \quad \theta \geq 0 \tag{4.3}
\end{equation*}
$$

In fact, writing $\psi_{i}(\theta), i=0,1$, instead of $\psi_{i, \theta}(n)$, we have

$$
\frac{d}{d \theta} \lambda_{i}(\theta)=\frac{d}{d \theta} \sum_{n=-\infty}^{\infty} S_{\theta} \psi_{i}(\theta) \psi_{i}(\theta) \omega_{\theta}(n)
$$

Thus,

$$
\begin{aligned}
\frac{d}{d \theta} \lambda_{i}(\theta) & =2 \sum_{n=-\infty}^{\infty} \frac{d}{d \theta} \psi_{i}(\theta) S_{\theta} \psi_{i}(\theta) \omega_{\theta}(n)=2 \lambda_{i}(\theta) \sum_{n=-\infty}^{\infty}\left(\frac{d}{d \theta} \psi_{i}(\theta)\right) \psi_{i}(\theta) \omega_{\theta}(n) \\
& =2 \lambda_{i}(\theta)\left\{\frac{d}{d \theta} \frac{1}{2}\left(\sum_{n=-\infty}^{\infty} \psi_{i}(\theta)^{2} \omega_{\theta}(n)\right)-\frac{1}{2} \sum_{n=-\infty}^{\infty} \psi_{i}(\theta)^{2}\right\} \\
& =-\lambda_{i}(\theta) \sum_{n=-\infty}^{\infty} \psi_{i}(\theta)^{2}<0
\end{aligned}
$$

which shows the affirmation. Next, for $\theta \geq 0$,

$$
\begin{aligned}
\lambda_{0}(\theta) & =r\left(S_{\theta}^{X}\right)=\left\|S_{\theta}^{X}\right\|_{B(X, X)} \leq\left(\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty}\left\{\frac{K(n-m)}{\omega_{\theta}(n)}\right\}^{2}\right)^{\frac{1}{2}} \\
& =\left\|K^{2} * \frac{1}{\omega_{\theta}^{2}}\right\|_{\ell^{1}(\mathbb{Z})}^{\frac{1}{2}} \leq\|K\|_{\ell^{2}(\mathbb{Z})}\left\|\frac{1}{\omega_{\theta}}\right\|_{\ell^{2}(\mathbb{Z})}
\end{aligned}
$$

Since $\frac{1}{\omega_{\theta}} \rightarrow 0$ as $\theta \rightarrow+\infty$ and $\left(\frac{1}{\omega_{\theta}}\right)^{2} \in \ell^{1}$ with $\left|\frac{1}{\omega_{\theta}}\right|^{2} \leq\left(\frac{B}{1+|n|}\right)^{2}$, for some $B>0$, $\left\|\frac{1}{\omega_{\theta}}\right\|_{\ell^{2}} \rightarrow 0$ as $\theta \rightarrow+\infty$. Therefore,

$$
\begin{equation*}
\lim _{\theta \rightarrow+\infty} \lambda_{0}(\theta)=0 \tag{4.4}
\end{equation*}
$$

The next step is to show that

$$
\begin{equation*}
\lambda_{1}(0)=1 \tag{4.5}
\end{equation*}
$$

In fact, since $\frac{d}{d x} \varphi_{c}$ is an eigenfunction of $\mathcal{L}$ with eigenvalue $\theta=0$, we can conclude from Corollary 3.1 that $\widehat{\frac{d}{d x} \varphi_{c}}$ is an eigensequence of $S_{\theta}$ with eigenvalue 1 . On the other hand, $\widehat{\frac{d}{d x} \varphi_{c}}(n)=-i n \frac{\pi}{L} \widehat{\varphi}_{c}(n)$ is odd and vanishes only at $n=0$. Since $\psi_{1}$ is also odd and vanishes at $n=0$ we must have $\left\langle\psi_{1}, \widehat{\frac{d}{d x} \varphi_{c}}\right\rangle_{X, \theta} \neq 0$. It follows that $\psi_{1}$ and $\widehat{\frac{d}{d x} \varphi_{c}}$ cannot be eigensequences of $S_{\theta}$ for distinct eigenvalues. Then, $\psi_{1}$ and $\widehat{\frac{d}{d x} \varphi_{c}}$ are associated with the same eigenvalue, and therefore $\lambda_{1}(0)=1$. With this fact, since $\lambda_{0}(0)>\lambda_{1}(0)=1$, from (4.3) and (4.4) it follows that there is a unique $\theta_{0} \in(0,+\infty)$ such that $\lambda_{0}\left(\theta_{0}\right)=1$. Then, from Corollary 3.1, if we consider $\kappa=-\theta_{0}<0$, then $\mathcal{L}$ has a negative eigenvalue which is simple. Now, for $i \geq 2$ and $\theta>0$ we have from (4.5) that

$$
\lambda_{i}(\theta) \leq \lambda_{1}(\theta)<\lambda_{1}(0)=1
$$

It is straightforward to see that 1 cannot be an eigenvalue of $S_{\theta}$ for all $\theta \in(0,+\infty) \backslash$ $\left\{\theta_{0}\right\}$, since 1 is an eigenvalue only for $\theta=0$ and $\theta=\theta_{0}$. Then we obtain $\left(P_{1}\right)$.

Because $\lambda_{1}(0)=1$ and $\lambda_{1}$ is a simple eigenvalue it follows that $\theta=0$ is a simple eigenvalue of $\mathcal{L}$ by the Corollary 3.1. This fact shows $\left(P_{2}\right)$ and as a consequence the theorem.

Remark 4.2. The Fourier transform in Theorem 4.1 needs to be evaluated in the minimal period of $\varphi_{c}$ (see section 6).
5. Stability of periodic travelling-wave solutions. In this section we are interested in applying the theory in section 4 to obtain the stability of specific periodic travelling waves associated with the KdV , mKdV, and BO equations. Our approach to obtain condition $\left(P_{0}\right)$ in (1.10) will be based on the Poisson summation theorem and the implicit function theorem. This new approach, in the periodic context, will give a simple way to calculate condition $\left(P_{3}\right)$ in (1.10). We start with the definition of stability.

Definition 5.1. Let $\varphi$ be a periodic travelling-wave solution with period $2 L$ of (1.6), and consider $\tau_{r} \varphi(x)=\varphi(x+r), x \in \mathbb{R}$, and $r \in \mathbb{R}$. We define the set $\Omega_{\varphi} \subset H_{2}^{\frac{m_{2}}{2}}$, the orbit generated by $\varphi$, as

$$
\Omega_{\varphi}=\left\{g ; g=\tau_{r} \varphi \text { for some } r \in \mathbb{R}\right\}
$$

And, for any $\eta>0$, define the set $U_{\eta} \subset H_{2 L}^{\frac{m_{2}}{2}}$ by

$$
U_{\eta}=\left\{f ; \inf _{g \in \Omega_{\varphi}}\|f-g\|_{H_{2 L}}^{\frac{m_{2}}{2_{2}^{2}}}<\eta\right\} .
$$

With this terminology, we say that $\varphi$ is (orbitally) stable in $H_{2}^{\frac{m_{2}}{2}}$ by the flow generated by (1.3) if the following hold:
(i) There is $s_{0}$ such that $H_{2 L}^{s_{0}} \subseteq H_{2 L}^{\frac{m_{2}}{2}}$ and the initial value problem associated with (1.3) is globally well-posed in $H_{2 L}^{s_{0}}$ (see Theorems 2.2 and 2.3).
(ii) For every $\varepsilon>0$, there is $\delta>0$ such that, for all $u_{0} \in U_{\delta} \cap H_{2 L}^{s_{0}}$, the solution $u$ of (1.3) with $u(0, x)=u_{0}(x)$ satisfies $u(t) \in U_{\varepsilon}$ for all $t>0$.

The proof of the following general stability theorem can be shown by using the techniques in Grillakis, Shatah, and Strauss [27] (see also Angulo [6]).

THEOREM 5.1. Let $\varphi_{c}$ be a periodic travelling-wave solution of (1.6), and suppose that part (i) of the definition of stability holds. Suppose also that the operator $\mathcal{L}$ defined previously in (1.7) has properties $\left(P_{1}\right)$ and $\left(P_{2}\right)$ in (1.10). Choose $\chi \in L_{2 L}^{2}$ such that $\mathcal{L} \chi=\varphi_{c}$, and define $I=\left(\chi, \varphi_{c}\right)_{L_{2 L}^{2}}$. If $I<0$, then $\varphi_{c}$ is stable.

Remark 5.1. In our cases the function $\chi$ in Theorem 5.1 satisfies that $\chi=-\frac{d}{d c} \varphi_{c}$. Then, we need to verify properties $\left(P_{0}\right)$ and $\left(P_{3}\right)$ in (1.10).
5.1. Stability of periodic travelling-wave solutions for the BO equation. This section is concerned with the stability theory of periodic travelling-wave solutions to the BO equation found initially by Benjamin in [13]. Next, we will present an interesting method for obtaining an explicit solution to the BO equation in (3.1), by using the Poisson summation theorem. In fact, consider the following equation:

$$
\mathcal{H} \phi_{\omega}^{\prime}+\omega \phi_{\omega}-\frac{1}{2} \phi_{\omega}^{2}=0
$$

This equation determines solitary travelling-wave solutions to the BO equation on $\mathbb{R}$ in the form

$$
\phi_{\omega}(x)=\frac{4 \omega}{1+\omega^{2} x^{2}}, \quad \omega>0
$$

Its Fourier transform is given by

$$
\widehat{\phi}_{\omega}^{\mathbb{R}}(x)=4 \pi e^{\frac{-2 \pi}{\omega}|x|} .
$$

Then, by the Poisson summation theorem, we obtain that

$$
\begin{align*}
\psi_{\omega}(x) & \equiv \sum_{n=-\infty}^{+\infty} \phi_{\omega}(x+2 L n)=\frac{2 \pi}{L} \sum_{n=-\infty}^{+\infty} e^{\frac{-\pi|n|}{\omega L}} e^{\frac{\pi i n x}{L}} \\
& =\frac{2 \pi}{L} \sum_{n=0}^{+\infty} \varepsilon_{n} e^{\frac{-\pi n}{\omega L}} \cos \left(\frac{n \pi x}{L}\right)=\frac{2 \pi}{L} \operatorname{Re}\left[\operatorname{coth}\left(\frac{\pi}{2 \omega L}+\frac{i \pi x}{2 L}\right)\right]  \tag{5.1}\\
& =\frac{2 \pi}{L}\left(\frac{\operatorname{senh}\left(\frac{\pi}{\omega L}\right)}{\cosh \left(\frac{\pi}{\omega L}\right)-\cos \left(\frac{\pi x}{L}\right)}\right)
\end{align*}
$$

where

$$
\varepsilon_{n}=\left\{\begin{array}{lll}
1 & \text { if } & n=0 \\
2 & \text { if } & n=1,2,3, \ldots
\end{array}\right.
$$

Let $\varphi_{c}, c>0$, be a smooth periodic solution of the first equation in (3.1). Thus, $\varphi_{c}$ can be expressed as a Fourier series

$$
\begin{equation*}
\varphi_{c}(x)=\sum_{n=-\infty}^{+\infty} a_{n} e^{\frac{i n \pi x}{L}} \tag{5.2}
\end{equation*}
$$

Substituting the expression above into the BO equation in (3.1), we get

$$
\left[\frac{\pi|n|}{L}+c\right] a_{n}=\frac{1}{2} \sum_{m=-\infty}^{+\infty} a_{n-m} a_{m}
$$

Next, from (5.1) we consider $a_{n} \equiv \frac{2 \pi}{L} e^{-\gamma|n|}, n \in \mathbb{Z}, \gamma \in \mathbb{R}$. Substituting $a_{n}$ into the last identity we have

$$
\sum_{m=-\infty}^{+\infty} a_{n-m} a_{m}=\frac{4 \pi^{2}}{L^{2}} e^{-\gamma|n|}\left[|n|+1+2 \sum_{k=1}^{+\infty} e^{-2 \gamma k}\right]=\frac{4 \pi^{2}}{L^{2}} e^{-\gamma|n|}(|n|+\operatorname{coth} \gamma)
$$

Then, we conclude that

$$
\begin{equation*}
c+\frac{\pi|n|}{L}=\frac{2 \pi}{L} \cdot \frac{1}{2}(|n|+\operatorname{coth} \gamma) \tag{5.3}
\end{equation*}
$$

We denote $\gamma=\frac{\pi}{\omega L}$ and consider $c>\frac{\pi}{L}$. Then, if we choose $\omega=\omega(c)>0$ such that $\tanh (\gamma)=\frac{\pi}{c L}$, we obtain from (5.3) that $\psi_{\omega(c)}=\varphi_{c}$ (hence, $\varphi_{c}$ is given by (5.1)). Therefore, we obtain that $\varphi_{c}$ has the form in (1.13) with $\gamma>0$ satisfying $\tanh (\gamma)=\frac{\pi}{c L}$.

Thus, from (5.1) we have that $\varphi_{c}>0$, and $\gamma:=\gamma(c)=\tanh ^{-1}\left(\frac{\pi}{c L}\right)$ being a differentiable function for $c>\frac{\pi}{L}$, it follows that

$$
c \in\left(\frac{\pi}{L},+\infty\right) \mapsto \varphi_{c} \in H_{2 L}^{n}
$$

is a smooth curve of periodic travelling-wave solutions for the BO equation for all $n \in \mathbb{N}$. Then, by defining $\chi$ in Theorem 5.1 as $\chi=-\frac{d}{d c} \varphi_{c}$, we obtain from the first equation in (3.1) that $\mathcal{L} \chi=\varphi_{c}$. Then $I=\left(\chi, \varphi_{c}\right)_{L_{2 L}^{2}}$ becomes

$$
\begin{equation*}
I=-\frac{1}{2} \frac{d}{d c}\left\|\varphi_{c}\right\|_{L_{2 L}^{2}}^{2} \tag{5.4}
\end{equation*}
$$

We will show that $I<0$. Indeed, from (5.2) and (5.1) we get

$$
\begin{equation*}
\varphi_{c}(x)=\frac{2 \pi}{L} \sum_{n=-\infty}^{+\infty} e^{-\gamma|n|} e^{\frac{\pi i n x}{L}} \tag{5.5}
\end{equation*}
$$

then, from the Parseval theorem we conclude that

$$
\begin{align*}
I & =-\frac{1}{2} \frac{d}{d c}\left\|\varphi_{c}\right\|_{L_{2 L}^{2}}^{2}=-\frac{1}{2} \frac{d}{d c}\left\|\widehat{\varphi_{c}}\right\|_{\ell^{2}}^{2} \cdot 2 L=-\frac{1}{2} \frac{d}{d c}\left(\frac{4 \pi^{2}}{L^{2}} \sum_{n=-\infty}^{\infty} e^{-2 \gamma|n|}\right) \cdot 2 L  \tag{5.6}\\
& =-\frac{4 \pi^{3}}{c^{2} L^{3}}\left(\frac{1}{1-\left(\frac{\pi}{c L}\right)^{2}}\right)\left(\sum_{n=-\infty}^{\infty}|n| e^{-2 \gamma|n|}\right) \cdot 2 L<0
\end{align*}
$$

Finally, we will verify that conditions $\left(P_{1}\right)$ and $\left(P_{2}\right)$ are true for the operator

$$
\mathcal{L}_{B O}=\mathcal{H} \partial_{x}+c-\varphi_{c} .
$$

Let $\widehat{\varphi_{c}}(n)=\frac{2 \pi}{L} e^{-\gamma|n|}$ be the Fourier coefficients of $\varphi_{c}$. In Albert [2] it has already been seen that the function $f(x)=e^{-\gamma|x|}$ belongs to the $P F(2)$ class in the continuous case, and so $\widehat{\varphi_{c}}$ is in the $P F(2)$ class in the sense of Definition 4.1. Hence, we obtain from Theorem 2.3 the stability of the periodic solutions (1.13) in $H_{2 L}^{\frac{1}{2}}$ by the periodic flow of the BO equation.
5.1.1. Stability of the constant solutions. To complete the investigation about periodic travelling-wave solutions for the BO equation, we will study the stability of the constant solutions. Hence, if $\varphi_{c}(x) \equiv \tau$ is a constant solution to the BO equation, we have $\varphi_{c} \equiv 2 c$ and $\varphi_{c} \equiv 0$ as solutions. We consider only the first case. The next result will resume our purpose.

Proposition 5.1. Let $L>0$ and $c>0$ be given. Consider $\psi_{0} \equiv 2 c$ to be $a$ nontrivial constant solution of (3.1). Then, $\psi_{0}$ is stable in $H_{2 L}^{\frac{1}{2}}([-L, L])$, provided $c<\frac{\pi}{L}$.

Proof. The proof of this proposition follows from standard ideas (see [10], [15]) and from the following nonlocal Poincaré-Wirtinger-type inequality: for $f \in H_{2 L}^{\frac{1}{2}}$ such that $\int_{-L}^{L} f(x) d x=0$, we have $\int_{-L}^{L}\left[D^{\frac{1}{2}} f(x)\right]^{2} d x \geq \frac{\pi}{L} \int_{-L}^{L} f^{2}(x) d x$, where $D=\mathcal{H} \partial_{x}$ (see the appendix for a proof of this inequality).
5.2. Stability of periodic travelling-wave solutions for the mKdV equation. Next, we will establish the existence of a smooth curve of periodic travellingwave solutions for the mKdV equation

$$
\begin{equation*}
u_{t}+3 u^{2} u_{x}+u_{x x x}=0 \tag{5.7}
\end{equation*}
$$

of the form $u(x, t)=\varphi(x-c t):=\varphi_{c}(\xi)$, where $\xi=x-c t, c \in \mathbb{R}$, and is of period $L$. The equation which determines the periodic travelling-wave solutions is

$$
\begin{equation*}
\varphi_{c}{ }^{\prime \prime}+\varphi_{c}^{3}-c \varphi_{c}=0 \tag{5.8}
\end{equation*}
$$

Next, we obtain an explicit solution for (5.8) using the Poisson summation theorem. It considers for $\omega>0$ the solitary wave solutions for the $m K d V$ equation on $\mathbb{R}$ :

$$
\phi_{\omega}(x)=\sqrt{2 \omega} \operatorname{sech}(\sqrt{\omega} x), \quad x \in \mathbb{R}
$$

Its Fourier transform is $\widehat{\phi}_{\omega}(x)=\sqrt{2} \pi \operatorname{sech}\left(\frac{\pi x}{2 \sqrt{\omega}}\right)$, where $\omega>0$, and it will be chosen later. From the Poisson summation theorem we obtain the following periodic function of period $L$ :

$$
\begin{equation*}
\psi_{\omega}(\xi)=\frac{\sqrt{2} \pi}{L} \sum_{n=0}^{\infty} \varepsilon_{n} \operatorname{sech}\left(\frac{\pi n}{2 \sqrt{\omega} L}\right) \cos \left(\frac{2 \pi n \xi}{L}\right) \tag{5.9}
\end{equation*}
$$

where

$$
\varepsilon_{n}= \begin{cases}1, & n=0 \\ 2, & n=1,2,3 \ldots\end{cases}
$$

On the other hand, it considers the Fourier expansion of the Jacobi elliptic function dnoidal, dn, of period $L$ (see [19], [35], [42]),

$$
\frac{2 K}{L} \operatorname{dn}\left(\frac{2 K \xi}{L} ; k\right)=\frac{\pi}{L}+\frac{4 \pi}{L} \sum_{n=1}^{+\infty} \frac{q^{n}}{1+q^{2 n}} \cos \left(\frac{2 n \pi \xi}{L}\right)
$$

where $K=K(k)$ is the complete elliptic integral of the first kind and $q=e^{\left(-\frac{\pi K^{\prime}}{K}\right)}$, which is called the "nome." Here, $K^{\prime}(k)=K\left(\sqrt{1-k^{2}}\right)$. We can conclude that

$$
\frac{q^{n}}{1+q^{2 n}}=\frac{1}{2} \operatorname{sech}\left(\frac{n \pi K^{\prime}}{K}\right)
$$

Therefore,

$$
\frac{2 K}{L} \mathrm{dn}\left(\frac{2 K \xi}{L} ; k\right)=\frac{\pi}{L}+\frac{2 \pi}{L} \sum_{n=1}^{+\infty} \operatorname{sech}\left(\frac{n \pi K^{\prime}}{K}\right) \cos \left(\frac{2 n \pi \xi}{L}\right) .
$$

Because of the shape of the series that determines $\psi_{\omega}$ given above (see [35]), let $\varphi_{c}(\xi)=\eta \operatorname{dn}\left(\frac{\eta \xi}{\sqrt{2}} ; k\right)$ be a periodic solution of period $L$ for (5.8), with $\eta>0$ and $k \in(0,1)$ fixed. Then, the following identities should be satisfied:

$$
\begin{equation*}
c=\frac{\eta^{2}}{2}\left(1+k^{\prime 2}\right) \text { and } \eta=\frac{2 \sqrt{2} K(k)}{L} \tag{5.10}
\end{equation*}
$$

with $k^{\prime 2}=1-k^{2}$. Thus, for $k \in(0,1)$ we should have that $\eta \in(\sqrt{c}, \sqrt{2 c})$ and from the asymptotic properties of $K$ that $c>\frac{2 \pi^{2}}{L^{2}}$. Next, for $k \in(0,1)$ fixed, $\eta$ is immediately defined from (5.10), and so

$$
\begin{equation*}
c=\frac{4 K^{2}(k)}{L^{2}}\left(2-k^{2}\right)>\frac{2 \pi^{2}}{L^{2}} \tag{5.11}
\end{equation*}
$$

since $k \rightarrow K^{2}(k)\left(2-k^{2}\right)$ is a strictly increasing function. Therefore, with $k \in(0,1)$ and $c$ defined in (5.11) we define $\omega=\omega(c)$ as

$$
\omega=\frac{c}{16\left(2-k^{2}\right) K^{\prime 2}(k)} .
$$

Therefore, from (5.9) it follows that $\psi_{\omega(c)}=\varphi_{c}$ is a solution of (5.8).
Next, it is necessary to build a smooth curve, $c \rightarrow \varphi_{c}$, of dnoidal wave solutions. Initially, we obtain the following a priori estimate for the fundamental period of $\varphi_{c}$. Namely,

$$
\begin{equation*}
T_{\varphi_{c}}(\eta)=\frac{2 K(k(\eta))}{\sqrt{c}} \sqrt{2-k^{2}}>\frac{\sqrt{2} \pi}{\sqrt{c}} \tag{5.12}
\end{equation*}
$$

where $k^{2}(\eta)=2-\frac{2 c}{\eta^{2}}$. In fact, for $\eta \rightarrow \sqrt{c}$ it follows that $k \rightarrow 0^{+}$and thus $T_{\varphi_{c}}(\eta) \rightarrow$ $\frac{\pi \sqrt{2}}{\sqrt{c}}$. For $\eta \rightarrow \sqrt{2 c}$ we have $k \rightarrow 1^{-}$and therefore $T_{\varphi_{c}}(\eta) \rightarrow+\infty$. But, $\eta \mapsto T_{\varphi_{c}}(\eta)$ being a strictly increasing function (see Theorem 2.1 in Angulo [9]) we get (5.12).

Remark 5.2. The function $\varphi_{c}$ obtained previously, that is,

$$
\begin{equation*}
\varphi_{c}(\xi)=\eta \operatorname{dn}\left(\frac{\eta}{\sqrt{2}} \xi ; k\right) \tag{5.13}
\end{equation*}
$$

is a positive function and has been built by the periodization of the solitary wave solution associated with (5.7). Thus, it is natural to ask if we can again obtain this solitary wave. Indeed, this fact can be determined by (5.13), since for $\eta \rightarrow$ $\sqrt{2 c}$ we have $k \rightarrow 1^{-}$and then $\operatorname{dn}\left(u ; 1^{-}\right)=\operatorname{sech}(u)$. Hence we have formally that $\varphi_{c}(\xi)=\sqrt{2 c} \operatorname{sech}(\sqrt{c} \xi)$. The other limit case, that is, $\eta \rightarrow \sqrt{c}$, we have $k \rightarrow 0^{+}$ and so $\operatorname{dn}\left(u ; 0^{+}\right)=1$; then we get $\varphi_{c}(\xi)=\sqrt{c}$, the nontrivial constant solutions for the mKdV.

Now, we construct a family of dnoidal waves solutions with period $L$. Let $c>0$ such that $\sqrt{c}>\frac{\pi \sqrt{2}}{L}$. Since $\eta \in(\sqrt{c}, \sqrt{2 c}) \mapsto T_{\varphi_{c}}(\eta)$ is a strictly increasing mapping, it follows from (5.12) and from Theorem 2.1 in Angulo [9] that there is a unique $\eta \equiv \eta(c) \in(\sqrt{c}, \sqrt{2 c})$ such that the fundamental period of the dnoidal wave $\varphi_{c}$ will be $T_{\varphi_{c}}(\eta(c))=L$. Moreover, we have $c \in\left(2 \pi^{2} / L^{2},+\infty\right) \rightarrow \varphi_{c} \in H_{p e r}^{n}([0, L])$ is a smooth curve, $c \in\left(2 \pi^{2} / L^{2},+\infty\right) \rightarrow \eta=\eta(c)$ is a strictly increasing function, and its derivative with respect to the velocity $c$ is given by

$$
\frac{d \eta}{d c}=\frac{\eta}{2 c}+\frac{k^{2} k^{2} \eta^{3}\left(2-k^{2}\right) K}{\sqrt{c^{3}}\left(\left(2-k^{2}\right) E-2\left(1-k^{2}\right) K\right)} .
$$

The next result gives us a relation between the velocity of the solitary and periodic waves associated with the mKdV , and it will be useful later.

Theorem 5.2. We consider the mapping $\omega:\left(2 \pi^{2} / L^{2},+\infty\right) \mapsto \mathbb{R}$, given by

$$
\begin{equation*}
\omega(c)=c /\left(16\left(2-k^{2}\right) K^{2}(k)\right) \tag{5.14}
\end{equation*}
$$

then $\frac{d \omega}{d c}>0$.
Proof. Indeed, $\frac{d \omega}{d c}=\left[4\left(2-k^{2}\right) K^{\prime 2}+8 K^{\prime} c \frac{d k}{d c}\left(k K^{\prime}-\left(2-k^{2}\right) \frac{d K^{\prime}}{d k}\right)\right] /\left[16\left(2-k^{2}\right)^{2} K^{\prime 4}\right]$. Since $\frac{d K^{\prime}}{d k}=-\left(\frac{E^{\prime}-k^{2} K^{\prime}}{k k^{\prime 2}}\right)<0$, it suffices to show that $\frac{d k}{d c}>0$. So, since

$$
\frac{d k}{d c}=\frac{2}{\eta^{3}}\left(2 c \frac{d \eta}{d c}-\eta\right)
$$

we need to verify the sign of the expression $2 c \frac{d \eta}{d c}-\eta$. Next, we calculate the exact value of $\frac{d \eta}{d c}$. In fact,

$$
\frac{d \eta}{d c}=\frac{\eta}{2 c}+\underbrace{\frac{k^{2} k^{2} \eta^{3}\left(2-k^{2}\right) K}{\sqrt{c^{3}}\left(\left(2-k^{2}\right) E-2\left(1-k^{2}\right) K\right)}}_{A} .
$$

Thus, $2 c \frac{d \eta}{d c}-\eta=2 c A$ and therefore $\frac{d k}{d c}>0$. This fact completes the proof of the theorem. $\quad \square$

Next, we will show that $\widehat{\varphi_{c}}>0$ and $K=\widehat{\varphi_{c}^{2}}$ belongs to $P F(2)$ discrete. It is easy to see that $\widehat{\varphi_{c}}>0$ because of the form of the Fourier coefficients of $\varphi_{c}$ given by (5.9). Moreover, $\widehat{\varphi_{c}} \in P F(2)$ discrete because the function $f(x)=\mu \operatorname{sech}(\nu x)$ belongs to $P F(2)$ continuous (see [2]). So, since the convolution of even sequences in $P F(2)$ discrete is a sequence in $P F(2)$ discrete (see [32]) we can conclude that $K=\widehat{\varphi_{c}^{2}} \in P F(2)$ discrete. Now, by choosing $\chi=-\frac{d}{d c} \varphi_{c}$ we have that $\mathcal{L} \chi=\varphi_{c}$. Then, by the Parseval theorem, $I=-\frac{1}{2} \frac{d}{d c}\left\|\varphi_{c}\right\|_{L_{\text {per }}^{2}}^{2}=-\frac{L}{2} \frac{d}{d c}\left\|\widehat{\varphi_{c}}\right\|_{\ell^{2}}^{2}$. Since $\left\|\widehat{\varphi_{c}}\right\|_{\ell^{2}}^{2}=$
$2 \frac{\pi^{2}}{L^{2}} \sum_{n=-\infty}^{+\infty} \operatorname{sech}^{2}\left(\frac{\pi n}{\sqrt{\omega(c)} L}\right)$, we have that

$$
\frac{d}{d c}\left\|\widehat{\varphi_{c}}\right\|_{\ell^{2}}^{2}=\frac{C_{1}(L)}{\sqrt{\omega(c)^{3}}} \frac{d \omega}{d c} \sum_{n=-\infty}^{+\infty} \operatorname{sech}^{2}\left(\frac{\pi n}{\sqrt{\omega(c)} L}\right) n \operatorname{tgh}\left(\frac{\pi n}{\sqrt{\omega(c)} L}\right)
$$

Since $\left(n \operatorname{tgh}\left(\frac{\pi n}{\sqrt{\omega(c) L}}\right)\right)_{n \in \mathbb{Z}}$ is a positive sequence we have from Theorem 5.2 that $\frac{d}{d c}\left\|\widehat{\varphi_{c}}\right\|_{\ell^{2}}^{2}>0$. Thus, we obtain that the dnoidal wave $\varphi_{c}$ in (5.14) is stable in $H_{p e r}^{1}([0, L])$ by the flow of the mKdV.
5.3. Stability of periodic travelling-wave solutions for the KdV equation. Now, we apply the results obtained previously to the proof of the stability of periodic travelling-wave solutions of cnoidal type associated with the KdV equation and satisfying

$$
\begin{equation*}
\varphi_{c}^{\prime \prime}+\frac{1}{2} \varphi_{c}^{2}-c \varphi_{c}=0 \tag{5.15}
\end{equation*}
$$

We consider the solitary wave solutions $\phi_{\omega}(x)=3 \omega \operatorname{sech}^{2}\left(\frac{\sqrt{\omega} x}{2}\right)$, whose Fourier transform is given by $\widehat{\phi}_{\omega}(x)=\frac{12 \pi x}{\operatorname{senh}\left(\frac{\pi x}{\sqrt{\omega}}\right)}$; then from the Poisson summation theorem we consider

$$
\begin{equation*}
\psi_{\omega}(\xi)=\frac{12 \sqrt{\omega}}{L}+\frac{12 \pi}{L^{2}} \sum_{n \neq 0} n \operatorname{csch}\left(\frac{\pi n}{\sqrt{\omega} L}\right) e^{\frac{2 \pi i n \xi}{L}} \tag{5.16}
\end{equation*}
$$

Since $\omega$ is arbitrary, consider $\omega:=\omega(k)$ such that $\sqrt{\omega(k)}=\frac{K(k)}{K\left(k^{\prime}\right) L}, k \in(0,1)$, $k^{\prime 2}=1-k^{2}$. Then, we obtain

$$
\begin{equation*}
\psi_{\omega(k)}(\xi)=\frac{12 \sqrt{\omega}}{L}+\frac{24 \pi}{L^{2}} \sum_{n=1}^{+\infty} n \operatorname{csch}\left(\frac{\pi n K^{\prime}}{K}\right) \cos \left(\frac{2 \pi n \xi}{L}\right) \tag{5.17}
\end{equation*}
$$

Now, we invoke the Fourier expansion of $\mathrm{dn}^{2}$ (see [19], [42]), that is,

$$
K^{2}\left(\operatorname{dn}^{2}\left(\frac{2 K \xi}{L} ; k\right)-\frac{E}{K}\right)=2 \pi \sum_{n=1}^{+\infty} \frac{n q^{n}}{1-q^{2 n}} \cos \left(\frac{2 \pi n \xi}{L}\right)
$$

where $q=e^{-\left(\frac{\pi K^{\prime}}{K}\right)}$. We can conclude that

$$
\frac{q^{n}}{1-q^{2 n}}=\frac{1}{2} \operatorname{csch}\left(\frac{n \pi K^{\prime}}{K}\right)
$$

Then, we get from (5.17)

$$
\begin{equation*}
\psi_{\omega(k)}(\xi)=\frac{12 \sqrt{\omega(k)}}{L}+\frac{24 K^{2}}{L^{2}}\left(\operatorname{dn}^{2}\left(\frac{2 K \xi}{L} ; k\right)-\frac{E}{K}\right) \tag{5.18}
\end{equation*}
$$

for $k \in(0,1)$.

Next, because of the equality (5.18), we consider $\varphi_{c}(\xi)=a+b\left(\operatorname{dn}^{2}(d x ; k)-\frac{E}{K}\right)$ a periodic travelling-wave solution for (5.15) of period $L$. Then, the following nonlinear system is obtained:

$$
\left\{\begin{array}{l}
\frac{b^{2}}{2}-6 d^{2} b=0, \quad 4 b d^{2}\left(1+k^{\prime 2}\right)+a b-b^{2} \frac{E}{K}-c b=0  \tag{5.19}\\
\frac{a^{2}}{2}-\frac{a b E}{K}+\frac{b^{2}}{2}\left(\frac{E}{K}\right)^{2}-a c-c b \frac{E}{K}-2 b d^{2} k^{\prime 2}=0
\end{array}\right.
$$

Since $\varphi_{c}$ is periodic of period $L$ it follows that $d=\frac{2 K(k)}{L}$. Then, from the first equation of the system above we have that $b=\frac{48 K^{2}}{L^{2}}$. Substituting those values at the second equation we get

$$
\begin{equation*}
c=\frac{16 K}{L^{2}}\left[\left(1+k^{\prime 2}\right) K-3 E\right]+a \tag{5.20}
\end{equation*}
$$

From the third equation in (5.19) and the value of $c$ in (5.20) we have the quadratic equation in terms of $a$,

$$
\begin{equation*}
a^{2}+\frac{32 K}{L^{2}}\left[\left(1+k^{\prime 2}\right) K-3 E\right] a-\frac{\left(1+k^{\prime 2}\right) 1536 K^{3} E}{L^{4}}+\frac{768 K^{4} k^{\prime 2}}{L^{4}}+\frac{2304 K^{2} E^{2}}{L^{4}}=0, \tag{5.21}
\end{equation*}
$$

whose positive solution is

$$
a=-\frac{16 K}{L^{2}}\left[\left(1+k^{\prime 2}\right) K-3 E\right]+\frac{16 K^{2}}{L^{2}} \sqrt{1-k^{2}+k^{4}}
$$

Thus, the value of $c$ is $c=\frac{16 K^{2}}{L^{2}} \sqrt{1-k^{2}+k^{4}}$. Hence, for $k \in(0,1)$ we have that $c \in\left(\frac{4 \pi^{2}}{L^{2}},+\infty\right)$. Therefore, writing $\varphi_{c}$ in a convenient form, in terms of $\mathrm{cn}^{2}$, we obtain

$$
\varphi_{c}(\xi)=\frac{16 K^{2}}{L^{2}}\left[\sqrt{1-k^{2}+k^{4}}+1-2 k^{2}\right]+\frac{48 K^{2} k^{2}}{L^{2}} \mathrm{cn}^{2}\left(\frac{2 K}{L} \xi ; k\right)
$$

We can see that this formula is the same that was obtained by Angulo in [7] and it can be rewritten as

$$
\begin{equation*}
\varphi_{c}(\xi)=\beta_{2}+\left(\beta_{3}-\beta_{2}\right) \mathrm{cn}^{2}\left(\sqrt{\frac{\beta_{3}-\beta_{1}}{12}} \xi ; k\right) \tag{5.22}
\end{equation*}
$$

where

$$
\beta_{2}=\frac{16 K^{2}}{L^{2}}\left[\sqrt{1-k^{2}+k^{4}}+1-2 k^{2}\right], \quad \beta_{3}=\frac{16 K^{2}}{L^{2}}\left[\sqrt{1-k^{2}+k^{4}}+1+k^{2}\right]
$$

and $\beta_{1}$ is such that

$$
\beta_{3}-\beta_{1}=\frac{48 K^{2}}{L^{2}}
$$

By making a similar analysis such as in the case of the mKdV equation, we can obtain a smooth curve of positive cnoidal waves with the form in (5.22), c $\in$


FIG. 1. Graphic of the function $a(k)$ with period $L=1$.
$\left(\frac{4 \pi^{2}}{L^{2}},+\infty\right) \mapsto \varphi_{c} \in H_{p e r}^{n}([0, L])$, such that $k:=k(c)$ is a strictly increasing smooth function (see [7]) for all $n \in \mathbb{N}$. Moreover, we can determine that for $k \in(0,1)$ there is a unique $c \in\left(\frac{4 \pi^{2}}{L^{2}},+\infty\right)$ such that $k(c)=k$. Therefore, the function $\omega(k)$ defined above can be expressed as a function of $c, \omega=\omega(k(c))$, and it is a strictly increasing function (it will be seen later). Then, since $\frac{K(k)}{K\left(k^{\prime}\right)} \in(0,+\infty)$ it follows that for $c \in\left(\frac{4 \pi^{2}}{L^{2}},+\infty\right)$ we obtain $\omega(k(c)) \in(0,+\infty)$. Therefore, the mapping $c \in$ $\left(\frac{4 \pi^{2}}{L^{2}},+\infty\right) \mapsto \psi_{\omega(k(c))} \in H_{p e r}^{n}([0, L])$ is a smooth curve for all $n \in \mathbb{N}$. Next, we note that $2 \psi_{\omega(k(c))}(\xi)-\varphi_{c}(\xi)=\frac{24 \sqrt{\omega(k(c))}}{L}-a(k(c))$, where for $k=k(c)$

$$
a(k)=\frac{16 K^{2}}{L^{2}}\left[\sqrt{1-k^{2}+k^{4}}+2-k^{2}+3 \frac{E}{K}\right]
$$

Thus, for $s(k(c)) \equiv a(k(c))-\frac{24 \sqrt{\omega(k(c))}}{L}$, we can write $\varphi_{c}(\xi) \equiv s(k(c))+\psi_{\omega(k(c))}(\xi)$. Therefore, we obtain immediately that the Fourier coefficients of $\varphi_{c}$ are

$$
\widehat{\varphi_{c}}(n)=\left\{\begin{array}{l}
a(k), \quad n=0 \\
\frac{12 \pi}{L^{2}} n \operatorname{csch}\left(\frac{\pi n}{\sqrt{\omega(k)} L}\right), \quad n \neq 0
\end{array}\right.
$$

Remark 5.3. After some calculations, we can obtain that $s(k)$ is a positive function defined in $(0,1)$. Making use of Maple, we can also determine that $s(k)$ does not have any root on the extremes of the interval $(0,1)$. We can also determine that the function $a(k)$ is a positive strictly increasing function (see Figure 1).

Since $s(k)>0$ and the function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by $f(x)=\frac{12 \pi}{L^{2}} x \operatorname{csch}\left(\frac{\pi x}{\sqrt{\omega} L}\right)$, belongs to $P F(2)$ in the continuous case, we can use Lemma 4.1 for obtaining that $\widehat{\varphi_{c}}$ belongs to the $P F(2)$ discrete case. Indeed, since

$$
a(k)>\frac{24 \sqrt{\omega(k)}}{L}>\frac{12 \sqrt{\omega(k)}}{L}=f(0)>f(x), \quad x \neq 0
$$

we can redefine $f$ by a smooth function $h: \mathbb{R} \rightarrow \mathbb{R}$ such that $h(0)=a(k), h(x) \equiv f(x)$ on $(-\infty,-1] \cup[1,+\infty)$ and on the interval $(-1,1)$ we "complete" $f$ in a differentiable
way, such that $h$ belongs to $P F(2)$ continuous. Therefore, the sequence to be obtained (if we look only at the set of integers numbers) will be $h(n)=\widehat{\varphi_{c}}(n)$.

Next, let $\chi=-\frac{d}{d c} \varphi_{c}$ such that $\mathcal{L} \chi=\varphi_{c}$. Then by the Parseval theorem, it follows that $I=-\frac{L}{2} \frac{d}{d c}\left(\left\|\widehat{\varphi_{c}}\right\|_{\ell^{2}}^{2}\right)$. Hence,

$$
\begin{aligned}
\frac{d}{d c}\left\|\widehat{\varphi_{c}}\right\|_{L_{p e r}}^{2} & =C_{1} a(k) \frac{d a}{d k} \frac{d k}{d c} \\
& +\frac{C_{2}}{\sqrt{\omega(k)^{3}}} \frac{d \omega}{d k} \frac{d k}{d c} \sum_{\substack{n=-\infty \\
n \neq 0}}^{+\infty} \underbrace{n^{3} \operatorname{csch}^{2}\left(\frac{\pi n}{L \sqrt{\omega(k)}}\right) \operatorname{coth}\left(\frac{\pi n}{L \sqrt{\omega(k)}}\right)}_{b_{n}},
\end{aligned}
$$

where $C_{1}:=C_{1}(L), C_{2}:=C_{2}(L)>0$. Next, we need to show only that the quantities $\frac{d a}{d k}$ and $\frac{d \omega}{d k}$ are positive because $k:=k(c)$ is a strictly increasing function and $\left(b_{n}\right)_{n \in \mathbb{Z}}$ is obviously a positive sequence. Hence, we have

$$
\frac{d \omega}{d k}=2 \frac{K\left(\frac{d K}{d k} K^{\prime}-K \frac{d K^{\prime}}{d k}\right)}{K^{\prime 3}} .
$$

Since $\frac{d K}{d k}>0$ and $\frac{d K^{\prime}}{d k}<0$ we get that $\frac{d \omega}{d k}>0$. By making use of a similar argument, we can also show that $\frac{d a}{d k}>0$ because we have that

$$
a(k)=\frac{16 K(k)^{2}}{L^{2}}\left[\sqrt{1-k^{2}+k^{4}}+2-k^{2}\right]+48 \frac{E(k) K(k)}{L^{2}} .
$$

Therefore, $I<0$ and the positive cnoidal waves $\varphi_{c}$ are stable in $H_{p e r}^{1}([0, L])$ by the periodic flow of the KdV equation.
6. Comments. In this section we make some basic remarks about the results contained in the body of this paper.
6.1. General perturbations. In contrast to the case of solitary waves for which the natural class of disturbance in the stability problem is that of localized disturbances, for periodic waves there are several classes of disturbance for which stability needs to be addressed. Here we consider periodic perturbations with the same fundamental period of the periodic travelling waves. For disturbance, for example, with a double period, stability results remain open in the context of KdV-type equations. If we consider the KdV equation, our stability result in $H_{p e r}^{1}([0, L])$ was based on the spectral structure of the operator $\mathcal{L}_{\mathrm{Cn}}=-\frac{d^{2}}{d x^{2}}+c-\varphi_{c}$, with $\varphi_{c}$ defined in (5.22). Now, if we consider this operator with domain $H_{p e r}^{2}([0,2 L])$, then the number of negative eigenvalues will be exactly 3 (see [10]). Moreover, since the function $\frac{d}{d c} \int_{-L}^{L} \varphi_{c}^{2}(x) d x$ is even positive, the abstract setting of Grillakis, Shatah, and Strauss in [27] and [28] cannot be applied. We note that in the case of the focusing Schrödinger equation

$$
i u_{t}+u_{x x}+|u|^{2} u=0
$$

Angulo in [9] showed an instability result for dnoidal waves solutions when the class of periodic disturbance is two times the minimal period of the periodic travelling wave in question (see also Gallay and Hărăguş [24], [25] for recent new results of stability for periodic travelling waves of Schrödinger equations).
6.2. Property $\boldsymbol{P F ( 2 )}$ discrete. We consider the BO equation (but we can do an analogous analysis with the other two equations); then we have seen throughout this paper that the spectral properties of the operator $\mathcal{L}=\mathcal{H} \partial_{x}+c-\varphi_{c}$ were obtained from the fact that the Fourier coefficients of the periodic travelling-wave solution given by (1.13) are in $P F(2)$. The Poisson summation theorem was used to find such a wave with a minimal period $2 L$. Moreover, the Fourier coefficients were calculated with this period. If we double the period, that is, if we consider $\mathcal{L}$ with domain $D(\mathcal{L})=$ $H_{4 L}^{1}$, the property $P F(2)$ is not satisfied to $\widetilde{K}=\widehat{\varphi}_{c}^{(4 L)}$, where ${\widehat{\varphi_{c}}}^{(4 L)}$ denotes the periodic Fourier transform of $\varphi_{c}$ but with period $4 L$. Indeed, we consider the Fourier expansion in the form $\varphi_{c}(x)=\sum_{n=0}^{+\infty}{\widehat{\varphi_{c}}}^{(4 L)}(n) \cos \left(\frac{n \pi x}{2 L}\right)$. Since $\varphi_{c}(0)=\varphi_{c}(2 L)$, $\sum_{n=0}^{+\infty}{\widehat{\varphi_{c}}}^{(4 L)}(n)(\cos (n \pi)-1)=0$. Thus, $-2 \sum_{\substack{n=2 k+1 \\ k \in \mathbb{N}}}^{\widehat{\varphi}_{c}}(4 L)(n)=0$. Therefore, $\widetilde{K}=\widehat{\varphi}_{c}^{(4 L)}$ cannot belong to $P F(2)$. Then, we cannot affirm anything about the stability of the wave $\varphi_{c}$ when this case is considered. So, Theorem 4.1 cannot be applied here.

In Theorem 4.1, the Fourier transform needs to be evaluated in the minimal period for the solution $\varphi_{c}$. In fact, let $L$ be this minimal period, and we evaluate the Fourier transform of $\varphi_{c}$ as being of period $2 L$; then

$$
\begin{aligned}
\widehat{\varphi_{c}}(k) & =\frac{1}{2 L} \int_{-L}^{L} \varphi_{c}(x) e^{-\frac{i k \pi x}{L}} d x=\frac{1}{2 L} \int_{-L}^{L} \varphi_{c}(x+L) e^{-\frac{i k \pi x}{L}} d x \\
& =\frac{1}{2 L} \int_{0}^{2 L} \varphi_{c}(y) e^{-\frac{i k \pi y}{L}} e^{i \pi k} d x=(-1)^{k} \widehat{\varphi_{c}}(k)
\end{aligned}
$$

Then, for $k$ being odd we have $\widehat{\varphi_{c}}(k)=0$. Thus, we cannot apply our theory if the minimal period is not fixed.
6.3. Positivity of the periodic travelling waves. Another fact that deserves a special mention is about the condition that the solution $\varphi_{c}$ in Theorem 4.1 needs to be a positive solution. Indeed, the classical Fourier theorem (see [30]) told us that this is necessary. Suppose without loss of generality that $\varphi_{c}(0)=0$. Then, $\varphi_{c}$ being smooth it follows that $\varphi_{c}^{p}(0)=\sum_{n=-\infty}^{+\infty} \widehat{\varphi_{c}^{p}}(n)=0$. In other words some Fourier coefficient of $\varphi_{c}^{p}$ must be negative.
6.4. Stability and instability of periodic travelling waves for the critical KdV and NLS. In a forthcoming paper [11] we apply the theory in section 4 to obtain the stability/instability of a special family of periodic travelling-wave solutions for the critical $K d V$ equation

$$
u_{t}+5 u^{4} u_{x}+u_{x x x}=0
$$

and for the critical nonlinear Schrödinger (NLS) equation

$$
i u_{t}+u_{x x}+|u|^{4} u=0 .
$$

## 7. Appendix.

7.1. Jacobi elliptic functions. We establish some basic properties of Jacobian elliptic integrals (see [18] and [19]). The normal elliptic integral of the first kind is

$$
\int_{0}^{y} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \equiv F(\varphi, k)
$$

where $y=\sin \varphi$, whereas the normal elliptic integral of the second kind is

$$
\int_{0}^{y} \sqrt{\frac{1-k^{2} t^{2}}{1-t^{2}}} d t=\int_{0}^{\varphi} \sqrt{1-k^{2} \sin ^{2} \theta} d \theta \equiv E(\varphi, k)
$$

The number $k$ is called the modulus and belongs to the interval $(0,1)$. The number $k^{\prime}=\sqrt{1-k^{2}}$ is called the complementary modulus. The parameter $\varphi$ is called the argument of the normal elliptic integrals. It is usually understood that $0 \leq y \leq 1$ or $0 \leq \varphi \leq \frac{\pi}{2}$. For $y=1$, the integrals above are said to be complete. In this case, one writes

$$
\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \equiv F\left(\frac{\pi}{2}, k\right) \equiv K(k) \equiv K
$$

and

$$
\int_{0}^{1} \sqrt{\frac{1-k^{2} t^{2}}{1-t^{2}}} d t=\int_{0}^{\frac{\pi}{2}} \sqrt{1-k^{2} \sin ^{2} \theta} d \theta \equiv E\left(\frac{\pi}{2}, k\right) \equiv E(k) \equiv E
$$

Clearly, we have $K(0)=E(0)=\frac{\pi}{2}$, while $E(1)=1$ and $K(1)=+\infty$. For $k \in(0,1), \frac{d K}{d k}>0, \frac{d^{2} K}{d k^{2}}>0, \frac{d E}{d k}<0, \frac{d^{2} E}{d k^{2}}<0$, and $E(k)<K(k)$. Moreover, $E(k)+K(k)$ and $E(k) K(k)$ are strictly increasing functions for every $k \in(0,1)$. Next, we have some derivatives of the complete elliptical integrals $K$ and $E$ used in this work,

$$
\frac{d K}{d k}=\frac{E-k^{\prime 2} K}{k k^{\prime 2}}, \quad \frac{d E}{d k}=\frac{E-K}{k}
$$

The Jacobian elliptic functions are usually defined as follows. It considers the elliptic integral

$$
u\left(y_{1} ; k\right) \equiv u=\int_{0}^{y_{1}} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \equiv F(\varphi, k)
$$

which is a strictly increasing function of the variable $y_{1}$. Its inverse function is written $y_{1}=\sin \varphi \equiv \operatorname{sn}(u ; k)$, or briefly $y_{1}=\operatorname{sn} u$ when it is not necessary to emphasize the modulus $k$. The other two basic elliptic functions, the cnoidal and dnoidal functions, are defined in terms of sn by

$$
\operatorname{cn}(u ; k)=\sqrt{1-y_{1}^{2}}=\sqrt{1-\operatorname{sn}^{2}(u ; k)}, \quad \operatorname{dn}(u ; k)=\sqrt{1-k^{2} y_{1}^{2}}=\sqrt{1-k^{2} \operatorname{sn}^{2}(u ; k)}
$$

Note that these functions are normalized by the requirements $\operatorname{sn}(0 ; k)=0, \operatorname{cn}(0 ; k)=$ 1 , and $\operatorname{dn}(0 ; k)=1$. The functions $\operatorname{cn}(\cdot ; k)$ and $\operatorname{dn}(\cdot ; k)$ are even functions. These functions are periodic with $\operatorname{sn}(u+4 K(k) ; k)=\operatorname{sn}(u ; k), \operatorname{cn}(u+4 K(k)) ; k)=\operatorname{cn}(u ; k)$, $\operatorname{dn}(u+2 K(k) ; k)=\operatorname{dn}(u ; k)$. Moreover, we have the relations $\operatorname{sn}^{2} u+\mathrm{cn}^{2} u=1$, $k^{2} \operatorname{sn}^{2} u+\operatorname{dn}^{2} u=1, k^{\prime 2} \operatorname{sn}^{2} u+\mathrm{cn}^{2} u=\operatorname{dn}^{2} u, \operatorname{sn}(u+2 K ; k)=-\operatorname{sn}(u ; k), \operatorname{cn}(u+$ $4 K ; k)=-\operatorname{cn}(u ; k)$. We also have the following explicit values: $\operatorname{sn}(0)=0, \operatorname{cn}(0)=1$, $\operatorname{sn}(K)=0, \operatorname{cn}(K)=0$ and the asymptotic behaviors $\operatorname{sn}(u ; 0)=\sin u, \operatorname{cn}(u ; 0)=\cos u$, $\operatorname{sn}(u ; 1)=\tanh u, \operatorname{cn}(u ; 1)=\operatorname{sech} u$. Finally, the formulas

$$
\frac{\partial}{\partial u} \operatorname{sn} u=\operatorname{cn} u \operatorname{dn} u, \frac{\partial}{\partial u} \operatorname{cn} u=-\operatorname{sn} u \operatorname{dn} u, \frac{\partial}{\partial u} \operatorname{dn} u=-k^{2} \operatorname{cn} u \operatorname{sn} u
$$

are straightforwardly deduced from the foregoing material.
7.2. A nonlocal Poincaré-Wirtinger inequality. The following inequality was used in Proposition 5.1. Suppose $f \in H_{2 L}^{\frac{1}{2}}$ such that $\int_{-L}^{L} f(x) d x=0$; then for $D=\mathcal{H} \partial_{x}$

$$
\int_{-L}^{L}\left[D^{\frac{1}{2}} f\right]^{2} d x \geq \frac{\pi}{L} \int_{-L}^{L} f^{2} d x
$$

Proof. Let $f$ be in $\mathcal{P}$, and consider the Fourier expansion of $f$ given by

$$
f(x)=\sum_{n=-\infty}^{+\infty} a_{n} e^{\frac{i n \pi x}{L}}=\sum_{n=-\infty}^{+\infty} \widehat{f}(n) e^{\frac{i n \pi x}{L}}
$$

where $\widehat{f}(n)=\frac{1}{2 L} \int_{-L}^{L} f(x) e^{-\frac{i n \pi x}{L}} d x$, with $\widehat{f}(0)=0$. Then, $\mathcal{H} \partial_{x} f(x)=\frac{\pi}{L} \sum_{n=-\infty}^{+\infty}$ $a_{n}|n| e^{\frac{i n \pi x}{L}}$. From the Parseval theorem we obtain

$$
\int_{-L}^{L} f \mathcal{H} \partial_{x} f d x=2 L \sum_{n=-\infty}^{+\infty} \frac{\pi}{L}\left|a_{n}\right|^{2}|n|=2 L \sum_{n \neq 0} \frac{\pi}{L}\left|a_{n}\right|^{2}|n|
$$

and

$$
\int_{-L}^{L} f^{2} d x=2 L \sum_{n \neq 0}\left|a_{n}\right|^{2}
$$

Therefore,

$$
\int_{-L}^{L} f \mathcal{H} \partial_{x} f d x=2 L \sum_{n \neq 0} \frac{\pi}{L}\left|a_{n}\right|^{2}|n| \geq \frac{\pi}{L} \int_{-L}^{L} f^{2} d x
$$

So, using density arguments, we can show that the inequality above occurs for $f \in$ $H_{2 L}^{\frac{1}{2}}$. This completes the proof of the inequality.
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#### Abstract

In this paper compressible, stationary Navier-Stokes equations are considered. A framework for analysis of such equations is established. In particular, the well-posedness for inhomogeneous boundary value problems of elliptic-hyperbolic type is shown. Analysis is performed for small perturbations of the so-called approximate solutions that take form (1.12). The approximate solutions are determined from Stokes problem (1.11). The small perturbations are given by solutions to (1.13). The uniqueness of solutions for problem (1.13) is proved, and, in addition, the differentiability of solutions with respect to the coefficients of differential operators is shown. The results on the well-posedness of nonlinear problems are interesting on their own and are used to obtain the shape differentiability of the drag functional for incompressible Navier-Stokes equations. The shape gradient of the drag functional is derived in the classical and useful for computations form; an appropriate adjoint state is introduced to this end. The material derivatives of solutions to the Navier-Stokes equations are given by smooth functions; however, the shape differentiability is shown in a weak norm. The method of analysis proposed in this paper is general and can be used to establish the well-posedness for distributed and boundary control problems as well as for inverse problems in the case of the state equations in the form of compressible Navier-Stokes equations. The differentiability of solutions to the Navier-Stokes equations with respect to the data leads to the first order necessary conditions for a broad class of optimization problems.
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1. Introduction. Shape optimization for compressible Navier-Stokes equations is important for applications [27] and is investigated from a numerical point of view; however, the mathematical analysis of such problems is not available in the existing literature. One of the reasons is the lack of existence results for inhomogeneous boundary value problems for such equations.

The results established in this paper lead in particular to the first order optimality conditions for a class of shape optimization problems for compressible Navier-Stokes equations.
1.1. Problem formulation. In this paper we prove the well-posedness and perform the sensitivity analysis for inhomogeneous boundary value problems for the compressible Navier-Stokes equations. We restrict ourselves to the case of a specific shape optimization problem for stationary motion of viscous compressible non-heat-conducting isentropic gas. However, the technique of modelling and analysis presented here is general and can be used for a broad class of optimization problems for nonlinear elliptic-hyperbolic equations. The sensitivity analysis is the necessary

[^61]step for numerical methods of solution for optimization problems. In general the mathematical analysis of optimization problems includes the following steps, with the mathematical proofs of the required facts:

- existence of solutions,
- uniqueness and optimality conditions,
- numerical method of solution.

The existence of an optimal shape for the drag minimization is shown in [40] under assumptions that are compared to the assumptions in the present paper. Here we present the necessary mathematical tools required for the second step of analysis, i.e., the derivation of an optimality system. In particular, we prove the shape differentiability of solutions to (1.9) and provide the classical representation of the shape derivatives of integral shape functionals in terms of an appropriate adjoint state.

We consider in detail all questions on the existence, uniqueness, and shape differentiability of solutions to stationary boundary value problems for compressible Navier-Stokes equations. Such boundary value problems can be regarded as the mathematical models of viscous gas flow around a body tested in the wind tunnel. We assume that the viscous gas occupies the double-connected domain $\Omega=B \backslash S$, where $B \subset \mathbb{R}^{3}$ is a hold-all domain with the smooth boundary $\Sigma=\partial B$, and $S \subset B$ is a compact obstacle. Furthermore, we assume that the velocity of the gas coincides with a given vector field $\mathbf{U} \in C^{\infty}\left(\mathbb{R}^{3}\right)^{3}$ on the surface $\Sigma$. In this framework, the boundary of the flow domain $\Omega$ is divided into three subsets, inlet $\Sigma_{\mathrm{in}}$, outgoing set $\Sigma_{\text {out }}$, and characteristic set $\Sigma_{0}$, which are defined by the equalities

$$
\begin{equation*}
\Sigma_{\text {in }}=\{x \in \Sigma: \mathbf{U} \cdot \mathbf{n}<0\}, \quad \Sigma_{\text {out }}=\{x \in \Sigma: \mathbf{U} \cdot \mathbf{n}>0\}, \tag{1.1}
\end{equation*}
$$

$\Sigma_{0}=\{x \in \partial \Omega: \mathbf{U} \cdot \mathbf{n}=0\}$, where $\mathbf{n}$ stands for the unit outward normal to $\partial \Omega=$ $\Sigma \cup \partial S$. In turn the compact $\Gamma=\Sigma_{0} \cap \Sigma$ splits the surface $\Sigma$ into three disjoint parts $\Sigma=\Sigma_{\text {in }} \cup \Sigma_{\text {out }} \cup \Gamma$. The problem is to find the velocity field $\mathbf{u}$ and the gas density $\varrho$ satisfying the following equations along with the boundary conditions:

$$
\begin{gather*}
\Delta \mathbf{u}+\lambda \nabla \operatorname{div} \mathbf{u}=R \varrho \mathbf{u} \cdot \nabla \mathbf{u}+\frac{R}{\epsilon^{2}} \nabla p(\varrho) \text { in } \Omega  \tag{1.2a}\\
\operatorname{div}(\varrho \mathbf{u})=0 \text { in } \Omega  \tag{1.2b}\\
\mathbf{u}=\mathbf{U} \text { on } \Sigma, \quad \mathbf{u}=0 \text { on } \partial S  \tag{1.2c}\\
\varrho=\varrho_{0} \text { on } \Sigma_{\mathrm{in}} \tag{1.2d}
\end{gather*}
$$

where the pressure $p=p(\varrho)$ is a smooth, strictly monotone function of the density, $\epsilon$ is the Mach number, $R$ is the Reynolds number, $\lambda$ is the viscosity ratio, and $\varrho_{0}$ is a positive constant.

For the derivation of equations (1.2) we refer to [22]. The general theory of compressible Navier-Stokes equations is covered by the monographs [11], [25], and [33]. In particular, the main results on the existence of global weak solutions for stationary problems with the zero velocity boundary conditions were established in [25] and sharpened in [33]. See also [14], [38], [39] for generalizations.

There are numerous papers dealing with the zero velocity boundary value problem for steady compressible Navier-Stokes equations in the context of small data. We recall only that there are three different approaches to this problem proposed in [2], [35], and [30], [32], respectively. The basic results on the local existence and uniqueness of strong solutions are assembled in [33]. For an interesting overview see [36].

The inhomogeneous boundary problems were studied in papers [20] and [21], where the local existence and uniqueness results were obtained in the two-dimensional
case under the assumption that the velocity $\mathbf{u}$ is close to a given constant vector. The question of the existence of strong solutions to boundary value problems in three spatial dimensions with nonzero velocity boundary data in smooth domains is still an open problem. There are difficulties including the problems of the total mass control and the singularities developed by solutions at the manifold $\bar{\Sigma}_{i n} \cap{\bar{\Sigma})_{0} \cup \Sigma_{\text {out }} \text {. In this }}^{\text {. }}$ paper we prove the local existence and uniqueness of strong solutions to problem (1.2) in fractional Sobolev spaces, under the assumption that the given vector field $\mathbf{U}$ satisfies the emergent vector field conditions $(\mathbf{H} 1)-(\mathbf{H} 3)$ on $\Gamma$. It seems that a condition of this type is necessary for the continuity of mass density $\varrho$.

Shape optimization problems. Among many shape optimization problems for Navier-Stokes equations, we could list the drag minimization problem, which is investigated in this paper and in [37], [38], [39], [40]. It is important to note that the drag from one side depends on the shape of the obstacle, and from the other side on the design of its surface structure as well as on the quality of its surface. The problem of the drag reduction includes the optimal design of the shape of the obstacle and control of the flow near its surface. The last question was investigated in paper [17], which also contains an overview of the problem.

Another problem of practical interest concerns the optimal shape of tunnels [27]. In the specific problem the required mass distribution on the outlet of the tunnel is given. The associated shape optimization problem can be formulated as follows. Determine an admissible domain such that the mass distribution at the inlet is given, the velocity field is prescribed on the boundary of the domain, and the mass distribution at the outlet is as close as possible to a given function. Inlet and outlet subsets are defined by the vector field $\mathbf{U}$ which serves as the inhomogeneous boundary condition for the law of momentum conservation in the form of a Navier-Stokes stationary system. The shape optimization problem as it is formulated in [27] enters into our framework, and the results on shape sensitivity analysis can be applied to solve the problem. Another class of problems which can be investigated using the tools proposed in the paper are optimal control problems, e.g., with the boundary controls. These topics are, however, beyond the scope of the paper, and we present the drag minimization problem as an example to the general theory.

Drag minimization. One of the main applications of the theory of compressible viscous flows is the optimal shape design in aerodynamics. The classical sample is the problem of the minimization of the drag of airfoil travelling in atmosphere with uniform speed $\mathbf{U}_{\infty}$. Recall that in our framework the hydrodynamical force acting on the body $S$ is defined by the formula [41]

$$
\mathbf{J}(S)=-\int_{\partial S}\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{*}+(\lambda-1) \operatorname{div} \mathbf{u I}-\frac{R}{\epsilon^{2}} p \mathbf{I}\right) \cdot \mathbf{n} d S
$$

In a frame attached to the moving body the drag is the component of $\mathbf{J}$ parallel to $\mathbf{U}_{\infty}$,

$$
\begin{equation*}
J_{D}(S)=\mathbf{U}_{\infty} \cdot \mathbf{J}(S) \tag{1.3}
\end{equation*}
$$

and the lift is the component of $\mathbf{J}$ in the direction orthogonal to $\mathbf{U}_{\infty}$. For the fixed data, the drag can be regarded as a functional depending on the shape of the obstacle $S$. The drag minimization and the lift maximization are between shape optimization problems of some practical importance. The questions of the domain dependence of solutions to nonstationary compressible Navier-Stokes equations and of the solvability of the drag optimization problem were considered in papers [12], [13]. The solvability
of the drag minimization problem for stationary equations (1.2) is shown in [37], [40]. For incompressible Navier-Stokes equations, the existence of material derivatives of solutions and the formula for the shape derivative of the drag functional and adjoint state were obtained in [4], [5], and [42]; see also [43] and [44] for some generalizations. The growing literature on numerical and applied aspects of the problem is nicely surveyed in [18] and [27]. To the best of our knowledge, the mathematical sensitivity analysis for the compressible Navier-Stokes equations has not been studied yet. We derive the formula for the shape derivatives of the drag functional which can be used, in particular, for the explicit formulation of optimality conditions. In order to define the shape derivatives of the shape functional we combine the material derivatives of the solutions to the governing PDEs with an appropriate adjoint state according to the same scheme as is proposed, e.g., in [42] for steady incompressible equations.

We start with a description of our framework for shape sensitivity analysis, or more generally, for well-posedness of compressible Navier-Stokes equations. To this end we choose the vector field $\mathbf{T} \in C^{2}\left(\mathbb{R}^{3}\right)^{3}$ vanishing in the vicinity of $\Sigma$ and define the mapping

$$
\begin{equation*}
y=x+\varepsilon \mathbf{T}(x) \tag{1.4}
\end{equation*}
$$

which describes the perturbation of the shape of the obstacle. We refer the reader to [45] for more general framework and results in shape optimization and to [28] for shape calculus in the framework of fluid-structure interaction. For small $\varepsilon$, the mapping $x \rightarrow y$ diffeomorphically takes the flow region $\Omega$ onto $\Omega_{\varepsilon}=B \backslash S_{\varepsilon}$, where the perturbed obstacle $S_{\varepsilon}=y(S)$. Let $\left(\overline{\mathbf{u}}_{\varepsilon}, \bar{\varrho}_{\varepsilon}\right)$ be solutions to problem (1.2) in $\Omega_{\varepsilon}$. After substituting ( $\overline{\mathbf{u}}_{\varepsilon}, \bar{\varrho}_{\varepsilon}$ ) into the formula for $\mathbf{J}$, the drag becomes the function of the parameter $\varepsilon$. Our aim is, in fact, to prove that this function is well defined and differentiable at $\varepsilon=0$. This leads to the first order shape sensitivity analysis for solutions to compressible Navier-Stokes equations. It is convenient to reduce such an analysis to the analysis of dependence of solutions with respect to the coefficients of the governing equations. To this end, we introduce the functions $\mathbf{u}_{\varepsilon}(x)$ and $\varrho_{\varepsilon}(x)$ defined in the unperturbed domain $\Omega$ by the formulae

$$
\mathbf{u}_{\varepsilon}(x)=\mathbf{N} \overline{\mathbf{u}}_{\varepsilon}(x+\varepsilon \mathbf{T}(x)), \quad \varrho_{\varepsilon}(x)=\bar{\varrho}_{\varepsilon}(x+\varepsilon \mathbf{T}(x)),
$$

where

$$
\begin{equation*}
\mathbf{N}(x)=\operatorname{det}\left(\mathbf{I}+\varepsilon \mathbf{T}^{\prime}(x)\right)\left(\mathbf{I}+\varepsilon \mathbf{T}^{\prime}(x)\right)^{-1} \tag{1.5}
\end{equation*}
$$

is the adjugate matrix of the Jacobi matrix $\mathbf{I}+\varepsilon \mathbf{T}^{\prime}$. Furthermore, we also use the notation $\mathfrak{g}(x)=\sqrt{\operatorname{det} \mathbf{N}}$. It is easy to see that the matrices $\mathbf{N}(x)$ depend analytically upon the small parameter $\varepsilon$ and

$$
\begin{equation*}
\mathbf{N}=\mathbf{I}+\varepsilon \mathbf{D}(x)+\varepsilon^{2} \mathbf{D}_{1}(\varepsilon, x) \tag{1.6}
\end{equation*}
$$

where $\mathbf{D}=\operatorname{div} \mathbf{T I}-\mathbf{T}^{\prime}$. Calculations show that, for $\mathbf{u}_{\varepsilon}, \varrho_{\varepsilon}$, the following boundary value problem is obtained:

$$
\begin{gather*}
\Delta \mathbf{u}_{\varepsilon}+\nabla\left(\lambda \mathfrak{g}^{-1} \operatorname{div} \mathbf{u}_{\varepsilon}-\frac{R}{\epsilon^{2}} p\left(\varrho_{\varepsilon}\right)\right)=\mathscr{A}\left(\mathbf{u}_{\varepsilon}\right)+R \mathscr{B}\left(\varrho_{\varepsilon}, \mathbf{u}_{\varepsilon}, \mathbf{u}_{\varepsilon}\right) \text { in } \Omega  \tag{1.7a}\\
\operatorname{div}\left(\varrho_{\varepsilon} \mathbf{u}_{\varepsilon}\right)=0 \text { in } \Omega  \tag{1.7b}\\
\mathbf{u}_{\varepsilon}=\mathbf{U} \text { on } \Sigma, \quad \mathbf{u}_{\varepsilon}=0 \text { on } \partial S  \tag{1.7c}\\
\varrho_{\varepsilon}=\varrho_{0} \text { on } \Sigma_{\text {in }} . \tag{1.7~d}
\end{gather*}
$$

Here the linear operator $\mathscr{A}$ and the nonlinear mapping $\mathscr{B}$ are defined in terms of $\mathbf{N}$ :

$$
\begin{array}{r}
\mathscr{A}(\mathbf{u})=\Delta \mathbf{u}-\left(\mathbf{N}^{*}\right)^{-1} \operatorname{div}\left(\mathfrak{g}^{-1} \mathbf{N} \mathbf{N}^{*} \nabla\left(\mathbf{N}^{-1} \mathbf{u}\right)\right), \\
\mathscr{B}(\varrho, \mathbf{u}, \mathbf{w})=\varrho\left(\mathbf{N}^{*}\right)^{-1}\left(\mathbf{u} \nabla\left(\mathbf{N}^{-1} \mathbf{w}\right)\right) . \tag{1.8}
\end{array}
$$

For the derivation of these equations, see Appendix C.
The specific structure of the matrix $\mathbf{N}$ does not play any particular role in the further analysis. Therefore, we consider a general problem of the existence, uniqueness, and dependence on coefficients of the solutions to equations (1.7) under the assumption that $\mathbf{N}$ is a given matrix-valued function which is close, in an appropriate norm, to the identity mapping $\mathbf{I}$ and coincides with $\mathbf{I}$ in the vicinity of $\Sigma$. By abuse of notation, we write simply $\mathbf{u}$ and $\varrho$, instead of $\mathbf{u}_{\varepsilon}$ and $\varrho_{\varepsilon}$, when studying the well-posedness and dependence on $\mathbf{N}$. Before formulation of main results we write the governing equation in more transparent form using the change of unknown functions proposed in [35], [15]. To do so we introduce the effective viscous pressure

$$
q=\frac{R}{\epsilon^{2}} p(\varrho)-\lambda \mathfrak{g}^{-1} \operatorname{div} \mathbf{u}
$$

and rewrite equations (1.7) in the equivalent form

$$
\begin{gather*}
\Delta \mathbf{u}-\nabla q=\mathscr{A}(\mathbf{u})+R \mathscr{B}(\varrho, \mathbf{u}, \mathbf{u}) \text { in } \Omega,  \tag{1.9a}\\
\operatorname{div} \mathbf{u}=\mathfrak{g} \sigma_{0} p(\varrho)-\frac{\mathfrak{g} q}{\lambda} \text { in } \Omega,  \tag{1.9b}\\
\mathbf{u} \cdot \nabla \varrho+\mathfrak{g} \sigma_{0} p(\varrho) \varrho=\frac{\mathfrak{g} q}{\lambda} \varrho \text { in } \Omega  \tag{1.9c}\\
\mathbf{u}=\mathbf{U} \text { on } \Sigma, \quad \mathbf{u}=0 \text { on } \partial S,  \tag{1.9d}\\
\varrho=\varrho_{0} \text { on } \Sigma_{\text {in }}, \tag{1.9e}
\end{gather*}
$$

where $\sigma_{0}=R /\left(\lambda \epsilon^{2}\right)$. In the new variables $(\mathbf{u}, q, \varrho)$ the expression for the force $\mathbf{J}$ reads

$$
\begin{equation*}
\mathbf{J}=-\int_{\Omega}\left[\mathfrak{g}^{-1}\left(\mathbf{N}^{*} \nabla\left(\mathbf{N}^{-1} \mathbf{u}\right)+\nabla\left(\mathbf{N}^{-1} \mathbf{u}\right)^{*} \mathbf{N}-\operatorname{div} \mathbf{u}\right)-q-R \varrho \mathbf{u} \otimes \mathbf{u}\right] \mathbf{N}^{*} \nabla \eta d x \tag{1.10}
\end{equation*}
$$

where $\eta \in C^{\infty}(\Omega)$ is an arbitrary function, which is equal to 1 in an open neighborhood of the obstacle $S$ and 0 in a vicinity of $\Sigma$. The value of $\mathbf{J}$ is independent of the choice of the function $\eta$.

We assume that $\lambda \gg 1$ and $R \ll 1$, which corresponds to almost incompressible flow with low Reynolds number. In such a case, the approximate solutions to problem (1.9) can be chosen in the form $\left(\varrho_{0}, \mathbf{u}_{0}, q_{0}\right)$, where $\varrho_{0}$ is a constant in boundary condition (1.9e), and $\left(\mathbf{u}_{0}, q_{0}\right)$ is a solution to the boundary value problem for the Stokes equations,

$$
\begin{gather*}
\Delta \mathbf{u}_{0}-\nabla q_{0}=0, \quad \operatorname{div} \mathbf{u}_{0}=0 \quad \text { in } \Omega  \tag{1.11}\\
\mathbf{u}_{0}=\mathbf{U} \quad \text { on } \Sigma, \quad \mathbf{u}_{0}=0 \quad \text { on } \partial S, \quad \Pi q_{0}=q_{0}
\end{gather*}
$$

In our notation $\Pi$ is the projector:

$$
\Pi u=u-\frac{1}{\operatorname{meas} \Omega} \int_{\Omega} u d x
$$

Equations (1.11) can be obtained as the limit of equations (1.9) for the passage $\lambda \rightarrow \infty$, $R \rightarrow 0$. It follows from the standard elliptic theory that, for the boundary $\partial \Omega \in C^{\infty}$, we have $\left(\mathbf{u}_{0}, q_{0}\right) \in C^{\infty}(\Omega)$. We look for solutions to problem (1.9) in the form

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{0}+\mathbf{u}, \quad \varrho=\varrho_{0}+\varphi, \quad q=q_{0}+\lambda \sigma_{0} p\left(\varrho_{0}\right)+\pi+\lambda m \tag{1.12}
\end{equation*}
$$

with the unknowns functions $\vartheta=(\mathbf{u}, \pi, \varphi)$ and the unknown constant $m$. Substituting (1.12) into (1.9) we obtain the following boundary problem for $\vartheta$ :

$$
\begin{array}{r}
\Delta \mathbf{u}-\nabla \pi=\mathscr{A}(\mathbf{u})+R \mathscr{B}(\varrho, \mathbf{u}, \mathbf{u}) \text { in } \Omega, \\
\operatorname{div} \mathbf{u}=\mathfrak{g}\left(\frac{\sigma}{\varrho_{0}} \varphi-\Psi[\vartheta]-m\right) \quad \text { in } \Omega,  \tag{1.13a}\\
\mathbf{u} \cdot \nabla \varphi+\sigma \varphi=\Psi_{1}[\vartheta]+m \mathfrak{g} \varrho \text { in } \Omega \\
\mathbf{u}=0 \quad \text { on } \quad \partial \Omega, \quad \varphi=0 \quad \text { on } \quad \Sigma_{\text {in }}, \quad \Pi \pi=\pi
\end{array}
$$

where

$$
\begin{gathered}
\Psi_{1}[\vartheta]=\mathfrak{g}\left(\varrho \Psi[\vartheta]-\frac{\sigma}{\varrho_{0}} \varphi^{2}\right)+\sigma \varphi(1-\mathfrak{g}), \quad \Psi[\vartheta]=\frac{q_{0}+\pi}{\lambda}-\frac{\sigma}{p^{\prime}\left(\varrho_{0}\right) \varrho_{0}} H(\varphi), \\
\sigma=\sigma_{0} p^{\prime}\left(\varrho_{0}\right) \varrho_{0}, \quad H(\varphi)=p\left(\varrho_{0}+\varphi\right)-p\left(\varrho_{0}\right)-p^{\prime}\left(\varrho_{0}\right) \varphi,
\end{gathered}
$$

and the vector field $\mathbf{u}$ and the function $\varrho$ are given by (1.12). Finally, we specify the constant $m$. In our framework, in contrast to the case of the homogeneous boundary problem, the solution to such a problem is not trivial. Note that, since div $\mathbf{u}$ is of the null mean value, the right-hand side of $(1.13 \mathrm{a})_{3}$ must satisfy the compatibility condition

$$
m \int_{\Omega} \mathfrak{g} d x=\int_{\Omega} \mathfrak{g}\left(\frac{\sigma}{\varrho_{0}} \varphi-\Psi[\vartheta]\right) d x
$$

which formally determines $m$. This choice of $m$ leads to essential mathematical difficulties. To make this issue clear note that in the simplest case $\mathfrak{g}=1$ we have $m=\varrho_{0}^{-1} \sigma(\mathbf{I}-\Pi) \varphi+O\left(|\vartheta|^{2}, \lambda^{-1}\right)$, and the principal linear part of the governing equations (1.13a) becomes

$$
\left(\begin{array}{ccr}
\Delta & -\nabla & 0 \\
\operatorname{div} & 0 & -\frac{\sigma}{\varrho_{0}} \\
0 & 0 & \mathbf{u} \nabla+\sigma
\end{array}\right)\left(\begin{array}{c}
\mathbf{u} \\
\pi \\
\varphi
\end{array}\right)+\left(\begin{array}{c}
0 \\
m \\
-m \varrho_{0}
\end{array}\right) \sim\left(\begin{array}{c}
\Delta \mathbf{u}-\nabla \pi \\
\operatorname{div} \mathbf{u}-\frac{\sigma}{\varrho_{0}} \Pi \varphi \\
\mathbf{u} \nabla \varphi+\sigma \Pi \varphi
\end{array}\right)
$$

Hence, the question of solvability of the linearized equations derived for (1.13) can be reduced to the question of solvability of the boundary value problem for the nonlocal transport equation

$$
\mathbf{u} \nabla \varphi+\sigma \Pi \varphi=f
$$

which is very difficult because of the loss of maximum principle. In fact, this question is concerned with the problem of the control of the total gas mass in compressible flows. Recall that the absence of the mass control is the main obstacle for proving the global solvability of inhomogeneous boundary problems for compressible NavierStokes equations; we refer to [25] for discussion. In order to cope with this difficulty we write the compatibility condition in a sophisticated form, which allows us to control


FIG. 1. Flow domain $\Omega$ with an obstacle $S$.
the total mass of the gas. To this end we introduce the auxiliary function $\zeta$ satisfying the equations

$$
\begin{equation*}
-\operatorname{div}(\mathbf{u} \zeta)+\sigma \zeta=\sigma \mathfrak{g} \text { in } \Omega, \quad \zeta=0 \quad \text { on } \quad \Sigma_{\text {out }} \tag{1.13b}
\end{equation*}
$$

and fix the constant $m$ as follows:

$$
\begin{equation*}
m=\varkappa \int_{\Omega}\left(\varrho_{0}^{-1} \Psi_{1}[\vartheta] \zeta-\mathfrak{g} \Psi[\vartheta]\right) d x, \quad \varkappa=\left(\int_{\Omega} \mathfrak{g}\left(1-\zeta-\varrho_{0}^{-1} \zeta \varphi\right) d x\right)^{-1} \tag{1.13c}
\end{equation*}
$$

In this way the auxiliary function $\zeta$ becomes an integral part of the solution to problem (1.13). Now our aim is to prove the existence and uniqueness of solutions to problem (1.13) and investigate the dependence of the solutions on matrices N. Before the presentation of the main results we introduce some notation and formulate preliminary results.

Geometrical conditions on the flow region. We assume that a surface $\Sigma=\Sigma_{\mathrm{in}} \cup$ $\Sigma_{\text {out }} \cup \Gamma$ and a given vector field $\mathbf{U}$ satisfy the following conditions, referred to as the emergent vector field conditions.

Condition 1.1. The set $\Gamma$ is a closed $C^{2+\alpha}$ one-dimensional manifold. Moreover, there is a positive constant $c$ such that

$$
\begin{equation*}
\mathbf{U} \cdot \nabla(\mathbf{U} \cdot \mathbf{n})>c>0 \quad \text { on } \Gamma \tag{1.14}
\end{equation*}
$$

These conditions have a simple geometric interpretation, that $\mathbf{U} \cdot \mathbf{n}$ vanishes only up to the first order at $\Gamma$, and $\mathbf{U}$ is transversal to $\Gamma$; furthermore, for each point $P \in \Gamma$, the vector $\mathbf{U}(P)$ points to the part of $\Sigma$ where $\mathbf{U}$ is an exterior vector field (see Figure 1). Note that the emergent vector field condition plays an important role in the theory of the classical oblique derivative problem; see [16]. In the context of our problem it is equivalent to the following conditions:
(H1) The boundary of $\Omega$ belongs to class $C^{2+\alpha}, \alpha \in(0,1)$. For each point $P \in \Gamma$ there exist the local Cartesian coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ with the origin at $P$ such that in the new coordinates $\mathbf{U}(P)=(U, 0,0)$ with $U=|\mathbf{U}(P)|$, and
$\mathbf{n}(P)=(0,0,-1)$. Moreover, there is a neighborhood $\mathcal{O}=[-k, k]^{2} \times[-t, t]$ of $P$ such that the intersections $\Sigma \cap \mathcal{O}$ and $\Gamma \cap \mathcal{O}$ are defined by the equations

$$
F_{0}(x) \equiv x_{3}-F\left(x_{1}, x_{2}\right)=0, \quad \nabla F_{0}(x) \cdot \mathbf{U}(x)=0
$$

and $\Omega \cap \mathcal{O}$ is the epigraph $\left\{F_{0}>0\right\} \cap \mathcal{O}$. The function $F$ satisfies the conditions

$$
\begin{equation*}
\|F\|_{C^{2}\left([-k, k]^{2}\right)} \leq K, \quad F(0,0)=0, \quad \nabla F(0,0)=0 \tag{1.15}
\end{equation*}
$$

where the constants $k, t<1$ and $K>1$ depend only on the curvature of $\Sigma$ and are independent of the point $P$.
(H2) For a suitable choice of the constant $k$, with $k$ independent of $P \in \Gamma$, the manifold $\Gamma \cap \mathcal{O}$ admits the parameterization

$$
\begin{equation*}
x=\mathbf{x}^{0}\left(x_{2}\right):=\left(\Upsilon\left(x_{2}\right), x_{2}, F\left(\Upsilon\left(x_{2}\right), x_{2}\right)\right) \tag{1.16}
\end{equation*}
$$

such that $\Upsilon(0)=0$ and $\|\Upsilon\|_{C^{2}([-k, k])} \leq C_{\Gamma}$, where the constant $C_{\Gamma}>1$ depends only on $\Sigma$ and $\mathbf{U}$.
(H3) There are positive constants $N^{ \pm}$independent of $P$ such that for $x \in \Sigma$ given by the condition $F_{0}\left(x_{1}, x_{2}, x_{3}\right)=x_{3}-F\left(x_{1}, x_{2}\right)=0$ we have

$$
\begin{align*}
& N^{-}\left(x_{1}-\Upsilon\left(x_{2}\right)\right) \leq-\nabla F_{0}(x) \cdot \mathbf{U}(x) \leq N^{+}\left(x_{1}-\Upsilon\left(x_{2}\right)\right) \text { for } x_{1}>\Upsilon\left(x_{2}\right)  \tag{1.17}\\
& -N^{-}\left(x_{1}-\Upsilon\left(x_{2}\right)\right) \leq \nabla F_{0}(x) \cdot \mathbf{U}(x) \leq-N^{+}\left(x_{1}-\Upsilon\left(x_{2}\right)\right) \text { for } x_{1}<\Upsilon\left(x_{2}\right)
\end{align*}
$$

Function spaces. In this paragraph we assemble some technical results which are used throughout the paper. Function spaces play a central role, and we recall some notation, fundamental definitions, and properties, which can be found in [1] and [6]. For the convenience of the reader we collect in Appendix B the basic facts from the theory of interpolation spaces. For our applications we need the results in three spatial dimensions; however, the results are presented for the dimension $d \geq 2$.

Let $\Omega$ be the whole space $\mathbb{R}^{d}$ or a bounded domain in $\mathbb{R}^{d}$ with the boundary $\partial \Omega$ of class $C^{1}$. For an integer $l \geq 0$ and for an exponent $r \in[1, \infty)$, we denote by $W^{l, r}(\Omega)$ the Sobolev space endowed with the norm $\|u\|_{W^{l, r}(\Omega)}=\sup _{|\alpha| \leq l}\left\|\partial^{\alpha} u\right\|_{L^{r}(\Omega)}$. For real $0<s<1$, the fractional Sobolev space $W^{s, r}(\Omega)$ is obtained by the real interpolation method (see [46] for the proofs) between $L^{r}(\Omega)$ and $W^{1, r}(\Omega)$ and consists of all measurable functions with the finite norm

$$
\|u\|_{W^{s, r}(\Omega)}=\|u\|_{L^{r}(\Omega)}+|u|_{s, r, \Omega},
$$

where

$$
\begin{equation*}
|u|_{s, r, \Omega}^{r}=\int_{\Omega \times \Omega}|x-y|^{-d-r s}|u(x)-u(y)|^{r} d x d y \tag{1.18}
\end{equation*}
$$

In the general case, the Sobolev space $W^{l+s, r}(\Omega)$ is defined as the space of measurable functions with the finite norm $\|u\|_{W^{l+s, r}(\Omega)}=\sup _{|\alpha| \leq l}\left\|\partial^{\alpha} u\right\|_{W^{s, r}(\Omega)}$. For $0<s<1$, the Sobolev space $W^{s, r}(\Omega)$ is, in fact $[6]$, the interpolation space $\left[L^{r}(\Omega), W^{1, r}(\Omega)\right]_{s, r}$.

Furthermore, the notation $W_{0}^{l, r}(\Omega)$, with an integer $l$, stands for the closed subspace of the space $W^{l, r}(\Omega)$ of all functions $u \in L^{r}(\Omega)$ which being extended by zero outside of $\Omega$ belong to $W^{l, r}\left(\mathbb{R}^{d}\right)$.

Denote by $\mathcal{W}_{0}^{0, r}(\Omega)$ and $\mathcal{W}_{0}^{1, r}(\Omega)$ the subspaces of $L^{r}\left(\mathbb{R}^{d}\right)$ and $W^{1, r}\left(\mathbb{R}^{d}\right)$, respectively, of all functions vanishing outside of $\Omega$. Obviously $\mathcal{W}_{0}^{1, r}(\Omega)$ and $W_{0}^{1, r}(\Omega)$ are isomorphic topologically and algebraically and we can identify them. However, we need the interpolation spaces $\mathcal{W}_{0}^{s, r}(\Omega)$ for nonintegers, in particular, for $s=1 / r$.

Definition 1.2. For all $0<s \leq 1$ and $1<r<\infty$, we denote by $\mathcal{W}_{0}^{s, r}(\Omega)$ the interpolation space $\left[\mathcal{W}_{0}^{0, r}(\Omega), \mathcal{W}_{0}^{1, r}(\Omega)\right]_{s, r}$ endowed with one of the equivalent norms (6.1) and (6.3) defined by the interpolation method.

It follows from the definition of interpolation spaces (see Appendix B) that $\mathcal{W}_{0}^{s, r}(\Omega) \subset W^{s, r}\left(\mathbb{R}^{d}\right)$ and, for all $u \in \mathcal{W}_{0}^{s, r}(\Omega)$,

$$
\begin{equation*}
\|u\|_{W^{s, r}\left(\mathbb{R}^{d}\right)} \leq c(r, s)\|u\|_{\mathcal{W}_{0}^{s, r}(\Omega)}, \quad u=0 \quad \text { outside } \Omega \tag{1.19}
\end{equation*}
$$

In other words, $\mathcal{W}_{0}^{s, r}(\Omega)$ consists of all elements $u \in W^{s, r}(\Omega)$ such that the extension $\bar{u}$ of $u$ by 0 outside of $\Omega$ has the finite $\left[\mathcal{W}_{0}^{0, r}(\Omega), \mathcal{W}_{0}^{1, r}(\Omega)\right]_{s, r}$-norm. We identify $u$ and $\bar{u}$ for the elements $u \in \mathcal{W}_{0}^{s, r}(\Omega)$. With this identification it follows that $W_{0}^{1, r}(\Omega) \subset$ $\mathcal{W}_{0}^{s, r}(\Omega)$ and the space $C_{0}^{\infty}(\Omega)$ is dense in $\mathcal{W}_{0}^{s, r}(\Omega)$. It is worthy to note that for $0<s<1$ and for $1<r<\infty$, the function $\bar{u}$ belongs to the space $W^{s, r}\left(\mathbb{R}^{d}\right)$ if and only if $u \in W^{s, r}(\Omega)$ and $\operatorname{dist}(x, \partial \Omega)^{-s} u \in L^{r}(\Omega)$. We also point out that the interpolation space $\mathcal{W}_{0}^{s, r}(\Omega)$ coincides with the Sobolev space $W_{0}^{s, r}(\Omega)$ for $s \neq 1 / r$. Recall that the standard space $W_{0}^{s, r}(\Omega)$ is the completion of $C_{0}^{\infty}(\Omega)$ in the $W^{s, r}(\Omega)$ norm.

Embedding theorems. For $s r>d$ and $0 \leq \alpha<s-r / d$, the embedding $W^{s, r}(\Omega) \hookrightarrow$ $C^{\alpha}(\Omega)$ is continuous and compact. In particular, for $s r>d$, the Sobolev space $W^{s, r}(\Omega)$ is a commutative Banach algebra; i.e., for all $u, v \in W^{s, r}(\Omega)$,

$$
\begin{equation*}
\|u v\|_{W^{s, r}(\Omega)} \leq c(r, s)\|u\|_{W^{s, r}(\Omega)}\|v\|_{W^{s, r}(\Omega)} . \tag{1.20}
\end{equation*}
$$

If $s r<d$ and $t^{-1}=r^{-1}-d^{-1} s$, then the embedding $W^{s, r}(\Omega) \hookrightarrow L^{t}(\Omega)$ is continuous, [1, Thm. 7.57]. We also have [1, Thm. 7.58], for $\alpha<s,(s-\alpha) r<d$ and $\beta^{-1}=$ $r^{-1}-d^{-1}(s-\alpha)$,

$$
\begin{equation*}
\|u\|_{W^{\alpha, \beta}(\Omega)} \leq c(r, s, \alpha, \beta, \Omega)\|u\|_{W^{s, r}(\Omega)} \tag{1.21}
\end{equation*}
$$

It follows from (1.19) that all the embedding inequalities remain true for the elements of the interpolation space $\mathcal{W}_{0}^{s, r}(\Omega)$.

Duality. We define

$$
\begin{equation*}
\langle u, v\rangle=\int_{\Omega} u v d x \tag{1.22}
\end{equation*}
$$

for any functions such that the right-hand side makes sense. For $r \in(1, \infty)$, each element $v \in L^{r^{\prime}}(\Omega), r^{\prime}=r /(r-1)$, determines the functional $L_{v}$ of $\left(\mathcal{W}_{0}^{s, r}(\Omega)\right)^{\prime}$ by the identity $L_{v}(u)=\langle u, v\rangle$. We introduce the $\left(-s, r^{\prime}\right)$-norm of an element $v \in L^{r^{\prime}}(\Omega)$ to be by definition the norm of the functional $L_{v}$, that is

$$
\begin{equation*}
\|v\|_{\mathcal{W}^{-s, r^{\prime}}(\Omega)}=\sup _{\substack{u \in \mathcal{W}_{0}^{s, r}(\Omega) \\\|u\|_{\mathcal{W}_{0}^{s, r}(\Omega)}=1}}|\langle u, v\rangle| . \tag{1.23}
\end{equation*}
$$

We let $\mathcal{W}^{-s, r^{\prime}}(\Omega)$ denote the completion of the space $L^{r^{\prime}}(\Omega)$ with respect to the $\left(-s, r^{\prime}\right)$-norm. For an integer $s, \mathcal{W}^{-s, r^{\prime}}(\Omega)$ is topologically and algebraically isomorphic to $\left(W_{0}^{s, r}(\Omega)\right)^{\prime}$. Moreover, we can identify $\mathcal{W}^{-s, r^{\prime}}(\Omega)$ with the interpolation space
$\left[L^{r^{\prime}}(\Omega), W_{0}^{-1, r^{\prime}}(\Omega)\right]_{s, r}$; see $[6]$ and Appendix B. With this denotation we have the duality principle

$$
\begin{equation*}
\|u\|_{\mathcal{W}_{0}^{s, r}(\Omega)}=\sup _{\substack{v \in C_{0}^{\infty}(\Omega) \\\|v\|_{\mathcal{W}^{-s, r^{\prime}}(\Omega)}=1}}|\langle u, v\rangle| . \tag{1.24}
\end{equation*}
$$

With applications to the theory of Navier-Stokes equations in mind, we introduce the smaller dual space defined as follows. We identify the function $v \in L^{r^{\prime}}(\Omega)$ with the functional $L_{v} \in\left(W^{s, r}(\Omega)\right)^{\prime}$ and denote by $\mathbb{W}^{-s, r^{\prime}}(\Omega)$ the completion of $L^{r^{\prime}}(\Omega)$ in the norm

$$
\begin{equation*}
\|v\|_{\mathbb{W}-s, r^{\prime}(\Omega)}:=\sup _{\substack{u \in W^{s, r}(\Omega) \\\|u\|_{W^{s, r}(\Omega)}=1}}|\langle u, v\rangle| . \tag{1.25}
\end{equation*}
$$

In the sense of this identification the space $C_{0}^{\infty}(\Omega)$ is dense in the interpolation space $\mathbb{W}^{-s, r}(\Omega)$. It follows immediately from the definition that

$$
\mathbb{W}^{-s, r^{\prime}}(\Omega) \subset\left(W^{s, r}(\Omega)\right)^{\prime} \subset \mathcal{W}^{-s, r^{\prime}}(\Omega)
$$

For an arbitrary bounded domain $\Omega \subset \mathbb{R}^{3}$ with a Lipschitz boundary, we introduce the Banach spaces

$$
\begin{gathered}
X^{s, r}=W^{s, r}(\Omega) \cap W^{1,2}(\Omega), \quad Y^{s, r}=W^{s+1, r}(\Omega) \cap W^{2,2}(\Omega) \\
Z^{s, r}=\mathcal{W}^{s-1, r}(\Omega) \cap L^{2}(\Omega)
\end{gathered}
$$

equipped with the norms

$$
\begin{gathered}
\|u\|_{X^{s, r}}=\|u\|_{W^{s, r}(\Omega)}+\|u\|_{W^{1,2}(\Omega)}, \quad\|u\|_{Y^{s, r}}=\|u\|_{W^{1+s, r}(\Omega)}+\|u\|_{W^{2,2}(\Omega)}, \\
\|u\|_{Z^{s, r}}=\|u\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|u\|_{L^{2}(\Omega)}
\end{gathered}
$$

It can be easily seen that the embeddings $Y^{s, r} \hookrightarrow X^{s, r} \hookrightarrow Z^{s, r}$ are compact and, for $s r>3$, each of the spaces $X^{s, r}$ and $Y^{s, r}$ is a commutative Banach algebra.

Stokes equations. The following lemma is a straightforward consequence of classical results on solvability of the first boundary value problem for Stokes equations (see [9]) and the interpolation theory.

Lemma 1.3. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with $\partial \Omega \in C^{2}$ and $(F, G) \in$ $\mathcal{W}^{s-1, r}(\Omega) \times W^{s, r}(\Omega)(0 \leq s \leq 1,1<r<\infty)$. Then the boundary value problem

$$
\begin{array}{r}
\Delta \mathbf{u}-\nabla \pi=F, \quad \operatorname{div} \mathbf{u}=\Pi G \quad \text { in } \Omega \\
\mathbf{u}=0 \quad \text { on } \partial \Omega, \quad \Pi \pi=\pi \tag{1.26}
\end{array}
$$

has a unique solution $(\mathbf{u}, \pi) \in W^{s+1, r}(\Omega) \times W^{s, r}(\Omega)$ such that

$$
\begin{equation*}
\|\mathbf{u}\|_{W^{s+1, r}(\Omega)}+\|\pi\|_{W^{s, r}(\Omega)} \leq c(\Omega, r, s)\left(\|F\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|G\|_{W^{s, r}(\Omega)}\right) \tag{1.27}
\end{equation*}
$$

In particular, we have

$$
\|\mathbf{u}\|_{Y^{s, r}}+\|\pi\|_{X^{s, r}} \leq c(\Omega, r, s)\left(\|F\|_{Z^{s, r}}+\|G\|_{X^{s, r}}\right)
$$

Proof. The proof is in Appendix B.
Note that the lemma works for singular values $s=1 / r+$ integer. But in this case the traces of solutions at the boundary are not defined.
1.2. Results. Transport equations. Today there exists a complete theory of generalized solutions to the class of hyperbolic-elliptic equations developed in [10] and [34] under the assumptions that the equations have $C^{1}$ coefficients and satisfy the maximum principle. The questions on smoothness properties of solutions are more difficult. We recall the classical results of [19], [34], related to the case of $\bar{\Sigma}_{\text {in }} \cap \bar{\Sigma}_{\text {out }}=\emptyset$. The particular case, with $\Sigma_{\text {in }}=\Sigma_{\text {out }}=\emptyset$, in the Sobolev spaces is covered in the papers [3] and [30], [31]. The case of the nonempty interface $\Gamma=\bar{\Sigma}_{\text {in }} \cap \bar{\Sigma}_{\text {out }}$ is still weakly investigated. The theory of boundary value problems for transport equations is an integral part of the theory of multicomponents and inhomogeneous flows. In this context this problem has been considered by many authors; see [24] and [29] for discussion.

In general the existence of strong solutions to inhomogeneous boundary value problems for transport equations is still an open problem. The following theorem, which is used throughout this paper, partially fills this gap. Let us consider the following boundary value problems for linear transport equations:

$$
\begin{gather*}
\mathscr{L} \varphi:=\mathbf{u} \nabla \varphi+\sigma \varphi=f \text { in } \Omega, \quad \varphi=0 \quad \text { on } \Sigma_{\text {in }}  \tag{1.28}\\
\mathscr{L}^{*} \varphi^{*}:=-\operatorname{div}\left(\varphi^{*} \mathbf{u}\right)+\sigma \varphi^{*}=f \quad \text { in } \Omega, \quad \varphi^{*}=0 \quad \text { on } \Sigma_{\text {out }} . \tag{1.29}
\end{gather*}
$$

The bounded functions $\varphi, \varphi^{*}$ are called the generalized solutions to problems (1.28), (1.29), respectively, if the integral identities

$$
\begin{equation*}
\int_{\Omega}\left(\varphi \mathscr{L}^{*} \zeta^{*}-f \zeta^{*}\right) d x=0, \quad \int_{\Omega}\left(\varphi^{*} \mathscr{L} \zeta-f \zeta\right) d x=0 \tag{1.30}
\end{equation*}
$$

hold true for all test functions $\zeta^{*}, \zeta \in C(\Omega) \cap W^{1,1}(\Omega)$, respectively, such that $\zeta^{*}=0$ on $\Sigma_{\text {out }}$ and $\zeta=0$ on $\Sigma_{\text {in }}$.

ThEOREM 1.4. Assume that $\Sigma$ and $\mathbf{U}$ satisfy conditions $(\mathbf{H} 1)-(\mathbf{H} 3)$, the exponents $s, r$ satisfy the inequalities

$$
\begin{equation*}
1 / 2<s \leq 1, \quad 1<r<3 /(2 s-1) \tag{1.31}
\end{equation*}
$$

and the vector field $\mathbf{u}$ belongs to the class $C^{1}(\Omega)$ and satisfies the boundary condition

$$
\begin{equation*}
\mathbf{u}=\mathbf{U} \quad \text { on } \Sigma, \quad \mathbf{u}=0 \quad \text { on } \partial S \tag{1.32}
\end{equation*}
$$

Then there are positive constants $\sigma^{*}$ and $\delta^{*}$ depending only on $\Sigma, \mathbf{U}, s, r$, and $\|\mathbf{u}\|_{C^{1}(\Omega)}$ such that the following hold:
(i) For any $\sigma>\sigma^{*}$ and $f \in W^{s, r}(\Omega) \cap L^{\infty}(\Omega)$, problem (1.28) has a unique solution $\varphi \in W^{s, r}(\Omega) \cap L^{\infty}(\Omega)$ satisfying the inequalities

$$
\begin{equation*}
\|\varphi\|_{W^{s, r}(\Omega)} \leq C\|f\|_{W^{s, r}(\Omega)}, \quad\|\varphi\|_{L^{\infty}(\Omega)} \leq \sigma^{-1}\|f\|_{L^{\infty}(\Omega)} \tag{1.33}
\end{equation*}
$$

(ii) If, in addition, $\|\operatorname{div} \mathbf{u}\|_{W^{s, r}(\Omega)}+\|\operatorname{div} \mathbf{u}\|_{L^{\infty}(\Omega)} \leq \delta^{*}$, problem (1.29) has a unique solution $\varphi^{*} \in W^{s, r}(\Omega) \cap L^{\infty}(\Omega)$, which admits the estimates

$$
\begin{equation*}
\left\|\varphi^{*}\right\|_{W^{s, r}(\Omega)} \leq C\|f\|_{W^{s, r}(\Omega)}, \quad\left\|\varphi^{*}\right\|_{L^{\infty}(\Omega)} \leq\left(\sigma-\delta^{*}\right)^{-1}\|f\|_{L^{\infty}(\Omega)} \tag{1.34}
\end{equation*}
$$

The constant $C$ depends only on $\|\mathbf{u}\|_{C^{1}(\Omega)}, r, s \sigma, \mathbf{U}$, and $\Omega$.
Restriction $s \geq 1 / 2$ in condition (1.31) is not essential and can be removed. But it plays an important role in the proof of Lemma 1.7 and the main theorem, Theorem 1.9. On the other hand, the inequality $r<3 /(2 s-1)$ is crucial for the
control of singularities of solutions at the characteristic manifold $\Gamma$. It is connected with the behavior of $\mathbf{U}$ in the vicinity of $\Gamma$ and does not depend on the dimension of the ambient space. Note also that solution is strong for $s=1$, but not continuous since $W^{1,3}(\Omega)$ is not embedded in $C(\Omega)$. On the other hand, $s r \rightarrow \infty$ as $s \rightarrow 1 / 2$ and solution is continuous for $s$ close to $1 / 2$. In order to obtain continuous strong solutions we have to consider the problem in the scale of spaces $X^{s, r}$

Since for $s r>3$, the embeddings $X^{s, r} \hookrightarrow C(\Omega), Y^{s, r} \hookrightarrow C^{1}(\Omega)$ are bounded, we have the following result on solvability of problems (1.28), (1.29) in space $X^{s, r}$.

Corollary 1.5. Assume that sr $>3$ and the vector field $\mathbf{u}$ has the representation $\mathbf{u}=\mathbf{u}_{0}+\mathbf{u}$, where $\mathbf{u}_{0} \in C^{\infty}(\Omega)^{3}$ is a solution to problem (1.11). Then there exist $\tau^{*} \in$ $(0,1]$ and $\sigma^{*}$, depending only on $\Sigma, \mathbf{u}_{0}$, and $s, r$, such that, for all $\mathbf{u}$ with $\|\mathbf{u}\|_{Y^{s, r}} \leq \tau^{*}$, $\sigma>\sigma^{*}$, and $f \in X^{s, r}$, each of problems (1.28) and (1.29) has a unique solution satisfying the inequalities

$$
\begin{equation*}
\|\varphi\|_{X^{s, r}} \leq C\|f\|_{X^{s, r}}, \quad\left\|\varphi^{*}\right\|_{X^{s, r}} \leq C\|f\|_{X^{s, r}} \tag{1.35}
\end{equation*}
$$

Existence and uniqueness theory. The second main result of this paper concerns the existence and local uniqueness of solutions to problem (1.13). Denote by $E$ the closed subspace of the Banach space $Y^{s, r}(\Omega)^{3} \times X^{s, r}(\Omega)^{2}$ in the form

$$
\begin{equation*}
E=\left\{\vartheta=(\mathbf{u}, \pi, \varphi): \mathbf{u}=0 \quad \text { on } \quad \partial \Omega, \quad \varphi=0 \quad \text { on } \quad \Sigma_{\text {in }}, \quad \Pi \pi=\pi\right\} \tag{1.36}
\end{equation*}
$$

and denote by $\mathcal{B}_{\tau} \subset E$ the closed ball of radius $\tau$ centered at 0 . Next, note that, for $s r>3$, elements of the ball $\mathcal{B}_{\tau}$ satisfy the inequality

$$
\begin{equation*}
\|\mathbf{u}\|_{C^{1}(\Omega)}+\|\pi\|_{C(\Omega)}+\|\varphi\|_{C(\Omega)} \leq c_{e}(r, s, \Omega)\|\vartheta\|_{E} \leq c_{e} \tau \tag{1.37}
\end{equation*}
$$

where the norm in $E$ is defined by

$$
\|\vartheta\|_{E}=\|\mathbf{u}\|_{Y^{s, r}(\Omega)}+\|\pi\|_{X^{s, r}(\Omega)}+\|\varphi\|_{X^{s, r}(\Omega)} .
$$

Theorem 1.6. Assume that the surface $\Sigma$ and given vector field $\mathbf{U}$ satisfy conditions $(\mathbf{H} 1)-(\mathbf{H} 3)$. Furthermore, let $\sigma^{*}, \tau^{*}$ be constants given by Corollary 1.5, and let positive numbers $r$, $s, \sigma$ satisfy the inequalities

$$
\begin{equation*}
1 / 2<s \leq 1, \quad 1<r<3 /(2 s-1), \quad s r>3, \quad \sigma>\sigma^{*} . \tag{1.38}
\end{equation*}
$$

Then there exists $\tau_{0} \in\left(0, \tau^{*}\right]$, depending only on $\mathbf{U}, \Omega, r, s, \sigma$, such that, for all

$$
\begin{equation*}
\tau \in\left(0, \tau_{0}\right], \quad \lambda^{-1}, R \in\left(0, \tau^{2}\right], \quad\|\mathbf{N}-\mathbf{I}\|_{C^{2}(\Omega)} \leq \tau^{2} \tag{1.39}
\end{equation*}
$$

problem (1.13), with $\mathbf{u}_{0}$ given by (1.11), has a unique solution $\vartheta \in B_{\tau}$. Moreover, the auxiliary function $\zeta$ and the constants $\varkappa, m$ admit the estimates

$$
\begin{equation*}
\|\zeta\|_{X^{s, r}}+|\varkappa| \leq c, \quad|m| \leq c \tau<1 \tag{1.40}
\end{equation*}
$$

where the constant $c$ depends only on $\mathbf{U}, \Omega, r, s$, and $\sigma$.
Material derivatives of solutions. Theorem 1.6 guarantees the existence and uniqueness of solutions to problem (1.13) for all $\mathbf{N}$ close to the identity matrix $\mathbf{I}$. The totality of such solutions can be regarded as the mapping from $\mathbf{N}$ to the solution to Navier-Stokes equations. The natural question is the smoothness properties of this mapping, in particular, its differentiability. With application to shape optimization problems in mind, we consider the particular case where the matrices $\mathbf{N}$ depend on
the small parameter $\varepsilon$ and have representation (1.6). We assume that $C^{1}$-norms of the matrix-valued functions $\mathbf{D}$ and $\mathbf{D}_{1}(\varepsilon)$ in (1.6) have a majorant independent of $\varepsilon$. By virtue of Theorem 1.6, there are the positive constants $\varepsilon_{0}$ and $\tau$ such that, for all sufficiently small $R, \lambda^{-1}$ and $\varepsilon \in\left[0, \varepsilon_{0}\right]$, problem (1.13) with $\mathbf{N}=\mathbf{N}(\varepsilon)$ has a unique solution $\vartheta(\varepsilon)=(\mathbf{u}(\varepsilon), \pi(\varepsilon), \varphi(\varepsilon)), \zeta(\varepsilon), m(\varepsilon)$, which admits the estimate

$$
\begin{equation*}
\|\vartheta(\varepsilon)\|_{E}+|m(\varepsilon)| \leq c \tau, \quad\|\zeta(\varepsilon)\|_{X^{s, r}} \leq c, \tag{1.41}
\end{equation*}
$$

where the constant $c$ is independent of $\varepsilon$, and the Banach space $E$ is defined by (1.36). Denote the solution $(\vartheta(0), m(0), \zeta(0))$ for $\varepsilon=0$ by ( $\vartheta, m, \zeta)$, and define the finite differences with respect to $\varepsilon$,

$$
\left(\mathbf{w}_{\varepsilon}, \omega_{\varepsilon}, \psi_{\varepsilon}\right)=\varepsilon^{-1}(\vartheta-\vartheta(\varepsilon)), \quad \xi_{\varepsilon}=\varepsilon^{-1}(\zeta-\zeta(\varepsilon)), \quad n_{\varepsilon}=\varepsilon^{-1}(m-m(\varepsilon)) .
$$

Formal calculations show that the limit $(\mathbf{w}, \omega, \psi, \xi, n)=\lim _{\varepsilon \rightarrow 0}\left(\mathbf{w}_{\varepsilon}, \omega_{\varepsilon}, \psi_{\varepsilon}, \xi_{\varepsilon}, n_{\varepsilon}\right)$ is a solution to linearized equations

$$
\begin{array}{r}
\Delta \mathbf{w}-\nabla \omega=R \mathscr{C}_{0}(\mathbf{w}, \psi)+\mathscr{D}_{0}(\mathbf{D}) \text { in } \Omega, \\
\operatorname{div} \mathbf{w}=b_{21}^{0} \psi-b_{22}^{0} \omega+b_{23}^{0} n+b_{20}^{0} \mathfrak{d} \text { in } \Omega, \\
\mathbf{u} \nabla \psi+\sigma \psi=-\mathbf{w} \cdot \nabla \varphi+b_{11}^{0} \psi+b_{12}^{0} \omega+b_{13}^{0} n+b_{10}^{0} \mathfrak{d} \text { in } \Omega, \\
-\operatorname{div}(\mathbf{u} \xi)+\sigma \xi=\operatorname{div}(\zeta \mathbf{w})+\sigma \mathfrak{d} \text { in } \Omega,  \tag{1.42}\\
\mathbf{w}=0 \quad \text { on } \partial \Omega, \quad \psi=0 \text { on } \Sigma_{\text {in }}, \quad \xi=0 \text { on } \Sigma_{\text {out }}, \\
\omega-\Pi \omega=0, \quad n=\varkappa \int_{\Omega}\left(b_{31}^{0} \psi+b_{32}^{0} \omega+b_{34}^{0} \xi+b_{30}^{0} \mathfrak{d}\right) d x,
\end{array}
$$

where $\mathfrak{d}=1 / 2 \operatorname{Tr} \mathbf{D}$ and the variable coefficients $b_{i j}^{0}$ and the operators $\mathscr{C}_{0}, \mathscr{D}_{0}$, are defined by the formulae

$$
\begin{gather*}
b_{11}^{0}=\Psi[\vartheta]-\varrho H^{\prime}(\varphi)+m-\frac{2 \sigma}{\varrho_{0}} \varphi, \quad b_{12}^{0}=\lambda^{-1} \varrho, \quad b_{13}^{0}=\varrho, \\
b_{10}^{0}=\varrho \Psi[\vartheta]-\frac{\sigma}{\varrho_{0}} \varphi^{2}-\sigma \varphi+m \varrho, b_{21}^{0}=\frac{\sigma}{\varrho_{0}} \psi_{0}+H^{\prime}(\varphi), \\
b_{22}^{0}=-\lambda^{-1}, b_{23}^{0}=-1, \quad b_{20}^{0}=\sigma \varphi \varrho_{0}^{-1}-\Psi[\vartheta]-m,  \tag{1.43}\\
b_{31}^{0}=\varrho_{0}^{-1} \zeta\left(\Psi[\vartheta]-\varrho H^{\prime}(\varphi)-\frac{2 \sigma}{\varrho_{0}} \varphi\right)-H^{\prime}(\varphi)+m \varrho_{0}^{-1} \zeta, \\
b_{32}^{0}=\left(\lambda \varrho_{0}\right)^{-1} \varrho \zeta b_{12}^{0}+\lambda^{-1}, \quad b_{34}^{0}=\varrho_{0}^{-1} \Psi_{1}[\vartheta]+m\left(1+\varrho_{0}^{-1} \varphi\right), \\
b_{30}^{0}=\varrho_{0}^{-1} \zeta\left(\Psi_{1}[\vartheta]-m \varrho\right)+\Psi[\vartheta]-m\left(1-\zeta-\varrho_{0}^{-1} \zeta \varphi\right), \\
\mathscr{C}_{0}(\psi, \mathbf{w})=R \psi \mathbf{u} \nabla \mathbf{u}+R \varrho \mathbf{w} \nabla \mathbf{u}+R \varrho \mathbf{u} \nabla \mathbf{w},  \tag{1.44}\\
\mathscr{D}_{0}(\mathbf{D})=R \mathbf{u} \nabla(\mathbf{D u})+R \mathbf{D}^{*}(\mathbf{u} \nabla \mathbf{u})  \tag{1.45}\\
+\operatorname{div}\left(\left(\mathbf{D}+\mathbf{D}^{*}\right) \nabla \mathbf{u}-\frac{1}{2} \operatorname{Tr} \mathbf{D} \nabla \mathbf{u}\right)-\mathbf{D}^{*} \Delta \mathbf{u}-\Delta(\mathbf{D u}) .
\end{gather*}
$$

The justification of the formal procedure meets the serious problems, since the smoothness of solutions to problem (1.13) is not sufficient for the well-posedness of problem (1.42) in the standard weak formulation. In order to cope with this difficulty we define very weak solutions to problem (1.42). The construction of such solutions is based on
the following lemma, and the proof is given in Appendix A. The lemma is given in $\mathbb{R}^{d}$, for our application $d=3$.

LEmMA 1.7. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded domain with the Lipschitz boundary, let exponents $s$ and $r$ satisfy the inequalities sr $>d, 1 / 2 \leq s \leq 1$, and $\varphi, \varsigma \in W^{s, r}(\Omega) \cap$ $W^{1,2}(\Omega), \mathbf{w} \in \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega) \cap W_{0}^{1,2}(\Omega)$. Then there is a constant $c$ depending only on $s, r$, and $\Omega$, such that the trilinear form

$$
\mathfrak{B}(\mathbf{w}, \varphi, \varsigma)=-\int_{\Omega} \varsigma \mathbf{w} \cdot \nabla \varphi d x
$$

satisfies the inequality

$$
\begin{equation*}
|\mathfrak{B}(\mathbf{w}, \varphi, \varsigma)| \leq c\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}\|\varphi\|_{W^{s, r}(\Omega)}\|\varsigma\|_{W^{s, r}(\Omega)} \tag{1.46}
\end{equation*}
$$

and can be continuously extended to $\mathfrak{B}: \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)^{d} \times W^{s, r}(\Omega)^{2} \mapsto \mathbb{R}$. In particular, we have $\varsigma \nabla \varphi \in \mathcal{W}^{s-1, r}(\Omega)$ and $\|\varsigma \nabla \varphi\|_{W^{1-s, r}(\Omega)} \leq c\|\varphi\|_{W^{s, r}(\Omega)}\|\varsigma\|_{W^{s, r}(\Omega)}$.

DEFINITION 1.8. The vector field $\mathbf{w} \in \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)^{3}$, functionals $(\omega, \psi, \xi) \in$ $\mathbb{W}^{-s, r^{\prime}}(\Omega)^{3}$, and constant $n$ are said to be a weak solution to problem (1.42) if $\langle\omega, 1\rangle=$ 0 and the identity

$$
\begin{gathered}
\int_{\Omega} \mathbf{w}\left(\mathbf{H}-R \varrho \nabla \mathbf{u} \cdot \mathbf{h}+R \varrho \nabla \mathbf{h}^{*} \mathbf{u}\right) d x-\mathfrak{B}(\mathbf{w}, \varphi, \varsigma)-\mathfrak{B}(\mathbf{w}, v, \zeta) \\
+\left\langle\omega, G-b_{12}^{0} \varsigma-b_{22}^{0} g-\varkappa b_{32}^{0}\right\rangle+\left\langle\psi, F-b_{11}^{0} \varsigma-b_{21}^{0} g-\varkappa b_{31}^{0}-R \mathbf{u} \cdot \nabla \mathbf{u} \cdot \mathbf{h}\right\rangle \\
+\left\langle\xi, M-\varkappa b_{34}^{0}\right\rangle+n\left(1-\left\langle 1, b_{13}^{0} \varsigma\right\rangle\right) \\
=\left\langle\mathfrak{d}, b_{10}^{0} \varsigma+b_{20}^{0} g+\varkappa b_{30}^{0}+\sigma v\right\rangle+\left\langle\mathscr{D}_{0}, \mathbf{h}\right\rangle
\end{gathered}
$$

holds true for all $(\mathbf{H}, G, F, M) \in\left(C^{\infty}(\Omega)\right)^{6}$ such that $G=\Pi G$. Here $\mathfrak{d}=1 / 2 \operatorname{Tr} \mathbf{D}$, and the test functions $\mathbf{h}, g, \varsigma, v$ are defined by the solutions to adjoint problems

$$
\begin{align*}
& \Delta \mathbf{h}-\nabla g=\mathbf{H}, \quad \operatorname{div} \mathbf{h}=G, \quad \mathscr{L}^{*} \varsigma=F, \quad \mathscr{L} v=M \quad \text { in } \Omega  \tag{1.48}\\
& \mathbf{h}=0 \quad \text { on } \quad \partial \Omega, \quad \Pi g=g, \quad \varsigma=0 \quad \text { on } \quad \Sigma_{\text {out }}, \quad v=0 \quad \text { on } \quad \Sigma_{\mathrm{in}} . \tag{1.49}
\end{align*}
$$

We are now in a position to formulate the third main result of this paper.
Theorem 1.9. Under the above assumptions,

$$
\begin{array}{r}
\mathbf{w}_{\varepsilon} \rightarrow \mathbf{w} \text { weakly in } \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega), \quad n_{\varepsilon} \rightarrow n \text { in } \mathbb{R},  \tag{1.50}\\
\psi_{\varepsilon} \rightarrow \psi, \quad \omega_{\varepsilon} \rightarrow \omega, \quad \xi_{\varepsilon} \rightarrow \xi(*) \text {-weakly in } \mathbb{W}^{-s, r^{\prime}}(\Omega) \text { as } \varepsilon \rightarrow 0
\end{array}
$$

where the limits, vector field $\mathbf{w}$, functionals $\psi, \omega, \xi$, and the constant $n$ are given by the weak solution to problem (1.42).

Note that the matrix $\mathbf{N}(\varepsilon)$ defined by equalities (1.5) meets all requirements of Theorem 1.9, and in the special case we have in representation (1.6)

$$
\begin{equation*}
\mathbf{D}(x)=\operatorname{div} \mathbf{T}(x) \mathbf{I}-\mathbf{T}^{\prime}(x) \tag{1.51}
\end{equation*}
$$

Therefore, Theorem 1.9, combined with formulae (1.3) and (1.10), implies the existence of the shape derivative for the drag functional at $\varepsilon=0$. Straightforward calculations lead to the following result.

Theorem 1.10. Under the assumptions of Theorem 1.9, there exists the shape derivative

$$
\left.\frac{d}{d \varepsilon} J_{D}\left(S_{\varepsilon}\right)\right|_{\varepsilon=0}=L_{e}(\mathbf{T})+L_{u}(\mathbf{w}, \omega, \psi)
$$

where the linear forms $L_{e}$ and $L_{u}$ are defined by the equalities

$$
\begin{gathered}
L_{e}(\mathbf{T})=\int_{\Omega} \operatorname{div} \mathbf{T}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{*}-\operatorname{div} \mathbf{u I}\right) \nabla \eta \mathbf{U}_{\infty} d x \\
-\int_{\Omega}\left[\nabla \mathbf{u}+\nabla \mathbf{u}^{*}-\operatorname{div} \mathbf{u}-q \mathbf{I}-R \varrho \mathbf{u} \otimes \mathbf{u}\right] \mathbf{D} \nabla \eta \cdot \mathbf{U}_{\infty} d x \\
-\int_{\Omega}\left[\mathbf{D}^{*} \nabla \mathbf{u}+\nabla \mathbf{u}^{*} \mathbf{D}-\nabla(\mathbf{D u})-\nabla(\mathbf{D} \mathbf{u})^{*}\right] \nabla \eta \cdot \mathbf{U}_{\infty} d x
\end{gathered}
$$

and

$$
\begin{aligned}
L_{u}(\mathbf{w}, \omega, \psi)= & \int_{\Omega} \mathbf{w}\left[\Delta \eta \mathbf{U}_{\infty}+R \varrho(\mathbf{u} \cdot \nabla \eta) \mathbf{U}_{\infty}+R \varrho\left(\mathbf{u} \cdot \mathbf{U}_{\infty}\right) \nabla \eta\right] d x \\
& +\left\langle\omega, \nabla \eta \cdot \mathbf{U}_{\infty}\right\rangle+R\left\langle\psi,(\mathbf{u} \cdot \nabla \eta)\left(\mathbf{u} \cdot \mathbf{U}_{\infty}\right)\right\rangle
\end{aligned}
$$

While $L_{e}$ depends directly on the vector field $\mathbf{T}$, the linear form $L_{u}$ depends on the weak solution $(\mathbf{w}, \psi, \omega)$ to problem (1.42), and thus depends on the direction $\mathbf{T}$ in a very implicit manner, which is inconvenient for applications. In order to cope with this difficulty, we define the adjoint state $\mathbf{Y}=(\mathbf{h}, g, \varsigma, v, l)^{\top}$ given as a solution to the linear equation

$$
\begin{equation*}
\mathfrak{L} \mathbf{Y}-\mathfrak{U} \mathbf{Y}-\mathfrak{V} \mathbf{Y}=\Theta \tag{1.52}
\end{equation*}
$$

supplemented with boundary conditions (1.49). Here the operators $\mathfrak{L}, \mathfrak{U}, \mathfrak{V}$ and the vector field $\Theta$ are defined by

$$
\begin{aligned}
\mathfrak{L}=\left(\begin{array}{ccccc}
\Delta & -\nabla & 0 & 0 & 0 \\
\operatorname{div} & 0 & 0 & 0 & 0 \\
0 & 0 & \mathscr{L}^{*} & 0 & 0 \\
0 & 0 & 0 & \mathscr{L} & 0 \\
0 & 0 & -\mathbb{B}_{13} & 0 & 1
\end{array}\right), \quad \mathfrak{U}=\left(\begin{array}{ccccc}
0 & 0 & -\nabla \varphi & -\zeta \nabla & 0 \\
0 & 0 & \Pi_{12} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \\
\mathfrak{V}=\left(\begin{array}{ccccc}
R \varrho(\nabla \mathbf{u}-\mathbf{u} \nabla) & 0 & 0 & 0 & 0 \\
0 & -\lambda^{-1} \Pi & 0 & 0 & \varkappa \Pi b_{32}^{0} \\
R \mathbf{u} \cdot \nabla \mathbf{u} & b_{21}^{0} & b_{11}^{0} & 0 & \varkappa b_{31}^{0} \\
0 & 0 & 0 & 0 & \varkappa b_{34}^{0} \\
0 & 0 & 0 & 0 & 0
\end{array}\right),
\end{aligned}
$$

$\Theta=\left(\Delta \eta \mathbf{U}_{\infty}+R \varrho\left(\nabla \eta \otimes \mathbf{U}_{\infty}+\mathbf{U}_{\infty} \otimes \nabla \eta\right) \mathbf{u}, \quad \Pi\left(\nabla \eta \cdot \mathbf{U}_{\infty}\right), \quad R(\mathbf{u} \nabla \eta)\left(\mathbf{u} \mathbf{U}_{\infty}\right), 0,0\right)$, $\Pi_{2 i}(\cdot)=\Pi\left(b_{2 i}^{0}(\cdot)\right), \quad \mathbb{B}_{13}(\cdot)=\left\langle 1, b_{13}^{0}(\cdot)\right\rangle$.

The following theorem guarantees the existence of the adjoint state and gives the expression of the shape derivative for the drag functional in terms of the vector field T.

THEOREM 1.11. Let a given solution $\vartheta \in \mathcal{B}_{\tau},(\zeta, m) \in X^{s, r} \times \mathbb{R}$, to problem (1.13) meet all requirements of Theorem 1.6. Then there exists positive constant $\tau_{1}$ (depending only on $\mathbf{U}, \Omega$, and $r, s)$ such that if $\tau \in\left(0, \tau_{1}\right]$ and $R, \lambda^{-1} \leq \tau_{1}^{2}$, then
there exists a unique solution $\mathbf{Y} \in\left(Y^{s, r}\right)^{3} \times\left(X^{s, r}\right)^{3} \times \mathbb{R}$ to problem (1.52), (1.49). The form $L_{u}$ has the representation

$$
\begin{equation*}
L_{u}(\mathbf{w}, \psi, \omega)=\int_{\Omega}\left[\operatorname{div} \mathbf{T}\left(b_{10}^{0} \varsigma+b_{20}^{0} g+\sigma v+\varkappa b_{30}^{0}\right)+\mathscr{D}_{0}\left(\operatorname{div} \mathbf{T}-\mathbf{T}^{\prime}\right) \mathbf{h}\right] d x \tag{1.53}
\end{equation*}
$$

where the coefficients $b_{i j}^{0}$ and the operator $\mathscr{D}_{0}$ are defined by formulae (1.43) and (1.45).

Method and structure of the paper. The following aspects of our method deserve a brief description:

- extended form (1.13) of the governing equations which allows us to cope with the mass control problem;
- the splitting of the boundary value problem for the transport equation into two parts: the local problem in the vicinity of inlet, and the global problem with the modified vector field $\tilde{\mathbf{u}}$ and the empty inlet $\tilde{\Sigma}_{\text {in }}$;
- the estimates of solutions to the model problem (4.19) in the fractional Sobolev spaces, which cannot be obtained by the interpolation method;
- the very weak formulation of linearized equations introduced to assure the existence of material derivatives.
Now we can explain the organization of this paper. Section 2 is devoted to the proof of Theorem 1.6. First of all, we establish the existence of solutions to problem (1.13) using the Schauder fixed point theorem. Next we consider the linear equations for the difference of two solutions $\left(\mathbf{u}_{i}, \varphi_{i}\right), i=1,2$, corresponding to arbitrary matrixvalued functions $\mathbf{N}_{i}$. Using Theorem 1.4 we deduce the weak formulation of the boundary value problem for linearized equations. The main result of this section is Theorem 2.3, which shows that solutions of the linearized problem are stable with respect to perturbations of data in the dual Sobolev space. This result implies the local uniqueness of solutions to problem (1.13). In section 3 we exploit Theorem 2.3 to prove the existence of the material derivative of solutions. The last section is devoted to the proof of Theorem 1.4.


## 2. Existence and uniqueness of local solutions. Proof of Theorem 1.6.

2.1. Existence theory. In this paragraph we establish the local solvability of problem (1.13) and prove the first part of Theorem 1.6. In our notation, $c$ denotes generic constants, which are different in different places and depend only on $\Omega, \mathbf{U}$, $\sigma$, and $r, s$. The proof is based on the following lemma which furnishes the regularity properties of composed functions. Let us consider functions $u, v: \Omega \mapsto B_{K}$, where $B_{K}=\{\mathbf{x}:|\mathbf{x}| \leq K\} \subset \mathbb{R}^{3}$ is the ball of radius $K$ centered at 0 .

Lemma 2.1. Assume that $u, v \in X^{s, r}, s \in(0,1]$, sr $>3$, and $\mathfrak{f} \in C^{3}\left(\Omega \times B_{K}\right)$. Then we have

$$
\begin{gather*}
\|\mathfrak{f}(\cdot, u)\|_{X^{s, r}} \leq c(r, s)\|\mathfrak{f}\|_{C^{1}\left(\Omega \times B_{K}(0)\right)}\left(1+\|u\|_{X^{s, r}}\right)  \tag{2.1}\\
\|\mathfrak{f}(\cdot, v)-\mathfrak{f}(\cdot, u)\|_{X^{s, r}} \leq c(r, s)\|\mathfrak{f}\|_{C^{2}\left(\Omega \times B_{K}\right)}\left(1+\|u\|_{X^{s, r}}+\|v\|_{X^{s, r}}\right)\|u-v\|_{X^{s, r}} \tag{2.2}
\end{gather*}
$$

Proof. In order to prove (2.1) it suffices to note that

$$
|\mathfrak{f}(x, u(x))-\mathfrak{f}(y, u(y))|^{r} \leq c(r)\|\mathfrak{f}\|_{C^{1}\left(\Omega \times B_{K}\right)}^{r}\left(|x-y|^{r}+|u(x)-u(y)|^{r}\right)
$$

which, in view of the inequality

$$
\int_{\Omega \times \Omega}|x-y|^{r-3-r s} d x d y \leq c(r, s)
$$

yields

$$
|\mathfrak{f}(\cdot, u)|_{s, r, \Omega} \leq c(r, s)\|\mathfrak{f}\|_{C^{1}\left(\Omega \times B_{K}(0)\right)}\left(1+|u|_{s, r, \Omega}\right)
$$

On the other hand, we have

$$
\|\nabla \mathfrak{f}(\cdot, u)\|_{L^{2}(\Omega)} \leq\|\mathfrak{f}\|_{C^{1}\left(\Omega \times B_{K}(0)\right)}\|\nabla u\|_{L^{2}(\Omega)}
$$

Combining obtained inequalities we get (2.1). It remains to note that (2.2) follows from (2.1) and the Hadamard formula for the first order expansion of $\mathfrak{f}$.

Fix sufficiently small positive $\tau$ such that

$$
\begin{equation*}
c_{e} \tau<\delta^{*} \tag{2.3}
\end{equation*}
$$

where $\delta^{*}$ is the constant determined in Corollary 1.5 and $c_{e}$ is the constant from inequality (1.37). By virtue of Corollary 1.5 , there is $\sigma^{*}$, depending only on $\Omega, \mathbf{U}$, and $r, s$, such that, for all $\vartheta \in \mathcal{B}_{\tau}$ and $\sigma>\sigma^{*}$, problems (1.28) and (1.29) have solutions satisfying inequalities (1.35). Finally, fix an arbitrary $\sigma>\sigma^{*}$.

We solve problem (1.13) by an application of the Schauder fixed point theorem in the following framework. Choose an arbitrary element $\vartheta \in \mathcal{B}_{\tau}$. As mentioned above, the problem

$$
\begin{equation*}
\mathbf{u} \cdot \nabla \varphi_{1}+\sigma \varphi_{1}=\Psi_{1}[\vartheta]+m \mathfrak{g} \varrho \text { in } \Omega, \varphi_{1}=0 \text { on } \Sigma_{\mathrm{in}} \tag{2.4}
\end{equation*}
$$

has a unique solution satisfying the inequality

$$
\begin{equation*}
\left\|\varphi_{1}\right\|_{X^{s, r}} \leq c(\Omega, U, \sigma, r, s)\left(\left\|\Psi_{1}[\vartheta]\right\|_{X^{s, r}}+|m|\right) \tag{2.5}
\end{equation*}
$$

Next, define $\mathbf{u}_{1}$ and $\pi_{1}$ to be the solutions of the boundary value problem for the Stokes equations

$$
\begin{array}{r}
\Delta \mathbf{u}_{1}-\nabla \pi_{1}=\mathscr{A}(\mathbf{u})+R \mathscr{B}(\varrho, \mathbf{u}, \mathbf{u}) \equiv F[\vartheta] \text { in } \Omega \\
\varrho_{0} \operatorname{div} \mathbf{u}_{1}=\Pi\left(\mathfrak{g} \sigma \varphi_{1}-\mathfrak{g} \varrho_{0} \Psi[\vartheta]-\mathfrak{g} m \varrho_{0}\right) \text { in } \Omega  \tag{2.6}\\
\mathbf{u}_{1}=0 \text { on } \partial \Omega, \quad \pi_{1}-\Pi \pi_{1}=0
\end{array}
$$

where $m$ is given by (1.13c). By Lemma 1.3, this problem admits a unique solution such that

$$
\begin{equation*}
\left\|\mathbf{u}_{1}\right\|_{Y^{s, r}}+\left\|\pi_{1}\right\|_{X^{s, r}} \leq c\left(\|F[\vartheta]\|_{Z^{s, r}}+|\Psi[\vartheta]|_{X^{s, r}}+\left\|\varphi_{1}\right\|_{X^{s, r}}+|m|\right) \tag{2.7}
\end{equation*}
$$

Equations (2.4), (2.6), (1.13c) define the mapping $\Xi: \vartheta \rightarrow \vartheta_{1}=\left(\mathbf{u}_{1}, \pi_{1}, \varphi_{1}\right)$. We claim that for a suitable choice of the constant $\tau, \Xi$ is a weakly continuous automorphism of the ball $\mathcal{B}_{\tau}$. We begin with the estimates for nonlinear operators present in (2.4). Fix an arbitrary $\vartheta \in \mathcal{B}_{\tau}$. Applying inequality (2.2) from Lemma 2.1 to the function $H$ which is a part of $\Psi[\vartheta]$, we obtain $\|H(\varphi)\|_{X^{s, r}} \leq c \tau^{2}$, which leads to the estimate

$$
\begin{equation*}
\|\Psi[\vartheta]\|_{X^{s, r}} \leq \frac{c}{\lambda}\left(\left\|q_{0}\right\|_{C^{1}(\Omega)}+\|\pi\|_{X^{s, r}}\right)+c \tau^{2} \leq \frac{c}{\lambda}+c \tau^{2} \leq c \tau^{2} \tag{2.8}
\end{equation*}
$$

Since, under assumptions of Theorem 1.6, $X^{s, r}(\Omega)$ is a Banach algebra and $\|\varrho\|_{X^{s, r}} \leq$ $c+\|\varphi\|_{X^{s, r}} \leq$ const, we conclude from this and (2.5) that

$$
\begin{equation*}
\left\|\varphi_{1}\right\|_{X^{s, r}} \leq c / \lambda+c \tau^{2}+c|m| \leq c \tau^{2}+c|m| \tag{2.9}
\end{equation*}
$$

In order to estimate the right-hand side of the first equation in (2.6) we introduce the vector function $\mathbf{z}=(\mathbf{u}, \nabla \mathbf{u}, \pi, \varphi)$ and proceed as follows. It can be easily seen that $\|\mathbf{z}\|_{X^{s, r}} \leq\|\vartheta\|_{E} \leq \tau$ and $|\mathbf{z}| \leq c \tau$. Recall that the operator $\mathscr{B}$ constitutes a cubic polynomial of $\mathbf{u}$ and $\varrho$. By Lemma 2.1, we have

$$
\begin{equation*}
R\|\mathscr{B}(\varrho, \mathbf{u}, \mathbf{u})\|_{X^{s, r}} \leq c R\left(1+\|\varrho\|_{X^{s, r}}+\|\mathbf{z}\|_{X^{s, r}}\right) \leq c \tau^{2}(1+\tau) \text { in } \mathcal{B}_{\tau} \tag{2.10}
\end{equation*}
$$

Next note that

$$
\|\mathscr{A}(\mathbf{u})\|_{Z^{s, r}} \leq c\left(\|\mathfrak{g}-1\|_{C^{2}(\Omega)}+\|\mathbf{N}-\mathbf{I}\|_{C^{2}(\Omega)}\right)\left(1+\|\mathbf{u}\|_{Y^{s, r}}\right) \leq c \tau^{2}\|\mathbf{u}\|_{Y^{s, r}}
$$

which along with (1.39) and (2.10) implies

$$
\begin{equation*}
\|F[\vartheta]\|_{Z^{s, r}} \leq c \tau^{2}(1+\tau) \text { in } \mathcal{B}_{\tau} \tag{2.11}
\end{equation*}
$$

Combining inequalities (2.8) and (2.9) we get the estimate

$$
\left\|\sigma \varphi_{1}+\Psi[\vartheta]\right\|_{X^{s, r}} \leq c \tau^{2}
$$

From this, (2.11), (2.7), and Lemma 1.3 we finally obtain

$$
\begin{equation*}
\left\|\mathbf{u}_{1}\right\|_{Y^{s, r}}+\left|\pi_{1}\right|_{X^{s, r}} \leq c \tau^{2}+c|m| \tag{2.12}
\end{equation*}
$$

It remains to estimate $m$. Recall that the vector field $\mathbf{u}$ and parameter $\sigma$ meet all requirements of Corollary 1.5. Therefore, problem (1.13b) has a unique solution $\zeta \in W^{s, r}(\Omega)$ for all $s, r$ satisfying (1.38). In particular, inequalities (1.35) yield the estimate $\|\zeta\|_{X^{s, r}} \leq c$. Since, by virtue of (1.38), the pair $s=2 / 3, r=6$ is admissible and the embedding $W^{2 / 3,6}(\Omega) \hookrightarrow C^{1 / 6}(\Omega)$ is bounded, estimates (1.33) and (1.34) for $r s>3$ yield

$$
\begin{equation*}
\|\zeta\|_{C^{1 / 6}(\Omega)}+\|\zeta\|_{W^{1,2}(\Omega)} \leq C(\mathbf{U}, \Omega, \sigma) \tag{2.13}
\end{equation*}
$$

Recalling that $\operatorname{div} \mathbf{u}=\operatorname{div} \mathbf{u}$, we obtain $|\operatorname{div} \mathbf{u}| \leq c_{e} \tau$. From this, the inequality $|\mathfrak{g}| \leq 1+c \tau^{2}$, and the maximum principle (1.34), we conclude that

$$
\begin{equation*}
\|\zeta\|_{C(\Omega)} \leq\left(1+c \tau^{2}\right)\left(1-\sigma^{-1} c \tau\right)^{-1} \leq(1-c \tau)^{-1} \tag{2.14}
\end{equation*}
$$

which leads to the following estimate:

$$
|1-\zeta| \leq c \tau(1-c \tau)^{-1}
$$

Now we can estimate the right-hand side of (1.13c). Rewrite the first integral in the form

$$
\begin{aligned}
\int_{\Omega} \mathfrak{g}\left(1-\zeta-\varrho_{0}^{-1} \zeta \varphi\right) d x= & \int_{\Omega}(1-\zeta)^{+} d x+\int_{\Omega}(\mathfrak{g}-1)\left(1-\zeta-\varrho_{0}^{-1} \zeta \varphi\right) d x \\
& -\int_{\Omega}\left((1-\zeta)^{-}+\varrho_{0}^{-1} \zeta \varphi\right) d x
\end{aligned}
$$

We have

$$
\left.\left|(\mathfrak{g}-1)\left(1-\zeta-\varrho_{0}^{-1} \zeta \varphi\right)\right| \leq c \tau^{2}, \quad \mid(1-\zeta)^{-}+\varrho_{0}^{-1} \zeta \varphi\right) \mid \leq c_{e} \tau+c \tau(1-c \tau)^{-1}
$$

On the other hand, we have $\left\|(1-\zeta)^{+}\right\|_{C^{1 / 6}(\Omega)} \leq c(\mathbf{U}, \Omega, \sigma)$ and $(1-\zeta)^{+}=1$ on $\Sigma_{\text {out }}$. Hence

$$
\int_{\Omega}(1-\zeta)^{+} d x>\kappa(\mathbf{U}, \Omega, \sigma)>0
$$

Thus, we get

$$
\varkappa^{-1} \geq \kappa\left(1-c \kappa^{-1} \tau(1-c \tau)^{-1}\right)
$$

In particular, there is a positive $\tau_{0}$ depending only on $\mathbf{U}, \Omega$, and $\sigma$, such that

$$
|\varkappa| \leq c \text { for all } \tau \leq \tau_{0}
$$

Repeating these arguments and using inequalities (2.8), (1.13c), we arrive at $|m| \leq$ $c \tau^{2}$. Combining this estimate with (2.9) and (2.12), we finally obtain $\left\|\vartheta_{1}\right\|_{X^{s, r}} \leq c \tau^{2}$. Choose sufficiently small $\tau_{0}=\tau_{0}(\mathbf{U}, \Omega, \sigma)$ such that $c \tau_{0}^{2}<\tau_{0}$. Thus, for all $\tau \leq \tau_{0}$, $\Xi$ maps the ball $\mathcal{B}_{\tau}$ into itself. Let us show that $\Xi$ is weakly continuous. Choose an arbitrary sequence $\vartheta_{n} \in \mathcal{B}_{\tau}$ such that $\vartheta_{n}=\left(\mathbf{u}_{n}, \pi_{n}, \varphi_{n}\right)$ converges weakly in $E$ to some $\vartheta$. Since the ball $\mathcal{B}_{\tau}$ is closed and convex, $\vartheta$ belongs to $\mathcal{B}_{\tau}$. Let us consider the corresponding sequences of the elements $\vartheta_{1, n}=\Xi\left(\vartheta_{n}\right) \in \mathcal{B}_{\tau}$ and functions $\zeta_{n}$. There are subsequences $\left\{\vartheta_{1, j}\right\} \subset\left\{\vartheta_{1, n}\right\}$ and $\left\{\zeta_{j}\right\} \subset\left\{\zeta_{n}\right\}$ such that $\vartheta_{1, j}$ converges weakly in E to some element $\vartheta_{1} \in \mathcal{B}_{\tau}$ and $\zeta_{j}$ converges weakly in $X^{s, r}$ to some function $\zeta \in X^{s, r}$. Since the embedding $E \hookrightarrow C(\Omega)^{5}$ is compact, we have $\vartheta_{n} \rightarrow \vartheta, \vartheta_{1 j} \rightarrow \vartheta_{1}$ in $C(\Omega)^{5}$, and

$$
\nabla \zeta_{j} \rightharpoonup \nabla \zeta \text { weakly in } L^{2}(\Omega), \zeta_{j} \rightarrow \zeta \text { in } C(\Omega)
$$

Substituting $\vartheta_{j}$ and $\vartheta_{1, j}$ into equations (2.4), (2.6), (1.13c) and letting $j \rightarrow \infty$, we obtain that the limits $\vartheta$ and $\vartheta_{1}$ also satisfy (2.4), (2.6), (1.13c). Thus, we get $\vartheta_{1}=\Xi(\vartheta)$. Since for given $\vartheta$, a solution to equations (2.4), (2.6) is unique, we conclude from this that all weakly convergent subsequences of $\vartheta_{1, n}$ have the unique limit $\vartheta_{1}$. Therefore, the whole sequence $\vartheta_{1, n}=\Xi\left(\vartheta_{n}\right)$ converges weakly to $\Xi(\vartheta)$. Hence the mapping $\Xi: \mathcal{B}_{\tau} \mapsto \mathcal{B}_{\tau}$ is weakly continuous, and, by virtue of the Schauder fixed point theory, there is $\vartheta \in \mathcal{B}(\tau)$ such that $\vartheta=\Xi(\vartheta)$.

It remains to prove that $\vartheta$ is given by a solution to problem (1.13a). For $\vartheta_{1}=\vartheta$, the only difference between problems $(1.13 \mathrm{a})$ and $(2.6),(1.13 \mathrm{c})$ is the presence of the projector $\Pi$ in the right-hand side of (2.6). Hence, it suffices to show that

$$
\begin{equation*}
\Pi\left(\varrho_{0}^{-1} \mathfrak{g} \sigma \varphi-\mathfrak{g} \Psi[\vartheta]-\mathfrak{g} m\right)=\varrho_{0}^{-1} \mathfrak{g} \sigma \varphi-\mathfrak{g} \Psi[\vartheta]-\mathfrak{g} m \tag{2.15}
\end{equation*}
$$

To this end we note that $\varphi$ is a generalized solution to the transport equation

$$
\mathbf{u} \cdot \nabla \varphi+\sigma \varphi=\Psi_{1}[\vartheta]+m \mathfrak{g} \varrho
$$

Using $\zeta$ as a test function and recalling the integral identity (1.30) we obtain

$$
\sigma \int_{\Omega} \varphi \mathfrak{g} d x=\int_{\Omega} \zeta\left(\Psi_{1}[\vartheta]+m \mathfrak{g} \varrho\right) d x
$$

On the other hand, equality (1.13c) reads

$$
\int_{\Omega} \zeta\left(\varrho_{0}^{-1} \Psi_{1}[\vartheta]+m \mathfrak{g}\left(1+\varphi \varrho_{0}^{-1}\right)\right) d x=\int_{\Omega}(\mathfrak{g} \Psi[\vartheta]+\mathfrak{g} m) d x
$$

Combining these equalities and noting that $1+\varrho_{0}^{-1} \varphi=\varrho / \varrho_{0}$, we obtain

$$
\int_{\Omega}\left(\frac{\mathfrak{g} \sigma}{\varrho_{0}} \varphi-\mathfrak{g} \Psi[\vartheta]-m \mathfrak{g}\right) d x=0
$$

which yields (2.15), and the proof of Theorem 1.6 is completed.
2.2. Uniqueness and stability. In this paragraph we prove that, under the assumptions of Theorem 1.6, a solution to problem (1.13) is unique, and we investigate in detail the dependence of the solution on the matrix function $\mathbf{N}$.

Weak formulation of linearized equations. Assume that matrices $\mathbf{N}_{i}, i=1,2$, satisfy conditions of Theorem 1.6, and denote by $\left(\vartheta_{i}, \zeta_{i}, m_{i}\right) \in E \times X^{s, r} \times \mathbb{R}, i=1,2$, the corresponding solutions to problem (1.13). Recall that the solutions $\left(\vartheta_{i}, \zeta_{i}, m_{i}\right)$, together with the constants $\varkappa_{i}$, satisfy the inequalities

$$
\begin{equation*}
\left|m_{i}\right|+\left\|\vartheta_{i}\right\|_{E} \leq c \tau, \quad\left|\varkappa_{i}\right|+\left\|\zeta_{i}\right\|_{X^{s, r}} \leq c \tag{2.16}
\end{equation*}
$$

where the constant $c$ depends only on $\mathbf{U}, \Omega, r, s$, and $\sigma$. We denote $\mathbf{u}_{i}=\mathbf{u}_{0}+\mathbf{u}_{i}$, $i=1,2$, the solutions to (1.9) for $\mathbf{N}_{i}, i=1,2$. Now set

$$
\begin{gathered}
\mathfrak{d}=\mathfrak{g}_{1}-\mathfrak{g}_{2} \equiv \sqrt{\operatorname{det} \mathbf{N}_{1}}-\sqrt{\operatorname{det} \mathbf{N}_{2}} \\
\mathbf{w}=\mathbf{u}_{1}-\mathbf{u}_{2}, \quad \omega=\pi_{1}-\pi_{2}, \quad \psi=\varphi_{1}-\varphi_{2}, \quad \quad \xi=\zeta_{1}-\zeta_{2}, \quad n=m_{1}-m_{2}
\end{gathered}
$$

It follows from (1.13) that

$$
\begin{array}{r}
\mathbf{u}_{1} \nabla \psi+\sigma \psi=-\mathbf{w} \cdot \nabla \varphi_{2}+b_{11} \psi+b_{12} \omega+b_{13} n+b_{10} \mathfrak{d} \text { in } \Omega \\
\Delta \mathbf{w}-\nabla \omega=\mathscr{A}_{1}(\mathbf{w})+R \mathscr{C}_{1}(\psi, \mathbf{w})+\mathscr{D} \text { in } \Omega \\
\operatorname{div} \mathbf{w}=b_{21} \psi+b_{22} \omega+b_{23} n+b_{20} \mathfrak{d} \text { in } \Omega \\
\quad-\operatorname{div}\left(\mathbf{u}_{1} \xi\right)+\sigma \xi=\operatorname{div}\left(\zeta_{2} \mathbf{w}\right)+\sigma \mathfrak{d} \text { in } \Omega  \tag{2.17}\\
\mathbf{w}=0 \quad \text { on } \partial \Omega, \psi=0 \text { on } \Sigma_{\text {in }}, \xi=0 \text { on } \Sigma_{\text {out }}, \\
\omega-\Pi \omega=0, \quad n=\varkappa \int_{\Omega}\left(b_{31} \psi+b_{32} \omega+b_{34} \xi+b_{30} \mathfrak{d}\right) d x
\end{array}
$$

Here the coefficients are given by the formula

$$
\begin{gather*}
b_{11}=\sigma\left(1-\mathfrak{g}_{2}\right)+\mathfrak{g}_{2} \Psi\left[\vartheta_{1}\right]-\mathfrak{g}_{2} \varrho_{2} \Phi_{1}\left(\varphi_{1}, \varphi_{2}\right)+\mathfrak{g}_{2} m_{2}-\frac{\sigma \mathfrak{g}_{2}}{\varrho_{0}}\left(\varphi_{1}+\varphi_{2}\right) \\
b_{12}=\lambda^{-1} \varrho_{2} \mathfrak{g}_{2}, \quad b_{13}=\mathfrak{g}_{2} \varrho_{1}, \quad b_{10}=\varrho_{1} \Psi\left[\vartheta_{1}\right]-\frac{\sigma}{\varrho_{0}} \varphi_{1}^{2}-\sigma \varphi_{1}+m_{1} \varrho_{1} \\
b_{21}=\mathfrak{g}_{2}\left(\frac{\sigma}{\varrho_{0}}+\Phi_{1}\left(\varphi_{1}, \varphi_{2}\right)\right), \quad b_{22}=-\mathfrak{g}_{2} / \lambda \\
b_{23}=-\mathfrak{g}_{2}, \quad b_{20}=\sigma \varphi_{1} \varrho_{0}^{-1}-\Psi\left[\vartheta_{1}\right]-m_{2},  \tag{2.18}\\
b_{31}=\varrho_{0}^{-1} \zeta_{1}\left(\sigma\left(1-\mathfrak{g}_{2}\right)+\mathfrak{g}_{2} \Psi\left[\vartheta_{1}\right]-\mathfrak{g}_{2} \varrho_{2} \Phi_{1}\left(\varphi_{1}, \varphi_{2}\right)\right. \\
\left.-\frac{\mathfrak{g}_{2} \sigma}{\varrho_{0}}\left(\varphi_{1}+\varphi_{2}\right)\right)-\mathfrak{g}_{2} \Phi_{1}\left(\varphi_{1}, \varphi_{2}\right)+m_{2} \mathfrak{g}_{1} \varrho_{0}^{-1} \zeta_{2} \\
b_{32}=\varrho_{0}^{-1} \zeta_{1} b_{12}-b_{22}, \quad b_{34}=\varrho_{0}^{-1} \Psi_{1}\left[\vartheta_{2}\right]+m_{2} \mathfrak{g}_{1}\left(1+\varrho_{0}^{-1} \varphi_{1}\right) \\
b_{30}=\varrho_{0}^{-1} \zeta_{1}\left(b_{10}-m_{1} \varrho_{1}\right)+\Psi\left[\vartheta_{1}\right]-m_{2}\left(1-\zeta_{2}-\varrho_{0}^{-1} \zeta_{2} \varphi_{2}\right) \\
\Phi_{1}\left(\varphi_{1}, \varphi_{2}\right)=\left(p^{\prime}\left(\varrho_{0}\right) \varrho_{0}\right)^{-1} \sigma \int_{0}^{1} H^{\prime}\left(\varphi_{1} s+\varphi_{2}(1-s)\right) d s
\end{gather*}
$$

and the operators $\mathscr{C}_{1}$ and $\mathscr{D}$ are defined by the equalities

$$
\begin{array}{r}
\mathscr{C}(\mathbf{w})=\mathscr{B}_{1}\left(\psi, \mathbf{u}_{1}, \mathbf{u}_{1}\right)+\mathscr{B}_{1}\left(\varrho_{2}, \mathbf{w}, \mathbf{u}_{1}\right)+\mathscr{B}_{1}\left(\varrho_{2}, \mathbf{u}_{2}, \mathbf{w}\right), \\
\mathscr{D}=\mathscr{A}_{1}\left(\mathbf{u}_{2}\right)-\mathscr{A}_{2}\left(\mathbf{u}_{2}\right)+R\left(\mathscr{B}_{1}\left(\varrho_{2}, \mathbf{u}_{2}, \mathbf{u}_{2}\right)-\mathscr{B}_{2}\left(\varrho_{2}, \mathbf{u}_{2}, \mathbf{u}_{2}\right)\right),
\end{array}
$$

where $\mathscr{A}_{i}$ and $\mathscr{B}_{i}$ are given by (1.8) with $\mathbf{N}_{i}$ instead of $\mathbf{N}$.
We consider $\mathscr{D}$ and $\mathfrak{d}$ as given functions and equality (2.17) as the system of equations and boundary conditions for unknowns $\mathbf{w}, \psi, \xi$, and $n$. The next step is crucial for further analysis. We replace equations (2.17) by an integral identity, which leads to the notion of a very weak solution to problem (2.17). To this end choose an arbitrary function $(\mathbf{H}, G, F, M) \in C^{\infty}(\Omega)^{6}$ such that $G-\Pi G=0$, and consider the auxiliary boundary value problems

$$
\begin{align*}
& \mathscr{L}^{*} \varsigma=F, \quad \mathscr{L} v=M \text { in } \Omega, \quad \varsigma=0 \quad \text { on } \quad \Sigma_{\text {out }}, \quad v=0 \quad \text { on } \quad \Sigma_{\text {in }} .  \tag{2.19}\\
& \Delta \mathbf{h}-\nabla g=\mathbf{H}, \quad \operatorname{div} \mathbf{h}=\Pi G \quad \text { in } \Omega, \quad \mathbf{h}=0 \quad \text { on } \partial \Omega, \quad \Pi g=g . \tag{2.20}
\end{align*}
$$

Since, under the assumptions of Theorem $1.6, \mathbf{u}$ and $\sigma$ meet all requirements of Corollary 1.5, each of problems (2.19) has a unique solution such that

$$
\begin{equation*}
\|\varsigma\|_{W^{s, r}(\Omega)} \leq c\|F\|_{W^{s, r}(\Omega)}, \quad\|v\|_{W^{s, r}(\Omega)} \leq c\|M\|_{W^{s, r}(\Omega)} \tag{2.21}
\end{equation*}
$$

where $c$ depends only on $\mathbf{U}, \Omega, r, s$, and $\sigma$. On the other hand, by virtue of Lemma 1.3 , problem (2.20) has a unique solution satisfying the inequality

$$
\begin{equation*}
\|\mathbf{h}\|_{W^{1+s, r}(\Omega)}+\|g\|_{W^{s, r}(\Omega)} \leq c\|\mathbf{H}\|_{W^{1+s, r}(\Omega)}+c\|G\|_{W^{s, r}(\Omega)} \tag{2.22}
\end{equation*}
$$

Recall that $\mathbf{w} \in W^{2,2}(\Omega)^{3} \cap C^{1}(\Omega)^{3}$ vanishes on $\partial \Omega$, and $(\omega, \psi, \xi) \in W^{1,2}(\Omega)^{3} \cap C(\Omega)^{3}$. Multiplying both sides of the first equation in system (2.17) by $\varsigma$, both sides of the fourth equation in (2.17) by $v$, integrating the results over $\Omega$, and using the Green formula for the Stokes equations, we obtain the system of integral equalities

$$
\begin{array}{r}
\int_{\Omega} \psi F d x=\int_{\Omega}\left(-\mathbf{w} \cdot \nabla \varphi_{2}+b_{11} \psi+b_{12} \omega+b_{13} n+b_{10} \mathfrak{d}\right) \varsigma d x \\
\int_{\Omega} \mathbf{w H} d x+\int_{\Omega} \omega G d x=\int_{\Omega}\left(b_{21} \psi+b_{22} \omega+b_{23} n+b_{20} \mathfrak{d}\right) g d x  \tag{2.23}\\
+\int_{\Omega}\left(\mathscr{A}_{1}(\mathbf{w})+R \mathscr{C}(\mathbf{w}, \psi)+\mathscr{D}\right) \mathbf{h} d x, \quad \int_{\Omega} \xi M d x=\int_{\Omega}\left(\operatorname{div}\left(\zeta_{2} \mathbf{w}\right)+\sigma \mathfrak{d}\right) v d x
\end{array}
$$

Next, since $\operatorname{div}\left(\varrho_{2} \mathbf{u}_{2}\right)=0$, we have

$$
\begin{aligned}
\int_{\Omega}\left(\mathscr{B}_{1}\left(\varrho_{2}, \mathbf{w}, \mathbf{u}_{1}\right)\right. & \left.+\mathscr{B}_{1}\left(\varrho_{2}, \mathbf{u}_{2}, \mathbf{w}\right)\right) \cdot \mathbf{h} d x \\
& =\int_{\Omega} \varrho_{2} \mathbf{w} \cdot\left(\nabla\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{1}\right) \cdot\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)-\left(\mathbf{N}_{1}^{-1}\right)^{*} \nabla\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)^{*} \mathbf{u}_{2}\right) d x
\end{aligned}
$$

On the other hand, integration by parts gives

$$
\int_{\Omega} \operatorname{div}\left(\zeta_{2} \mathbf{w}\right) v d x=-\int_{\Omega} \zeta_{2} \mathbf{w} \nabla v d x
$$

Using these identities and recalling the duality pairing, we can collect relations (2.23), together with the expression for $n$, in one integral identity

$$
\begin{gather*}
\int_{\Omega} \mathbf{w}\left(\mathbf{H}-R \varrho_{2} \nabla\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{1}\right) \cdot\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)+R \varrho_{2}\left(\mathbf{N}_{1}^{-1}\right)^{*} \nabla\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)^{*} \mathbf{u}_{2}\right) d x \\
-\mathfrak{B}\left(\mathbf{w}, \varphi_{2}, \varsigma\right)-\mathfrak{B}\left(\mathbf{w}, v, \zeta_{2}\right)-\mathfrak{A}_{1}(\mathbf{w}, \mathbf{h})+\left\langle\omega, G-b_{12} \varsigma-b_{22} g-\varkappa b_{32}\right\rangle  \tag{2.24}\\
+\left\langle\psi, F-b_{11} \varsigma-b_{21} g-\varkappa b_{31}-R \mathbf{u}_{1} \cdot \nabla\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{1}\right) \cdot \mathbf{N}_{1}^{-1} \mathbf{h}\right\rangle \\
+\left\langle\xi, M-\varkappa b_{34}\right\rangle+n-n\left\langle 1, b_{13} \varsigma+b_{23} g\right\rangle=\left\langle\mathfrak{d}, b_{10} \varsigma+b_{20} g+\varkappa b_{30}+\sigma v\right\rangle+\langle\mathscr{D}, \mathbf{W}\rangle .
\end{gather*}
$$

Here, the trilinear form $\mathfrak{B}$ and the bilinear form $\mathfrak{A}_{1}$ are defined by the equalities

$$
\mathfrak{B}\left(\mathbf{w}, \varphi_{2}, \varsigma\right)=-\int_{\Omega} \varsigma \mathbf{w} \cdot \nabla \varphi_{2} d x, \quad \mathfrak{A}_{1}(\mathbf{w}, \mathbf{h})=\int_{\Omega} \mathscr{A}_{1}(\mathbf{w}) \cdot \mathbf{h} d x
$$

Note that relations (2.24) are well defined for all $\mathbf{w} \in \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)$ and $\psi, \xi \in \mathbb{W}^{-s, r^{\prime}}(\Omega)$. It is obviously true for all terms, with the possible exception of $\mathfrak{A}_{1}$ and $\mathfrak{B}$. Wellposedness of the form $\mathfrak{B}$ follows from Lemma 1.7. The well-posedness of the form $\mathfrak{A}_{1}$ results from the following lemma; the proof is given in Appendix A.

LEMMA 2.2. Let $s r>3,1 / 2 \leq s \leq 1$, and $\mathbf{w} \in \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega) \cap W_{0}^{1,2}(\Omega), \mathbf{h} \in$ $W^{1+s, r}(\Omega)$, and $\mathbf{N}_{1}$ satisfy (1.39). Then there is a constant $c$ depending only on $s, r$, and $\Omega$ such that

$$
\begin{equation*}
\left|\mathfrak{A}_{1}(\mathbf{w}, \mathbf{h})\right| \leq c \tau^{2}\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}\|\mathbf{h}\|_{W^{1+s, r}(\Omega)} \tag{2.25}
\end{equation*}
$$

Consequently, the form $\mathfrak{A}_{1}$ can be continuously extended to $\mathfrak{A}_{1}$ : $\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)^{3} \times W^{1+s, r}$ $(\Omega)^{3} \mapsto \mathbb{R}$.

Thus, relations (2.24) are well defined for all $(\mathbf{w}, \psi, \omega, \xi) \in \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)^{3} \times$ $\mathbb{W}^{-s, r^{\prime}}(\Omega)^{3}$. Equalities (2.24) along with (2.19), (2.20) are called the very weak formulation of problem (2.17). The natural question is the uniqueness of solutions to such weak formulation. The following theorem, which is the main result of this section, guarantees the uniqueness of very weak solutions for sufficiently small $\tau$.

Theorem 2.3. Let $s, r$, and $\sigma$ satisfy condition (1.38), parameters $\lambda, R$ and matrices $\mathbf{N}_{i}, i=1,2$, satisfy conditions (1.39), and constants $\tau$ meet all requirements of Theorem 1.6. Also let the solutions $\left(\vartheta_{i}, \zeta_{i}, m_{i}\right), i=1,2$, to problem (1.13) with the matrices $\mathbf{N}_{i}, i=1,2$, belong to $\mathcal{B}_{\tau} \times X^{s, r} \times \mathbb{R}$. Furthermore, assume that, for any $(\mathbf{H}, G, F, M) \in C^{\infty}(\Omega)^{6}$ and for $(\varsigma, v, \mathbf{h}, g)$ satisfying (2.19)-(2.20), the elements $(\mathbf{w}, \omega, \psi, \xi) \in \mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)^{3} \times \mathbb{W}^{-s, r^{\prime}}(\Omega)^{3}$ and the constant $n$ satisfy identity (2.24).

Then there are constants $c, \tau_{1}$ depending only on $s, r, \sigma$, and $\Omega, \mathbf{U}$ such that, for $\tau \in\left(0, \tau_{1}\right]$, we have

$$
\begin{align*}
\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}+\|\omega\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)} & +\|\xi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+|n|  \tag{2.26}\\
& \leq c\left(\|\mathscr{D}\|_{L^{1}(\Omega)}+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}(\Omega)}\right)
\end{align*}
$$

Proof. The proof is based upon two auxiliary lemmas; the first lemma establishes the bounds for coefficients of problem (2.17).

Lemma 2.4. Under the assumptions of Theorem 2.3, all the coefficients of identity (2.24) satisfy the inequalities $\left\|b_{i j}\right\|_{X^{s, r}} \leq c$; furthermore

$$
\begin{align*}
\left\|b_{12}\right\|_{X^{s, r}}+\left\|b_{22}\right\|_{X^{s, r}}+\left\|b_{11}\right\|_{X^{s, r}}+\left\|b_{10}\right\|_{X^{s, r}}+\left\|b_{20}\right\|_{X^{s, r}} \leq c \tau \\
\left\|b_{31}\right\|_{X^{s, r}}+\left\|b_{32}\right\|_{X^{s, r}}+\left\|b_{34}\right\|_{X^{s, r}} \leq c \tau \tag{2.27}
\end{align*}
$$

Proof. The proof follows from Lemma 2.1 combined with formula (2.18).

In order to formulate the second auxiliary result we introduce the following denotations:

$$
\begin{gathered}
\mathfrak{I}_{1}=\left\langle\psi, b_{11} \varsigma\right\rangle+\left\langle\omega, b_{12} \varsigma\right\rangle+\left\langle\mathfrak{d}, b_{10} \varsigma\right\rangle, \quad \mathfrak{I}_{2}=\left\langle\psi, b_{21} g\right\rangle+\left\langle\omega, b_{22} g\right\rangle+\left\langle\mathfrak{d}, b_{20} g\right\rangle, \\
\mathfrak{I}_{3}=\varkappa\left(\left\langle\psi, b_{31}\right\rangle+\left\langle\omega, b_{32}\right\rangle+\left\langle\xi, b_{34}\right\rangle+\left\langle\mathfrak{d}, b_{30}\right\rangle\right), \quad \mathfrak{I}_{4}=\left\langle\psi, \mathbf{u}_{2} \nabla\left(\mathbf{N}_{1} \mathbf{u}_{1}\right) \cdot \mathbf{N}_{1}^{-1} \mathbf{h}\right\rangle, \\
\mathfrak{I}_{5}=\int_{\Omega} \varrho_{2} \mathbf{w} \cdot\left(\nabla\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{1}\right) \cdot\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)-\left(\mathbf{N}_{1}^{-1}\right)^{*} \nabla\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)^{*} \mathbf{u}_{2}\right) d x \\
\mathfrak{G}=\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}+\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\omega\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\xi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)} \\
\mathfrak{Q}=\|\mathbf{H}\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|G\|_{W^{s, r}(\Omega)}+\|F\|_{W^{s, r}(\Omega)}+\|M\|_{W^{s, r}(\Omega)}
\end{gathered}
$$

Lemma 2.5. Under the assumptions of Theorem 2.3, there is a constant $c$, depending only on $\mathbf{U}, \Omega, s, r$, and $\sigma$, such that

$$
\begin{gather*}
\mathfrak{I}_{1} \leq c \tau \mathfrak{Q}\left[\mathfrak{G}+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}(\Omega)}\right]  \tag{2.28}\\
\mathfrak{I}_{2} \leq c \mathfrak{Q}\left[\tau \mathfrak{G}+\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}(\Omega)}\right]  \tag{2.29}\\
\mathfrak{I}_{3} \leq c \tau\left[\mathfrak{G}+\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}\right], \quad \mathfrak{I}_{4}+\mathfrak{I}_{5} \leq c \mathfrak{Q} \mathfrak{G} . \tag{2.30}
\end{gather*}
$$

Proof. We have

$$
\begin{aligned}
&\left\langle\psi, b_{11} \varsigma\right\rangle+\left\langle\omega, b_{12} \varsigma\right\rangle+\left\langle\mathfrak{d}, b_{10} \varsigma\right\rangle \leq\left\|b_{11} \varsigma\right\|_{W^{s, r}(\Omega)}\|\psi\|_{\mathbb{W}-s, r^{\prime}(\Omega)} \\
& \quad+\left\|b_{12} \varsigma\right\|_{W^{s, r}(\Omega)}\|\omega\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\left\|b_{10} \varsigma\right\|_{W^{s, r}(\Omega)}\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}
\end{aligned}
$$

Recall that, for $r s>3, W^{s, r}(\Omega)$ is a Banach algebra. From this, estimate (2.21), and inequalities (2.27), we obtain

$$
\begin{gathered}
\left\|b_{11} \varsigma\right\|_{W^{s, r}(\Omega)}\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\left\|b_{12} \varsigma\right\|_{W^{s, r}(\Omega)}\|\omega\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\left\|b_{10} \varsigma\right\|_{W^{s, r}(\Omega)}\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)} \\
\leq c\|\varsigma\|_{W^{s, r}(\Omega)}\left(\left\|b_{11}\right\|_{W^{s, r}(\Omega)}\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\left\|b_{12}\right\|_{W^{s, r}(\Omega)}\|\omega\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}\right. \\
\left.\quad+\left\|b_{10}\right\|_{W^{s, r}(\Omega)}\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}\right) \\
\leq c \tau\|F\|_{W^{s, r}(\Omega)}\left(\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\omega\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}\right)
\end{gathered}
$$

which gives (2.28). Repeating these arguments and using inequality (2.21), we obtain the estimates for $\mathfrak{I}_{2}$ and $\mathfrak{I}_{3}$. Next we have

$$
\begin{aligned}
\left\|\mathbf{u}_{2} \cdot \nabla\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{1}\right) \cdot \mathbf{N}_{1}^{-1} \mathbf{h}\right\|_{W^{s, r}(\Omega)} & \leq c\left\|\mathbf{u}_{2}\right\|_{W^{s, r}(\Omega)}\left\|\mathbf{u}_{1}\right\|_{W^{1+s, r}(\Omega)}\|\mathbf{h}\|_{W^{1+s, r}(\Omega)} \\
& \leq c\|\mathbf{H}\|_{W^{1+s, r}(\Omega)},
\end{aligned}
$$

which gives the estimate for $\mathfrak{I}_{4}$. Since the embeddings $W^{s, r}(\Omega) \hookrightarrow C(\Omega), W^{1+s, r}(\Omega) \hookrightarrow$ $C^{1}(\Omega)$ are bounded and $\left\|\mathbf{N}^{ \pm 1}\right\|_{C^{1}(\Omega)} \leq c$, we have

$$
\varrho_{2}\left|\nabla\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{1}\right)\right|\left|\mathbf{N}_{1}^{-1} \mathbf{h}\right|+\varrho_{2}\left|\left(\mathbf{N}_{1}^{-1} \mathbf{u}_{2}\right)\right|\left|\nabla\left(\mathbf{N}_{1}^{-1} \mathbf{h}\right)\right| \leq c\|\mathbf{h}\|_{W^{1+s, r}(\Omega)}
$$

which leads to the inequality

$$
\mathfrak{I}_{5} \leq c\|\mathbf{h}\|_{W^{1+s, r}(\Omega)}\|\mathbf{w}\|_{L^{1}(\Omega)} \leq c\left(\|\mathbf{H}\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|G\|_{W^{s, r}(\Omega)}\right)\|\mathbf{w}\|_{\mathcal{W}^{1-s, r^{\prime}}(\Omega)}
$$

and the proof of Lemma 2.5 is completed.

Let us return to the proof of Theorem 2.3. It follows from the duality principle that the theorem is proved provided we show that, under the assumptions of Theorem 1.6 , the following inequality holds:

$$
\begin{align*}
& \sup _{\mathfrak{Q}(\mathbf{H}, G, F, M)=1}(\langle\mathbf{w}, \mathbf{H}\rangle+\langle\omega, G\rangle+\langle\psi, F\rangle+\langle\xi, M\rangle)+|n| \\
& \leq c \tau(\mathfrak{G}(\mathbf{w}, \omega, \psi, \xi)+|n|)+c\left(\|\mathscr{D}\|_{L^{1}(\Omega)}+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}(\Omega)}\right), \tag{2.31}
\end{align*}
$$

where the constant $c$ depends only on $\Omega, \mathbf{U}$ and $r, s, \sigma$. Therefore, our task is to estimate step by step all terms in the left-hand side of (2.31). We begin with an estimate for the term $\langle\psi, F\rangle$. To this end, take $\mathbf{H}=\mathbf{h}=0, G=g=0, M=v=0$, and rewrite identity (2.24) in the form

$$
\langle\psi, F\rangle=\mathfrak{B}\left(\mathbf{w}, \varphi_{2}, \varsigma\right)+\mathfrak{I}_{1}+\mathfrak{I}_{3}+n\left\langle 1, b_{13} \varsigma\right\rangle-n
$$

By virtue of Lemma 1.7 and estimate (2.22), we have

$$
\begin{equation*}
\mathfrak{B}\left(\mathbf{w}, \varphi_{2}, \varsigma\right) \leq c \tau\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}\|\varsigma\|_{W^{s, r}(\Omega)} \leq c \tau\|\mathbf{w}\|_{W^{1-s, r^{\prime}}(\Omega)}\|F\|_{W^{s, r}(\Omega)} \tag{2.32}
\end{equation*}
$$

On the other hand, Lemma 2.4 and inequality (2.21) yield $\left|\left\langle 1, b_{13} \varsigma\right\rangle\right| \leq c\|F\|_{W^{s, r}(\Omega)}$. From this and (2.28), (2.30) we finally obtain

$$
\begin{equation*}
\langle\psi, F\rangle \leq|n|+c\|F\|_{W^{s, r}(\Omega)}\left[\tau \mathfrak{G}+\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+|n|\right] . \tag{2.33}
\end{equation*}
$$

Moreover, by virtue of the duality principle

$$
\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}=\sup _{\|F\|_{W^{s, r}(\Omega)}=1}|\langle\psi, F\rangle|
$$

we have the following estimate for $\psi$ :

$$
\begin{equation*}
\|\psi\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)} \leq c \tau \mathfrak{G}+c\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+c|n| . \tag{2.34}
\end{equation*}
$$

Let us estimate w and $\omega$. Substituting $F=\varsigma=0$ and $M=v=0$ into (2.24) we obtain

$$
\langle\mathbf{w}, \mathbf{H}\rangle+\langle\omega, G\rangle=\mathfrak{A}_{1}(\mathbf{w}, \mathbf{h})+\mathfrak{I}_{2}+\mathfrak{I}_{3}+R \mathfrak{I}_{4}+R \mathfrak{I}_{5}+n\left\langle 1, b_{23} g\right\rangle-n+\langle\mathscr{D}, \mathbf{h}\rangle .
$$

By virtue of Lemma 2.2 and (2.22), the first term in the right-hand side is bounded:

$$
\left|\mathfrak{A}_{1}(\mathbf{w}, \mathbf{h})\right| \leq c \tau^{2}\left(\|\mathbf{H}\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|G\|_{W^{s, r}(\Omega)}\right)\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}
$$

Next we have

$$
\left|n\left\langle 1, b_{23} g\right\rangle\right| \leq c\left(\|\mathbf{H}\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|G\|_{W^{s, r}(\Omega)}\right)|n|
$$

Obviously

$$
|\langle\mathscr{D}, \mathbf{W}\rangle| \leq c\|\mathscr{D}\|_{L^{1}(\Omega)}\|\mathbf{h}\|_{C(\Omega)} \leq c\left(\|\mathbf{H}\|_{\mathcal{W}^{s-1, r}(\Omega)}+\|G\|_{W^{s, r}(\Omega)}\right)\|\mathscr{D}\|_{L^{1}(\Omega)}
$$

These inequalities together with estimates (2.29)-(2.30) and inequality $R \leq \tau^{2}$ imply

$$
\begin{gathered}
\langle\mathbf{w}, \mathbf{H}\rangle+\langle\omega, G\rangle \leq|n|+c \tau \mathfrak{Q} \mathfrak{G} \\
+c \mathfrak{Q}\left(\|\psi\|_{\mathbb{W}-s, r^{\prime}(\Omega)}+|n|+\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\mathscr{D}\|_{L^{1}(\Omega)}\right) .
\end{gathered}
$$

Combining this result with (2.34), we obtain

$$
\begin{equation*}
\langle\mathbf{w}, \mathbf{H}\rangle+\langle\omega, G\rangle \leq|n|+c \tau \mathfrak{Q} \mathfrak{G}+c \mathfrak{Q}\left(|n|+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}(\Omega)}+\|\mathscr{D}\|_{L^{1}(\Omega)}\right), \tag{2.35}
\end{equation*}
$$

where $\mathfrak{Q}=\mathfrak{Q}(\mathbf{H}, G, 0,0)$. For $G=0$ and by the duality principle

$$
\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}=\sup _{\|\mathbf{H}\|_{\mathcal{W}^{s-1, r}(\Omega)}=1}\langle\mathbf{H}, \mathbf{w}\rangle,
$$

we conclude that

$$
\begin{equation*}
\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)} \leq|n|+c \tau \mathfrak{G}+c\left(|n|+\|\mathfrak{d}\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\|\mathscr{D}\|_{L^{1}(\Omega)}\right) . \tag{2.36}
\end{equation*}
$$

Next, substituting $\mathbf{H}=\mathbf{h}=0, G=g=F=\varsigma=0$ into identity (2.24), we arrive at

$$
\langle\xi, M\rangle=\mathfrak{B}\left(\mathbf{w}, \zeta_{2}, v\right)+\mathfrak{I}_{3}+\sigma\langle\mathfrak{d}, v\rangle-n .
$$

Lemma 1.7 and (2.21) give the estimate for the first term:

$$
\left|\mathfrak{B}\left(\mathbf{w}, \zeta_{2}, v\right)\right| \leq c\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}\|v\|_{W^{s, r}(\Omega)} \leq c\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}\|M\|_{W^{s, r}(\Omega)}
$$

From this and estimates $(2.30),(2.21)$, we obtain

$$
\langle\xi, M\rangle \leq c \tau \mathfrak{Q} \mathfrak{G}+c \mathfrak{Q}\left(\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}}(\Omega)\right)+|n| .
$$

Combining this result with inequality (2.36), we arrive at

$$
\begin{equation*}
\langle\xi, M\rangle \leq c \mathfrak{Q}\left(\tau \mathfrak{G}+|n|+\|\mathfrak{d}\|_{\mathbb{W}^{-s}, r^{\prime}(\Omega)}+\|\mathscr{D}\|_{L^{1}(\Omega)}\right)+c|n| . \tag{2.37}
\end{equation*}
$$

Finally, choosing all test functions in (2.24) equal to 0 , we obtain $n=\mathfrak{I}_{3}$, which together with (2.30) yields

$$
\begin{equation*}
|n| \leq c \tau \mathfrak{Q}\left(\mathfrak{G}+\|\mathfrak{d}\|_{\mathbb{W}-s, r^{\prime}(\Omega)}\right) \tag{2.38}
\end{equation*}
$$

From (2.33), (2.35), (2.37), combined with (2.38), it follows (2.31), and the proof of Theorem 2.3 is completed.

Uniqueness of solutions. The important consequence of Theorem 2.3 is the following result on uniqueness of solutions to problem (1.13).

Proposition 2.6. Under the assumptions of Theorem 1.6, there exists a positive $\tau_{0}$ such that, for all $\tau \in\left(0, \tau_{0}\right]$, problem (1.13) admits a unique solution in the ball $\mathcal{B}_{\tau}$.

Proof. If for some $\mathbf{N}$ the problem has two distinct solutions $\left(\vartheta_{i}, \zeta_{i}, m_{i}\right), i=1,2$, with $\vartheta_{i} \in \mathcal{B}_{\tau}$, then the corresponding finite differences of the solutions $\mathbf{w}, \psi, \omega$, and $\xi$ meet all requirements of Theorem 2.3 with $\mathfrak{d}=0$ and $\mathscr{D}=0$. Therefore, in view of (2.26) all the elements $\mathbf{w}, \psi, \omega$, and $\xi$ are equal to 0 , which completes the proof.

## 3. Proofs of Theorems 1.9 and 1.11.

Proof of Theorem 1.9. Let us consider a family of matrices $\mathbf{N}(\varepsilon)$ having representation (1.6) and the sequence of corresponding solutions $(\vartheta(\varepsilon), \zeta(\varepsilon), m(\varepsilon))$ to problem (1.13), where $\vartheta(\varepsilon)=(\mathbf{u}(\varepsilon), \pi(\varepsilon), \varphi(\varepsilon))$. By virtue of (1.41), we can assume that, possibly after passing to a subsequence, the sequence $(\vartheta(\varepsilon), \zeta(\varepsilon), m(\varepsilon))$ converges weakly in $\left(Y^{s, r}\right)^{3} \times\left(X^{s, r}\right)^{3} \times \mathbb{R}$ to some element $(\vartheta, \zeta, m)$, which satisfies equations (1.13) with $\mathbf{N}=\mathbf{I}$ and meets all requirements of Theorem 1.6. Since the solution $(\vartheta, \zeta, m)$ to problem (1.13) is unique, the limit is independent of the choice of a subsequence,
and the whole sequence converges to the limit $(\vartheta, \zeta, m)$. It follows from (2.17) that the differences $\vartheta-\vartheta(\varepsilon), \zeta-\zeta(\varepsilon), m-m(\varepsilon)$ satisfy (2.17), with the coefficients $b_{i j}^{(\varepsilon)}$ and the operator $\mathscr{D}_{\varepsilon}$ given by formula (2.18) with

$$
\mathbf{N}_{1}=\mathbf{I}, \mathbf{N}_{2}=\mathbf{N}(\varepsilon),\left(\vartheta_{1}, \zeta_{1}, m_{1}\right)=(\vartheta, \zeta, m),\left(\vartheta_{2}, \zeta_{2}, m_{2}\right)=(\vartheta(\varepsilon), \zeta(\varepsilon), m(\varepsilon))
$$

In particular, the operator $\mathscr{D}_{\varepsilon}$ is defined by the equality

$$
\begin{aligned}
& \mathscr{D}_{\varepsilon}=R \varrho(\varepsilon)\left(\mathbf{u}(\varepsilon) \nabla \mathbf{u}(\varepsilon)-\left(\mathbf{N}(\varepsilon)^{*}\right)^{-1}\left(\mathbf{u}(\varepsilon) \nabla\left(\mathbf{N}(\varepsilon)^{-1} \mathbf{u}(\varepsilon)\right)\right)\right) \\
& +\left(\mathbf{N}(\varepsilon)^{*}\right)^{-1} \operatorname{div}\left(\mathfrak{g}^{-1}(\varepsilon) \mathbf{N}(\varepsilon) \mathbf{N}(\varepsilon)^{*} \nabla\left(\mathbf{N}(\varepsilon)^{-1} \mathbf{u}(\varepsilon)\right)\right)-\Delta \mathbf{u}(\varepsilon)
\end{aligned}
$$

and admits the representation $\mathscr{D}_{\varepsilon}=\varepsilon \mathscr{D}_{0}(\mathfrak{d}, \mathbf{D})+\varepsilon^{2} \mathscr{D}_{1}(\varepsilon)$, where $\mathscr{D}_{0}$ is given by (1.45). Moreover, since the norms $\|\varrho(\varepsilon)\|_{C(\Omega)}$ and $\|\mathbf{u}(\varepsilon)\|_{W^{2,2}(\Omega)}$ are uniformly bounded, we have

$$
\begin{equation*}
\left\|\mathscr{D}_{1}(\varepsilon)\right\|_{L^{2}(\Omega)} \leq c(\mathbf{U}, \Omega, \sigma) \tag{3.1}
\end{equation*}
$$

Next note that $\mathfrak{g}(\varepsilon)$ admits the decomposition $\mathfrak{g}(\varepsilon)=1+\varepsilon \mathfrak{d}+\varepsilon^{2} \mathfrak{d}_{1}(\varepsilon)$, where $\mathfrak{d}=$ $\operatorname{Tr} \mathbf{D}$ and the reminder $\mathfrak{d}_{1}(\varepsilon)$ is uniformly bounded in $C^{1}(\Omega)$. Proceeding as in the previous section and recalling the equalities $\mathscr{A}_{1}=\mathfrak{A}_{1}=0$, we conclude that the finite differences

$$
\left(\mathbf{w}_{\varepsilon}, \omega_{\varepsilon}, \psi_{\varepsilon}\right)=\varepsilon^{-1}(\vartheta-\vartheta(\varepsilon)), \quad \xi_{\varepsilon}=\varepsilon^{-1}(\zeta-\zeta(\varepsilon)), \quad n_{\varepsilon}=\varepsilon^{-1}(m-m(\varepsilon))
$$

satisfy the integral identity

$$
\begin{gathered}
\int_{\Omega} \mathbf{w}_{\varepsilon}\left(\mathbf{H}-\varrho(\varepsilon) \nabla \mathbf{u} \cdot \mathbf{h}+R \varrho(\varepsilon) \nabla \mathbf{h}^{*} \mathbf{u}(\varepsilon)\right) d x \\
(3.2) \quad-\mathfrak{B}\left(\mathbf{w}_{\varepsilon}, \varphi(\varepsilon), \varsigma\right)-\mathfrak{B}\left(\mathbf{w}_{\varepsilon}, v, \zeta(\varepsilon)\right)+\left\langle\omega_{\varepsilon}, G-b_{12}^{(\varepsilon)} \varsigma-b_{22}^{(\varepsilon)} g-\varkappa b_{32}^{(\varepsilon)}\right\rangle \\
+\left\langle\psi_{\varepsilon}, F-b_{11}^{(\varepsilon)} \varsigma-b_{21}^{(\varepsilon)} g-\varkappa b_{31}^{(\varepsilon)}-R \mathbf{u} \cdot \nabla \mathbf{u} \cdot \mathbf{h}\right\rangle+\left\langle\xi_{\varepsilon}, M-\varkappa b_{34}^{(\varepsilon)}\right\rangle+n_{\varepsilon} \\
-n_{\varepsilon}\left\langle 1, b_{13}^{(\varepsilon)} \varsigma+b_{23}^{(\varepsilon)} g\right\rangle=\left\langle\mathfrak{d}+\varepsilon \mathfrak{d}_{1}(\varepsilon), b_{10}^{(\varepsilon)} \varsigma+b_{20}^{(\varepsilon)} g+\varkappa b_{30}^{(\varepsilon)}+\sigma v\right\rangle+\left\langle\mathscr{D}_{0}+\varepsilon \mathscr{D}_{1}(\varepsilon), \mathbf{h}\right\rangle,
\end{gathered}
$$

along with the orthogonality conditions $\left\langle\omega_{\varepsilon}, 1\right\rangle=0$. Here $(\mathbf{H}, G, F, M)$ are arbitrary smooth functions such that $G=\Pi G$, and the test functions $\varsigma, v, g$, and $\mathbf{h}$ are defined by equations (2.19), (2.20); therefore, the test functions are independent of $\varepsilon$. Recall that the elements $\vartheta_{1}=\vartheta$ and $\vartheta_{2}=\vartheta(\varepsilon)$ belong to the ball $\mathcal{B}_{\tau}$ and meet all requirements of Theorem 2.3. Hence, there exists $\tau_{1}>0$, depending only on $\Omega, \mathbf{U}$ and $s, r, \sigma$, such that the conditions

$$
\lambda^{-1}, \quad R \leq \tau^{2}, \quad\|\mathbf{N}(\varepsilon)-\mathbf{I}\|_{C^{1}(\Omega)} \leq \tau^{2}, \quad 0<\tau \leq \tau_{1}
$$

imply

$$
\begin{aligned}
&\left\|\mathbf{w}_{\varepsilon}\right\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}+\left\|\omega_{\varepsilon}\right\|_{\mathbb{W}-s, r^{\prime}(\Omega)}+\left\|\psi_{\varepsilon}\right\|_{\mathbb{W}-s, r^{\prime}(\Omega)}+\left\|\xi_{\varepsilon}\right\|_{\mathbb{W}^{-s, r^{\prime}}(\Omega)}+\left|n_{\varepsilon}\right| \\
& \leq c\left(\left\|\mathscr{D}_{0}+\varepsilon \mathscr{D}_{1}\right\|_{L^{1}(\Omega)}+\left\|\mathfrak{d}+\varepsilon \mathfrak{d}_{1}\right\|_{C^{2}(\Omega)}\right) \leq c
\end{aligned}
$$

Therefore, after possibly passing to a subsequence, we can assume that the sequence $\mathbf{w}_{\varepsilon}$ converges to $\mathbf{w}$ weakly in $\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)$, and $\left(\omega_{\varepsilon}, \psi_{\varepsilon}, \xi_{\varepsilon}\right)$ converge to $(\omega, \psi, \xi)(*)$ weakly in $\mathbb{W}^{-s, r^{\prime}}(\Omega)$ as $\varepsilon \rightarrow 0$.

Next, choose $s^{\prime}>s$ satisfying conditions (1.38). By virtue of Theorem 1.6, there exists $\tau_{0}^{\prime}>0$ (depending only on $\left.\Omega, \mathbf{U}, r, s, \sigma\right)$ such that, for all $\tau \in\left(0, \tau_{0}^{\prime}\right]$, the functions $(\vartheta(\varepsilon), \zeta(\varepsilon))$ are bounded in $\left(Y^{s^{\prime}, r}\right)^{3} \times\left(X^{s^{\prime}, r}\right)^{3}$. It follows from this that the family $\mathbf{u}(\varepsilon)=\mathbf{u}_{0}+\mathbf{u}(\varepsilon)$ converges to $\mathbf{u}$ strongly in $Y^{s, r}$, and $(\varphi(\varepsilon), \pi(\varepsilon), \zeta(\varepsilon))$ converges to $(\varphi, \pi, \zeta)$ strongly in $X^{s, r}$. Therefore, by virtue of Lemma 2.1, the sequence $b_{i j}^{(\varepsilon)}$ converges strongly in $X^{s, r}$ to $b_{i j}^{0}$. Hence, we can pass to the limit in (3.2). It is easy to see that the limits, the vector field $\mathbf{w}$, and the functionals $\psi, \omega, \xi$ are given by a unique weak solution to problem (1.42) and, in addition, meet all requirements of Definition 1.8. It remains to note that, by virtue of Theorem 2.3, the limit is independent of the choice of a subsequence, which completes the proof of Theorem 1.9.

Proof of Theorem 1.11. Assume that $r, s, \sigma$, and $\tau$ satisfy inequalities (1.31), (1.38), and that $\vartheta=(\mathbf{u}, \pi, \varphi) \in \mathcal{B}_{\tau}$ is a solution to problem (1.13) given by Theorem 1.6. Denote by $Y_{0}^{s, r}$ the subspace of the space $Y^{s, r}$ of all functions vanishing on $\partial \Omega$, by $X_{\mathrm{in}}^{s, r}$ and $X_{\text {out }}^{s, r}$ the subspaces of $X^{s, r}$ which consist of all functions vanishing on $\Sigma_{\text {in }}$ and $\Sigma_{\text {out }}$, respectively, and by $X_{\Pi}^{s, r}$ the subspace of all function in $X^{s, r}$ having the zero mean value. Introduce the Banach spaces $\mathcal{E}=\left(Y_{0}^{s, r}\right)^{3} \times X_{\Pi}^{s, r} \times X_{\text {out }}^{s, r} \times X_{\mathrm{in}}^{s, r} \times \mathbb{R}$ and $\mathcal{F}=\left(Z^{s, r}\right)^{3} \times X_{\Pi}^{s, r} \times\left(X^{s, r}\right)^{2} \times \mathbb{R}$. Our first task is to show that, for all $\Theta \in \mathcal{F}$, problem (1.52), (1.49) has a unique solution $Y \in \mathcal{E}$. We begin with the observation that, by virtue of Lemma 1.3, the Stokes operator has the bounded inverse

$$
\left(\begin{array}{lr}
\Delta & -\nabla \\
\operatorname{div} & 0
\end{array}\right)^{-1}:\left(Z^{s, r}\right)^{3} \times X_{\Pi}^{s, r} \rightarrow\left(Y_{0}^{s, r}\right)^{3} \times X_{\Pi}^{s, r}
$$

On the other hand, by virtue of Corollary 1.5, the operators $\mathscr{L}$ and $\mathscr{L}^{*}$ from (1.48) have the bounded inverses $\mathscr{L}^{-1}: X^{s, r} \rightarrow X_{\mathrm{in}}^{s, r},\left(\mathscr{L}^{*}\right)^{-1}: X^{s, r} \rightarrow X_{\text {out }}^{s, r}$. Therefore, there exists the bounded operator

$$
\left(\begin{array}{lcl}
\mathscr{L}^{*} & 0 & 0 \\
0 & \mathscr{L} & 0 \\
-\mathbb{B}_{1,3} & 0 & 1
\end{array}\right)^{-1}:\left(X^{s, r}\right)^{2} \times \mathbb{R} \rightarrow X_{\text {out }}^{s, r} \times X_{\text {in }}^{s, r} \times \mathbb{R} .
$$

It follows from this that, for all $\Theta \in \mathcal{F}$, the equation $\mathfrak{L} \mathbf{Y}=\Theta$ has a unique solution satisfying boundary conditions (1.49) and the inequality $\|\mathbf{Y}\|_{\mathcal{E}} \leq c\|\Theta\|_{\mathcal{F}}$, where the constant $c$ is independent of $\tau$. Let us consider the operators $\mathfrak{U}$. By virtue of Lemma 1.7, we have

$$
\|\varsigma \nabla \varphi\|_{\mathcal{W}^{s-1, r}(\Omega)} \leq c \tau\|\varsigma\|_{X^{s, r}} .
$$

It is easy to see that

$$
\|\varsigma \nabla \varphi\|_{L^{2}(\Omega)} \leq c\|\varsigma\|_{X^{s, r}}\|\nabla \varphi\|_{L^{2}(\Omega)} \leq c\|\varsigma\|_{X^{s, r}}\|\varphi\|_{X^{s, r}} \leq c \tau\|\varsigma\|_{X^{s, r}} .
$$

Combining the obtained estimates we get the inequality $\|\varsigma \nabla \varphi\|_{Z^{s, r}} \leq c \tau\|\varsigma\|_{X^{s, r}}$. Repetition of these arguments gives the inequality $\|\zeta \nabla v\|_{Z^{s, r}} \leq c\|v\|_{X^{s, r}}$. Since the norms $\left\|b_{i j}^{0}\right\|_{X^{s, r}}$ are uniformly bounded, we conclude from this that $\|\mathfrak{U Y}\|_{\mathcal{F}} \leq c\|Y\|_{\mathcal{E}}$. Finally, let us consider the operator $\mathfrak{V}$. Since the space $X^{s, r}$ is the commutative Banach algebra and $\nabla \mathbf{u} \in X^{s, r}$, we have

$$
\|R \mathbf{u} \nabla \mathbf{u h}\|_{X^{s, r}} \leq c \tau^{2}\|\mathbf{h}\|_{X^{s, r}}, \quad\|R \varrho(\nabla \mathbf{u}+\mathbf{u} \nabla) \mathbf{h}\|_{X^{s, r}} \leq c \tau^{2}\|\mathbf{h}\|_{Y^{s, r}}
$$

On the other hand, by virtue of Lemma 2.1 and (1.43), the coefficients $b_{i j}^{0}$ in the expression for $\mathfrak{V}$ satisfy the inequalities

$$
\left\|b_{12}^{0}\right\|_{X^{s, r}}+\left\|b_{11}^{0}\right\|_{X^{s, r}}+\left\|b_{31}^{0}\right\|_{X^{s, r}}+\left\|b_{32}^{0}\right\|_{X^{s, r}}+\left\|b_{34}^{0}\right\|_{X^{s, r}} \leq c \tau
$$

which yield the estimate $\|\mathfrak{V Y}\|_{\mathcal{F}} \leq c \tau\|Y\|_{\mathcal{E}}$. Thus we get that the diagonal matrix operator $\mathfrak{L}$ has the bounded inverse, $\mathfrak{U}$ is the bounded upper triangular (with respect to $\mathfrak{L}$ ) matrix operator, and $\mathfrak{V}$ is the small bounded operator. Hence, for all sufficiently small $\tau$ the operator $\mathfrak{L}-\mathfrak{U}-\mathfrak{V}: \mathcal{E} \rightarrow \mathcal{F}$ has the bounded inverse, which implies the existence of an adjoint state satisfying (1.52) and boundary conditions (1.49).

It remains to prove identity (1.53). Fix the adjoint state $\mathbf{Y}=(\mathbf{h}, g, \varsigma, v, l)$, and set

$$
\mathbf{H}=\Delta \mathbf{h}-\nabla g, \quad G=\operatorname{div} \mathbf{h}, \quad F=\mathscr{L}^{*} \varsigma, \quad M=\mathscr{L} v
$$

It follows from (1.52) that

$$
\begin{gather*}
\mathbf{H}-R \varrho(\nabla \mathbf{u}-\mathbf{u} \nabla) \mathbf{h}+\varsigma \nabla \varphi+\zeta \nabla v=\Delta \eta \mathbf{U}_{\infty}+R \varrho\left((\mathbf{u} \nabla \eta) \mathbf{U}_{\infty}+\left(\mathbf{u} \mathbf{U}_{\infty}\right) \nabla \eta\right), \\
G-\Pi\left(b_{21}^{0} \varsigma+b_{22}^{0} g-\varkappa b_{32}^{0} l\right)=\Pi\left(\nabla \eta \mathbf{U}_{\infty}\right),  \tag{3.3}\\
F-R \mathbf{u} \nabla \mathbf{u h}-b_{12}^{0} g-b_{11}^{0} \varsigma-\varkappa b_{31}^{0} l=(\mathbf{u} \nabla \eta)\left(\mathbf{u} \mathbf{U}_{\infty}\right), \quad M=\varkappa b_{34}^{0} l .
\end{gather*}
$$

By virtue of Theorem 1.9, the material derivative ( $\mathbf{w}, \omega, \psi, \xi, n$ ) satisfies the integral identities (1.47). On the other hand, $(F, \mathbf{H}, G, M)$ together with the components of the adjoint state $\mathbf{Y}$ can be regarded as a collection of test functions for this identity. Substituting these test functions into (1.47), using equalities (3.3), and recalling the identity $\langle\omega, 1\rangle=0$, we obtain

$$
\begin{array}{r}
L_{u}(\mathbf{w}, \omega, \psi)+\varkappa(l-1)\left(\left\langle\psi, b_{31}^{0}\right\rangle+\left\langle\omega, b_{32}^{0}\right\rangle+\left\langle\xi, b_{34}^{0}\right\rangle\right) \\
+n-n\left\langle 1, b_{13}^{0} \varsigma\right\rangle=\left\langle\mathfrak{d}, b_{10}^{0} \varsigma+b_{20}^{0} g+\varkappa b_{30}^{0}+\sigma v\right\rangle+\left\langle\mathscr{D}_{0}, \mathbf{W}\right\rangle .
\end{array}
$$

It follows from (1.52) that $l=\left\langle 1, b_{13}^{0} \varsigma\right\rangle$, which leads to

$$
\begin{array}{r}
L_{u}(\mathbf{w}, \omega, \psi)+\varkappa(l-1)\left(\varkappa\left(\left\langle\psi, b_{31}^{0}\right\rangle+\left\langle\omega, b_{32}^{0}\right\rangle+\left\langle\xi, b_{34}^{0}\right\rangle\right)-n\right)  \tag{3.4}\\
\\
=\left\langle\mathfrak{d}, b_{10}^{0} \varsigma+b_{20}^{0} g+\varkappa b_{30}^{0}+\sigma v\right\rangle+\left\langle\mathscr{D}_{0}, \mathbf{W}\right\rangle .
\end{array}
$$

Next note that the identities (1.42) imply the following expression for the constant $n$ :

$$
n=\varkappa\left(\left\langle\psi, b_{31}^{0}\right\rangle+\left\langle\omega, b_{32}^{0}\right\rangle+\left\langle\xi, b_{34}^{0}\right\rangle+\left\langle\mathfrak{d}, b_{30}^{0}\right\rangle\right) .
$$

Substituting this equality into (3.4) and noting that $\mathfrak{d}=\operatorname{Tr} \mathbf{D}$, we obtain (1.53), which completes the proof.
4. Proof of Theorem 1.4. Our strategy is the following. First we use the classical method of characteristics (see [8] for instance) to show that in the vicinity of each point $P \in \Sigma_{\text {in }} \cup \Gamma$ there exist normal coordinates $\left(y_{1}, y_{2}, y_{3}\right)$ such that $\mathbf{u} \nabla_{x}=$ $\mathbf{e}_{1} \nabla_{y}$. Hence the problem of existence of solutions to the transport equation in the neighborhood of $\Sigma_{\mathrm{in}} \cap \Gamma$ is reduced to a boundary value problem for the model equation $\partial_{y_{1}} \varphi+\sigma \varphi=f$ in a parabolic domain. Next we prove that the boundary value problem for the model equation admits a unique solution in fractional Sobolev space, which leads to the existence and uniqueness of solutions in the neighborhood of the inlet set. Using the existence of a local solution we can reduce problem (1.28) to a boundary value problem for the modified equation, which does not require any boundary data. Application of well-known results on solvability of elliptic-hyperbolic equations in the case $\Gamma=\emptyset$ finally gives the existence and uniqueness of solutions to problems (1.28) and (1.29).

First we introduce some notation which will be used throughout this section. For any $a>0$ we denote by $Q_{a}$ the cube $[-a, a]^{3}$ and by $Q_{a}^{+}$the slab $[-a, a]^{2} \times[0, a]$ in the space of points $y=\left(y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{3}$. We will write $Y$ instead of $\left(y_{2}, y_{3}\right)$ so that $y=\left(y_{1}, Y\right)$.

Definition 4.1. A standard parabolic neighborhood associated with the constant $c_{0}$ is a compact subset of the slab $Q_{a}^{+}$, defined by the inequalities

$$
\begin{equation*}
\mathcal{P}_{a}=\left\{y=\left(y_{1}, Y\right) \in Q_{a}^{+}: a^{-}(Y) \leq y_{1} \leq a^{+}(Y)\right\} \tag{4.1}
\end{equation*}
$$

where $a^{ \pm}:[-a, a] \times[0, a] \mapsto \mathbb{R}$ are continuous, piecewise $C^{1}$-functions satisfying the inequalities

$$
\begin{array}{r}
-a \leq a^{-}(Y) \leq 0 \leq a^{+}(Y) \leq a, \\
-c_{0} \sqrt{y_{3}} \leq a^{-}(Y) \leq a^{+}(Y) \leq c_{0} \sqrt{y_{3}},  \tag{4.2}\\
\left|\partial_{y_{2}} a^{ \pm}(Y)\right| \leq c_{0}, \quad\left|\partial_{y_{3}} a^{ \pm}(Y)\right| \leq c_{0} / \sqrt{y_{3}} .
\end{array}
$$

Set $Q_{\mathrm{in}}=\left\{Y: a^{-}(Y)>-a\right\}$ and $Q_{\text {out }}=\left\{Y: a^{+}(Y)<a\right\}$. Denote by $\Sigma_{\mathrm{in}}^{y}$ and $\Sigma_{\text {out }}^{y}$ the surfaces determined by the relations

$$
\begin{aligned}
\Sigma_{\mathrm{in}}^{y}=\left\{y: Y \in Q_{\mathrm{in}},\right. & \left.y_{1}=a^{-}(Y)\right\}, \\
\Sigma_{\mathrm{out}}^{y}=\left\{y: Y \in Q_{\mathrm{out}},\right. & \left.y_{1}=a^{+}(Y)\right\}
\end{aligned}
$$

It is clear that $\partial \mathcal{P}_{a}=\left(\partial Q_{a} \cap \partial \mathcal{P}_{a}\right) \cup \Sigma_{\text {in }}^{y} \cup \Sigma_{\text {out }}^{y}$.
Lemma 4.2. Assume that the $C^{2}$-manifold $\Sigma=\partial B$ and the vector field $\mathbf{U} \in$ $C^{2}(\Sigma)^{3}$ satisfy conditions $(\mathbf{H} 1)-(\mathbf{H} 3)$. Let $\mathbf{u} \in C^{1}\left(\mathbb{R}^{3}\right)^{3}$ be a compactly supported vector field such that

$$
\mathbf{u}=\mathbf{U} \text { on } \Sigma, \quad \mathbf{u}=0 \text { on } S
$$

Denote $M=\|\mathbf{u}\|_{C^{1}\left(\mathbb{R}^{3}\right)}$. Then there are positive constants a, $c, C, \rho_{c}$, and $R_{c}$, depending only on $M, \partial \Omega$, and $\mathbf{U}$, with the following properties:
$(\mathbf{P 1})$ For any point $P \in \Gamma$ there exists a mapping $y \rightarrow \mathbf{x}(y)$ which takes diffeomorphically the cube $Q_{a}$ onto a neighborhood $\mathcal{O}_{P}$ of $P$ and satisfies the equation

$$
\begin{equation*}
\partial_{y_{1}} \mathbf{x}(y)=\mathbf{u}(\mathbf{x}(y)) \text { in } Q_{a} \tag{4.3}
\end{equation*}
$$

and the inequalities

$$
\begin{equation*}
\|\mathbf{x}\|_{C^{1}\left(Q_{a}\right)}+\left\|\mathbf{x}^{-1}\right\|_{C^{1}\left(\mathcal{O}_{P}\right)} \leq C, \quad|\mathbf{x}(y)| \leq C|y| \tag{4.4}
\end{equation*}
$$

(P2) There is a standard parabolic neighborhood $\mathcal{P}_{a}$ associated with the constant c such that

$$
\begin{equation*}
\mathbf{x}\left(\mathcal{P}_{a}\right)=\mathcal{O}_{P} \cup \Omega, \quad \mathbf{x}\left(\Sigma_{\text {in }}^{y}\right)=\Sigma_{\text {in }} \cap \mathcal{O}_{P}, \quad \mathbf{x}\left(\Sigma_{\text {out }}^{y}\right)=\Sigma_{\text {out }} \cap \mathcal{O}_{P} \tag{4.5}
\end{equation*}
$$

(P3) Denote by $G_{a} \subset \mathcal{P}_{a}$ the domain

$$
\begin{equation*}
G_{a}=\left\{y=\left(y_{1}, Y\right) \in \mathcal{P}_{a}: Y \in Q_{i n}\right\} \tag{4.6}
\end{equation*}
$$

and by $B_{P}(\rho)$ the ball $|x-P| \leq \rho$. Then we have the inclusions

$$
\begin{equation*}
B_{P}\left(\rho_{c}\right) \cap \Omega \subset \mathbf{x}\left(G_{a}\right) \subset \mathcal{O}_{P} \cap \Omega \subset B_{P}\left(R_{c}\right) \cap \Omega \tag{4.7}
\end{equation*}
$$

Proof. We start with the proof of (P1). Recall condition (H1) and fix the standard Cartesian coordinate system $\left(x_{1}, x_{2}, x_{3}\right)$ associated with the point $P \in \Gamma$. Let us consider the Cauchy problem.

$$
\begin{array}{r}
\partial_{y_{1} \mathbf{x}}=\mathbf{u}(\mathbf{x}(y)) \text { in } Q_{a}, \\
x_{1}(y)=\Upsilon\left(y_{2}\right), \quad x_{2}(y)=y_{2} \text { for } y_{1}=0,  \tag{4.8}\\
x_{3}=F\left(\Upsilon\left(y_{2}\right), y_{2}\right)+y_{3} \text { for } y_{1}=0 .
\end{array}
$$

Without any loss of generality we can assume that $0<a<k<1$. For any such $a$, problem (4.8) has a unique solution of class $C^{1}\left(Q_{a}\right)$. Denote by $\mathfrak{F}(y)=D_{y} \mathbf{x}(y)$ the Jacobian matrix function. The calculations show that

$$
\mathfrak{F}_{0}:=\left.\mathfrak{F}(y)\right|_{y_{1}=0}=\left(\begin{array}{ccc}
u_{1} & \Upsilon^{\prime}\left(y_{2}\right) & 0 \\
u_{2} & 1 & 0 \\
u_{3} & \partial_{y_{2}} F\left(\Upsilon\left(y_{2}\right), y_{2}\right) & 1
\end{array}\right), \quad \mathfrak{F}(0)=\left(\begin{array}{ccc}
U & \Upsilon^{\prime}(0) & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),
$$

which implies

$$
\begin{equation*}
\left\|\mathfrak{F}(0)^{ \pm 1}\right\| \leq C / 3, \quad\left\|\mathfrak{F}_{0}(y)-\mathfrak{F}(0)\right\| \leq c a, \tag{4.9}
\end{equation*}
$$

where the constants $C, c$ are independent of $a$.
Differentiation of (4.8) leads to the ordinary differential equation for $\mathfrak{F}$

$$
\partial_{y_{1}} \mathfrak{F}=D_{y} \mathbf{u}(\mathbf{x}) \mathfrak{F},\left.\quad \mathfrak{F}\right|_{y_{1}=0}=\mathfrak{F}_{0} .
$$

From this we get

$$
\partial_{y_{1}}\left\|\mathfrak{F}-\mathfrak{F}_{0}\right\| \leq M\left(\left\|\mathfrak{F}-\mathfrak{F}_{0}\right\|+\left\|\mathfrak{F}_{0}\right\|\right),
$$

and hence $\left\|\mathfrak{F}-\mathfrak{F}_{0}\right\| \leq c(M)\left\|\mathfrak{F}_{0}\right\| a$. Combining this result with (4.9) we finally arrive at

$$
\begin{equation*}
\|\mathfrak{F}(y)-\mathfrak{F}(0)\| \leq c a . \tag{4.10}
\end{equation*}
$$

This inequality along with the implicit function theorem implies the existence of $a>0$, depending only on $M$ and $\Omega$, such that the mapping $x=\mathbf{x}(y)$ takes diffeomorphically the cube $Q_{a}$ onto some neighborhood of the point $P$ and satisfies inequalities (4.4).

Let us turn to the proof of (P2). We begin with the observation that the manifold $\mathrm{x}^{-1}(\partial \Omega \cap \mathcal{O})$ is defined by the equation

$$
\Phi_{0}(y):=x_{3}(y)-F\left(x_{1}(y), x_{2}(y)\right)=0, \quad y \in Q_{a} .
$$

Let us show that $\Phi_{0}$ is strictly monotone in $y_{3}$ and has the opposite signs on the faces $y_{3}= \pm a$. To this end note that the formula for $\mathfrak{F}(0)$ along with (4.10) implies the estimates

$$
\left|\partial_{y_{3}} x_{3}(y)-1\right|+\left|\partial_{y_{3}} x_{1}(y)\right|+\left|\partial_{y_{3}} x_{2}(y)\right| \leq c a \text { in } Q_{a} .
$$

Thus, we get

$$
1-c a \leq \partial_{y_{3}} \Phi_{0}(y)=\partial_{y_{3}} x_{3}(y)-\partial_{x_{i}} F\left(x_{1}, x_{2}\right) \partial_{y_{3}} x_{i}(y) \leq 1+c a .
$$

It follows from (4.10) that, for $y_{3}=0$, we have $\left|x_{3}(y)\right| \leq c a|y|$, which along with (4.4) yields the estimate

$$
\left|\Phi_{0}(y)\right| \leq\left|x_{3}(y)\right|+|F(x(y))| \leq c a|y|+K C|y|^{2} \leq c a^{2} \text { for } y_{3}=0 .
$$

Hence there is a positive $a$, depending only on $M$ and $\Omega$, such that the inequalities

$$
1 / 2 \leq \partial_{y_{3}} \Phi_{0}(y) \leq 2, \quad \pm \Phi_{0}\left(y_{1}, y_{2}, \pm a\right)>0
$$

hold true for all $y \in Q_{a}$. Therefore, the equation $\Phi_{0}(y)=0$ has a unique solution $y_{3}=\Phi\left(y_{1}, y_{2}\right)$ in the cube $Q_{a}$. Moreover, the function $\Phi \in C^{1}\left([-a, a]^{2}\right)$ vanishes for $y_{1}=y_{3}=0$. Thus, we get

$$
\mathcal{P}_{a}:=\mathbf{x}^{-1}(\mathcal{O} \cap \Omega)=\left\{\Phi\left(y_{1}, y_{2}\right)<y_{3}<a, \quad\left|y_{1}\right|,\left|y_{2}\right| \leq a\right\}
$$

Note that $\left|\mathbf{u}(\mathbf{x}(y))-U \mathbf{e}_{1}\right| \leq M|\mathbf{x}(y)| \leq C a$. Therefore, we can choose $a=a(M, \Omega)$ such that $2 U / 3 \leq u_{1} \leq 4 U / 3$ and $C\left|u_{2}\right| \leq U / 3$ in $Q_{a}$. Recall that $x_{1}(y)-\Upsilon\left(x_{2}(y)\right)$ vanishes at the plane $y_{1}=0$ and

$$
\partial_{y_{1}}\left[x_{1}(y)-\mathfrak{g}\left(x_{2}(y)\right)\right]=u_{1}(y)-\Upsilon^{\prime}\left(x_{2}(y)\right) u_{2}(y)
$$

We obtain from this that, for a suitable choice of $a$,

$$
\begin{equation*}
\left|y_{1}\right| U / 3 \leq\left|x_{1}(y)-\Upsilon\left(x_{2}(y)\right)\right| \leq\left|y_{1}\right| 5 U / 3 \text { for } y \in Q_{a} . \tag{4.11}
\end{equation*}
$$

Equations (4.8) imply the identity

$$
\partial_{y_{1}} \Phi_{0}(y) \equiv \nabla F_{0}(\mathbf{x}(y)) \cdot \mathbf{u}(x(y))=\nabla F_{0}(\mathbf{x}(y)) \cdot \mathbf{U}(x(y)) \quad \text { for } \quad \Phi_{0}(y)=0
$$

Combining this result with (1.17) and (4.11), we obtain the estimates

$$
\left|y_{1}\right| N^{-} U / 3 \leq\left|\partial_{y_{1}} \Phi_{0}(y)\right| \leq\left|y_{1}\right| N^{+} U 5 / 3,
$$

which along with the identity

$$
\partial_{y_{1}} \Phi=-\partial_{y_{1}} \Phi_{0}\left(\partial_{y_{3}} \Phi_{0}\right)^{-1}
$$

yield the inequalities

$$
\begin{array}{r}
-c<\partial_{y_{1}} \Phi\left(y_{1}, y_{2}\right) \leq c y_{1} \text { for }-a<y_{1}<0 \\
c y_{1}<\partial_{y_{1}} \Phi\left(y_{1}, y_{2}\right) \leq c \text { for } 0<y_{1}<a  \tag{4.12}\\
\mid \partial_{y_{2}} \Phi\left(y_{1}, y_{2}\right) \leq c, 0 \leq \Phi\left(y_{1}, y_{2}\right) \leq c y_{1}^{2}
\end{array}
$$

It is clear that for sufficiently small $a$, depending only on $\mathbf{U}$ and $\Omega$, the functions $\Phi^{ \pm}\left(y_{2}\right)=\Phi\left( \pm a, y_{2}\right)$ admit the estimates $c a^{2} \leq \Phi^{ \pm}\left(y_{2}\right)<a$. Set

$$
\begin{aligned}
Q_{\text {in }} & =\left\{Y \in[-a, a] \times[0, a]: 0<y_{3}<\Phi^{-}\left(y_{2}\right)\right\}, \\
Q_{\text {out }} & =\left\{Y: \in[-a, a] \times[0, a]: 0<y_{3}<\Phi^{+}\left(y_{2}\right)\right\} .
\end{aligned}
$$

It follows from (4.12) that for every $Y \in Q_{\text {in }}\left(Y \in Q_{\text {out }}\right)$ the equation $y_{3}=\Phi\left(y_{1}, y_{2}\right)$ has a unique solution $a^{-}(Y)<0\left(a^{+}(Y)>0\right)$. We adopt the convention that $a^{ \pm}(Y)=$ $\pm a$ for $y_{3}>\Phi^{ \pm}\left(y_{2}\right)$. It remains to note that, by virtue of (4.12), the functions $a^{ \pm}$ meet all requirements of Lemma 4.2.

The next lemma shows the existence of the normal coordinates in the vicinity of points of the inlet $\Sigma_{\mathrm{in}}$.

Lemma 4.3. Let vector fields $\mathbf{u}$ and $\mathbf{U}$ meet all requirements of Lemma 4.2 and $U_{n}=-\mathbf{U}(P) \cdot \mathbf{n}>N>0$. Then there is $b>0$, depending only on $N, \Sigma$, and $M=\|\mathbf{u}\|_{C^{1}(\Omega)}$, with the following properties. There exists a mapping $y \rightarrow \mathbf{x}(y)$,
which takes diffeomorphically the cube $Q_{b}=[-b, b]^{3}$ onto a neighborhood $\mathcal{O}_{P}$ of $P$ and satisfies the equations

$$
\begin{equation*}
\partial_{y_{3}} \mathbf{x}(y)=\mathbf{u}(\mathbf{x}(y)) \quad \text { in } \quad Q_{b}, \quad \mathbf{x}\left(y_{1}, y_{2}, 0\right) \in \Sigma \cap \mathcal{O}_{P} \quad \text { for } \quad\left|y_{2}\right| \leq a \tag{4.13}
\end{equation*}
$$

and the inequalities

$$
\begin{equation*}
\|\mathbf{x}\|_{C^{1}\left(Q_{b}\right)}+\left\|\mathbf{x}^{-1}\right\|_{C^{1}\left(\mathcal{O}_{P}\right)} \leq C_{M, N}, \quad|\mathbf{x}(y)| \leq C_{M}|y| \tag{4.14}
\end{equation*}
$$

where $C_{M, N}=3\left(1+N^{-1}\right)\left(M^{2}+2\right)^{1 / 2}$. The inclusions

$$
\begin{equation*}
B_{P}\left(\rho_{i}\right) \cap \Omega \subset \mathbf{x}\left(Q_{b} \cap\left\{y_{3}>0\right\}\right) \subset B_{P}\left(R_{i}\right) \cap \Omega \tag{4.15}
\end{equation*}
$$

hold true for $\rho_{i}=C_{M, N}^{-1} b$ and $R_{i}=C_{M, N} b$.
Proof. The proof simulates the proof of Lemma 4.2. Choose the local Cartesian coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ centered at $P$ such that in new coordinates $\mathbf{n}(P)=\mathbf{e}_{3}$. By the smoothness of $\Sigma$, there is a neighborhood $\mathcal{O}=[-k, k]^{2} \times[-t, t]$ such that the manifold $\Sigma \cap \mathcal{O}$ is defined by the equation

$$
x_{3}=F\left(x_{1}, x_{2}\right), \quad F(0,0)=0, \quad\left|\nabla F\left(x_{1}, x_{2}\right)\right| \leq K\left(\left|x_{1}\right|+\left|x_{2}\right|\right)
$$

The constants $k, t$, and $K$ depend only on $\Sigma$. Let us consider the initial value problem

$$
\begin{equation*}
\partial_{y_{3}} \mathbf{x}=\mathbf{u}(\mathbf{x}(y)) \text { in } Q_{a},\left.\quad \mathbf{x}\right|_{y_{3}=0}=\left(y_{1}, y_{2}, F\left(y_{1}, y_{2}\right)\right) \tag{4.16}
\end{equation*}
$$

Without any loss of generality we can assume that $0<b<k<1$. It follows from (H1) that for any such $b$ problem (4.16) has a unique solution of class $C^{1}\left(Q_{b}\right)$. Next note that for $y_{3}=0$ we have

$$
\begin{equation*}
|\mathbf{x}(y)| \leq(K+1)|y|, \quad|\mathbf{u}(\mathbf{x}(y))-\mathbf{u}(0)| \leq M(K+1)|y| \tag{4.17}
\end{equation*}
$$

Denote by $\mathfrak{F}(y)=D_{y} \mathbf{x}(y)$. The calculations show that

$$
\mathfrak{F}_{0}:=\left.\mathfrak{F}(y)\right|_{y_{3}=0}=\left(\begin{array}{ccc}
1 & 0 & u_{1} \\
0 & 1 & u_{2} \\
0 & 0 & u_{3}
\end{array}\right), \quad \mathfrak{F}(0)=\left(\begin{array}{ccc}
1 & 0 & u_{1}(P) \\
0 & 1 & u_{2}(P) \\
0 & 0 & U_{n}
\end{array}\right)
$$

which along with (4.17) implies

$$
\begin{equation*}
\left\|\mathfrak{F}(0)^{ \pm 1}\right\| \leq C_{M, N} / 3, \quad\left\|\mathfrak{F}_{0}(y)-\mathfrak{F}(0)\right\| \leq c b \tag{4.18}
\end{equation*}
$$

Next, differentiation of (4.16) with respect to $y$ leads to the equation

$$
\partial_{y_{1}} \mathfrak{F}=D_{y} \mathbf{u}(\mathbf{x}) \mathfrak{F},\left.\quad \mathfrak{F}\right|_{y_{3}=0}=\mathfrak{F}_{0}
$$

Arguing as in the proof of Lemma 4.2 we obtain $\left\|\mathfrak{F}-\mathfrak{F}_{0}\right\| \leq c(M)\left\|\mathfrak{F}_{0}\right\| b$. Combining this result with (4.18), we finally arrive at $\|\mathfrak{F}(y)-\mathfrak{F}(0)\| \leq c b$. From this and the implicit function theorem we conclude that there is positive $b$, depending only on $M$ and $\Sigma$, such that the mapping $x=\mathbf{x}(y)$ takes diffeomorphically the cube $Q_{b}$ onto some neighborhood of the point $P$ and satisfies inequalities (4.14). Inclusions (4.15) easily follow from (4.14).

Model equation. Let us consider the following boundary value problem in standard parabolic neighborhood $\mathcal{P}_{a}$ :

$$
\begin{equation*}
\partial_{y_{1}} \varphi(y)+\sigma \varphi(y)=f(y) \text { in } \mathcal{P}_{a}, \quad \varphi(y)=0 \text { for } y_{1}=a^{-}\left(y_{2}, y_{3}\right) \tag{4.19}
\end{equation*}
$$

Lemma 4.4. Assume that

$$
\begin{equation*}
1 / 2<s \leq 1 \quad \text { and } \quad 1<r<3 /(2 s-1) \tag{4.20}
\end{equation*}
$$

Then for any $f \in W^{s, r}\left(Q_{a}\right) \cap L^{\infty}\left(Q_{a}^{\phi}\right)$, problem (4.19) has a unique solution satisfying the inequalities

$$
\begin{array}{r}
\|\varphi\|_{W^{s, r}\left(\mathcal{P}_{a}\right)} \leq c(r, s)\left(a^{4 / r-s}\|f\|_{L^{\infty}\left(\mathcal{P}_{a}\right)}+a^{1 / r}\|f\|_{W^{s, r}\left(\mathcal{P}_{a}\right)}\right),  \tag{4.21}\\
\|\varphi\|_{L^{\infty}\left(Q_{a}^{\phi}\right)} \leq \sigma^{-1}\|f\|_{L^{\infty}\left(Q_{a}^{\phi}\right)} .
\end{array}
$$

Proof. It suffices to prove the lemma for $s<1$. For every $y, z \in \mathbb{R}^{3}$, we denote by $Y=\left(y_{2}, y_{3}\right), Z=\left(z_{2}, z_{3}\right)$, respectively. Obviously, we have

$$
\begin{equation*}
\varphi(y)=\int_{a^{-}(Y)}^{y_{1}} e^{\sigma\left(x_{1}-y_{1}\right)} f\left(x_{1}, Y\right) d x_{1} \text { and } \sigma\|\varphi\|_{C\left(\mathcal{P}_{a}\right)} \leq\|f\|_{C\left(\mathcal{P}_{a}\right)} \tag{4.22}
\end{equation*}
$$

Therefore, it suffices to estimate the seminorm $|\varphi|_{s, r, \mathcal{P}_{a}}$. Choose an arbitrary $y, z \in$ $\mathcal{P}_{a}$. Without any loss of generality we can assume that $a^{-}(Z) \leq a^{-}(Y)$. The identity

$$
\begin{aligned}
\varphi(z)-\varphi(y) & =\varphi\left(z_{1}, Z\right)-\varphi\left(y_{1}, Z\right)+\int_{a^{-}(Z)}^{a^{-}(Y)} e^{\sigma\left(x_{1}-y_{1}\right)} f\left(x_{1}, Z\right) d x_{1} \\
& +\int_{a^{-}(Y)}^{y_{1}} e^{\sigma\left(x_{1}-y_{1}\right)}\left(f\left(x_{1}, Z\right)-f\left(x_{1}, Y\right)\right) d x_{1}
\end{aligned}
$$

implies the estimate
$|\varphi(z)-\varphi(y)| \leq\|f\|_{L^{\infty}\left(\mathcal{P}_{a}\right)}\left(2\left|y_{1}-z_{1}\right|+\left|a^{-}(Y)-a^{-}(Z)\right|\right)+\int_{-a}^{a}\left|\left(f\left(x_{1}, Z\right)-f\left(x_{1}, Y\right)\right)\right| d x_{1}$,
which along with the inequality

$$
\left(\int_{-a}^{a}\left|\left(f\left(x_{1}, Z\right)-f\left(x_{1}, Y\right)\right)\right| d x_{1}\right)^{r} \leq a^{r-1} \int_{-a}^{a}\left|\left(f\left(x_{1}, Z\right)-f\left(x_{1}, Y\right)\right)\right|^{r} d x_{1}
$$

leads to the estimate

$$
\begin{equation*}
|\varphi|_{s, r, \mathcal{P}_{a}}^{r} \leq 2\|f\|_{C\left(\mathcal{P}_{a}\right)}^{r}\left(I_{1}+I_{2}\right)+a^{(r-1)} I_{3} \tag{4.23}
\end{equation*}
$$

Here we denote

$$
\begin{gathered}
I_{1}=\int_{Q_{a} \times Q_{a}} \frac{\left|y_{1}-z_{1}\right|^{r}}{|x-y|^{3+r s}} d x d y, \quad I_{2}=\int_{\mathcal{P}_{a} \times \mathcal{P}_{a}} \frac{\left|a^{-}(Y)-a^{-}(Z)\right|^{r}}{|x-y|^{3+r s}} d x d y \\
I_{3}=\int_{[-a, a]^{4}} \int_{-a}^{a} \frac{\left|f\left(x_{1}, Y\right)-f\left(x_{1}, Z\right)\right|^{r}}{|x-y|^{3+r s}} d x d y d x_{1}
\end{gathered}
$$

Let us estimate the terms $I_{j}, i=1,2,3$. We begin with the observation that

$$
\begin{gathered}
\int_{[-a, a]^{2}} \frac{d Z}{|x-y|^{3+r s}}=\frac{1}{\left|y_{1}-z_{1}\right|^{3+r s}} \int_{[-a, a]^{2}} \frac{d Z}{\left(|Y-Z|^{2} /\left|y_{1}-z_{1}\right|^{2}+1\right)^{(3+r s) / 2}} \\
\leq \frac{1}{\left|y_{1}-z_{1}\right|^{1+r s}} \int_{\mathbb{R}^{2}} \frac{d Z}{\left(|Z|^{2}+1\right)^{(3+r s) / 2}} \leq \frac{c}{\left|y_{1}-z_{1}\right|^{1+r s}}
\end{gathered}
$$

and hence

$$
\int_{[-a, a]^{4}} \frac{d Y d Z}{|x-y|^{3+r s}} \leq \frac{c a^{2}}{\left|y_{1}-z_{1}\right|^{1+r s}}
$$

From this we obtain

$$
\begin{equation*}
I_{1} \leq c a^{2} \int_{-a}^{a}\left(\int_{-a}^{a}\left|y_{1}-z_{1}\right|^{r(1-s)-1} d z_{1}\right) d y_{1} \leq c(r, s) a^{3+r(1-s)} \tag{4.24}
\end{equation*}
$$

In order to estimate $I_{2}$, note that, by Lemma 4.2,

$$
\left|a^{-}(Y)-a^{-}(Z)\right| \leq c|Y-Z|^{1 / 2}, \quad\left|a^{-}(Y)-a^{-}(Z)\right| \leq c|Y-Z|\left(\frac{1}{\sqrt{y_{3}}}+\frac{1}{\sqrt{z_{3}}}\right)
$$

Next, it follows from the assumptions of the lemma that there is $\lambda \in(0,1)$ such that

$$
\begin{equation*}
\lambda<3 / r, \quad 0<(1+\lambda) / 2-s<1 / r \tag{4.25}
\end{equation*}
$$

Noting that

$$
\left|a^{-}(Y)-a^{-}(Z)\right| \leq c|Y-Z|^{(1+\lambda) / 2}\left(\left(y_{3}\right)^{-\lambda / 2}+\left(z_{3}\right)^{-\lambda / 2}\right)
$$

we obtain

$$
\begin{aligned}
I_{2} \leq & c \int_{\mathcal{P}_{a}}\left(y_{3}\right)^{-r \lambda / 2}\left(\int_{Q_{a}} \frac{|Y-Z|^{r(1+\lambda) / 2}}{|x-y|^{3+r s}} d z\right) d y \\
& +c \int_{\mathcal{P}_{a}}\left(z_{3}\right)^{-r \lambda / 2}\left(\int_{Q_{a}} \frac{|Y-Z|^{r(1+\lambda) / 2}}{|x-y|^{3+r s}} d y\right) d z \\
\leq & 2 c \int_{\mathcal{P}_{a}}\left(y_{3}\right)^{-r \lambda / 2}\left(\int_{Q_{a}} \frac{|Y-Z|^{r(1+\lambda) / 2}}{|x-y|^{3+r s}} d z\right) d y
\end{aligned}
$$

Next, inequalities (4.25) imply

$$
\begin{aligned}
& \int_{Q_{a}} \frac{|Y-Z|^{r(1+\lambda) / 2}}{|x-y|^{3+r s}} d z \\
& \quad \leq \int_{-a}^{a}\left|y_{1}-z_{1}\right|^{-3-r s}\left(\int_{\mathbb{R}^{2}} \frac{|Y-Z|^{r(1+\lambda) / 2}}{\left(|Y-Z|^{2}\left|y_{1}-z_{1}\right|^{-2}+1\right)^{(3+r s) / 2}} d Z\right) \\
& \quad \leq \int_{-a}^{a}\left|y_{1}-z_{1}\right|^{-r s-1+r(1+\lambda) / 2} d z_{1} \int_{\mathbb{R}^{2}} \frac{|Z|^{r(1+\lambda) / 2}}{\left(1+|Z|^{2}\right)^{(3+r s) / 2}} d Z \\
& \quad \leq c(r, s) \int_{-a}^{a}\left|y_{1}-z_{1}\right|^{r(1+\lambda) / 2-r s-1} d z_{1} \leq c(r, s) .
\end{aligned}
$$

From this and Lemma 4.2 we conclude that

$$
\begin{align*}
I_{2} & \leq c(r, s) \int_{\mathcal{P}_{a}}\left(y_{3}\right)^{-r \lambda / 2} d y \\
& \leq c(r, s) \int_{[-a, a]^{2}}\left(\int_{c y_{1}^{2} \leq y_{3} \leq a}\left(y_{3}\right)^{-r \lambda / 2} d y_{3}\right) d y_{1} d y_{2}  \tag{4.26}\\
& \leq a c(r, s) \int_{-a}^{a}\left|y_{1}\right|^{2-r \lambda} d y_{1} \leq a c(r, s) .
\end{align*}
$$

The remaining part of the proof is based on the following proposition.
Proposition 4.5. Let $f \in W^{s, r}\left(Q_{a}\right)$ and sr $>1$. Then $f$ has an extension $\bar{f}$ onto $\mathbb{R}^{3}$, which vanishes outside the set $Q_{3 a}$ and satisfies

$$
\begin{equation*}
\|\bar{f}\|_{W^{s, r}} \leq c a^{(3-r s) / r}\|f\|_{L^{\infty}\left(Q_{a}\right)}+|f|_{s, r, Q_{a}} \tag{4.27}
\end{equation*}
$$

Proof. Define an extension of $f$ onto the slab $[-3 a, 3 a] \times[-a, a]^{2}$ by the formula

$$
f\left(x^{ \pm}\right)=f(x) \text { for } x \in Q_{a}, \text { where } x^{ \pm}=\left( \pm\left(2 a-x_{1}\right), x_{2}, x_{3}\right)
$$

It easily follows from the definition of the seminorm $|\cdot|_{r, s, \Omega}$ that

$$
\|f\|_{W^{s, r}\left([-3 a, 3 a] \times[-a, a]^{2}\right)} \leq 3\|f\|_{L^{r}\left(Q_{a}\right)}+6|f|_{s, r, Q_{a}} \leq 6\|f\|_{W^{s, r}\left(Q_{a}\right)}
$$

Proceeding in the same way as before, first we can extend $f$ onto the plate $[-3 a, 3 a]^{2} \times$ $[-a, a]$ and then over the cube $Q_{3 a}$. Obviously, the extended function, still denoted by $f$, satisfies the inequalities

$$
\begin{equation*}
\|f\|_{W^{s, r}\left(Q_{3 a}\right)} \leq 216\|f\|_{W^{s, r}\left(Q_{a}\right)}, \quad\|f\|_{C\left(Q_{3 a}\right)} \leq\|f\|_{C\left(Q_{a}\right)} \tag{4.28}
\end{equation*}
$$

Next choose $\mu \in C^{\infty}\left(\mathbb{R}^{3}\right)$ such that $0 \leq \mu \leq 1, \mu=1$ in $Q_{1}$, and $\mu=0$ outside of $Q_{22}$. Set $\bar{f}=f \mu_{a}$, where $\mu_{a}(x)=\mu(x / a)$. Next, the interpolation inequality along with the estimate $\left|\nabla \mu_{a}\right| \leq c a^{-1}$ implies

$$
\left\|\mu_{a}\right\|_{W^{s, r}\left(\mathbb{R}^{3}\right)} \leq\left\|\mu_{a}\right\|_{L^{r}\left(\mathbb{R}^{3}\right)}^{1-s}\left\|\mu_{a}\right\|_{W^{1, r}\left(\mathbb{R}^{3}\right)}^{s} \leq c a^{3(1-s) / r} a^{(3-r) s / r}=c a^{(3-r s) / r}
$$

From this and the obvious inequality $\left\|\mu_{a} f\right\|_{W^{s, r}\left(\mathbb{R}^{3}\right)} \leq\|f\|_{L^{\infty}\left(Q_{3 a}\right)}\left\|\mu_{a}\right\|_{W^{s, r}\left(\mathbb{R}^{3}\right)}+$ $\|f\|_{W^{s, r}\left(Q_{3 a}\right)}$ we conclude that

$$
\left\|\mu_{a} f\right\|_{W^{s, r}\left(\mathbb{R}^{3}\right)} \leq c a^{(3-r s) / r}\|f\|_{L^{\infty}\left(Q_{a}\right)}+\|f\|_{W^{s, r}\left(Q_{a}\right)}
$$

Hence $\bar{f}=\mu_{a} f$ satisfies (4.27), and the proposition follows.
Let us return to the proof of Lemma 4.4. We have

$$
\begin{aligned}
I_{3}= & \int_{[-a, a]^{4}} \int_{-a}^{a}|Z-Y|^{-3-r s}\left(\left|z_{1}-y_{1}\right|^{2}|Z-Y|^{-2}+1\right)^{-(3+r s) / 2} \\
& \times\left|f\left(x_{1}, Z\right)-f\left(x_{1}, Y\right)\right|^{r} d x d y d x_{1} \leq c a \int_{\mathbb{R}}\left(|t|^{2}+1\right)^{-(3+r s) / 2} d t \\
& \times \int_{[-a, a]^{5}}|Z-Y|^{-2-r s}\left|f\left(x_{1}, Z\right)-f\left(x_{1}, Y\right)\right|^{r} d X d Y d x_{1} \\
= & c a \int_{-a}^{a}\left|f\left(x_{1}, \cdot\right)\right|_{r, s,[-a, a]^{2}}^{r} d x_{1},
\end{aligned}
$$

which yields

$$
\begin{equation*}
I_{3} \leq c a\|f\|_{L^{r}\left(-a, a ; W^{s, r}\left([-a, a]^{2}\right)\right.}^{r} \leq c a\|\bar{f}\|_{L^{r}\left(\mathbb{R} ; W^{s, r}\left(\mathbb{R}^{2}\right)\right)}^{r} \tag{4.29}
\end{equation*}
$$

Recall that, for $s=0,1$, the embedding operator $W^{s, r}\left(\mathbb{R}^{3}\right) \hookrightarrow L^{r}\left(\mathbb{R} ; W^{s, r}\left(\mathbb{R}^{2}\right)\right)$ is bounded. By virtue of Lemma B.1, this results holds true for all $s \in[0,1]$, which along with Proposition 4.5 and inequality (4.29) implies

$$
I_{3} \leq c a^{4-r s}\|f\|_{L^{\infty}\left(Q_{a}\right)}^{r}+a\left(|f|_{s, r, Q_{a}}\right)^{r}
$$

Combining this result with (4.24), (4.26), since $3+r(1-s) \geq 4-r s$, we finally obtain

$$
\|f\|_{L^{\infty}\left(Q_{a}\right)}^{r}\left(I_{1}+I_{2}\right)+I_{3} \leq c a^{4-s r}\|f\|_{L^{\infty}\left(Q_{a}\right)}^{r}+c a|f|_{s, r, Q_{a}}^{r}
$$

Substituting this inequality into (4.23) gives (4.21), and the lemma follows.
Let us consider the following boundary value problem in the slab $Q_{a}^{+}=[-a, a]^{2} \times$ $[0, a]$ :

$$
\begin{equation*}
\partial_{y_{3}} \varphi(y)+\sigma \varphi(y)=f(y) \text { in } Q_{a}^{+}, \quad \varphi(y)=0 \text { for } y_{3}=0 \tag{4.30}
\end{equation*}
$$

Lemma 4.6. Problem (4.30) has a unique solution satisfying the inequality

$$
\begin{equation*}
\|\varphi\|_{W^{s, r}\left(Q_{a}^{+}\right)} \leq c(r, s)\left(a^{4 / r-s}\|f\|_{L^{\infty}\left(Q_{a}^{+}\right)}+a^{1 / r}\|f\|_{W^{s, r}\left(Q_{a}^{+}\right)}\right) \tag{4.31}
\end{equation*}
$$

Proof. The proof of Lemma 4.4 can also be used in this case.
Local existence results. It follows from the assumptions of Theorem 1.4 that the vector field $\mathbf{u}$ and the manifold $\Sigma$ satisfy all assumptions of Lemma 4.2. Therefore, there exist positive numbers $a, \rho_{c}$, and $R_{c}$, depending only on $\Sigma$ and $\|\mathbf{u}\|_{C^{1}(\Omega)}$, such that for all $P \in \Gamma$, the canonical diffeomorphism $\mathbf{x}: Q_{a} \mapsto \mathcal{O}_{P}$ is well defined and meets all requirements of Lemma 4.2. Fix an arbitrary point $P \in \Gamma$ and consider the boundary value problem

$$
\begin{equation*}
\mathbf{u} \cdot \nabla \varphi+\sigma \varphi=f \quad \text { in } \mathcal{O}_{P}, \quad \varphi=0 \quad \text { on } \quad \Sigma_{\text {in }} \cap \mathcal{O}_{P} \tag{4.32}
\end{equation*}
$$

Lemma 4.7. Suppose that the exponents $s$, $r$ satisfy condition (1.31). Then, for any $f \in C^{1}(\Omega)$, problem (4.32) has a unique solution satisfying the inequalities

$$
\begin{equation*}
|\varphi|_{s, r, B_{P}\left(\rho_{c}\right)} \leq c\left(\|f\|_{C\left(B_{P}\left(R_{c}\right)\right)}+|f|_{s, r, B_{P}\left(R_{c}\right)}\right), \quad\|\varphi\|_{C\left(B_{P}\left(\rho_{c}\right)\right)} \leq \sigma^{-1}\|f\|_{C\left(B_{P}\left(R_{c}\right)\right)} \tag{4.33}
\end{equation*}
$$

where the constant $c$ depends only on $\Sigma, M, \sigma, s, r$ and the constant $\rho_{c}$ is determined by Lemma 4.2.

Proof. We transform (4.33) using the normal coordinates $\left(y_{1}, y_{2}, y_{3}\right)$ given by Lemma 4.2. Set $\bar{\varphi}(y)=\varphi(\mathbf{x}(y))$ and $\bar{f}(y)=f(\mathbf{x}(y))$. Next note that (4.3) implies the identity $\mathbf{u} \nabla_{x} \varphi=\partial_{y_{1}} \bar{\varphi}(y)$. Therefore the function $\bar{\varphi}(y)$ satisfies the following equation along with the boundary conditions:

$$
\begin{equation*}
\partial_{y_{1}} \bar{\varphi}+\sigma \bar{\varphi}=\bar{f} \text { in } Q_{a} \cap\left\{y_{3}>\Phi\right\}, \quad \bar{\varphi}=0 \text { for } y_{3}=\Phi\left(y_{1}, y_{2}\right), y_{1}<0 \tag{4.34}
\end{equation*}
$$

It follows from Lemma 4.4 that problem (4.34) has a unique solution $\bar{\varphi} \in W^{s, r}\left(G_{a}\right)$ satisfying the inequality

$$
\begin{equation*}
|\bar{\varphi}|_{s, r, G_{a}} \leq c\left(\|\bar{f}\|_{C\left(Q_{a}\right)}+|\bar{f}|_{s, r, Q_{a}}\right), \quad\|\bar{\varphi}\|_{C\left(G_{a}\right)} \leq \sigma^{-1}\|f\|_{C\left(Q_{a}\right)} \tag{4.35}
\end{equation*}
$$

where the domain $G_{a}$ is defined by (4.6). It remains to note that, by estimate (4.4), the mappings $\mathbf{x}^{ \pm 1}$ are uniformly Lipschitz, which along with inclusions (4.7) implies the estimates

$$
|\varphi|_{s, r, B_{P}\left(\rho_{c}\right)} \leq c|\bar{\varphi}|_{s, r, G_{a}}, \quad|\bar{f}|_{s, r, Q_{a}} \leq c|f|_{s, r, B_{P}\left(R_{c}\right)} .
$$

Combining these results with (4.35) we finally obtain (4.33) and the lemma follows.
In order to formulate the similar result for interior points of the inlet $\Sigma_{\text {in }}$ we introduce the set

$$
\begin{equation*}
\Sigma_{\mathrm{in}}^{\prime}=\left\{x \in \Sigma_{\mathrm{in}}: \quad \text { dist }(x, \Gamma) \geq \rho_{c} / 3\right\} \tag{4.36}
\end{equation*}
$$

where the constant $\rho_{c}$ is given by Lemma 4.2. It is clear that

$$
\inf _{P \in \Sigma_{\text {in }}^{\prime}} \mathbf{U}(P) \cdot \mathbf{n}(P) \geq N>0
$$

where the constant $N$ depends only on $M$ and $\Sigma$. It follows from Lemma 4.3 that there are positive numbers $b, \rho_{i}$, and $R_{i}$ such that for each $P \in \Sigma_{\mathrm{in}}^{\prime}$, the canonical diffeomorphism $\mathbf{x}: Q_{b} \mapsto \mathcal{O}_{P}$ is well defined and satisfies the hypotheses of Lemma 4.3. The following lemma gives the local existence and uniqueness of solutions to the boundary value problem

$$
\begin{equation*}
\mathbf{u} \cdot \nabla \varphi+\sigma \varphi=f \text { in } \mathcal{O}_{P}, \quad \varphi=0 \quad \text { on } \quad \Sigma_{\text {in }} \cap \mathcal{O}_{P} \tag{4.37}
\end{equation*}
$$

Lemma 4.8. Suppose that the exponents $s, r$ satisfy condition (1.38). Then, for any $f \in C^{1}(\Omega)$ and $P \in \Sigma_{\mathrm{in}}^{\prime}$, problem (4.32) has a unique solution satisfying the inequalities

$$
\begin{array}{r}
|\varphi|_{s, r, B_{P}\left(\rho_{i}\right)} \leq c\left(\|f\|_{C\left(B_{P}\left(R_{i}\right)\right)}+|f|_{s, r, B_{P}\left(R_{i}\right)}\right),  \tag{4.38}\\
\|\varphi\|_{C\left(B_{P}(R)\right)} \leq \sigma^{-1}\|f\|_{C\left(B_{P}\left(R_{i}\right)\right)},
\end{array}
$$

where $c$ depends on $\Sigma, M, \sigma$, and exponents $s, r$.
Proof. Using the normal coordinates given by Lemma 4.3 we rewrite (4.37) in the form

$$
\partial_{y_{3}} \bar{\varphi}+\sigma \bar{\varphi}=\bar{f} \text { in } Q_{b}, \quad \bar{\varphi}=0 \text { for } y_{3}=0 .
$$

Applying Lemma 4.4 and arguing as in the proof of Lemma 4.7 we obtain (4.38).
Existence of solutions near inlet. The next step is based on the well-known geometric lemma (see [21, Chap. 3]).

Lemma 4.9. Suppose that a given set $A \subset \mathbb{R}^{d}$ is covered by balls such that each point $x \in A$ is the center of a certain ball $B_{x}(r(x))$ of radius $r(x)$. If $\sup r(x)<\infty$, then from the system of the balls $\left\{B_{x}(r(x))\right\}$ it is possible to select a countable system $B_{x_{k}}\left(r\left(x_{k}\right)\right)$ covering the entire set $A$ and having multiplicity not greater than a certain number $\mathfrak{n}(d)$ depending only on the dimension $d$.

The following lemma gives the dependence of the multiplicity of radii of the covering balls.

LEMMA 4.10. Assume that a collection of balls $B_{x_{k}}(r) \subset \mathbb{R}^{3}$ of constant radius $r$ has the multiplicity $\mathfrak{n}_{r}$. Then the multiplicity of the collections of the balls $B_{x_{k}}(R)$, $r<R$, is bounded by the constant $27(R / r)^{3} \mathfrak{n}_{r}$.

Proof. Let $\mathfrak{n}_{R}$ be a multiplicity of the system $\left\{B_{x_{k}}(R)\right\}$. This means that at least $\mathfrak{n}_{R}$ balls, say $B_{x_{1}}(R), \ldots, B_{x_{\mathfrak{n}_{R}}}(R)$, have the common point $P$. In particular, we
have $B_{x_{i}}(r) \subset B_{P}(3 R)$ for all $i \leq \mathfrak{n}_{R}$. Introduce the counting function $\iota(x)$ for the collection of balls $B_{x_{i}}(r)$, defined by

$$
\iota(x)=\operatorname{card}\left\{i: x \in B_{x_{i}}(r), 1 \leq i \leq \mathfrak{n}_{r}\right\}
$$

Note that $\iota(x) \leq \mathfrak{n}_{r}$. We have

$$
\frac{4 \pi}{3} \mathfrak{n}_{R} r^{3}=\sum_{i=1}^{\mathfrak{n}_{R}} \operatorname{meas} B_{x_{i}}(r)=\int_{\cup_{i} B_{x_{i}}(r)} \iota(x) d x \leq \mathfrak{n}_{r} \int_{\cup_{i} B_{x_{i}}(r)} d x \leq \frac{4 \pi}{3}(3 R)^{3} \mathfrak{n}_{r}
$$

and the lemma follows.
We are now in a position to prove the local existence and uniqueness of a solution to the first boundary value problem for the transport equation in the neighborhood of the inlet $\Sigma_{\mathrm{in}}$. Let $\Omega_{t}$ be the t-neighborhood of the set $\Sigma_{\mathrm{in}}$,

$$
\Omega_{t}=\left\{x \in \Omega: \text { dist }\left(x, \Sigma_{\text {in }}\right)<t\right\} .
$$

Lemma 4.11. Let $t=\min \left\{\rho_{c} / 2, \rho_{i} / 2\right\}$ and $T=\max \left\{R_{c}, R_{i}\right\}$, where the constants $\rho_{\alpha}, R_{\alpha}$ are defined by Lemmas 4.2 and 4.3. Then there exists a constant $C$, depending only on $M, \Sigma$, and $\sigma$, such that, for any $f \in C^{1}(\Omega)$, the boundary value problem

$$
\begin{equation*}
\mathbf{u} \cdot \nabla \varphi+\sigma \varphi=f \text { in } \Omega_{t}, \quad \varphi=0 \text { on } \Sigma_{\text {in }} \tag{4.39}
\end{equation*}
$$

has a unique solution satisfying the inequalities

$$
\begin{equation*}
|\varphi|_{s, r, \Omega_{t}} \leq C\left(\|f\|_{C\left(\Omega_{T}\right)}+|f|_{s, r, \Omega_{T}}\right), \quad\|\varphi\|_{C\left(\Omega_{t}\right)} \leq \sigma^{-1}\|f\|_{C\left(\Omega_{T}\right)} \tag{4.40}
\end{equation*}
$$

Proof. It follows from Lemma 4.9 that there is a covering of the characteristic manifold $\Gamma$ by the finite collection of balls $B_{P_{i}}\left(\rho_{c} / 4\right), 1 \leq i \leq \mathfrak{m}, P_{i} \in \Gamma$, of the multiplicity $\mathfrak{n}$. The cardinality $\mathfrak{m}$ of this collection does not exceed $4 \mathfrak{n}\left(\rho_{c}\right)^{-1} L$, where $L$ is the length of $\Gamma$. Obviously, the balls $B_{P_{i}}\left(\rho_{c}\right)$ cover the set

$$
\mathcal{V}_{\Gamma}=\left\{x \in \Omega: \text { dist }(x, \Gamma)<\rho_{c} / 2\right\}
$$

By virtue of Lemma 4.7, in each such ball the solution to problem (4.39) satisfies inequalities (4.33), which leads to the estimate

$$
\begin{equation*}
|\varphi|_{s, r, \mathcal{V}_{\Gamma}}^{r} \leq \sum_{i}|\varphi|_{s, r, B_{P_{i}}\left(\rho_{c}\right)}^{r} \leq c \sum_{i}\|f\|_{C\left(B_{P_{i}}\left(R_{c}\right)\right)}^{r}+c \sum_{i}|f|_{s, r, B_{P_{i}}\left(R_{c}\right)}^{r}, \tag{4.41}
\end{equation*}
$$

where $c$ depends only on $M, \Sigma$, and $\sigma$. By Lemma 4.10, the multiplicity of the system of balls $B_{P_{i}}\left(R_{c}\right)$ is bounded from above by $12^{3}\left(R_{c} / \rho_{c}\right)^{3}$, which along with the inclusion $\cup_{i} B_{P_{i}}\left(R_{c}\right) \subset \Omega_{T}$ yields

$$
\sum_{i=1}^{\mathfrak{m}}|f|_{s, r, B_{P_{i}}\left(R_{c}\right)}^{r} \leq 12^{3}\left(R_{c} / \rho_{c}\right)^{3}|f|_{s, r, \Omega_{T}}^{r}
$$

Obviously we have

$$
\sum_{i}\|f\|_{C\left(B_{P_{i}}\left(R_{c}\right)\right)}^{r} \leq \mathfrak{m}\|f\|_{C\left(\Omega_{T}\right)}^{r} \leq 4 \mathfrak{n}\left(\rho_{c}\right)^{-1} L\|f\|_{C\left(\Omega_{T}\right)}^{r}
$$

Combining these results with (4.41) we obtain the estimates for the solution to problem (4.39) in the neighborhood of the characteristic manifold $\Gamma$,

$$
\begin{equation*}
|\varphi|_{s, r, \mathcal{V}_{\Gamma}} \leq c\|f\|_{C\left(\Omega_{T}\right)}+c|f|_{s, r, \Omega_{T}} \tag{4.42}
\end{equation*}
$$

Our next task is to obtain the similar estimate in the neighborhood of the compact $\Sigma_{\mathrm{in}}^{\prime} \subset \Sigma_{\mathrm{in}}$. To this end, we introduce the set

$$
\mathcal{V}_{\mathrm{in}}=\left\{x \in \Omega: \operatorname{dist}\left(x, \Sigma_{\mathrm{in}}^{\prime}\right)<\rho_{i} / 2\right\},
$$

where $\Sigma_{\text {in }}^{\prime}$ is given by (4.36). By virtue of Lemma 4.9, there exists the finite collection of balls $B_{P_{k}}\left(\rho_{i} / 4\right), 1 \leq k \leq \mathfrak{m}, P_{k} \in \Sigma_{\mathrm{in}}^{\prime}$, of the multiplicity $\mathfrak{n}$ which covers $\Sigma_{\mathrm{in}}^{\prime}$. Obviously $\mathfrak{m} \leq 16 n\left(\rho_{i}\right)^{-2}$ meas $\Sigma_{\mathrm{in}}$, and the balls $B_{P_{k}}\left(\rho_{i}\right)$ cover the set $\mathcal{V}_{\mathrm{in}}$. From this and Lemma 4.8 we conclude that

$$
|\varphi|_{s, r, \mathcal{V}_{\text {in }}}^{r} \leq \sum_{k}|\varphi|_{s, r, B_{P_{k}}\left(\rho_{i}\right)}^{r} \leq c \sum_{k}\|f\|_{C\left(B_{P_{k}}\left(R_{i}\right)\right)}^{r}+c \sum_{k}|f|_{s, r, B_{P_{k}}\left(R_{i}\right)}^{r} .
$$

By virtue of Lemma 4.10, the multiplicity of the system of balls $B_{P_{i}}\left(R_{i}\right)$ is not greater than $12^{3}\left(R_{i} / \rho_{i}\right)^{3}$, which yields

$$
\sum_{i}|f|_{s, r, B_{P_{i}}\left(R_{i}\right)}^{r} \leq 12^{3}\left(R_{i} / \rho_{i}\right)^{3}|f|_{s, r, \Omega_{T}}^{r}
$$

Obviously we have

$$
\sum_{k}\|f\|_{C\left(B_{P_{k}}\left(R_{i}\right)\right)}^{r} \leq \mathfrak{m}\|f\|_{C\left(\Omega_{T}\right)}^{r} \leq 16 \mathfrak{n}\left(\rho_{k}\right)^{-2} \text { meas } \Sigma_{\text {in }}\|f\|_{C\left(\Omega_{T}\right)}^{r}
$$

Thus we get

$$
\begin{equation*}
|\varphi|_{s, r, \mathcal{V}_{i n}} \leq c\|f\|_{C\left(\Omega_{T}\right)}+c|f|_{s, r, \Omega_{T}} . \tag{4.43}
\end{equation*}
$$

Since $\mathcal{V}_{\Gamma}$ and $\mathcal{V}_{\text {in }}$ cover $\Omega_{t}$, this inequality along with inequality (4.42) yields (4.40), and the lemma follows.

Partition of unity. Let us turn to the analysis of the general problem

$$
\begin{equation*}
\mathscr{L} \varphi:=\mathbf{u} \cdot \nabla \varphi+\sigma \varphi=f \text { in } \Omega, \quad \varphi=0 \text { on } \Sigma_{\mathrm{in}} . \tag{4.44}
\end{equation*}
$$

The next step is based on the theory of partial differential equations with nonnegative characteristic form. The following lemma is a particular case of general results of Oleinik and Radkevich; we refer to Theorems 1.5.1 and 1.6.2 in [34].

Lemma 4.12. Assume that $\Omega$ is a bounded domain of the class $C^{2}$, the vector field $\mathbf{u}$ belongs to the class $C^{1}(\Omega)^{3}$, and $\sigma-\operatorname{div} \mathbf{u}(x)>\delta>0$. Then, for any $f \in L^{\infty}(\Omega)$, problem (1.28) has a unique solution such that $\|\varphi\|_{L^{\infty}(\Omega)} \leq \delta^{-1}\|f\|_{L^{\infty}}$. Moreover, this solution is continuous at the interior points of $\Sigma_{\mathrm{in}}$ and vanishes on $\Sigma_{\mathrm{in}}$. If, in addition, $\Gamma=c l\left(\Sigma_{\text {out }} \cap \Sigma_{0}\right) \cap \operatorname{cl} \Sigma_{\mathrm{in}}$ is a smooth one-dimensional manifold, then a bounded generalized solution to problem (4.44) is unique.

The question of smoothness of solutions to boundary value problems for transport equations is more complicated. All known results [19], [34] are related to the case of $\Gamma=\emptyset$. The following lemma is a consequence of Theorem 1.8.1 in the monograph [34].

Lemma 4.13. Assume that $\Omega$ is a bounded domain of the class $C^{2}$ and $\Sigma_{\text {out }}=\emptyset$. Furthermore, let the following conditions hold.
(1) The vector field $\mathbf{u}$ and the function $f$ belong to the class $C^{1}\left(\mathbb{R}^{3}\right)$.
(2) There is $\Omega^{\prime} \ni \Omega$ such that the inequality

$$
\sigma-\sup _{\Omega^{\prime}}\left\{|\operatorname{div} \mathbf{u}|-\frac{1}{2} \sup _{i} \sum_{j \neq i}\left|\frac{\partial u_{i}}{\partial x_{j}}\right|-\frac{1}{2} \sup _{j} \sum_{j \neq i}\left|\frac{\partial u_{j}}{\partial x_{i}}\right|\right\}>0
$$

is fulfilled. Then a weak solution to problem (1.28) satisfies the Lipschitz condition in $\bar{\Omega}$.

Using these results we can construct a strong solution to problem (1.28). Recall that by Lemma 4.11, for any $f \in C^{1}(\Omega)$, problem (4.44) has a unique strong solution defined in neighborhood $\Omega_{t}$ of the inlet $\Sigma_{\mathrm{in}}$. On the other hand, Lemma 4.12 guarantees the existence and uniqueness of a bounded weak solution to problem (4.44). The following lemma shows that both solutions coincide in $\Omega_{t}$.

LEMMA 4.14. Under the assumptions of Theorem 1.4 and Lemma 4.11, each bounded generalized solution to problem (4.44) coincides in $\Omega_{t}$ with the local solution $\varphi_{t}$.

Proof. Let $\varphi \in L^{\infty}(\Omega)$ be a weak solution to problem (4.44). Recall that each point $P \in \Gamma$ has a canonical neighborhood $\mathcal{O}_{P}:=\mathbf{x}\left(Q_{a}\right)$, where canonical diffeomorphism $\mathbf{x}: Q_{a} \mapsto \mathcal{O}_{P}$ is defined by Lemma 4.2. Choose an arbitrary function $\zeta \in C^{1}(\Omega)$ vanishing on $\Sigma_{\text {in }}$ and outside of $\mathcal{O}_{P}$ and set

$$
\bar{\varphi}(y)=\varphi(\mathbf{x}(y)), \quad \bar{f}(y)=f(\mathbf{x}(y)), \quad \bar{\zeta}(y)=\zeta(\mathbf{x}(y)), \quad y \in Q_{a} \cap\left\{y_{3}>\Phi\right\}
$$

By the definition of a weak solution to the transport equation we have

$$
\int_{\mathcal{O}_{P} \cap \Omega}(\sigma \varphi \zeta-\varphi \operatorname{div}(\zeta \mathbf{u})-f \zeta) d x=0
$$

Direct calculations lead to the identity $\operatorname{div}_{x}(\zeta \mathbf{u})=\operatorname{det} \mathfrak{F}^{-1} \operatorname{div}_{y}\left(\bar{\zeta} \operatorname{det} \mathfrak{F} \mathfrak{F}^{-1} \overline{\mathbf{u}}\right)$, in which the notation $\mathfrak{F}$ stands for the Jacobi matrix $\mathfrak{F}=D_{y} \mathbf{x}(y)$. On the other hand, (4.3) implies the equality $\mathfrak{F}^{-1} \overline{\mathbf{u}}=\mathbf{e}_{\mathbf{1}}$. From this we conclude that

$$
\int_{Q_{a} \cap\left\{y_{3}>\Phi\right\}}\left((\operatorname{det} \mathfrak{F} \bar{\zeta})(\sigma \bar{\varphi}-\bar{f})-\bar{\varphi} \frac{\partial}{\partial y_{1}}(\operatorname{det} \mathfrak{F} \bar{\zeta})\right) d y=0 .
$$

Recall that, by Lemma $4.2, \partial_{y_{1}} \mathfrak{F}$ is continuous and $\operatorname{det} \mathfrak{F}$ is strictly positive in the cube $Q_{a}$. Setting $\xi=\operatorname{det} \mathfrak{F} \zeta$ we conclude that the integral identity

$$
\int_{Q_{a} \cap\left\{y_{3}>\Phi\right\}}\left(\xi(\sigma \bar{\varphi}-\bar{f})-\bar{\varphi} \frac{\partial \xi}{\partial y_{1}}\right) d y=0
$$

holds true for all functions $\xi \in C_{0}\left(Q_{a}\right)$ having continuous derivative $\partial_{y_{1}} \zeta \in C\left(Q_{a}\right)$ and vanishing for $y_{3}=\Phi\left(y_{1}, y_{2}\right), y_{1}<0$. Since $\bar{f}$ is continuously differentiable, $\bar{\varphi}$ belongs to the class $C_{l o c}^{1}\left(Q_{a} \cap\left\{y_{3}>\Phi\right\}\right)$ and satisfies (4.34). On the other hand, $\overline{\varphi_{t}}$ also satisfies (4.34). Obviously, all solutions to problem (4.34) coincide in the domain $G_{a}$, and hence $\bar{\varphi}_{t}=\bar{\varphi}$ in this domain. Recalling that $B_{P}\left(\rho_{c}\right) \subset \mathbf{x}\left(G_{a}\right)$ we obtain that $\varphi_{t}=\varphi$ in the ball $B_{P}\left(\rho_{c}\right)$. The same arguments show that, for any $P \in \Sigma_{\mathrm{in}}^{\prime}$, the function $\varphi_{t}$ is equal to $\varphi$ in the ball $B_{P}\left(\rho_{i}\right)$. It remains to note that the balls $B_{P}\left(\rho_{c}\right)$ and $B_{P}\left(\rho_{i}\right)$ cover $\Omega_{t}$, and the lemma follows.

Furthermore, we split the weak solution $\varphi \in L^{\infty}(\Omega)$ to problem (4.44) into two parts, namely, the local solution $\varphi_{t}$ and the remainder vanishing near the inlet. To this end fix a function $\Lambda \in C^{\infty}(\mathbb{R})$ such that

$$
\begin{equation*}
0 \leq \Lambda^{\prime} \leq 3, \quad \Lambda(u)=0 \quad \text { for } \quad u \leq 1 \text { and } \Lambda(u)=1 \quad \text { for } \quad u \geq 3 / 2 \tag{4.45}
\end{equation*}
$$

and introduce the one-parametric family of smooth functions

$$
\begin{equation*}
\chi_{t}(x)=\frac{1}{t^{3}} \int_{\mathbb{R}^{3}} \Theta\left(\frac{2(x-y)}{t}\right) \Lambda\left(\frac{\operatorname{dist}\left(y, \Sigma_{\text {in }}\right)}{t}\right) d y \tag{4.46}
\end{equation*}
$$

where $\Theta \in C^{\infty}\left(\mathbb{R}^{3}\right)$ is a standard mollifying kernel supported in the unit ball. It follows that

$$
\begin{gather*}
\chi_{t}(x)=0 \text { for } \operatorname{dist}\left(x, \Sigma_{\mathrm{in}}\right) \leq t / 2, \quad \chi_{t}(x)=1 \text { for dist }\left(x, \Sigma_{\mathrm{in}}\right) \geq 2 t, \\
 \tag{4.47}\\
\left|\partial^{l} \chi_{t}(x)\right| \leq \varpi(l) t^{-l} \text { for all } l \geq 0
\end{gather*}
$$

where $\varpi(l)$ is a constant. Now fix a number $t=t(\Sigma, M)$ satisfying all assumptions of Lemma 4.11 and set

$$
\begin{equation*}
\varphi(x)=\left(1-\chi_{t / 2}(x)\right) \varphi_{t}(x)+\phi(x) . \tag{4.48}
\end{equation*}
$$

By virtue of (4.47) and Lemma 4.14, the function $\phi \in L^{\infty}(\Omega)$ vanishes in $\Omega_{t / 2}$ and in a weak sense satisfies the equations

$$
\mathbf{u} \nabla \phi+\sigma \phi=\chi_{t / 2} f+\varphi_{t} \mathbf{u} \nabla \chi_{t / 2}=: F \text { in } \Omega, \quad \phi=0 \text { on } \Sigma_{\mathrm{in}} .
$$

Next introduce a new vector field $\tilde{\mathbf{u}}(x)=\chi_{t / 8}(x) \mathbf{u}(x)$. It easy to see that $\chi_{t / 8}=1$ on the support of $\phi$, and hence the function $\phi$ is also a weak solution to the modified transport equation

$$
\begin{equation*}
\tilde{\mathscr{L}} \phi:=\tilde{\mathbf{u}} \nabla \phi+\sigma \phi=F \text { in } \Omega . \tag{4.49}
\end{equation*}
$$

The advantage of such an approach is that the topology of integral lines of the modified vector field $\tilde{\mathbf{u}}$ drastically differs from the topology of integral lines of $\mathbf{u}$. The corresponding inlet, outgoing set, and characteristic set have the other structure and $\tilde{\Sigma}_{\text {in }}=\emptyset$. In particular, (4.49) does not require boundary conditions. Finally note that the $C^{1}$-norm of the modified vector fields has the majorant

$$
\begin{equation*}
\|\tilde{\mathbf{u}}\|_{C^{1}(\Omega)} \leq M\left(1+16 \varpi(1) t^{-1}\right) \tag{4.50}
\end{equation*}
$$

where $\varpi(1)$ is a constant from (4.47). The following lemma constitutes the existence and uniqueness of solutions to the modified equation.

Lemma 4.15. Suppose that

$$
\begin{equation*}
\sigma>\sigma^{*}(M, \Sigma)=4 M\left(1+16 \varpi(1) t^{-1}\right)+1, \quad M=\|\mathbf{u}\|_{C^{1}(\Omega)} \tag{4.51}
\end{equation*}
$$

and $0 \leq s \leq 1, r>1$. Then, for any $F \in W^{s, r}(\Omega) \cap L^{\infty}(\Omega)$, (4.49) has a unique weak solution $\phi \in W^{s, r}(\Omega) \cap L^{\infty}(\Omega)$ such that

$$
\begin{equation*}
\|\phi\|_{W^{s, r}(\Omega)} \leq c\|F\|_{W^{s, r}(\Omega)}, \quad\|\phi\|_{L^{\infty}(\Omega)} \leq \sigma^{-1}\|F\|_{L^{\infty}(\Omega)} \tag{4.52}
\end{equation*}
$$

where $c$ depends only on $r$.

Proof. Without any loss of generality we can assume that $F \in C^{1}(\Omega)$. By virtue of (4.50) and (4.51), the vector field $\tilde{\mathbf{u}}$ and $\sigma$ meet all requirements of Lemma 4.13. Hence (4.49) has a unique solution $\phi \in W^{1, \infty}(\Omega)$. For $i=1,2,3$ and $\tau>0$, define the finite difference operator

$$
\delta_{i \tau} \phi=\frac{1}{\tau}\left(\phi\left(x+\tau \mathbf{e}_{i}\right)-\phi(x)\right)
$$

It is easy to see that

$$
\begin{equation*}
\tilde{\mathbf{u}} \nabla \delta_{i \tau} \phi+\sigma \delta_{i \tau} \phi=\delta_{i \tau} F-\delta_{i \tau} \tilde{\mathbf{u}} \nabla \phi\left(x+\tau \mathbf{e}_{i}\right) \text { in } \Omega \cap\left(\Omega-\tau \mathbf{e}_{i}\right) \tag{4.53}
\end{equation*}
$$

Next introduce the function $\eta \in C^{\infty}(\mathbb{R})$ such that $\eta^{\prime} \geq 0, \eta(u)=0$ for $u \leq 1$, and $\eta(u)=1$ for $u \geq 1$, and set $\eta_{h}(x)=\eta(\operatorname{dist}(x, \partial \Omega) / h)$. Since $\tilde{\Sigma}_{\mathrm{in}}=\emptyset$, the inequality

$$
\begin{equation*}
\limsup _{h \rightarrow 0} \int_{\Omega} g \tilde{\mathbf{u}} \cdot \nabla \eta_{h}(x) d x \leq 0 \tag{4.54}
\end{equation*}
$$

holds true for all nonnegative functions $g \in L^{\infty}(\Omega)$. Choosing $h>\tau$, multiplying both sides of (4.53) by $\eta_{h}\left|\delta_{i \tau} \phi\right|^{r-2} \delta_{i \tau} \phi$, and integrating the result over $\Omega \cap\left(\Omega-\tau \mathbf{e}_{i}\right)$, we obtain

$$
\begin{aligned}
\int_{\Omega \cap\left(\Omega-\tau \mathbf{e}_{i}\right)} \eta_{h}\left|\delta_{i \tau} \phi\right|^{r} & \left(\sigma-\frac{1}{r} \operatorname{div} \tilde{\mathbf{u}}\right) d x-\int_{\Omega \cap\left(\Omega-\tau \mathbf{e}_{i}\right)}\left|\delta_{i \tau} \phi\right|^{r} \tilde{\mathbf{u}} \nabla \eta_{h} d x \\
& =\int_{\Omega \cap\left(\Omega-\tau \mathbf{e}_{i}\right)}\left(\delta_{i \tau} F-\delta_{i \tau} \tilde{\mathbf{u}} \nabla \phi\left(x+\tau \mathbf{e}_{i}\right)\right) \eta_{h}\left|\delta_{i \tau} \phi\right|^{r-2} \delta_{i \tau} \phi d x
\end{aligned}
$$

Letting $\tau \rightarrow 0$ and then $h \rightarrow 0$ and using inequality (4.54), we obtain

$$
\begin{equation*}
\int_{\Omega}\left|\partial_{x_{i}} \phi\right|^{r}\left(\sigma-\frac{1}{r} \operatorname{div} \tilde{\mathbf{u}}\right) d x \leq \int_{\Omega}\left(\partial_{x_{i}} F-\partial_{x_{i}} \tilde{\mathbf{u}} \nabla \phi\right)\left|\partial_{x_{i}} \phi\right|^{r-2} \partial_{x_{i}} \phi d x . \tag{4.55}
\end{equation*}
$$

Next note that

$$
\sum_{i} \partial_{x_{i}} \tilde{\mathbf{u}} \nabla \phi\left|\partial_{x_{i}} \phi\right|^{r-2} \partial_{x_{i}} \phi \leq 3\|\tilde{\mathbf{u}}\|_{C^{1}(\Omega)} \sum_{i}\left|\partial_{x_{i}} \phi\right|^{r}
$$

On the other hand, since $1 / r+3 \leq 4$, inequalities (4.50) and (4.51) imply

$$
\sigma-\left(\frac{1}{r}+3\right)\|\tilde{\mathbf{u}}\|_{C^{1}(\Omega)} \geq \sigma-4 M\left(1+16 \varpi(1) t^{-1}\right) \geq 1
$$

From this we conclude that

$$
\begin{aligned}
\sum_{i} \int_{\Omega}\left|\partial_{x_{i}} \phi\right|^{r} d x & \leq \sum_{i} \int_{\Omega}\left|\partial_{x_{i}} \phi\right|^{r-1}\left|\partial_{x_{i}} F\right| d x \\
& \leq\left(\sum_{i} \int_{\Omega}\left|\partial_{x_{i}} \phi\right|^{r /(r-1)} d x\right)^{(r-1) / r}\left(\sum_{i} \int_{\Omega}\left|\partial_{x_{i}} F\right|^{r} d x\right)^{1 / r}
\end{aligned}
$$

which leads to the estimate

$$
\begin{equation*}
\|\nabla \phi\|_{L^{r}(\Omega)} \leq c(r)\|\nabla F\|_{L^{r}(\Omega)} \tag{4.56}
\end{equation*}
$$

Next, multiplying both sides of (4.49) by $|\phi|^{r-2} \eta_{h}$ and integrating the result over $\Omega$, we get the identity

$$
\int_{\Omega}\left(\sigma-\frac{1}{r} \operatorname{div} \tilde{\mathbf{u}}\right) \eta_{h}|\phi|^{r} d x-\int_{\Omega}|\phi|^{r} \tilde{\mathbf{u}} \nabla \eta_{h} d x=\int_{\Omega} F \eta_{h}|\phi|^{r-2} \phi d x
$$

The passage $h \rightarrow 0$ gives the inequality

$$
\int_{\Omega}\left(\sigma-\frac{1}{r} \operatorname{div} \tilde{\mathbf{u}}\right)|\phi|^{r} d x \leq \int_{\Omega}|F||\phi|^{r-1} d x
$$

Recalling that $\sigma-1 / r \operatorname{div} \tilde{\mathbf{u}} \geq 1$, we finally obtain

$$
\begin{equation*}
\|\phi\|_{L^{r}(\Omega)} \leq c(r)\|F\|_{L^{r}(\Omega)} \tag{4.57}
\end{equation*}
$$

Inequalities (4.56) and (4.57) imply estimate (4.52) for $s=0,1$. Hence the linear operator $\tilde{\mathscr{L}}^{-1}: F \mapsto \phi$ is continuous in the Banach spaces $W^{0, r}(\Omega)$ and $W^{1, r}(\Omega)$, and its norm does not exceed $c(r)$. Recall that $W^{s, r}(\Omega)$ is the interpolation space $\left[L^{r}(\Omega), W^{1, r}(\Omega)\right]_{s, r}$. From this and Lemma B. 1 we conclude that inequality (4.52) is fulfilled for all $s \in[0,1]$, which completes the proof.

Proof of Theorem 1.4. We begin with the proof of statement (i). Fix $\sigma>\sigma^{*}$, where the constant $\sigma^{*}$ depends only on $\Sigma$, $\mathbf{U}$, and $\|\mathbf{u}\|_{C^{1}(\Omega)}$ and is defined by (4.51). Without any loss of generality we can assume that $f \in C^{1}(\Omega)$. The existence and uniqueness of a weak bounded solution for $\sigma>\sigma^{*}$ follows from Lemma 4.12. Moreover, by virtue of Lemma 4.12, such a solution satisfies the second inequality in (1.33). Therefore, it suffices to prove estimate (1.33) for $\|\varphi\|_{W^{s, r}(\Omega)}$. Since $W^{s, r}(\Omega) \cap L^{\infty}(\Omega)$ is the Banach algebra, representation (4.48) together with inequality (4.47) implies

$$
\begin{equation*}
\|\varphi\|_{W^{s, r}(\Omega)} \leq c\left(1+t^{-1}\right)\left(\left\|\varphi_{t}\right\|_{W^{s, r}\left(\Omega_{t}\right)}+\left\|\varphi_{t}\right\|_{L^{\infty}\left(\Omega_{t}\right)}\right)+c\|\phi\|_{W^{s, r}(\Omega)} \tag{4.58}
\end{equation*}
$$

On the other hand, Lemma 4.15 along with (4.49) yields

$$
\|\phi\|_{W^{s, r}(\Omega)} \leq c\|F\|_{W^{s, r}(\Omega)} \leq c\left\|\chi_{t / 2} f\right\|_{W^{s, r}(\Omega)}+\left\|\varphi_{t} \mathbf{u} \nabla \chi_{t / 2}\right\|_{W^{s, r}(\Omega)}
$$

The first term in the right-hand side is bounded:

$$
\left\|\chi_{t / 2} f\right\|_{W^{s, r}(\Omega)} \leq c\left(1+t^{-1}\right)\left(\|f\|_{W^{s, r}(\Omega)}+\left\|\varphi_{t}\right\|_{L^{\infty}(\Omega)}\right)
$$

In order to estimate the second term we note that, by virtue of (4.47), $\left\|\mathbf{u} \nabla \chi_{t / 2}\right\|_{C^{1}(\Omega)} \leq$ $c M\left(1+t^{-2}\right)$, which gives

$$
\left\|\varphi_{t} \mathbf{u} \nabla \chi_{t / 2}\right\|_{W^{s, r}(\Omega)} \leq c M\left(1+t^{-2}\right)\left(\left\|\varphi_{t}\right\|_{W^{s, r}\left(\Omega_{t}\right)}+\left\|\varphi_{t}\right\|_{L^{\infty}\left(\Omega_{t}\right)}\right)
$$

Substituting the obtained estimates into (4.58) we arrive at the inequality
$\|\varphi\|_{W^{s, r}(\Omega)} \leq c(M+1)\left(1+t^{-2}\right)\left(\left\|\varphi_{t}\right\|_{W^{s, r}(\Omega)}+\left\|\varphi_{t}\right\|_{L^{\infty}\left(\Omega_{t}\right)}+\|f\|_{W^{s, r}\left(\Omega_{t}\right)}+\|f\|_{L^{\infty}(\Omega)}\right)$,
which along with (4.40) leads to the estimate (1.33). In order to prove statement (ii) of Theorem 1.4, we note that the adjoint equation can be written in the form

$$
-\mathbf{u} \nabla \varphi^{*}+\sigma \varphi^{*}=f+\varphi^{*} \operatorname{div} \mathbf{u}
$$

Since

$$
\left\|\operatorname{div} \mathbf{u} \varphi^{*}\right\|_{W^{s, r}(\Omega)} \leq c\left(\|\operatorname{div} \mathbf{u}\|_{W^{s, r}(\Omega)}+\|\operatorname{div} \mathbf{u}\|_{C(\Omega)}\right)\left\|\varphi^{*}\right\|_{W^{s, r}(\Omega)},
$$

we have

$$
\left\|\operatorname{div} \mathbf{u} \varphi^{*}\right\|_{W^{s, r}(\Omega)}+\left\|\operatorname{div} \mathbf{u} \varphi^{*}\right\|_{C(\Omega)} \leq \delta\left(\left\|\varphi^{*}\right\|_{W^{s, r}(\Omega)}+\left\|\varphi^{*}\right\|_{C(\Omega)}\right),
$$

and the needed result follows from (i) and the contraction mapping principle.

## Appendix A. Proof of Lemmas 1.7 and 2.2.

Proof of Lemma 1.7. Since $\partial \Omega$ belongs to the class $C^{1}$, functions $\varphi, \varsigma$ have the extensions $\bar{\varphi}, \bar{\varsigma} \in W^{s, r}(\Omega) \cap W^{1,2}(\Omega)$ such that $\bar{\varphi}, \bar{\zeta}$ are compactly supported in $\mathbb{R}^{d}$ and

$$
\|\bar{\varphi}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)} \leq c\|\varphi\|_{W^{s, r}(\Omega)},\|\bar{\zeta}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)} \leq c\|s\|_{W^{s, r}(\Omega)}
$$

By virtue of Definition 1.2 and inequality (1.19), function $\mathbf{w}$ has the extension by 0 outside $\Omega$, denoted by $\overline{\mathbf{w}}$, such that

$$
\|\overline{\mathbf{w}}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)} \leq c\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}
$$

Obviously we have

$$
\mathfrak{B}(\mathbf{w}, \varphi, \varsigma)=-\int_{\mathbb{R}^{d}} \overline{\mathbf{w}} \cdot \nabla \bar{\varphi} \bar{\varsigma} d x .
$$

The following multiplicative inequality is due to Maz'ya [26]. For all $s_{1}>0, r_{1}>1$, and $r_{1} s_{1}<d$,

$$
\begin{equation*}
\|u v\|_{W^{s_{1}, r_{1}}\left(\mathbb{R}^{d}\right)} \leq c\left(r_{1}, s_{1}, d\right)\left(\|v\|_{W^{s_{1}, d / s_{1}}\left(\mathbb{R}^{d}\right)}+\|v\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\|u\|_{W^{s_{1}, r_{1}}\left(\mathbb{R}^{d}\right)} \tag{5.1}
\end{equation*}
$$

By virtue of (5.1), we have

$$
\|\overline{\mathbf{w}} \bar{\zeta}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)} \leq c\|\overline{\mathbf{w}}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)}\left(\|\bar{\zeta}\|_{W^{1-s, d /(1-s)}\left(\mathbb{R}^{d}\right)}+\|\bar{\zeta}\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) .
$$

On the other hand, since $r^{-1}-(s-(1-s)) / d \leq(1-s) / d$ for $s r>d$, embedding inequality (1.21) yields

$$
\|\bar{\zeta}\|_{W^{1-s, d /(1-s)}\left(\mathbb{R}^{d}\right)} \leq c\|\bar{\zeta}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)}, \quad\|\bar{\zeta}\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq c\|\bar{\zeta}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)}
$$

Thus we get

$$
\|\overline{\mathbf{w}} \bar{\zeta}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)} \leq c\|\overline{\mathbf{w}}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)}\|\bar{\zeta}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)} .
$$

Next note that the operator $\nabla: W^{1, r}\left(\mathbb{R}^{d}\right) \mapsto W^{0, r}\left(\mathbb{R}^{d}\right), \nabla: W^{0, r}\left(\mathbb{R}^{d}\right) \mapsto W^{-1, r}\left(\mathbb{R}^{d}\right)$ is continuous. By virtue of the basic property of interpolation spaces, the operator $\nabla: W^{s, r}\left(\mathbb{R}^{d}\right) \mapsto W^{s-1, r}\left(\mathbb{R}^{d}\right)$ is continuous for all $s \in[0,1]$. In particular we have $\|\nabla \bar{\varphi}\|_{W^{s-1, r}\left(\mathbb{R}^{d}\right)} \leq c\|\bar{\varphi}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)}$. Since $\bar{\varphi}$ and $\overline{\mathbf{w}} \bar{\zeta}$ are compactly supported in $\mathbb{R}^{d}$, the duality principle implies

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \overline{\mathbf{w}} \bar{\zeta} \bar{\varphi} d x & \leq c\|\overline{\mathbf{w}} \bar{\zeta}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)}\|\nabla \bar{\varphi}\|_{W^{s-1, r}\left(\mathbb{R}^{d}\right)} \\
& \leq c\|\overline{\mathbf{w}}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{d}\right)}\|\bar{\zeta}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)}\|\bar{\varphi}\|_{W^{s, r}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

which completes the proof.

Proof of Lemma 2.2. By virtue of (1.19), the extension $\overline{\mathbf{w}}$ satisfies the inequalities

$$
\|\overline{\mathbf{w}}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{3}\right)} \leq c\|\mathbf{w}\|_{\mathcal{W}_{0}^{1-s, r^{\prime}}(\Omega)}, \quad\|\overline{\mathbf{w}}\|_{W^{1,2}\left(\mathbb{R}^{3}\right)} \leq c\|\mathbf{w}\|_{W^{1,2}(\Omega)}
$$

On the other hand, the vector field $\mathbf{h}$ has a compactly supported extension $\overline{\mathbf{h}}: \mathbb{R}^{3} \rightarrow$ $\mathbb{R}^{3}$ such that $\|\overline{\mathbf{h}}\|_{W^{1+s, r}\left(\mathbb{R}^{3}\right)} \leq c\|\mathbf{h}\|_{W^{1+s, r}(\Omega)}$; however, this extension does not vanish outside $\Omega$. Substituting the expression for $\mathscr{A}$ into the formula for $\mathfrak{A}$ and integrating by parts, we conclude that $\mathfrak{A}(\mathbf{w}, \mathbf{h})$ equals

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \mathfrak{g}^{-1}\left(\nabla\left(\left(\left(\mathbf{N}_{1}^{*}\right)^{-1}-\mathbf{I}\right) \overline{\mathbf{w}}\right):\left(\mathbf{N}_{1} \mathbf{N}_{1}^{*} \nabla\left(\mathbf{N}_{1}^{-1^{*}} \overline{\mathbf{h}}\right)\right)\right. \\
\left.+\nabla \overline{\mathbf{w}}:\left(\mathbf{N}_{1} \mathbf{N}_{1}^{*} \nabla\left(\mathbf{N}_{1}^{-1^{*}} \overline{\mathbf{h}}\right)-\mathfrak{g} \nabla \overline{\mathbf{h}}\right)\right) d x
\end{aligned}
$$

Since $\left\|\mathbf{N}_{1}^{ \pm 1}-\mathbf{I}\right\|_{C^{2}(\Omega)} \leq c \tau^{2}$, we have

$$
\begin{gathered}
\left\|\left(\left(\mathbf{N}_{1}^{*}\right)^{-1}-\mathbf{I}\right) \overline{\mathbf{w}}\right\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{3}\right)} \leq c \tau^{2}\|\overline{\mathbf{w}}\|_{W^{1-s, r^{\prime}}\left(\mathbb{R}^{3}\right)} \\
\left\|\mathfrak{g}^{-1}\left(\mathbf{N}_{1} \mathbf{N}_{1}^{*} \nabla\left(\mathbf{N}_{1}^{-1 *} \overline{\mathbf{h}}\right)\right)-\nabla \overline{\mathbf{h}}\right\|_{W^{s, r}\left(\mathbb{R}^{3}\right)} \leq c \tau^{2}\|\overline{\mathbf{h}}\|_{W^{1+s, r}\left(\mathbb{R}^{3}\right)}
\end{gathered}
$$

Application of the duality arguments, similar to that in the proof of Lemma 1.7, completes the proof.

Appendix B. Interpolation. In this section we recall some results from the interpolation theory; see [6] for the proofs. Let $A_{0}$ and $A_{1}$ be Banach spaces. For $t>0$ introduce two nonnegative functions $K: A_{0}+A_{1} \mapsto \mathbb{R}$ and $J: A_{0} \cap A_{1} \mapsto \mathbb{R}$ defined by

$$
\begin{aligned}
K\left(t, u, A_{0}, A_{1}\right) & =\inf _{\substack{u=u_{0}+u_{1} \\
u_{i} \in A_{i}}}\left\|u_{0}\right\|_{A_{0}}+t\left\|u_{1}\right\|_{A_{1}} \\
J\left(t, u, A_{0}, A_{1}\right) & =\max \left\{\|u\|_{A_{0}}, t\|u\|_{A_{1}}\right\}
\end{aligned}
$$

For each $s \in(0,1), 1<r<\infty$, the $K$-interpolation space $\left[A_{0}, A_{1}\right]_{s, r, K}$ consists of all elements $u \in A_{0}+A_{1}$ having the finite norm

$$
\begin{equation*}
\|u\|_{\left[A_{0}, A_{1}\right]_{s, r, K}}=\left(\int_{0}^{\infty} t^{-1-s r} K\left(t, u, A_{0}, A_{1}\right)^{r} d t\right)^{1 / r} \tag{6.1}
\end{equation*}
$$

On the other hand, $J$-interpolation space $\left[A_{0}, A_{1}\right]_{s, r, J}$ consists of all elements $u \in$ $A_{0}+A_{1}$ which admit the representation

$$
\begin{equation*}
u=\int_{0}^{\infty} \frac{v(t)}{t} d t, \quad v(t) \in A_{1} \cap A_{0} \quad \text { for } t \in(0, \infty) \tag{6.2}
\end{equation*}
$$

and have the finite norm

$$
\begin{equation*}
\|u\|_{\left[A_{0}, A_{1}\right]_{s, r, J}}=\inf _{v(t)}\left(\int_{0}^{\infty} t^{-1-s r} J\left(t, v(t), A_{0}, A_{1}\right)^{r} d t\right)^{1 / r}<\infty \tag{6.3}
\end{equation*}
$$

where the infimum is taken over the set of all $v(t)$ satisfying (6.2). The first main result of interpolation theory reads as follows: For all $s \in(0,1)$ and $r \in(1, \infty)$ the spaces $\left[A_{0}, A_{1}\right]_{s, r, K}$ and $\left[A_{0}, A_{1}\right]_{s, r, J}$ are isomorphic topologically and algebraically. Hence the introduced norms are equivalent, and we can omit indices $J$ and $K$. The following simple properties of interpolation spaces directly follow from definitions.
(1) If $A_{1} \subset A_{0}$ is dense in $A_{0}$, then $\left[A_{0}, A_{1}\right]_{s, r} \subset A_{0}$ is dense in $A_{0}$.
(2) If $\tilde{A}_{i}, i=0,1$, are closed subspaces of $A_{i}$, then $\left[\tilde{A}_{0}, \tilde{A}_{1}\right]_{s, r} \subset\left[A_{0}, A_{1}\right]_{s, r}$ and $\|u\|_{\left[A_{0}, A_{1}\right]_{s, r}} \leq\|u\|_{\left[\tilde{A}_{0}, \tilde{A}_{1}\right]_{s, r}}$. One of the important results of the interpolation theory is the following representation for the interpolation of dual spaces. Let $A_{i}$ be Banach spaces such that $A_{1} \cap A_{0}$ is dense in $A_{0}+A_{1}$. Then the Banach spaces $\left[\left(A_{0}\right)^{\prime},\left(A_{1}\right)^{\prime}\right]_{s, r^{\prime}}$ and $\left(\left[A_{0}, A_{1}\right]_{s, r}\right)^{\prime}$ are isomorphic topologically and algebraically. Hence the spaces can be identified with equivalent norms.

In particular, if $A_{1} \subset A_{0}, A_{0}^{\prime} \subset A_{1}^{\prime}$ are dense in $A_{0}$ and $A_{1}^{\prime}$, respectively, then $\left(\left[A_{0}, A_{1}\right]_{s, r}\right)^{\prime}$ is the completion of $A_{0}^{\prime}$ in the $\left(\left[A_{0}, A_{1}\right]_{s, r}\right)^{\prime}$-norm.

The following lemma is the central result of the interpolation theory.
Lemma B.1. Let $A_{i}, B_{i}, i=0,1$, be Banach spaces, and let $T: A_{i} \mapsto B_{i}$ be a bounded linear operator. Then, for all $s \in(0,1)$ and $r \in(1, \infty)$, the operator $T:\left[A_{0}, A_{1}\right]_{s, r} \mapsto\left[B_{0}, B_{1}\right]_{s, r}$ is bounded and

$$
\|T\|_{\mathcal{L}\left(\left[A_{0}, A_{1}\right]_{s, r},\left[X_{0}, Y_{1}\right]_{s, r}\right)} \leq\|T\|_{\mathcal{L}\left(A_{0}, B_{0}\right)}^{s}\|T\|_{\mathcal{L}\left(A_{1}, B_{1}\right)}^{1-s}
$$

Now we show that all basic properties of spaces $\mathcal{W}_{0}^{s, r}$ determined by Definition 1.2 easily follow from previously mentioned results of the interpolation theory. Let $\Omega$ be a bounded domain with a boundary of the class $C^{1}$ or $\Omega=\mathbb{R}^{d}$. It is well known (see [46]) that, for all $s \in(0,1)$ and $r \in(1, \infty)$, the Sobolev space $W^{s, r}(\Omega)=$ $\left[L^{r}(\Omega), W^{1, r}(\Omega)\right]_{s, r}$. Since $\mathcal{W}^{0, r}(\Omega)$ and $\mathcal{W}_{0}^{1, r}(\Omega)$ are closed subspaces of $W^{0, r}\left(\mathbb{R}^{d}\right)$ and $W^{1, r}\left(\mathbb{R}^{d}\right)$, respectively, the interpolating space $\mathcal{W}_{0}^{s, r}$ determined by Definition 1.2 satisfies inequality (1.19).

Next note that, by virtue of pairing (1.22), the space $L^{r^{\prime}}(\Omega)$ can be identified with $\left(\mathcal{W}_{0}^{0, r}\right)^{\prime}$, which is dense in $\mathcal{W}^{-1, r}(\Omega)=\left(\mathcal{W}_{0}^{1, r}(\Omega)\right)^{\prime}$. Therefore, the space $\left(\mathcal{W}_{0}^{s, r}\right)^{\prime}$ is the completion of $L^{r^{\prime}}(\Omega)$ in the norm of $\left(\mathcal{W}_{0}^{s, r}(\Omega)\right)^{\prime}$, which is exactly equal to the norm of $\mathcal{W}^{-s, r^{\prime}}(\Omega)$. Hence $\left(\mathcal{H}_{0}^{s, r}(\Omega)\right)^{\prime}=\mathcal{W}^{-s, r^{\prime}}(\Omega)$, which leads to the duality principle (1.24).

Proof of Lemma 1.3. Finally we show that Lemma 1.3 is a straightforward consequence of classical results on solvability of the first boundary value problem for the Stokes equations. Note that, by virtue of Theorem 6.1 in [9], for any $\mathbf{F} \in \mathcal{H}^{s-1, r}(\Omega)$ and $G \in H^{s, r}(\Omega)$ with $s=0,1$, problem (1.26) has a unique solution $\mathbf{u}, \pi$ satisfying inequality

$$
\|\mathbf{u}\|_{H^{s+1, r}(\Omega)}+\|\pi\|_{H^{s, r}(\Omega)} \leq c(\Omega, r, s)\left(\|\mathbf{F}\|_{\mathcal{H}^{s-1, r}(\Omega)}+\|G\|_{H^{s, r}(\Omega)}\right)
$$

Thus the relation $(F, G) \mapsto(\mathbf{u}, \pi)$ determines the linear operator $T: \mathcal{H}^{s-1, r}(\Omega) \times$ $H^{s, r}(\Omega) \mapsto H^{s+1, r}(\Omega) \times H^{s, r}(\Omega)$. Therefore, Lemma 1.3 is a consequence of Lemma B.1.

Appendix C. Change of variables. In this section we derive the equations (1.7). We will write $\mathbf{u}(y)$ and $\varrho(y), y \in \Omega$, and set

$$
y=x+\varepsilon \mathbf{T}(x), \quad \mathbf{M}(x)=\mathbf{I}+\varepsilon \mathbf{T}^{\prime}(x), \quad \tilde{\mathbf{u}}(x)=\mathbf{u}(y(x)), \quad \varrho_{\varepsilon}(x)=\varrho(y(x))
$$

Thus we get $\mathbf{u}_{\varepsilon}=N \tilde{\mathbf{u}}$. The Jacobi matrix $\mathbf{M}$ is connected with the matrix $\mathbf{N}$ by the relations

$$
\begin{equation*}
\operatorname{det} \mathbf{M}=(\operatorname{det} N)^{1 / 2} \equiv \mathfrak{g}, \quad \mathbf{M}=\mathfrak{g} \mathbf{N}^{-1} \tag{7.1}
\end{equation*}
$$

For any function $\phi \in C^{1}(\Omega)$ we have $\nabla_{y} \phi=\left(\mathbf{M}^{*}\right)^{-1} \nabla_{x} \tilde{\phi}$, where $\tilde{\phi}(x)=\phi(y(x))$. It follows from this that the identities

$$
\begin{gathered}
\int_{\tilde{\Omega}}\left(\operatorname{div}_{y} \mathbf{u}\right)(y(x)) \tilde{\phi}(x) \operatorname{det} \mathbf{M} d x=\int_{\Omega}\left(\operatorname{div}_{y} \mathbf{u}\right)(y) \phi(y) \operatorname{det} d y=-\int_{\Omega} \mathbf{u} \cdot \nabla_{y} \phi d y \\
\quad=-\int_{\tilde{\Omega}} \tilde{\mathbf{u}} \cdot\left(\mathbf{M}^{*}\right)^{-1} \nabla_{x} \tilde{\phi}(x) \operatorname{det} \mathbf{M} d x=\int_{\tilde{\Omega}} \operatorname{div}_{x}\left((\operatorname{det} \mathbf{M}) \mathbf{M}^{-1} \tilde{\mathbf{u}}\right) \tilde{\phi}(x) d x
\end{gathered}
$$

hold true for all $\phi \in C_{0}^{\infty}(\Omega)$. On the other hand, by virtue of (7.1) we have $(\operatorname{det} \mathbf{M}) \mathbf{M}^{-1} \tilde{\mathbf{u}}=\mathbf{u}_{\varepsilon}(x)$. This leads to the equalities

$$
\begin{array}{r}
\left(\operatorname{div}_{y} \mathbf{u}\right)(y(x))=\mathfrak{g}^{-1} \operatorname{div}_{x}(\mathbf{N} \tilde{\mathbf{u}}(x)) \equiv \mathfrak{g}^{-1} \operatorname{div}_{x} \mathbf{u}_{\varepsilon}(x) \\
\operatorname{div}_{y}(\varrho \mathbf{u})(y(x))=\mathfrak{g}^{-1} \operatorname{div}_{x}\left(\varrho_{\varepsilon} \mathbf{u}_{\varepsilon}\right) \tag{7.2}
\end{array}
$$

which imply the modified mass balance equation (1.7b). From (7.2) and the identity $\left(\mathbf{M}^{*}\right)^{-1}=\mathfrak{g}^{-1} \mathbf{N}^{*}$ we obtain

$$
\begin{equation*}
\nabla\left(\lambda \operatorname{div} \mathbf{u}-\frac{R}{\epsilon^{2}} p(\varrho)\right)=\mathfrak{g}^{-1} \mathbf{N}^{*} \nabla\left(\lambda \mathfrak{g}^{-1} \operatorname{div} \mathbf{u}_{\varepsilon}-\frac{R}{\epsilon^{2}} p\left(\varrho_{\varepsilon}\right)\right) \tag{7.3}
\end{equation*}
$$

Combining (7.2) with the identity $\Delta=\operatorname{div} \nabla$ we obtain

$$
\begin{align*}
\Delta \mathbf{u}(y) & =\mathfrak{g}^{-1} \operatorname{div}\left(\mathbf{N}\left(\mathbf{M}^{*}\right)^{-1} \nabla \tilde{\mathbf{u}}\right) \\
=\mathfrak{g}^{-1} \operatorname{div}\left(\mathfrak{g}^{-1} \mathbf{N} \mathbf{N}^{*} \nabla\left(\mathbf{N}^{-1} \mathbf{u}_{\varepsilon}\right)\right) & =\mathfrak{g}^{-1} \mathbf{N}^{*}\left(\Delta \mathbf{u}_{\varepsilon}-\mathscr{A}\left(\mathbf{u}_{\varepsilon}\right)\right) \tag{7.4}
\end{align*}
$$

Next note that the components $(\mathbf{u} \nabla \mathbf{u})_{i}$ of the vector $\mathbf{u} \nabla \mathbf{u}$ satisfy the equalities

$$
(\mathbf{u} \nabla \mathbf{u})_{i}=\mathbf{u} \cdot \nabla_{y} u_{i}=\tilde{\mathbf{u}} \cdot\left(\left(\mathbf{M}^{*}\right)^{-1} \nabla \tilde{u}_{i}\right)=\mathfrak{g}^{-1} \mathbf{N} \tilde{\mathbf{u}} \cdot \nabla \tilde{u}_{i}=\mathfrak{g}^{-1} \mathbf{u}_{\varepsilon} \cdot \nabla\left(\mathbf{N}^{-1} \mathbf{u}_{\varepsilon}\right)_{i}
$$

This gives

$$
\begin{equation*}
\varrho \mathbf{u} \nabla \mathbf{u}=\mathbf{g}^{-1} \mathbf{N}^{*} \mathscr{B}\left(\varrho_{\varepsilon}, \mathbf{u}_{\varepsilon}, \mathbf{u}_{\varepsilon}\right) \tag{7.5}
\end{equation*}
$$

Substituting (7.3)-(7.5) into mass balance equation (1.2a) and multiplying both sides of the resulting equality by $\mathfrak{g}\left(\mathbf{N}^{*}\right)^{-1}$, we obtain modified equation (1.7a).
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#### Abstract

We prove the existence of a quasi-static evolution for a model in strain gradient plasticity proposed by Gurtin and Anand concerning isotropic, plastically irrotational materials under small deformations. This is done by means of the energetic approach to rate-independent evolution problems. Finally we study the asymptotic behavior of the evolution as the strain gradient length scales tend to zero recovering in the limit a quasi-static evolution in perfect plasticity.
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1. Introduction. Since the early attempts of Aifantis [3], strain gradient plasticity models have been proposed in order to capture , . ... , , ...., size effects in metals such as . . . ... . . . and . . . . . . . . . These effects, which take place approximately at the scale of $500 \mathrm{~nm}-50 \mu \mathrm{~m}$, cannot be modeled by conventional theories of plasticity. This fact led to the development of continuum theories of plasticity that incorporate size dependence by accounting for strain gradients, namely, the gradient of plastic strains. Following the classical papers by Nye [30] and by Ashby $[4,5]$, strain gradients induce . .. ...., .... , .., ..., , , and these dislocations together with , . .,..., , ., ..., ...,., are mainly responsible for size effects.

Several strain gradient theories, different from one another, have been recently proposed by different authors $[1,7,10,11,14,15,16,17,18,20,12,21]$. In this paper we focus on the theory proposed by Gurtin and Anand [19]. In the context of small deformations, and in the absence of plastic rotation, the strain gradient dependence enters the model via a microstress associated to the gradient of the plastic strain and by a free energy dependent of the macroscopic Burgers tensor.

Let $\Omega \subseteq \mathbb{R}^{3}$ be the reference configuration of the body. The strain $(\mathbf{E} u)_{i j}:=$ $\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) / 2$ of the displacement $u: \Omega \rightarrow \mathbb{R}^{3}$ is decomposed as usual in the form

$$
\begin{equation*}
\mathbf{E} u=\mathbf{E}^{\mathrm{e}}+\mathbf{E}^{\mathrm{p}}, \tag{1.1}
\end{equation*}
$$

where $\mathbf{E}^{\mathrm{e}} \in M_{\text {sym }}^{3 \times 3}$ is the ,..... while $\mathbf{E}^{\mathrm{p}}$ is referred to as the ,....... It is assumed that $\mathbf{E}^{\text {p }}$ has zero trace; i.e., $\mathbf{E}^{p}$ belongs to the space of deviatoric matrices $M_{D}^{3 \times 3}$. Besides the usual Cauchy stress T, which satisfies the classical macroscopic force balance, the stress configuration of the system is described by tensor $\mathbf{T}^{\mathrm{p}}$ and a... . . tensor $\mathbb{K}^{\mathrm{p}}$ which satisfy the equilibrium condition

$$
\begin{equation*}
\mathbf{T}_{D}=\mathbf{T}^{\mathrm{p}}-\operatorname{div} \mathbb{K}^{\mathrm{p}} . \tag{1.2}
\end{equation*}
$$

[^62]Here $\mathbf{T}_{D}$ denotes the deviatoric part of $\mathbf{T}$, i.e., $\mathbf{T}_{D}:=\mathbf{T}-\frac{1}{3} \operatorname{tr}(\mathbf{T}) I d$. The triple $\left(\mathbf{T}, \mathbf{T}^{\mathrm{p}}, \mathbb{K}^{\mathrm{p}}\right)$ furnishes the internal power expenditure within a subbody $\mathcal{B} \subseteq \Omega$ by means of the relation

$$
\mathcal{W}_{\mathrm{int}}(\mathcal{B})=\int_{\mathcal{B}}\left(\mathbf{T}: \dot{\mathbf{E}}^{\mathrm{e}}+\mathbf{T}^{\mathrm{p}}: \dot{\mathbf{E}}^{\mathrm{p}}+\mathbb{K}^{\mathrm{p}}: \nabla \dot{\mathbf{E}}^{\mathrm{p}}\right) d x
$$

where $\dot{\mathbf{E}}^{\mathrm{e}}$ and $\dot{\mathbf{E}}^{\mathrm{p}}$ derive from a virtual velocity ( $\left.\dot{u}, \dot{\mathbf{E}}^{\mathrm{e}}, \dot{\mathbf{E}}^{\mathrm{p}}\right)$ of the system. So $\mathbf{T}^{\mathrm{p}}$ and $\mathbb{K}^{\mathrm{p}}$ are stresses conjugated to the plastic strain and its gradient, $\mathbb{K}^{\mathrm{p}}$ being a ... . , . . , , since it is conjugated to the gradient of the plastic strain. The balance equations for $\mathbf{T}, \mathbf{T}^{\mathrm{p}}$, and $\mathbb{K}^{\mathrm{p}}$ follow by equating the internal power expenditure to the power expenditure associated to the external loads. This entails also boundary conditions for the normal components of $\mathbf{T}$ and $\mathbb{K}^{\mathrm{p}}$ which are connected to the imposed traction and . . . . .., , , on parts of the boundary (see section 3 for details).

The , , $\quad$ of the system is a function of the elastic strain $\mathbf{E}^{\mathrm{e}}$ and of the macroscopic Burgers tensor $\mathbf{G}=\operatorname{curl} \mathbf{E}^{\mathrm{p}}$. In the separable quadratic isotropic case, it assumes the form

$$
\begin{equation*}
\psi=\mu\left|\mathbf{E}_{D}^{\mathrm{e}}\right|^{2}+\frac{1}{2} k\left|\operatorname{tr} \mathbf{E}^{\mathrm{e}}\right|^{2}+\frac{\mu L^{2}}{2}\left|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right|^{2}, \tag{1.3}
\end{equation*}
$$

where $\mu$ and $k$ are the elastic shear and bulk moduli and $L$ is an energetic length scale. The presence of curl $\mathbf{E}^{\mathrm{p}}$ inside the free energy accounts for the incompatibility of the tensor field $\mathbf{E}^{p}$, and so it is connected to the presence of geometrically necessary dislocations in $\Omega$. By means of $\psi$, the energetic third order tensor $\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}$ is defined as the symmetric-deviatoric part (in the first two subscripts) of $\frac{\partial \psi}{\partial \mathbf{G}}$. This entails a decomposition of $\mathbb{K}^{\mathrm{p}}$ into dissipative and energetic parts $\mathbb{K}_{\text {diss }}^{\mathrm{p}}$ and $\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}$, respectively, with

$$
\mathbb{K}^{\mathrm{p}}=\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}+\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}
$$

Let $\Omega$ be subject to body forces $f(t)$ and to traction forces $g(t)$ on a part $\partial_{N} \Omega$ of its boundary, with $t \in[0, T]$. Let $\partial \Omega$ be. . . ...., , ;i.e., ..., , , , , ... . .. .... occurs (see section 3 for details). Let us assume that a displacement $w(t)$ is imposed on $\partial_{D} \Omega:=\partial \Omega \backslash \overline{\partial_{N} \Omega}$. The laws governing the evolution $\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$ of the system are obtained by the thermodynamical requirement

$$
\dot{\psi}(\mathcal{B}) \leq \mathcal{W}_{\mathrm{int}}(\mathcal{B})
$$

where $\psi(\mathcal{B})$ is the free energy of the subbody $\mathcal{B}$ obtained by integrating (1.3) over $\mathcal{B}$ and $\dot{\psi}(\mathcal{B})$ denotes its time derivative. In order to match such an inequality, Gurtin and Anand propose a flow rule involving $\dot{\mathbf{E}}^{\mathrm{p}}(t), \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t), \mathbf{T}^{\mathrm{p}}(t), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t)$, a $\cdots, \cdots, \cdots$ , ,..,$\quad l>0$, and a hardening internal variable. This law reduces to the usual flow rules of classical plasticity when the length scales $l$ and $L$ are set to zero. In the . .. . . . . . ... , and neglecting the hardening internal variable, it takes the form

$$
\begin{equation*}
\mathbf{T}^{\mathrm{p}}(t, x)=S_{Y} \frac{\dot{\mathbf{E}}^{\mathrm{p}}(t, x)}{d^{p}(t, x)}, \quad \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)=S_{Y} \frac{l^{2} \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)}{d^{p}(t, x)} \tag{1.4}
\end{equation*}
$$

Here $\dot{\mathbf{E}}^{\mathrm{p}}(t, x)$ and $\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)$ denote the time derivative of $\mathbf{E}^{\mathrm{p}}(t, x)$ and $\nabla \mathbf{E}^{\mathrm{p}}(t, x)$, respectively, $S_{Y}$ is the yield strength, and

$$
d^{p}(t, x):=\sqrt{\left|\dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}+l^{2}\left|\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}}
$$

is an ff.... $f l$, . . The stresses $\mathbf{T}^{\mathrm{p}}(t)$ and $\mathbb{K}_{\text {diss }}^{\mathrm{p}}(t)$ satisfy the . . . ........

$$
\begin{equation*}
\sqrt{\left|\mathbf{T}^{\mathrm{p}}(x)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(x)\right|^{2}} \leq S_{Y} \tag{1.5}
\end{equation*}
$$

and (1.4) is valid when relation (1.5) holds with equality; $\left(\dot{\mathbf{E}}^{\mathrm{p}}(t), \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t)\right)=(0,0)$ otherwise. Notice that, by setting $l=L=0$, we have $\mathbb{K}^{\mathrm{p}}=0$ and $\mathbf{T}^{\mathrm{p}}=\mathbf{T}_{D}$ and (1.4) reduces to the usual flow rule of the von Mises type.

The aim of the paper is to provide an existence result of an evolution for the Gurtin-Anand model in the rate-independent case without hardening. The case with positive hardening has been considered recently by Reddy, Ebobisse, and McBride [31]. Adopting a primal formulation, they study the problem by means of variational inequalities in abstract Hilbert spaces. In the case without hardening, coercivity estimates fail, and the use of the abstract setting is no longer possible. This fact reflects what happens also at the level of classical plasticity, where perfect plasticity deserves an "ad hoc" treatment (see [32, 8]).

Inspired by the recent paper of Dal Maso, DeSimone, and Mora [8] concerning perfect plasticity, we recast the problem of the evolution for the Gurtin-Anand model in the framework of the energetic approach to rate-independent processes developed in $[24,25,27,28,29]$.

Let us consider $\Omega \subseteq \mathbb{R}^{N}$ open, bounded, and with a Lipschitz boundary $(N \geq 2)$. By means of variational arguments, we first construct a discretized-in-time evolution $\left(u_{k, i}, \mathbf{E}_{k, i}^{\mathrm{e}}, \mathbf{E}_{k, i}^{\mathrm{p}}\right)$ relative to the nodes $t_{k}^{i}$ of a subdivision $0=t_{k}^{0}<t_{k}^{1}<\cdots<t_{k}^{k}=T$ of the time interval $[0, T]$ with step $T / k$.

In order to enforce variationally the stress constraint (1.5), we consider the function

$$
\mathbf{E}^{\mathrm{p}} \mapsto S_{Y} \int_{\Omega} \sqrt{\left|\mathbf{E}^{\mathrm{p}}\right|^{2}+l^{2}\left|\nabla \mathbf{E}^{\mathrm{p}}\right|^{2}} d x
$$

Since this map has linear growth in $\nabla \mathbf{E}^{\mathrm{p}}$, in order to perform direct minimization, we are naturally led to consider $\mathbf{E}^{\mathrm{p}}$ as a., , ..., .............., $B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$ and to relax the functional to the form

$$
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right):=S_{Y} \int_{\Omega} \sqrt{\left|\mathbf{E}^{\mathrm{p}}\right|^{2}+l^{2}\left|\nabla \mathbf{E}^{\mathrm{p}}\right|^{2}} d x+l S_{Y}\left|D^{s} \mathbf{E}^{\mathrm{p}}\right|(\Omega),
$$

where $D^{s} \mathbf{E}^{\mathrm{p}}$ denotes the singular part of the derivative of $\mathbf{E}^{\mathrm{p}}$.
The minimization problem that we consider in order to construct ( $u_{k, i+1}, \mathbf{E}_{k, i+1}^{\mathrm{e}}$, $\left.\mathbf{E}_{k, i+1}^{\mathrm{p}}\right)$ relative to the boundary displacement $w\left(t_{k}^{i+1}\right)$ once constructed $\left(u_{k, i}, \mathbf{E}_{k, i}^{\mathrm{e}}, \mathbf{E}_{k, i}^{\mathrm{p}}\right)$ is the following:

$$
\begin{equation*}
\min _{\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{P}}\right) \in \mathcal{A}\left(w\left(t_{k}^{i+1}\right)\right)} \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right)-\left\langle\mathcal{L}\left(t_{k}^{i+1}\right), u\right\rangle+\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right) . \tag{1.6}
\end{equation*}
$$

Here $\mathcal{A}\left(w\left(t_{k}^{i+1}\right)\right)$ is the class of admissible configurations for $w\left(t_{k}^{i+1}\right)$,

$$
\begin{gathered}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right):=\int_{\Omega}\left(\mu\left|\mathbf{E}_{D}^{\mathrm{e}}\right|^{2}+\frac{1}{2} k\left|\operatorname{tr} \mathbf{E}^{\mathrm{e}}\right|^{2}\right) d x, \quad \mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right):=\frac{\mu L^{2}}{2} \int_{\Omega}\left|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right|^{2} d x, \\
\langle\mathcal{L}(t), u\rangle:=\int_{\Omega} f(t) \cdot u d x+\int_{\partial_{N} \Omega} g(t) \cdot u d \mathcal{H}^{N-1},
\end{gathered}
$$

where $\mathcal{H}^{N-1}$ denotes the ( $N-1$ )-dimensional Hausdorff measure.

In order to have a well-defined energy in (1.6), it suffices that the elastic strain $\mathbf{E}^{\mathrm{e}}$ and the Burgers tensor curl $\mathbf{E}^{\mathrm{p}}$ belong to the space of square integrable functions. As a consequence, the class $\mathcal{A}\left(t_{k}^{i}\right)$ turns out to be defined as the triples $\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right)$, with

$$
\begin{array}{ll}
u \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right), & \mathbf{E}^{\mathrm{e}} \in L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right), \\
\mathbf{E}^{\mathrm{p}} \in B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right), & \operatorname{curl} \mathbf{E}^{\mathrm{p}} \in L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right),
\end{array}
$$

which satisfy the boundary condition $u=w\left(t_{k}^{i}\right)$ on $\partial_{D} \Omega$, and such that the compatibility condition (1.1) holds. Notice that the requirement $u \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$ follows by (1.1) and by the assumptions on $\mathbf{E}^{\mathrm{e}}$ and $\mathbf{E}^{\mathrm{p}}$ in view of Korn's inequality. We assume that $f(t) \in L^{N}\left(\Omega ; \mathbb{R}^{N}\right)$ and $g(t) \in L^{N}\left(\partial_{N} \Omega ; \mathbb{R}^{N}\right)$ so that the work $\mathcal{L}(t)$ of external forces turns out to be well-defined. The displacement on $\partial_{D} \Omega$ is assumed to be given by the trace of a map in $W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$.

The minimum problem (1.6) admits solutions in $\mathcal{A}\left(w\left(t_{k}^{i}\right)\right)$ provided that the external loads satisfy a suitable safe load condition (see (4.13)-(4.14)) which appears also in the study of evolutions in perfect plasticity. This condition entails some coercivity in $B V$ for $\mathbf{E}^{\mathrm{p}}$ from the interaction between $\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}-\mathbf{E}_{k, i-1}^{\mathrm{p}}\right)$ and the linear term $\left\langle\mathcal{L}\left(t_{k}^{i}\right), u\right\rangle$. The existence of a solution for (1.6) follows by applying the direct method of the calculus of variations (Lemma 6.1).

The continuous-in-time evolution is obtained by interpolating the discrete evolution $\left(u_{k, i}, \mathbf{E}_{k, i}^{\mathrm{e}}, \mathbf{E}_{k, i}^{\mathrm{p}}\right)$ and sending $k \rightarrow+\infty(\operatorname{section} 7)$. If $w \in A C\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)\right)$, $f \in A C\left(0, T ; L^{N}\left(\Omega ; \mathbb{R}^{N}\right)\right), g \in A C\left(0, T ; L^{\infty}\left(\partial_{N} \Omega ; \mathbb{R}^{N}\right)\right)$, and the safe load condition on $f, g$ holds uniformly in time, we prove the convergence towards a quasi-static evolution $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}(w(t))$ which is absolutely continuous in time and which satisfies the following two conditions:
(a) Global minimality: For every $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(w(t))$

$$
\begin{align*}
& \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle  \tag{1.7}\\
& \leq \mathcal{Q}_{1}(\mathbf{e})+\mathcal{Q}_{2}(\operatorname{curl} \mathbf{p})-\langle\mathcal{L}(t), v\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{align*}
$$

(b) Energy balance:

$$
\begin{align*}
\mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)=\mathcal{E}(0) & +\int_{0}^{t} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau  \tag{1.8}\\
& -\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau,
\end{align*}
$$

where $\mathbf{T}(t)$ is the Cauchy stress tensor, $\mathcal{E}(t):=\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-$ $\langle\mathcal{L}(t), u(t)\rangle, \dot{\mathcal{L}}(t)$ is associated to $\dot{f}(t), \dot{g}(t)$, and $\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)$ defined as

$$
\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; a, b\right):=\sup \left\{\sum_{j=1}^{k} \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(t_{j}\right)-\mathbf{E}^{\mathrm{p}}\left(t_{j-1}\right)\right): a=t_{0}<t_{1}<\cdots<t_{k}=b\right\}
$$

has the role of a -.,.-., -., , , , -., .
We refer to an evolution satisfying (a) and (b) as a . ............., for the Gurtin-Anand model (Definition 5.1).

The analysis of the global minimality condition (1.7) leads to the existence of stresses $\mathbf{T}^{\mathrm{p}}(t), \mathbb{K}^{\mathrm{p}}(t)$, and $\mathbb{S}^{\mathrm{p}}(t)$ which together with the Cauchy stress $\mathbf{T}(t)$ satisfy the balance of internal and external powers in $\Omega$

$$
\begin{equation*}
\int_{\Omega} \mathbf{T}(t): \mathbf{e} d x+\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \mathbf{p} d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p} d x+\left\langle\mathbb{S}^{\mathrm{p}}(t), D^{s} \mathbf{p}\right\rangle=\langle\mathcal{L}(t), v\rangle \tag{1.9}
\end{equation*}
$$

for every virtual velocity $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)$ (Lemma 8.1). Notice that a new higherorder stress $\mathbb{S}^{p}(t)$ conjugated to $D^{s} \mathbf{E}^{\text {p }}$ appears from our approach: This is somehow natural since $D^{s} \mathbf{E}^{\mathrm{p}}$ is treated at the same level of $\nabla \mathbf{E}^{\mathrm{p}}$. The balance (1.9) entails the usual balance equation for the Cauchy stress (Proposition 8.2), the balance equation (1.2), the stress constraint (1.5), and the confinement $\left\|\mathbb{S}^{\mathrm{p}}(t)\right\| \leq l S_{Y}$ for the singular stress $\mathbb{S}^{\mathrm{p}}(t)$ (Proposition 8.3).

The flow rule (1.4) follows from the analysis of the energy balance equality (1.8) (Proposition 8.10). It is also supplemented by a weak flow rule for the singular stress $\mathbb{S p}^{p}(t)$ (Proposition 8.9).

Concerning the uniqueness of the evolution, it turns out that the maps $t \mapsto \mathbf{E}^{\mathrm{e}}(t)$ and $t \mapsto \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)$ are uniquely determined by the initial conditions (Proposition 8.8). As for the maps $t \mapsto u(t)$ and $t \mapsto \mathbf{E}^{\mathrm{p}}(t)$, we suspect that nonuniqueness can occur as in the case of standard perfect plasticity (see [32, section 2.1]), even if we do not have at the moment an explicit counterexample.

In section 9, we study the asymptotic behavior of a quasi-static evolution for the Gurtin-Anand model when the length scales $l$ and $L$ vanish. As noted previously, by setting $l$ and $L$ equal to zero, the model reduces to the classical model of perfect plasticity of von Mises. Under a suitable assumption on the initial configuration, we prove (Theorem 9.2) that the quasi-static evolution for the Gurtin-Anand model converges in a suitable sense to the evolution for elastic-perfectly plastic bodies in the framework proposed by Dal Maso, DeSimone, and Mora [8]. The main difficulty we have to handle is the change in the mathematical setting of the problem, especially concerning the plastic strain. While in the strain gradient context $\mathbf{E}^{\mathrm{p}}$ is a $B V$ function, in [8] it is modeled simply as a Radon measure.

The paper is organized as follows. In section 2 we fix the notation and recall some basic tools we need from the theory of $B V$ functions. In section 3 we give a brief sketch of the Gurtin-Anand model, while in section 4 we settle the mathematical framework that we adopt in the analysis. The main results are stated in section 5 . The existence of a quasi-static evolution is obtained in section 7 after exploiting the convergence of the discrete evolution constructed in section 6 . Section 8 is devoted to the proof of the balance equations and the flow rule. Finally section 9 contains the asymptotic analysis as the strain gradient effects vanish.
2. Notation and preliminaries. In this section we recall some basic definitions and results employed in the rest of the paper.

Matrices. We will denote by $\mathrm{M}^{N \times N}$ the space of $N \times N$ matrices $\mathbf{A}=\left(a_{i j}\right)$, with $a_{i j} \in \mathbb{R}$ endowed with the scalar product

$$
\begin{equation*}
\mathbf{A}: \mathbf{B}:=\sum_{i, j} a_{i j} b_{i j} \tag{2.1}
\end{equation*}
$$

The norm of $\mathbf{A}$ induced by the scalar product (2.1) is denoted by $|\mathbf{A}|$.
We will denote by $\mathrm{M}_{\mathrm{sym}}^{N \times N}$ the subspace of symmetric matrices and by $\mathrm{M}_{D}^{N \times N}$ the subspace of $\mathrm{M}_{\text {sym }}^{N \times N}$ of matrices $\mathbf{A}$ with zero trace, that is, such that $\operatorname{tr} \mathbf{A}:=\sum_{i} a_{i i}=0$.

Given $\mathbf{A} \in \mathrm{M}_{\mathrm{sym}}^{N \times N}$, we denote by $\mathbf{A}_{D}$ its projection on $\mathrm{M}_{D}^{N \times N}$, i.e.,

$$
\begin{equation*}
\mathbf{A}_{D}:=\mathbf{A}-\frac{1}{N}(\operatorname{tr} A) \mathbf{I} \mathbf{d} \tag{2.2}
\end{equation*}
$$

where Id is the identity matrix.
The symmetrized gradient of an $\mathbb{R}^{N}$-valued function $u(x)$ is defined as

$$
\mathbf{E} u:=\frac{\nabla u+\nabla u^{T}}{2}
$$

where $(\nabla u)_{i j}=\frac{\partial u_{i}}{\partial x_{j}}$ is the gradient of $u$ and $\nabla u^{T}$ denotes its transpose.
The gradient, the divergence, and the curl of a $\mathrm{M}^{N \times N}$-valued function $\mathbf{A}(x)=$ $\left(a_{i j}(x)\right)$ are defined as

$$
(\nabla \mathbf{A})_{i j k}:=\frac{\partial a_{i j}}{\partial x_{k}}, \quad(\operatorname{div} \mathbf{A})_{i}:=\sum_{j} \frac{\partial a_{i j}}{\partial x_{j}}, \quad(\operatorname{curl} \mathbf{A})_{i j}:=\sum_{p, q} \epsilon_{i p q} \frac{\partial a_{j q}}{\partial x_{p}}
$$

respectively, where $\epsilon_{i p q}$ are the standard permutation symbols.
We will indicate by $\mathrm{M}^{N \times N \times N}$ the space of third order tensors $\mathbb{A}=\left(a_{i j k}\right)$ with scalar product

$$
\mathbb{A}: \mathbb{B}:=\sum_{i, j, k} a_{i j k} b_{i j k}
$$

and $|\mathbb{A}|$ will denote the induced norm of $\mathbb{A}$.
We say that $\mathbb{A}=\left(a_{i j k}\right) \in \mathrm{M}^{N \times N \times N}$ is,................ $f i, \ldots$.
$\ldots \ldots$ if

$$
a_{i j k}=a_{j i k} \quad \text { and } \quad \sum_{p} a_{p p k}=0
$$

We write $\mathbb{A} \in \mathrm{M}_{D}^{N \times N \times N}$.
The divergence of a $\mathrm{M}^{N \times N \times N}$-valued function $\mathbb{A}(x)=\left(a_{i j k}(x)\right)$ is given by

$$
(\operatorname{divA})_{i j}:=\sum_{k} \frac{\partial a_{i j k}}{\partial x_{k}} .
$$

Functional spaces and measures. Given $A \subseteq \mathbb{R}^{N}$ open and $1 \leq p<+\infty$, we will denote by $L^{p}\left(A ; \mathbb{R}^{M}\right)$ the space of $p$-summable functions on $A$ with values in $\mathbb{R}^{M}$ and by $W^{1, p}\left(A ; \mathbb{R}^{M}\right)$ the usual Sobolev space of functions in $L^{p}\left(A ; \mathbb{R}^{M}\right)$ whose derivatives in the sense of distributions belong to $L^{p}$. Finally, $\mathcal{M}_{b}\left(A ; \mathbb{R}^{M}\right)$ will denote the space of $\mathbb{R}^{M}$-valued Radon measures on $A$, and for every $\mu \in \mathcal{M}_{b}\left(A ; \mathbb{R}^{M}\right)$ we will indicate by $|\mu|(A)$ its total mass. We set $\|\mu\|_{\mathcal{M}_{b}\left(A ; \mathbb{R}^{M}\right)}:=|\mu|(A)$. We refer the reader to [9] for the main properties concerning Sobolev spaces and Radon measures.

Let us recall some results from the theory of $B V$ functions. We refer the reader to [2] for an exhaustive treatment of the subject.

We say that $u \in B V\left(A ; \mathbb{R}^{M}\right)$ if $u \in L^{1}\left(A ; \mathbb{R}^{M}\right)$, and its distributional derivative $D u$ is a vector-valued Radon measure on $A . B V\left(A ; \mathbb{R}^{M}\right)$ is a Banach space with respect to the norm

$$
\|u\|_{B V\left(A ; \mathbb{R}^{M}\right)}:=\|u\|_{L^{1}\left(A ; \mathbb{R}^{M}\right)}+|D u|(A) .
$$

We will denote by $D^{s} u$ the singular part of $D u$ with respect to the Lebesgue measure $\mathcal{L}^{N}$ and by $\nabla u$ the density of its absolutely continuous part.

We will say that a sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $B V\left(A ; \mathbb{R}^{M}\right)$ converges weakly* in $B V\left(A ; \mathbb{R}^{M}\right)$ to $u \in B V\left(A ; \mathbb{R}^{M}\right)$ if

$$
\begin{align*}
& u_{n} \rightarrow u \quad \text { strongly in } L^{1}\left(A ; \mathbb{R}^{M}\right),  \tag{2.3}\\
& D u_{n} \stackrel{*}{\rightharpoonup} D u \quad \text { weakly }^{*} \text { in } \mathcal{M}_{b}\left(A ; \mathbb{R}^{M}\right) .
\end{align*}
$$

The following compactness result holds: If $A$ is open bounded and with a Lipschitz boundary, every bounded sequence in $B V\left(A ; \mathbb{R}^{M}\right)$ admits a subsequence converging weakly* in $B V\left(A ; \mathbb{R}^{M}\right)$.

Finally we will use throughout the paper the following embedding property of $B V$ : If $A$ is bounded and with a Lipschitz boundary, then $B V\left(A ; \mathbb{R}^{M}\right)$ is continuously embedded into $L^{q}\left(A ; \mathbb{R}^{M}\right)$ for every $1 \leq q \leq \frac{N}{N-1}$, the embedding being compact for every $1 \leq q<\frac{N}{N-1}$.

## One-dimensional $A C$ and $B V$ functions with values in Banach spaces.

 Let $X$ be a reflexive Banach space or the dual of a separable Banach space. We denote by $B V(a, b ; X)$ and $A C(a, b ; X)$ the space of functions of bounded variation and the space of absolutely continuous functions from $[a, b]$ to $X$, respectively. We refer the reader to [6] for the main properties of these spaces. We recall that the variation of $f \in B V(a, b ; X)$ is defined as$$
\begin{equation*}
\mathcal{V}(f ; a, b):=\sup \left\{\sum_{j=1}^{k}\left\|f\left(t_{j}\right)-f\left(t_{j-1}\right)\right\|_{X}: a=t_{0}<t_{1}<\cdots<t_{k}=b\right\} . \tag{2.4}
\end{equation*}
$$

If $X$ is reflexive and $f \in A C(a, b ; X)$, then the time derivative $\dot{f}(t)$ exists for a.e. $t \in[a, b]$. If $X$ is the dual of a separable Banach space (and this is interesting when we consider the plastic strains), the time derivative $\dot{f}(t)$ exists as a weak* limit of difference quotients for a.e. $t \in[a, b]$ (see [8, Theorem 7.1]).

We will often use the following generalization of Helly's theorem [8, Lemma 7.2] (see also [23, Theorem 3.2]): If $X$ is the dual of a separable Banach space and $\left(f_{k}\right)_{k \in \mathbb{N}}$ a sequence in $B V(a, b ; X)$ with $\mathcal{V}\left(f_{k} ; a, b\right)$ and $\left\|f_{k}(a)\right\|_{X}$ uniformly bounded, then there exist $f \in B V(a, b ; X)$ and a subsequence $\left(f_{k_{j}}\right)_{j \in \mathbb{N}}$ such that $f_{k_{j}}(t) \stackrel{*}{\rightharpoonup} f(t)$ weakly* in $X$ for every $t \in[a, b]$.
3. The Gurtin-Anand model. In this section we quickly describe the GurtinAnand model [19] in strain gradient plasticity which describes the behavior of isotropic, plastically irrotational materials under small deformations. We present the . ., , , . . case in which the internal hardening variable is neglected.

Let $\Omega \subseteq \mathbb{R}^{N}$ be the reference configuration of the body. The starting point of the theory is, as usual, the additive decomposition of the displacement $\operatorname{strain} \mathbf{E} u=$ $\left(\nabla u+\nabla u^{T}\right) / 2$ into elastic and plastic parts

$$
\begin{equation*}
\mathbf{E} u=\mathbf{E}^{\mathrm{e}}+\mathbf{E}^{\mathrm{p}} . \tag{3.1}
\end{equation*}
$$

The symmetric matrices $\mathbf{E}^{\mathrm{e}}$ and $\mathbf{E}^{\mathrm{p}}$ are referred to as the , ....., and the ,.,. , . ., respectively. The plastic part $\mathbf{E}^{p}$ is supposed to be unable to sustain volumetric changes, so that

$$
\operatorname{tr} \mathbf{E}^{\mathrm{p}}=0 ;
$$

that is, $\mathbf{E}^{\mathrm{p}} \in \mathrm{M}_{D}^{N \times N}$.

Stresses and balance equations. Given a subbody $\mathcal{B} \subseteq \Omega$, besides the usual Cauchy stress $\mathbf{T} \in \mathrm{M}_{\mathrm{sym}}^{N \times N}$ conjugate to $\mathbf{E}^{\mathrm{e}}$, the analysis of its equilibrium involves also stresses $\mathbf{T}^{\mathrm{p}} \in \mathrm{M}_{D}^{N \times N}$ and $\mathbb{K}^{\mathrm{p}} \in \mathrm{M}_{D}^{N \times N \times N}$ conjugate to $\mathbf{E}^{\mathrm{p}}$ and $\nabla \mathbf{E}^{\mathrm{p}}$, respectively. Given the rate-like kinematical descriptors $\left(\dot{u}, \dot{\mathbf{E}}^{\mathrm{e}}, \dot{\mathbf{E}}^{\mathrm{p}}\right)$, the power expenditure within $\mathcal{B}$ is given by

$$
\mathcal{W}_{\mathrm{int}}(\mathcal{B})=\int_{\mathcal{B}}\left(\mathbf{T}: \dot{\mathbf{E}}^{\mathrm{e}}+\mathbf{T}^{\mathrm{p}}: \dot{\mathbf{E}}^{\mathrm{p}}+\mathbb{K}^{\mathrm{p}}: \nabla \dot{\mathbf{E}}^{\mathrm{p}}\right) d x
$$

$\mathcal{W}_{\text {int }}(\mathcal{B})$ is balanced by the power expenditure of external forces

$$
\mathcal{W}_{\mathrm{ext}}(\mathcal{B})=\int_{\partial \mathcal{B}}\left(t(\nu) \cdot \dot{u}+\mathbf{K}(\nu): \dot{\mathbf{E}}^{\mathrm{p}}\right) d A+\int_{\mathcal{B}} f \cdot \dot{u} d V
$$

where $f$ is the external body force and $t(\nu)$ is the boundary traction $(\nu$ is the outward normal to $\mathcal{B}$ ) which are associated as usual to $\dot{u}$, while $\mathbf{K}(\nu) \in \mathrm{M}_{D}^{N \times N}$ is a . .
-..., associated to the plastic strain rate $\dot{\mathbf{E}}^{\text {p }}$. The balance of power expenditures (that is, $\mathcal{W}_{\text {int }}(\mathcal{B})=\mathcal{W}_{\text {ext }}(\mathcal{B})$ for every subbody $\left.\mathcal{B}\right)$ leads to the equalities $t(\nu)=\mathbf{T} \nu$ and $\mathbf{K}(\nu)=\mathbb{K}^{\mathrm{P}} \nu$ for the traction and microtraction and to the equilibrium equations

$$
-\operatorname{div} \mathbf{T}=f \quad \text { and } \quad \mathbf{T}^{\mathrm{p}}=\mathbf{T}_{D}+\operatorname{div} \mathbb{K}^{\mathrm{p}} \quad \text { in } \Omega
$$

where $\mathbf{T}_{D}$ is the deviatoric part of $\mathbf{T}$ as defined in (2.2). These equations are supplemented by boundary conditions for $\mathbf{T}$ and $\mathbb{K}^{\mathrm{p}}$. If traction forces $g$ are present on a part $\partial_{N} \Omega$ of the boundary of $\Omega$, we have as usual

$$
\mathbf{T} \nu=g \quad \text { on } \partial_{N} \Omega
$$

Concerning $\mathbb{K}^{\mathrm{p}}$, assuming $, \ldots ., \ldots, \ldots, \ldots$,,$\ldots$ at the boundary (see [19, section 8$]$ ), we are led to the condition

$$
\mathbb{K}^{\mathrm{p}} \nu=0 \quad \text { on } \partial \Omega
$$

The free energy. The free energy $\psi$ is assumed to depend on $\mathbf{E}^{e}$ and $\operatorname{curl} \mathbf{E}^{p}$ : In the quadratic separable case $\psi$ has the form

$$
\begin{equation*}
\psi=\frac{1}{2} \mathbb{C} \mathbf{E}^{\mathrm{e}}: \mathbf{E}^{\mathrm{e}}+\frac{\mu L^{2}}{2}\left|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right|^{2} \tag{3.2}
\end{equation*}
$$

where $\mathbb{C}$ is the elastic tensor

$$
\begin{equation*}
\mathbb{C} \mathbf{E}^{\mathrm{e}}:=2 \mu \mathbf{E}_{D}^{\mathrm{e}}+k\left(\operatorname{tr} \mathbf{E}^{\mathrm{e}}\right) \mathbf{I}, \tag{3.3}
\end{equation*}
$$

with $\mu$ and $k$ the elastic shear and bulk moduli, respectively. The constant $L>0$ is an , ..., ,..... . The , ...... . . . ..... $\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}$ is then defined so that the identity

$$
\begin{equation*}
\mu L^{2} \operatorname{curl} \mathbf{E}^{\mathrm{p}}: \operatorname{curl} \mathbf{A}=\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}: \nabla \mathbf{A} \tag{3.4}
\end{equation*}
$$

holds for every $\mathrm{M}^{N \times N}$-valued function $\mathbf{A}$. In components we have

$$
\begin{equation*}
\left(\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}\right)_{j q p}:=\mu L^{2}\left[\frac{\partial \mathbf{E}_{j q}^{\mathrm{p}}}{\partial x_{p}}-\frac{1}{2}\left(\frac{\partial \mathbf{E}_{j p}^{\mathrm{p}}}{\partial x_{q}}+\frac{\partial \mathbf{E}_{q p}^{\mathrm{p}}}{\partial x_{j}}\right)+\frac{1}{N} \delta_{j q} \sum_{r} \frac{\partial \mathbf{E}_{r p}^{\mathrm{p}}}{\partial x_{r}}\right] \tag{3.5}
\end{equation*}
$$

where $\delta_{j q}$ is the usual Krönecker symbol. The stress $\mathbb{K}^{\mathrm{p}}$ is then additively decomposed in the following way:

$$
\mathbb{K}^{\mathrm{p}}=\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}+\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}
$$

Admissibility of the stresses and the flow rule. Neglecting the hardening internal variable, i.e., if we are in the case without hardening nor softening, the admissibility for the stresses involved in the description of the behavior of $\Omega$ reads

$$
\begin{equation*}
\sqrt{\left|\mathbf{T}^{\mathrm{p}}(x)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(x)\right|^{2}} \leq S_{Y} \tag{3.6}
\end{equation*}
$$

where $l>0$ is a $\ldots, \ldots, \ldots, \ldots, \ldots$
Assume now that body and traction forces vary with time, i.e., $f=f(t)$ and $g=g(t)$. The flow rule which drives the system requires that if $\left(\mathbf{T}^{\mathrm{p}}(t, x), \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right)$ is at the yield surface (that is, (3.6) holds with equality), then

$$
\left\{\begin{array}{l}
\mathbf{T}^{\mathrm{p}}(t, x)=S_{Y} \frac{\dot{\mathbf{E}}^{\mathrm{p}}(t, x)}{\sqrt{\left|\dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}+l^{2}\left|\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}}}  \tag{3.7}\\
\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)=S_{Y} \frac{l^{2} \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)}{\sqrt{|\dot{\mathbf{E}} \mathrm{p}(t, x)|^{2}+l^{2} \mid \nabla \dot{\left.\dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}}}}
\end{array}\right.
$$

Here $\dot{\mathbf{E}}^{\mathrm{p}}(t, x)$ and $\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)$ denote the time derivative of $\mathbf{E}^{\mathrm{p}}(t, x)$ and $\nabla \mathbf{E}^{\mathrm{p}}(t, x)$, respectively. If $\left(\mathbf{T}^{\mathrm{p}}(t, x), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t, x)\right)$ is well inside the yield surface, then no plastic phenomenon occurs, i.e., $\left(\dot{\mathbf{E}}^{\mathrm{p}}, \nabla \dot{\mathbf{E}}^{\mathrm{p}}\right)=(0,0)$. The flow rule $(3.7)$ is a generalization of the von Mises flow rule in perfect plasticity ( set $l=L=0$, and note that $\mathbf{T}^{p}=\mathbf{T}_{D}$ ). It moreover implies that

$$
\int_{\mathcal{B}} \dot{\psi} d V \leq \mathcal{W}_{\mathrm{ext}}(\mathcal{B})
$$

The previous inequality reflects the thermodynamical requirement that the increase in free energy of $\mathcal{B}$ is less than or equal to the power expended on $\mathcal{B}$.
4. Functional setting. In this section we state the precise mathematical framework that we adopt to study quasi-static evolutions for the Gurtin-Anand model.

The reference configuration. Let the reference configuration be given by $\Omega \subseteq$ $\mathbb{R}^{N}, N \geq 2$, a bounded open set with a Lipschitz boundary. Let $\partial \Omega$ be partitioned into two open (in the relative topology) disjoint sets $\partial_{D} \Omega$ and $\partial_{N} \Omega$ with the same boundary $\Gamma$ such that $\mathcal{H}^{N-2}(\Gamma)<+\infty$.

Admissible configurations. Let the prescribed boundary displacement on $\partial_{D} \Omega$ be given by (the trace of) a Sobolev function $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$. By an admissible configuration relative to the boundary datum $w$, we will understand a triple ( $u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}$ ) such that

$$
\begin{equation*}
u \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right), \quad \mathbf{E}^{\mathrm{e}} \in L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right), \quad \mathbf{E}^{\mathrm{p}} \in B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \tag{4.1}
\end{equation*}
$$

with

$$
\begin{gather*}
u=w \quad \text { on } \partial_{D} \Omega,  \tag{4.2}\\
\mathbf{E} u=\mathbf{E}^{\mathrm{e}}+\mathbf{E}^{\mathrm{p}} \tag{4.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{curl} \mid \mathbf{E}^{\mathrm{p}} \in L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right) \tag{4.4}
\end{equation*}
$$

Equality (4.2) is intended in the sense of traces. Notice that, by the embedding properties of $B V,(4.3)$ entails $\mathbf{E} u \in L^{\frac{N}{N-1}}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right)$; the requirement $u \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$ is then consistent with the regularity implied by Korn's inequality in view of the boundary condition (4.2). Let us denote by $\mathcal{A}(w)$ the family of admissible configurations for the boundary datum $w$, i.e.,

$$
\begin{equation*}
\mathcal{A}(w):=\left\{\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right) \text { such that (4.1)-(4.4) are satisfied }\right\} . \tag{4.5}
\end{equation*}
$$

Notice that $\mathcal{A}(w) \neq \emptyset$ since $(w, \mathbf{E} w, 0) \in \mathcal{A}(w)$ : Moreover $\mathcal{A}(w)$ contains the triples $(v, \mathbf{E} v, 0)$, with $v \in W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$ and $v=w$ on $\partial_{D} \Omega$, so that , ... deformations are admissible (and this motivates the choice $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$ ).

The free energy. The free energy of the configuration $\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right) \in \mathcal{A}(w)$ is given according to (3.2) by

$$
\Psi\left(\mathbf{E}^{\mathrm{e}}, \operatorname{curl} \mathbf{E}^{\mathrm{p}}\right):=\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right)
$$

where

$$
\begin{equation*}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right):=\frac{1}{2} \int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}: \mathbf{E}^{\mathrm{e}} d x \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E} \mathbf{E}^{\mathrm{p}}\right):=\frac{1}{2} \mu L^{2} \int_{\Omega}\left|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right|^{2} d x \tag{4.7}
\end{equation*}
$$

Here $\mathbb{C}$ denotes the elasticity tensor (3.3), and $\mu>0$ is the elastic shear modulus: We assume also that $k>0$, so that there exist $0<\alpha_{\mathbb{C}} \leq \beta_{\mathbb{C}}<+\infty$ such that for every $\mathbf{A} \in \mathrm{M}_{\mathrm{sym}}^{N \times N}$ we have

$$
\begin{equation*}
\alpha_{\mathbb{C}}|\mathbf{A}|^{2} \leq \mathbb{C} \mathbf{A}: \mathbf{A} \leq \beta_{\mathbb{C}}|\mathbf{A}|^{2} \tag{4.8}
\end{equation*}
$$

The yield function $\mathcal{H}$. In order to get variationally the constraint for the stresses conjugated to the plastic variables according to (3.6), we are led to consider the .. ..........

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right):=S_{Y} \int_{\Omega} \sqrt{\left|\mathbf{E}^{\mathrm{p}}\right|^{2}+l^{2}\left|\nabla \mathbf{E}^{\mathrm{p}}\right|^{2}} d x+l S_{Y}\left|D^{s} \mathbf{E}^{\mathrm{p}}\right|(\Omega) \tag{4.9}
\end{equation*}
$$

defined for every $\mathbf{E}^{\mathrm{p}} \in B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$. Simple arguments on subadditive and positively one-homogeneous functions on measures (see [13]) show that $\mathcal{H}$ is the relaxation under the $L^{1}$-norm of the map

$$
\mathbf{E}^{\mathrm{p}} \mapsto S_{Y} \int_{\Omega} \sqrt{\left|\mathbf{E}^{\mathrm{p}}\right|^{2}+l^{2}\left|\nabla \mathbf{E}^{\mathrm{p}}\right|^{2}} d x
$$

defined for a regular plastic strain $\mathbf{E}^{\text {p }}$, which is connected to the effective flow rate proposed by Gurtin and Anand (see [19, section 6.3]). As a consequence, $\mathcal{H}$ turns out to be naturally involved in an analysis which employs direct methods of the calculus of variations.

We will often use the lower semicontinuity of $\mathcal{H}$ along weakly* converging sequences, which is a direct consequence of the relaxation process through which $\mathcal{H}$ is obtained.

$$
\begin{aligned}
& \text { Lemma 4.1. . }\left(\mathbf{E}_{n}^{\mathrm{p}}\right)_{n \in \mathbb{N}} \text {, . . ., } B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right), \ldots . . \\
& \mathbf{E}_{n}^{\mathrm{p}} \stackrel{*}{\rightharpoonup} \mathbf{E}^{\mathrm{p}} \quad 0 \quad,{ }^{*}, \quad B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \\
& \text {. } 1.1 \\
& \begin{aligned}
\mathbf{E}^{\mathrm{p}} \in B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) & \cdot \\
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right) & \leq \liminf _{n \rightarrow+\infty} \mathcal{H}\left(\mathbf{E}_{n}^{\mathrm{p}}\right) .
\end{aligned}
\end{aligned}
$$

Prescribed boundary displacements and body/traction forces. We assume that the prescribed boundary displacement on $\partial_{D} \Omega$ is given by (the trace of) a function $w(t, x)$ which is absolutely continuous in time with values in the Sobolev space $W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$, i.e.,

$$
\begin{equation*}
w \in A C\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)\right) \tag{4.10}
\end{equation*}
$$

Moreover we assume that the prescribed body forces in $\Omega$ and traction forces on $\partial_{N} \Omega$ are given by

$$
\begin{equation*}
f \in A C\left(0, T ; L^{N}\left(\Omega ; \mathbb{R}^{N}\right)\right) \quad \text { and } \quad g \in A C\left(0, T ; L^{N}\left(\partial_{N} \Omega ; \mathbb{R}^{N}\right)\right) \tag{4.11}
\end{equation*}
$$

For every $t \in[0, T]$ let us consider $\mathcal{L}(t): W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\langle\mathcal{L}(t), u\rangle:=\int_{\Omega} f(t) \cdot u d x+\int_{\partial_{N} \Omega} g(t) \cdot u d \mathcal{H}^{N-1} \tag{4.12}
\end{equation*}
$$

Here $\mathcal{H}^{N-1}$ denotes the $(N-1)$-dimensional Hausdorff measure, which is a generalization to arbitrary sets of the usual surface measure (see [9]). By means of the Sobolev embedding theorem it is easily seen that $\mathcal{L}(t)$ is a continuous linear functional on $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$.

Throughout the paper we will assume that the prescribed body and traction forces satisfy the following uniform, , , , , ...., : We assume that for every $t \in[0, T]$ there exists $\rho(t) \in L^{N}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right)$ such that

$$
\begin{cases}-\operatorname{div} \rho(t)=f(t) & \text { in } \Omega  \tag{4.13}\\ \rho(t) \nu=g(t) & \text { on } \partial_{N} \Omega\end{cases}
$$

and there exists $\alpha>0$ such that for every $\mathbf{A} \in \mathrm{M}_{D}^{N \times N}$, with $|\mathbf{A}| \leq \alpha$, we have

$$
\begin{equation*}
\left|\mathbf{A}+\rho_{D}(t)\right| \leq S_{Y} \quad \text { a.e. in } \Omega \tag{4.14}
\end{equation*}
$$

Moreover we assume that $t \mapsto \rho(t)$ and $t \mapsto \rho_{D}(t)$ are absolutely continuous from $[0, T]$ to $L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$ and $L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$, respectively. Notice that the trace condition in (4.13) is well-defined in the dual of the traces on $\partial_{N} \Omega$ of $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$ since $\rho$ is an $L^{N}$-field with divergence in $L^{N}$. Moreover, for every $\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right) \in \mathcal{A}(w)$ we have the following representation formula for $\mathcal{L}(t)$ (here we use $\left.\mathcal{H}^{N-2}(\Gamma)<+\infty\right)$ :

$$
\begin{equation*}
\langle\mathcal{L}(t), u\rangle=-\langle\rho(t) \nu, w\rangle_{\partial_{D} \Omega}+\int_{\Omega} \rho(t): \mathbf{E}^{\mathrm{e}} d x+\int_{\Omega} \rho_{D}(t): \mathbf{E}^{\mathrm{p}} d x \tag{4.15}
\end{equation*}
$$

where the first term on the right-hand side should be interpreted as the pairing between $H^{-1 / 2}\left(\partial_{D} \Omega ; \mathbb{R}^{N}\right)$ and $H^{1 / 2}\left(\partial_{D} \Omega ; \mathbb{R}^{N}\right)$.

### 4.2. Notice that for $\mathcal{L}(t)$ to be well-defined in the dual of $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$

 it suffices to require $f(t) \in L^{N / 2}\left(\Omega ; \mathbb{R}^{N}\right)$ (assume that $N \geq 3$, the case $N=2$ being different in view of Sobolev embedding). But in view of the safe load condition (4.13)(4.14), $\rho(t)$ would be only an element of $L^{N / 2}$ with divergence in $L^{N / 2}$, so that its normal trace would be defined in the dual of the traces on $\partial \Omega$ of $W^{1, \frac{N}{N-2}}\left(\Omega ; \mathbb{R}^{N}\right)$. Then the representation formula (4.15) would no longer be well-defined (since $w \in$ $\left.W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)\right)$.As a consequence of the safe load condition, we have the following coercivity estimate for $\mathcal{H}$.

Lemma 4.3. , , $\mathbf{E}^{\mathrm{p}} \in B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right), \cdots$

$$
\begin{align*}
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right)-\int_{\Omega} \rho_{D}(t): \mathbf{E}^{\mathrm{p}} d x \geq & \frac{\alpha}{2}\left\|\mathbf{E}^{\mathrm{p}}\right\|_{L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)}  \tag{4.16}\\
& +\min \left\{l \frac{\alpha}{2}, l S_{Y}\right\}\left\|D \mathbf{E}^{\mathrm{p}}\right\|_{\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)} .
\end{align*}
$$

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right)-\int_{\Omega} \rho_{D}(t): \mathbf{E}^{\mathrm{p}} d x \geq \alpha_{l}\left\|\mathbf{E}^{\mathrm{p}}\right\|_{B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)} \tag{4.17}
\end{equation*}
$$

.,.. Notice that by Hölder inequality we have

$$
S_{Y} \int_{\Omega} \sqrt{\left|\mathbf{E}^{\mathrm{p}}\right|^{2}+l^{2}\left|\nabla \mathbf{E}^{\mathrm{p}}\right|^{2}} d x \geq \sup _{\left(\tau_{1}, \tau_{2}\right) \in \mathcal{K}} \int_{\Omega}\left[\tau_{1}: \mathbf{E}^{\mathrm{p}}+\tau_{2}: \nabla \mathbf{E}^{\mathrm{p}}\right] d x,
$$

where

$$
\begin{aligned}
\mathcal{K}:=\left\{\left(\tau_{1}, \tau_{2}\right) \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right):\right. \\
\left.\sqrt{\left|\tau_{1}\right|^{2}+l^{-2}\left|\tau_{2}\right|^{2}} \leq S_{Y} \text { a.e. in } \Omega\right\}
\end{aligned}
$$

We deduce that for every $\left(\tau_{1}, \tau_{2}\right) \in \mathcal{K}$

$$
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right)-\int_{\Omega} \rho_{D}(t): \mathbf{E}^{\mathrm{p}} d x \geq \int_{\Omega}\left[\left(\tau_{1}-\rho_{D}(t)\right): \mathbf{E}^{\mathrm{p}}+\tau_{2}: \nabla \mathbf{E}^{\mathrm{p}}\right] d x+l S_{Y}\left|D^{s} \mathbf{E}^{\mathrm{p}}\right|(\Omega),
$$

so that in view of (4.14) we get

$$
\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right)-\int_{\Omega} \rho_{D}(t): \mathbf{E}^{\mathrm{p}} d x \geq \int_{\Omega}\left[\tilde{\tau}_{1}: \mathbf{E}^{\mathrm{p}}+\tilde{\tau}_{2}: \nabla \mathbf{E}^{\mathrm{p}}\right] d x+l S_{Y}\left|D^{s} \mathbf{E}^{\mathrm{p}}\right|(\Omega)
$$

for every $\left\|\tilde{\tau}_{1}\right\|_{L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)} \leq \frac{\alpha}{2}$ and $\left\|\tilde{\tau}_{2}\right\|_{L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)} \leq l \frac{\alpha}{2}$. We conclude that

$$
\begin{aligned}
& \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\right)-\int_{\Omega} \rho_{D}(t): \mathbf{E}^{\mathrm{p}} d x \\
& \geq \frac{\alpha}{2}\left\|\mathbf{E}^{\mathrm{p}}\right\|_{L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)}+l \frac{\alpha}{2}\left\|\nabla \mathbf{E}^{\mathrm{p}}\right\|_{L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)}+l S_{Y}\left|D^{s} \mathbf{E}^{\mathrm{p}}\right|(\Omega)
\end{aligned}
$$

so that (4.16) holds. Inequality (4.17) follows by choosing $\alpha_{l}:=\min \left\{\frac{\alpha}{2}, l \frac{\alpha}{2}, l S_{Y}\right\}$.
4.4. As mentioned in the introduction, the safe load condition entails in view of Lemma 4.3 some coercivity in $B V$ for $\mathbf{E}^{\mathrm{p}}$ in the step-by-step minimization problems which we use in section 6 in order to construct a quasi-static evolution (see Lemma 6.1). Those problems contain two terms (dissipation and work of external loads) which have linear growth and which can compete, leading, in general, to a loss of compactness: This cannot happen if a safe load condition is assumed.
5. The main results. Let $T>0$, and let $w, f$, and $g$ be the prescribed boundary displacements, body forces, and traction forces according to (4.10) and (4.11), respectively. We assume that $f$ and $g$ satisfy the uniform safe load condition (4.13)(4.14).

We will denote by $\dot{w}(t), \dot{f}(t)$, and $\dot{g}(t)$ the derivative at time $t \in[0, T]$ of $w, f$, and $g$, respectively. Notice that these derivatives exist for a.e. $t \in[0, T]$ since the maps are absolutely continuous with values in a reflexive Banach space. We will denote by $\dot{\mathcal{L}}(t)$ the external work associated to $\dot{f}(t)$ and $\dot{g}(t)$.

Given $\mathcal{H}$ as in (4.9), the $\mathcal{H}$-variation on $[a, b] \subseteq[0, T]$ of $t \mapsto \mathbf{E}^{\mathrm{p}}(t)$ is defined as

$$
\begin{align*}
& \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; a, b\right) \\
& \quad:=\sup \left\{\sum_{j=1}^{k} \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(t_{j}\right)-\mathbf{E}^{\mathrm{p}}\left(t_{j-1}\right)\right): a=t_{0}<t_{1}<\cdots<t_{k}=b\right\} . \tag{5.1}
\end{align*}
$$

The notion of quasi-static evolution for the Gurtin-Anand model is the following.
Definition 5.1 (quasi-static evolution).

$$
t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)
$$


$\mathcal{A}(w(t))$
(a) Global stability ,,$(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(w(t))$

$$
\begin{align*}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}( & \left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle  \tag{5.2}\\
\leq & \mathcal{Q}_{1}(\mathbf{e})+\mathcal{Q}_{2}(\operatorname{curlp})-\langle\mathcal{L}(t), v\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{align*}
$$

(b) Energy balance . ....., $t \mapsto \mathbf{E}^{p}(t) ., \ldots, \ldots . . . . . . \quad[0, T]$. $B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$,.

$$
\begin{align*}
\mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)=\mathcal{E}(0) & +\int_{0}^{t} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau  \tag{5.3}\\
& -\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau
\end{align*}
$$

- $\quad \mathbf{T}(t):=\mathbb{C} \mathbf{E}^{\mathrm{e}}(t)$,

$$
\begin{align*}
& \mathcal{E}(t):=\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle,  \tag{5.4}\\
& \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right), \quad f_{1} \ldots
\end{align*}
$$

Our first main result is the following existence theorem.


$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle \leq \mathcal{Q}_{1}(\mathbf{e})+\mathcal{Q}_{2}(\operatorname{curl} \mathbf{p})-\langle\mathcal{L}(0), v\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}_{0}^{\mathrm{p}}\right)
\end{aligned}
$$

Theorem 5.2 will be proved in section 7 by exploiting the convergence of a discrete-in-time evolution constructed through variational arguments in section 6 .

Our second main result shows that a quasi-static evolution satisfies the required constitutive equations, balance equations, and the flow rule of the Gurtin-Anand model.

$$
\begin{aligned}
& \text { Theorem 5.3. , } t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)
\end{aligned}
$$

$$
\begin{align*}
& \cdots \ldots, \ldots, \ldots, \ldots] \cdot W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right), L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right), B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \\
& L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right), \quad, \ldots, \quad, \quad, \quad . \quad, \quad t \rightarrow \mathbf{E}^{\mathrm{e}}(t),-t \mapsto \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t) \\
& t \in[0, T] \\
& \text { (a) Cauchy stress } \mathbf{T}(t)=\mathbb{C} \mathbf{E}^{\mathrm{e}}(t), \ldots, f i, \cdots, \ldots, \ldots, \ldots, \ldots, \ldots \\
& \left\{\begin{array}{lll}
-\operatorname{div} \mathbf{T}(t)=f(t) & \text { - } & \Omega, \\
\mathbf{T}(t) \nu=g(t) & , & \partial_{N} \Omega .
\end{array}\right.  \tag{5.5}\\
& \text { (b) Stresses conjugated to the plastic variables. . . . } \mathbf{T}^{p}(t) \in \\
& L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right), \mathbb{K}^{\mathrm{p}}(t) \in L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right), \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t) \in \dot{L}^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right), \ldots \\
& \mathbb{S}^{\mathrm{p}}(t) \in\left(\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*}, \ldots \ldots, \ldots, f_{i} \cdot, \cdot \mathbb{K}_{\mathrm{en}}^{\mathrm{p}}(t), \cdot,(3.5), \cdot \ldots, \cdot \\
& \text {, . } \mathbf{E}^{\mathrm{p}}(t), \cdots, \cdots, \mathbf{T}_{D}(t):=(\mathbf{T}(t))_{D}, \ldots \\
& \mathbb{K}^{\mathrm{p}}(t)=\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}(t)+\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t) \quad, \quad \Omega, \\
& \left\{\begin{array}{lll}
\mathbf{T}^{\mathrm{p}}(t)=\mathbf{T}_{D}(t)+\operatorname{div} \mathbb{K}^{\mathrm{p}}(t) & , & \Omega, \\
\mathbb{K}^{\mathrm{p}}(t) \nu=0 & , & \partial \Omega,
\end{array}\right. \\
& \sqrt{\left|\mathbf{T}^{\mathrm{p}}(t)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t)\right|^{2}} \leq S_{Y} \quad \quad \because, \quad \Omega, \\
& \left\|\mathbb{S}^{\mathrm{p}}(t)\right\|_{\left(\mathcal{M}_{b}\left(\mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*}} \leq l S_{Y}, \\
& \ldots . \quad, \quad(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0) \\
& \int_{\Omega} \mathbf{T}(t): \mathbf{e} d x+\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \mathbf{p} d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p} d x+\left\langle\mathbb{S}^{\mathrm{p}}(t), D^{s} \mathbf{p}\right\rangle=\langle\mathcal{L}(t), v\rangle . \\
& \text { (c) The flow rule, } \dot{\mathbf{E}}^{\mathrm{p}}(t) \quad \ldots, \ldots x \in \Omega, \ldots, \ldots, \dot{\mathbf{E}}^{\mathrm{p}}(t) \text {, } \\
& \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t), \mathbf{T}^{\mathrm{p}}(t), \ldots \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t), \ldots f_{i}, \ldots,(3.7)_{-1}, \ldots, f_{i}
\end{align*}
$$

Notice that the normal trace which appears in (5.5) is well-defined in $H^{-1 / 2}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ since $\mathbf{T}(t)$ is an $L^{2}$-field with divergence in $L^{2}$. Similarly, the normal trace in (5.6) is well-defined in $H^{-1 / 2}\left(\partial \Omega ; \mathbb{R}^{N \times N}\right)$ because $\mathbb{K}^{\mathrm{p}}(t)$ is an $L^{2}$-field (by the definition of $\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}(t)$ and by the constraint $(5.7)$ for $\left.\mathbb{K}_{\text {diss }}^{\mathrm{p}}(t)\right)$ with divergence in $L^{2}$ (by the balance equation (5.6) and by the constraint (5.7) for $\mathbf{T}^{\mathrm{p}}(t)$ ).

In section 9 we will analyze the behavior of a quasi-static evolution as the length scales $l$ and $L$ go to zero, i.e., when the strain gradient effects vanish. We will prove (Theorem 9.2) that the quasi-static evolution converges to an evolution for perfect plasticity according to the framework recently proposed by Dal Maso, DeSimone, and Mora in [8].
6. The discrete-in-time evolution. In this section we construct a discretized-in-time evolution for the Gurtin-Anand model employing a step-by-step minimization procedure. The convergence of this approximated evolution to a quasi-static evolution for the Gurtin-Anand model as the time step discretization goes to zero will be proved in the next section.

Let $k \in \mathbb{N}, k \geq 1$, and let us set $t_{k}^{i}:=\frac{i}{k} T$ for every $i=0,1, \ldots, k$. Let us set

$$
u_{k, 0}:=u_{0}, \quad \mathbf{E}_{k, 0}^{\mathrm{e}}:=\mathbf{E}_{0}^{\mathrm{e}}, \quad \mathbf{E}_{k, 0}^{\mathrm{p}}:=\mathbf{E}_{0}^{\mathrm{p}}
$$

where $\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right) \in \mathcal{A}(w(0))$ is the initial configuration of the system given by Theorem 5.2.

Supposing to have constructed $\left(u_{k, i}, \mathbf{E}_{k, i}^{\mathrm{e}}, \mathbf{E}_{k, i}^{\mathrm{p}}\right) \in \mathcal{A}\left(w\left(t_{k}^{i}\right)\right)$, let $\left(u_{k, i+1}, \mathbf{E}_{k, i+1}^{\mathrm{e}}\right.$, $\left.\mathbf{E}_{k, i+1}^{\mathrm{p}}\right) \in \mathcal{A}\left(w\left(t_{k}^{i+1}\right)\right)(i=0, \ldots, k-1)$ be a solution of the following minimization problem:

$$
\begin{equation*}
\min _{\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right) \in \mathcal{A}\left(w\left(t_{k}^{i+1}\right)\right)} \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right)-\left\langle\mathcal{L}\left(t_{k}^{i+1}\right), u\right\rangle+\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right) \tag{6.1}
\end{equation*}
$$

The existence of a solution for problem (6.1) is established in the following lemma.
Lemma 6.1.
(6.1) ..... ,......
... The result follows by applying the direct method of the calculus of variations. In fact, let

$$
\left(u_{n}, \mathbf{E}_{n}^{\mathrm{e}}, \mathbf{E}_{n}^{\mathrm{p}}\right) \in \mathcal{A}\left(w\left(t_{k}^{i+1}\right)\right)
$$

be a minimizing sequence for (6.1). By comparison with $\left(w\left(t_{k}^{i+1}\right), \mathbf{E} w\left(t_{k}^{i+1}\right), 0\right)$ we get

$$
\begin{aligned}
\mathcal{Q}_{1}\left(\mathbf{E}_{n}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{n}^{\mathrm{p}}\right)-\langle\mathcal{L} & \left.\left(t_{k}^{i+1}\right), u_{n}\right\rangle+\mathcal{H}\left(\mathbf{E}_{n}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right) \\
& \leq \mathcal{Q}_{1}\left(\mathbf{E} w\left(t_{k}^{i+1}\right)\right)-\left\langle\mathcal{L}\left(t_{k}^{i+1}\right), w\left(t_{k}^{i+1}\right)\right\rangle+\mathcal{H}\left(\mathbf{E}_{k, i}^{\mathrm{p}}\right):=C
\end{aligned}
$$

By the representation formula (4.15) for $\mathcal{L}\left(t_{k}^{i+1}\right)$ we deduce that

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}_{n}^{\mathrm{e}}\right)-\int_{\Omega} \rho\left(t_{k}^{i+1}\right): \mathbf{E}_{n}^{\mathrm{e}} d x+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{n}^{\mathrm{p}}\right) \\
&+\mathcal{H}\left(\mathbf{E}_{n}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right)-\int_{\Omega} \rho_{D}\left(t_{k}^{i+1}\right):\left(\mathbf{E}_{n}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right) d x \\
& \leq C+\int_{\Omega} \rho_{D}\left(t_{k}^{i+1}\right): \mathbf{E}_{k, i}^{\mathrm{p}} d x-\left\langle\rho\left(t_{k}^{i+1}\right) \nu, w\left(t_{k}^{i+1}\right)\right\rangle_{\partial_{D} \Omega}
\end{aligned}
$$

By the coercivity of $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ in $L^{2}$ and by (4.17) we get

$$
\left\|\mathbf{E}_{n}^{\mathrm{e}}\right\|_{L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)}^{2}+\left\|\operatorname{curl} \mathbf{E}_{n}^{\mathrm{p}}\right\|_{L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)}^{2}+\left\|\mathbf{E}_{n}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right\|_{B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)} \leq C_{1}
$$

for some $C_{1}>0$. Up to a subsequence we may assume that

$$
\mathbf{E}_{n}^{\mathrm{e}} \rightharpoonup \mathbf{E}^{\mathrm{e}} \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)
$$

and

$$
\mathbf{E}_{n}^{\mathrm{p}} \stackrel{*}{\rightharpoonup} \mathbf{E}^{\mathrm{p}} \quad \text { weakly* in } B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) .
$$

As a consequence we get curl $\mathbf{E}^{\mathrm{p}} \in L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)$ and that

$$
\operatorname{curl} \mathbf{E}_{n}^{\mathrm{p}} \rightharpoonup \operatorname{curl} \mathbf{E}^{\mathrm{p}} \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)
$$

By the compatibility $\mathbf{E} u_{n}=\mathbf{E}_{n}^{\mathrm{e}}+\mathbf{E}_{n}^{\mathrm{p}}$ and by the embedding $B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \hookrightarrow$ $L^{\frac{N}{N-1}}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$, we get that $\left(\mathbf{E} u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $L^{\frac{N}{N-1}}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$. In view of the boundary condition $u_{n}=w_{k, i+1}$ on $\partial_{D} \Omega$, Korn's inequality implies that $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$. Up to a further subsequence we can thus suppose that

$$
u_{n} \rightharpoonup u \quad \text { weakly in } W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)
$$

for some $u \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$, with $u=w\left(t_{k}^{i+1}\right)$ on $\partial_{D} \Omega$. We clearly have $\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right) \in$ $\mathcal{A}\left(w\left(t_{k}^{i+1}\right)\right.$ ), and by lower semicontinuity $\left(\mathcal{Q}_{1}\right.$ and $\mathcal{Q}_{2}$ are quadratic, $\mathcal{L}\left(t_{k}^{i+1}\right)$ is linear, and $\mathcal{H}$ is lower semicontinuous by Lemma 4.1), we deduce that

$$
\begin{aligned}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right)+\mathcal{Q}_{2} & \left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\right)-\left\langle\mathcal{L}\left(t_{k}^{i+1}\right), u\right\rangle+\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right) \\
& \leq \liminf _{n \rightarrow+\infty}\left[\mathcal{Q}_{1}\left(\mathbf{E}_{n}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{n}^{\mathrm{p}}\right)-\left\langle\mathcal{L}\left(t_{k}^{i+1}\right), u_{n}\right\rangle+\mathcal{H}\left(\mathbf{E}_{n}^{\mathrm{p}}-\mathbf{E}_{k, i}^{\mathrm{p}}\right)\right]
\end{aligned}
$$

We conclude that $\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right)$ is a minimizer for problem (6.1), so that the proof is concluded.

The discretized-in-time evolution is obtained by interpolating the data obtained by the minimization procedure described above. Let us set for $t_{k}^{i} \leq t<t_{k}^{i+1}$

$$
w_{k}(t):=w\left(t_{k}^{i}\right) \quad \text { and } \quad \mathcal{L}_{k}(t):=\mathcal{L}\left(t_{k}^{i}\right)
$$

We collect the main properties of the discretized-in-time evolution (essential for the passage to the limit as the time step discretization goes to zero) in the following proposition.
 $\ldots . .\left(u_{k}(0), \mathbf{E}_{k}^{\mathrm{e}}(0), \mathbf{E}_{k}^{\mathrm{p}}(0)\right)=\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right), \ldots \ldots . . . ., \ldots, \ldots, \boldsymbol{l}^{\prime}, \ldots$
(a) $\left(u_{k}(t), \mathbf{E}_{k}^{\mathrm{e}}(t), \mathbf{E}_{k}^{\mathrm{p}}(t)\right) \in \mathcal{A}\left(w_{k}(t)\right), \quad . \quad, t \in[0, T], \ldots, \quad, \quad(v, \mathbf{e}, \mathbf{p}) \in$ $\mathcal{A}\left(w_{k}(t)\right)$ 。.

$$
\begin{align*}
\mathcal{Q}_{1}\left(\mathbf{E}_{k}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}( & \left.\operatorname{curl} \mathbf{E}_{k}^{\mathrm{p}}(t)\right)-\left\langle\mathcal{L}_{k}(t), u_{k}(t)\right\rangle  \tag{6.2}\\
& \leq \mathcal{Q}_{1}(\mathbf{e})+\mathcal{Q}_{2}(\operatorname{curl} \mathbf{p})-\left\langle\mathcal{L}_{k}(t), v\right\rangle+\mathcal{H}\left(\mathbf{E}_{k}^{\mathrm{p}}(t)-\mathbf{p}\right)
\end{align*}
$$

(b), , , $\cdot$,

$$
\mathcal{E}_{k}(t):=\mathcal{Q}_{1}\left(\mathbf{E}_{k}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k}^{\mathrm{p}}(t)\right)-\left\langle\mathcal{L}_{k}(t), u_{k}(t)\right\rangle
$$

- . . . . $t_{k}^{i} \leq t<t_{k}^{i+1}$

$$
\begin{align*}
& \mathcal{E}_{k}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, t\right) \leq \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle  \tag{6.3}\\
&+\int_{0}^{t_{k}^{i}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau- \int_{0}^{t_{k}^{i}}\left\langle\dot{\mathcal{L}}(\tau), u_{k}(\tau)\right\rangle d \tau \\
& \quad-\int_{0}^{t_{k}^{i}}\left\langle\mathcal{L}_{k}(\tau), \dot{w}(\tau)\right\rangle d \tau+e_{k}
\end{align*}
$$



$$
\begin{align*}
\left\|u_{k}(t)\right\|_{W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)}+ & \left\|\mathbf{E}_{k}^{\mathrm{e}}(t)\right\|_{L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)}  \tag{6.4}\\
& +\left\|\operatorname{curl} \mathbf{E}_{k}^{\mathrm{p}}(t)\right\|_{L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)}+\mathcal{V}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, t\right) \leq C
\end{align*}
$$


..... $\left.\quad X=B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)\right)$
,.. For every $t_{k}^{i} \leq t<t_{k}^{i+1}$ let us set

$$
u_{k}(t):=u_{k, i}, \quad \mathbf{E}_{k}^{\mathrm{e}}(t):=\mathbf{E}_{k, i}^{\mathrm{e}}, \quad \text { and } \quad \mathbf{E}_{k}^{\mathrm{p}}(t):=\mathbf{E}_{k, i}^{\mathrm{p}}
$$

where $\left(u_{k, j}, \mathbf{E}_{k, j}^{\mathrm{e}}, \mathbf{E}_{k, j}^{\mathrm{p}}\right) \in \mathcal{A}\left(w\left(t_{k}^{j}\right)\right)$ is a solution of the minimization problem (6.1). The minimality property (6.2) follows immediately by the subadditivity of $\mathcal{H}$.

Let us prove (6.3). By construction, by comparing ( $u_{k, j}, \mathbf{E}_{k, j}^{\mathrm{e}}, \mathbf{E}_{k, j}^{\mathrm{p}}$ ) with

$$
\left(u_{k, j-1}+w\left(t_{k}^{j}\right)-w\left(t_{k}^{j-1}\right), \mathbf{E}_{k, j-1}^{\mathrm{e}}+\mathbf{E} w\left(t_{k}^{j}\right)-\mathbf{E} w\left(t_{k}^{j-1}\right), \mathbf{E}_{k, j-1}^{\mathrm{p}}\right) \in \mathcal{A}\left(w\left(t_{k}^{j}\right)\right)
$$

we get

$$
\begin{gather*}
\mathcal{Q}_{1}\left(\mathbf{E}_{k, j}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, j}^{\mathrm{p}}\right)+\mathcal{H}\left(\mathbf{E}_{k, j}^{\mathrm{e}}-\mathbf{E}_{k, j-1}^{\mathrm{e}}\right)-\left\langle\mathcal{L}\left(t_{k}^{j}\right), u_{k, j}\right\rangle  \tag{6.5}\\
\leq \mathcal{Q}_{1}\left(\mathbf{E}_{k, j-1}^{\mathrm{e}}+\mathbf{E} w\left(t_{k}^{j}\right)-\mathbf{E} w\left(t_{k}^{j-1}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, j-1}^{\mathrm{p}}\right) \\
-\left\langle\mathcal{L}\left(t_{k}^{j}\right), u_{k, j-1}+w\left(t_{k}^{j}\right)-w\left(t_{k}^{j-1}\right)\right\rangle
\end{gather*}
$$

$=\mathcal{Q}_{1}\left(\mathbf{E}_{k, j-1}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, j-1}^{\mathrm{p}}\right)-\left\langle\mathcal{L}\left(t_{k}^{j-1}\right), u_{k, j-1}\right\rangle+\int_{t_{k}^{j-1}}^{t_{k}^{j}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau$

$$
-\int_{t_{k}^{j-1}}^{t_{k}^{j}}\left\langle\dot{\mathcal{L}}(\tau), u_{k}(\tau)\right\rangle d \tau-\int_{t_{k}^{j-1}}^{t_{k}^{j}}\left\langle\mathcal{L}_{k}(\tau), \dot{w}(\tau)\right\rangle d \tau+\delta_{k, j}
$$

where

$$
\delta_{k, j}:=\mathcal{Q}_{1}\left(\mathbf{E} w\left(t_{k}^{j}\right)-\mathbf{E} w\left(t_{k}^{j-1}\right)\right)-\left\langle\mathcal{L}\left(t_{k}^{j}\right)-\mathcal{L}\left(t_{k}^{j-1}\right), w\left(t_{k}^{j}\right)-w\left(t_{k}^{j-1}\right)\right\rangle
$$

By summing up from $j=1$ to $j=i$ we get

$$
\begin{aligned}
\mathcal{E}_{k}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, t\right) \leq & \mathcal{E}_{k}(0)+\int_{0}^{t_{k}^{i}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau \\
& -\int_{0}^{t_{k}^{i}}\left\langle\dot{\mathcal{L}}(\tau), u_{k}(\tau)\right\rangle d \tau-\int_{0}^{t_{k}^{i}}\left\langle\mathcal{L}_{k}(\tau), \dot{w}(\tau)\right\rangle d \tau+\sum_{j=1}^{i} \delta_{k, j}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \delta_{k, j} \leq \frac{\beta_{\mathbb{C}}}{k} \int_{t_{k}^{j-1}}^{t_{k}^{j}}\|\mathbf{E} \dot{w}(\tau)\|_{L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)}^{2} d \tau
\end{aligned}
$$

by setting $e_{k}:=\sum_{j=1}^{k} \delta_{k, j}$, we get $e_{k} \rightarrow 0$ as $k \rightarrow+\infty$. Since

$$
\mathcal{E}_{k}(0)=\mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle
$$

inequality (6.3) follows.
Let us prove (6.4). By using the safe load condition on $f$ and $g$, by (4.15) we can rewrite the first inequality of (6.5) in the following form:

$$
\begin{array}{r}
\mathcal{Q}_{1}\left(\mathbf{E}_{k, j}^{\mathrm{e}}\right)-\int_{\Omega} \rho\left(t_{k}^{j}\right): \mathbf{E}_{k, j}^{\mathrm{e}} d x+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, j}^{\mathrm{p}}\right)+\mathcal{H}\left(\mathbf{E}_{k, j}^{\mathrm{e}}-\mathbf{E}_{k, j-1}^{\mathrm{e}}\right)-\int_{\Omega} \rho_{D}\left(t_{k}^{j}\right): \mathbf{E}_{k, j}^{\mathrm{p}} d x \\
\leq \mathcal{Q}_{1}\left(\mathbf{E}_{k, j-1}^{\mathrm{e}}+\mathbf{E} w\left(t_{k}^{j}\right)-\mathbf{E} w\left(t_{k}^{j-1}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, j-1}^{\mathrm{p}}\right) \\
\\
\quad-\int_{\Omega} \rho\left(t_{k}^{j}\right): \mathbf{E}_{k, j-1}^{\mathrm{e}} d x-\int_{\Omega} \rho_{D}\left(t_{k}^{j}\right): \mathbf{E}_{k, j-1}^{\mathrm{p}} d x
\end{array}
$$

so that

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}_{k, j}^{\mathrm{e}}\right)-\int_{\Omega} \rho\left(t_{k}^{j}\right): \mathbf{E}_{k, j}^{\mathrm{e}} d x+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, j}^{\mathrm{p}}\right)+\mathcal{H}\left(\mathbf{E}_{k, j}^{\mathrm{e}}-\mathbf{E}_{k, j-1}^{\mathrm{e}}\right) \\
&-\int_{\Omega} \rho_{D}\left(t_{k}^{j}\right):\left(\mathbf{E}_{k, j}^{\mathrm{p}}-\mathbf{E}_{k, j-1}^{\mathrm{p}}\right) d x \leq \mathcal{Q}_{1}\left(\mathbf{E}_{k, j-1}^{\mathrm{e}}\right)-\int_{\Omega} \rho\left(t_{k}^{j-1}\right): \mathbf{E}_{k, j-1}^{\mathrm{e}} d x \\
&+\mathcal{Q}_{2}\left(\operatorname{curl}_{\mathbf{E}_{k, j-1}^{\mathrm{p}}}^{\mathrm{p}}\right)+\int_{t_{k}^{j-1}}^{t_{k}^{j}} \int_{\Omega} \mathbb{C}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau \\
& \quad-\int_{t_{k}^{j-1}}^{t_{k}^{j}} \int_{\Omega} \dot{\rho}(\tau): \mathbf{E}_{k}^{\mathrm{e}}(\tau) d x d \tau+\tilde{\delta}_{k, j}
\end{aligned}
$$

where

$$
\tilde{\delta}_{k, j}:=\mathcal{Q}_{1}\left(\mathbf{E} w\left(t_{k}^{j}\right)-\mathbf{E} w\left(t_{k}^{j-1}\right)\right) \leq \frac{\beta_{\mathbb{C}}}{k} \int_{t_{k}^{j-1}}^{t_{k}^{j}}\|\mathbf{E} \dot{w}(\tau)\|_{L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)}^{2} d \tau
$$

By summing up from 0 to $i$ we have

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}_{k, i}^{\mathrm{e}}\right)- \int_{\Omega} \rho\left(t_{k}^{i}\right):\left(\mathbf{E}_{k, i}^{\mathrm{e}}-\mathbf{E} w\left(t_{k}^{i}\right)\right) d x+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, i}^{\mathrm{p}}\right) \\
&+\sum_{j=0}^{i}\left[\mathcal{H}\left(\mathbf{E}_{k, j}^{\mathrm{e}}-\mathbf{E}_{k, j-1}^{\mathrm{e}}\right)-\int_{\Omega} \rho_{D}\left(t_{k}^{j}\right):\left(\mathbf{E}_{k, j}^{\mathrm{p}}-\mathbf{E}_{k, j-1}^{\mathrm{p}}\right) d x\right] \\
& \leq \mathcal{Q}_{1}\left(\mathbf{E}_{k, 0}^{\mathrm{e}}\right)-\int_{\Omega} \rho(0):\left(\mathbf{E}_{k, 0}^{\mathrm{e}}-\mathbf{E} w_{k, 0}\right) d x+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k, 0}^{\mathrm{p}}\right) \\
&+\int_{0}^{t_{k}^{i}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t_{k}^{i}} \int_{\Omega} \dot{\rho}(\tau):\left(\mathbf{E}_{k}^{\mathrm{e}}(\tau)-\mathbf{E} w_{k}(\tau)\right) d x d \tau+\tilde{e}_{k}
\end{aligned}
$$

where $\tilde{e}_{k}:=\sum_{j=0}^{k} \tilde{\delta}_{k, j} \rightarrow 0$ as $k \rightarrow+\infty$. Since by (4.17) we have

$$
\begin{aligned}
\sum_{j=0}^{i}\left[\mathcal{H}\left(\mathbf{E}_{k, j}^{\mathrm{e}}-\mathbf{E}_{k, j-1}^{\mathrm{e}}\right)-\int_{\Omega} \rho_{D}\left(t_{k}^{j}\right):\left(\mathbf{E}_{k, j}^{\mathrm{p}}\right.\right. & \left.\left.-\mathbf{E}_{k, j-1}^{\mathrm{p}}\right) d x\right] \\
& \geq \alpha_{l} \sum_{j=0}^{i}\left\|\mathbf{E}_{k, j}^{\mathrm{e}}-\mathbf{E}_{k, j-1}^{\mathrm{e}}\right\|_{B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)}
\end{aligned}
$$

we deduce that

$$
\begin{align*}
& \mathcal{Q}_{1}\left(\mathbf{E}_{k}^{\mathrm{e}}(t)\right)-\int_{\Omega} \rho\left(t_{k}^{i}\right):\left(\mathbf{E}_{k}^{\mathrm{e}}(t)-\mathbf{E} w_{k}(t)\right) d x+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k}^{\mathrm{p}}(t)\right)+\alpha_{l} \mathcal{V}\left(\mathbf{E}_{k}^{\mathrm{e}} ; 0, t\right)  \tag{6.6}\\
\leq & C_{1}+\int_{0}^{t_{k}^{i}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t_{k}^{i}} \int_{\Omega} \dot{\rho}(\tau):\left(\mathbf{E}_{k}^{\mathrm{e}}(\tau)-\mathbf{E} w_{k}(\tau)\right) d x d \tau
\end{align*}
$$

for some $C_{1}>0$ independent of $k$ and $t$. Since $\mathcal{Q}_{1}\left(\mathbf{E}_{k}^{\mathrm{e}}(t)\right)$ is quadratic, we get that $\left\|\mathbf{E}_{k}^{\mathrm{e}}(t)\right\|_{L^{2}}$ is uniformly bounded in $k$ and $t$. Hence from (6.6) we deduce also that $\left\|\operatorname{curl} \mathbf{E}_{k}^{\mathrm{p}}(t)\right\|_{L^{2}}$ and $\mathcal{V}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, t\right)$ are uniformly bounded with respect to $k$ and $t$. Since $u_{k}(t)=w_{k}(t)$ on $\partial_{D} \Omega$, by Korn's inequality we have also that $u_{k}(t)$ is uniformly bounded in $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$ with respect to $k$ and $t$. The proof of (6.4) is thus concluded.
7. Existence of a quasi-static evolution and approximation results. In this section we prove that the discrete evolution $t \mapsto\left(u_{k}(t), \mathbf{E}_{k}^{e}(t), \mathbf{E}_{k}^{\mathrm{p}}(t)\right)$ given by Proposition 6.2 admits a subsequence converging (in a suitable sense) to a quasistatic evolution for the Gurtin-Anand model. This will be done in Lemmas 7.1, 7.2, and 7.3. Theorem 5.2 will thus follow by combining these lemmas.

$$
\begin{equation*}
\operatorname{curl} \mathbf{E}_{k_{j}}^{\mathrm{p}}(t) \rightharpoonup \operatorname{curl}^{\mathrm{p}}(t) \quad \quad, \ldots L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right) \tag{7.4}
\end{equation*}
$$

$$
, t \in[0, T]
$$

$$
\begin{align*}
&\|u(t)\|_{W^{1,}, \frac{N}{N-1}\left(\Omega ; \mathbb{R}^{N}\right)}+\left\|\mathbf{E}^{\mathrm{e}}(t)\right\|_{L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)}  \tag{7.5}\\
&+\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right\|_{L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)}+\mathcal{V}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \leq C .
\end{align*}
$$

-, ,, ., , $t \in[0, T], \ldots, \quad(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(w(t)) \ldots, \ldots, \ldots, \ldots$,


$$
\begin{align*}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right) & -\langle\mathcal{L}(t), u(t)\rangle  \tag{7.6}\\
& \leq \mathcal{Q}_{1}(\mathbf{e})+\mathcal{Q}_{2}(\operatorname{curl} \mathbf{p})-\langle\mathcal{L}(t), v\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{align*}
$$

.,. . By Proposition 6.2 we have

$$
\begin{align*}
&\left\|u_{k}(t)\right\|_{W^{1}, \frac{N}{N-1}\left(\Omega ; \mathbb{R}^{N}\right)}+\left\|\mathbf{E}_{k}^{\mathrm{e}}(t)\right\|_{L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)}  \tag{7.7}\\
&+\left\|\operatorname{curl} \mathbf{E}_{k}^{\mathrm{p}}(t)\right\|_{L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)}+\mathcal{V}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, t\right) \leq C
\end{align*}
$$

for some $C$ independent of $k$ and $t$. Since $\mathbf{E}_{k}^{\mathrm{p}}(0)=\mathbf{E}_{0}^{\mathrm{p}}$ and $\mathcal{V}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, T\right) \leq C$, the existence of $\mathbf{E}^{\mathrm{p}} \in B V\left(0, T ; B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)\right)$ and of a subsequence $t \mapsto\left(u_{k_{j}}(t), \mathbf{E}_{k_{j}}^{\mathrm{e}}(t)\right.$, $\left.\mathbf{E}_{k_{j}}^{\mathrm{p}}(t)\right)$ such that (7.3) holds follows by applying the generalized version of Helly's theorem proved in [8, Lemma 7.2] (notice that $B V$ can be seen as the dual of a separable Banach space in such a way that the associated convergence with respect to the weak* topology is precisely the weak* convergence defined in (2.3)).

Since weak* convergence in $B V$ implies strong convergence in $L^{1}$, by (7.7) we deduce that $\operatorname{curl}^{\mathrm{p}}(t) \in L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)$ and that (7.4) holds.

Let us fix $t \in[0, T]$. In view of the coercivity estimate (7.7), we may assume that there exist $\tilde{u} \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right), \widetilde{\mathbf{E}^{e}} \in L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$, and a further subsequence $k_{j_{h}}$ (depending a priori on $t$ ) such that

$$
u_{k_{j_{h}}}(t) \rightharpoonup \tilde{u} \quad \text { weakly in } W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)
$$

$$
\begin{align*}
& \left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}(w(t)), \\
& u_{k_{j}}(t) \rightharpoonup u(t) \quad \text { - } \quad, \quad W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right) \text {, }  \tag{7.1}\\
& \mathbf{E}_{k_{j}}^{\mathrm{e}}(t) \rightharpoonup \mathbf{E}^{\mathrm{e}}(t) \quad \text { •, -, } L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right),  \tag{7.2}\\
& \mathbf{E}_{k_{j}}^{\mathrm{p}}(t) \stackrel{*}{\rightharpoonup} \mathbf{E}^{\mathrm{p}}(t) \quad \text {, , }{ }_{-,} B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \text {, } \tag{7.3}
\end{align*}
$$

$$
\begin{aligned}
& \text { Lemma 7.1. . } \because, \cdots, \ldots, \quad t \mapsto\left(u_{k_{j}}(t), \mathbf{E}_{k_{j}}^{\mathrm{e}}(t), \mathbf{E}_{k_{j}}^{\mathrm{p}}(t)\right)_{1}, \ldots \quad \cdots,
\end{aligned}
$$

$$
\begin{aligned}
& \left(u(0), \mathbf{E}^{\mathrm{e}}(0), \mathbf{E}^{\mathrm{p}}(0)\right)=\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right), \ldots . . ., \quad, t \in[0, T]
\end{aligned}
$$

and

$$
\begin{equation*}
\mathbf{E}_{k_{j_{h}}}^{\mathrm{e}}(t) \rightharpoonup \widetilde{\mathbf{E}^{\mathrm{e}}} \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right) \tag{7.8}
\end{equation*}
$$

It follows easily that $\left(\tilde{u}, \widetilde{\mathbf{E}^{\mathrm{e}}}, \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}(w(t))$. We claim that for every $(v, \mathbf{e}, \mathbf{p}) \in$ $\mathcal{A}(w(t))$ we have

$$
\begin{align*}
\mathcal{Q}_{1}\left(\widetilde{\mathbf{E}^{\mathrm{e}}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)- & \langle\mathcal{L}(t), \tilde{u}\rangle  \tag{7.9}\\
& \leq \mathcal{Q}_{1}(\mathbf{e})+\mathcal{Q}_{2}(\operatorname{curl} \mathbf{p})-\langle\mathcal{L}(t), v\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{align*}
$$

Notice that, in view of (7.9), it turns out that $\tilde{u}$ and $\widetilde{\mathbf{E e}^{e}}$ are uniquely determined by $\mathbf{E}^{\mathrm{p}}(t)$. In fact, the pair $\left(\tilde{u}, \widetilde{\mathbf{E}^{\mathrm{e}}}\right)$ minimizes the convex functional $(v, \mathbf{e}) \mapsto \mathcal{Q}_{1}(\mathbf{e})-$ $\langle\mathcal{L}(t), v\rangle$ on the convex set $K:=\left\{(v, \mathbf{e}):\left(v, \mathbf{e}, \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}(w(t))\right\}$. Since the functional is strictly convex in $\mathbf{e}, \widetilde{\mathbf{E}^{\mathrm{e}}}$ is uniquely determined, and so is $\tilde{u}$ in view of Korn's inequality. By setting $u(t):=\tilde{u}$ and $\mathbf{E}^{\mathrm{e}}(t):=\widetilde{\mathbf{E}^{e}}$, we get that (7.1) and (7.2) hold (without passing to a further subsequence).

In view of (7.7) we deduce that (7.5) holds. Finally, the global stability is given precisely by (7.9).

In order to conclude the proof, we need to prove claim (7.9). Let us set
$v_{h}:=v-\tilde{u}+u_{k_{j_{h}}}(t), \quad \mathbf{e}_{h}:=\mathbf{e}-\widetilde{\mathbf{E}^{\mathrm{e}}}+\mathbf{E}_{k_{j_{h}}}^{\mathrm{e}}(t), \quad$ and $\quad \mathbf{p}_{h}:=\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)+\mathbf{E}_{k_{j_{h}}}^{\mathrm{p}}(t)$.
We have $\left(v_{h}, \mathbf{e}_{h}, \mathbf{p}_{h}\right) \in \mathcal{A}\left(w_{k_{j_{h}}}(t)\right)$. By (6.2) we have

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}_{k_{j_{h}}}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k_{j_{h}}}^{\mathrm{p}}(t)\right)-\left\langle\mathcal{L}_{k_{j_{h}}}(t), u_{k_{j_{h}}}(t)\right\rangle \\
& \leq \mathcal{Q}_{1}\left(\mathbf{e}_{h}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{p}_{h}\right)-\left\langle\mathcal{L}_{k_{j_{h}}}(t), v_{h}\right\rangle+\mathcal{H}\left(\mathbf{p}_{h}-\mathbf{E}_{k_{j_{h}}}^{\mathrm{p}}(t)\right) \\
&=\mathcal{Q}_{1}\left(\mathbf{e}-\widetilde{\mathbf{E}^{\mathrm{e}}}+\mathbf{E}_{k_{j_{h}}}^{\mathrm{e}}(t)\right)+ \mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{p}-\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)+\operatorname{curl} \mathbf{E}_{k_{j_{h}}}^{\mathrm{p}}(t)\right) \\
& \quad-\left\langle\mathcal{L}_{k_{j_{h}}}(t), v-\tilde{u}+u_{k_{j_{h}}}(t)\right\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{aligned}
$$

so that we get

$$
\begin{aligned}
& 0 \leq \mathcal{Q}_{1}\left(\mathbf{e}-\widetilde{\mathbf{E}^{\mathrm{e}}}\right)+\int_{\Omega} \mathbb{C}\left(\mathbf{e}-\widetilde{\mathbf{E}^{\mathrm{e}}}\right): \mathbf{E}_{k_{j_{h}}}^{\mathrm{e}}(t) d x \\
&+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{p}-\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)+\mu L^{2} \int_{\Omega}\left(\operatorname{curl} \mathbf{p}-\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right): \operatorname{curl} \mathbf{E}_{k_{j_{h}}}^{\mathrm{p}}(t) d x \\
&-\left\langle\mathcal{L}_{k_{j_{h}}}(t), v-\tilde{u}\right\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{aligned}
$$

By letting $h \rightarrow+\infty$, in view of (7.8), (7.3), and (7.4) and since $t \mapsto \mathcal{L}(t)$ is absolutely continuous with values in $\left(W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)\right)^{*}$, we obtain

$$
\begin{aligned}
& 0 \leq \mathcal{Q}_{1}\left(\mathbf{e}-\widetilde{\mathbf{E}^{\mathrm{e}}}\right)+\int_{\Omega} \mathbb{C}\left(\mathbf{e}-\widetilde{\mathbf{E}^{\mathrm{e}}}\right): \widetilde{\mathbf{E}^{\mathrm{e}}} d x \\
&+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{p}-\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)+\mu L^{2} \int_{\Omega}\left(\operatorname{curl} \mathbf{p}-\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right): \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t) d x \\
&-\langle\mathcal{L}(t), v-\tilde{u}\rangle+\mathcal{H}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
\end{aligned}
$$

By adding to both sides the term $\mathcal{Q}_{1}\left(\widetilde{\mathbf{E}^{\mathrm{e}}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-\langle\mathcal{L}(t), \tilde{u}\rangle$, we obtain precisely (7.9), so that the proof is concluded.

We have the following estimate from above for the total energy.
Lemma 7.2. . . $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$, .. .,. ..., $\cdots$,
., , . , $t \in[0, T]$..

$$
\begin{align*}
& \mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \leq \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle  \tag{7.10}\\
& +\int_{0}^{t} \int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau,
\end{align*}
$$

$$
\begin{align*}
& \mathcal{E}_{k}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k}^{\mathrm{p}} ; 0, t\right) \leq \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle  \tag{7.11}\\
&+\int_{0}^{t_{k}^{i}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t_{k}^{i}}\left\langle\dot{\mathcal{L}}(\tau), u_{k}(\tau)\right\rangle d \tau \\
& \quad-\int_{0}^{t_{k}^{i}}\left\langle\mathcal{L}_{k}(\tau), \dot{w}(\tau)\right\rangle d \tau+e_{k}
\end{align*}
$$

where $e_{k} \rightarrow 0$ as $k \rightarrow+\infty$. In view of (7.2), (7.4), and (7.1) and since $\mathcal{L}_{k}(t) \rightarrow \mathcal{L}(t)$ strongly in $\left(W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)\right)^{*}$, we get by lower semicontinuity

$$
\mathcal{E}(t) \leq \liminf _{j \rightarrow+\infty} \mathcal{E}_{k_{j}}(t)
$$

Moreover, by (7.3) and the lower semicontinuity of $\mathcal{H}$ with respect to the weak* convergence in $B V$, the very definition of $\mathcal{D}_{\mathcal{H}}$ implies that

$$
\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \leq \liminf _{j \rightarrow+\infty} \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k_{j}}^{\mathrm{p}} ; 0, t\right)
$$

By Lebesgue dominated convergence we get as $k \rightarrow+\infty$

$$
\begin{aligned}
\int_{0}^{t_{k_{j}}^{i}} & \int_{\Omega} \mathbb{C}_{k_{j}}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t_{k_{j}}^{i}}\left\langle\dot{\mathcal{L}}(\tau), u_{k_{j}}(\tau)\right\rangle d \tau-\int_{0}^{t_{k_{j}}^{i}}\left\langle\mathcal{L}_{k_{j}}(\tau), \dot{w}(\tau)\right\rangle d \tau \\
& \rightarrow \int_{0}^{t} \int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau
\end{aligned}
$$

Then (7.10) follows passing to the limit in (7.11).
The following estimate from below for the total energy holds.
Lemma 7.3. . . $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$.. .,...., $. ., 1, \ldots 7.1$
. , . . , $t \in[0, T]$ 。.

$$
\begin{align*}
& \mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \geq \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle  \tag{7.12}\\
& +\int_{0}^{t} \int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau, \\
& \ldots \mathcal{E}(t), \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \quad \mathcal{f}_{\imath} \ldots,(5.4),(5.1), \ldots \ldots,
\end{align*}
$$

$\ldots$ Let $t \in[0, T], h \geq 1$, and let us set $s_{h}^{j}:=\frac{j}{h} t$ for $j=0,1, \ldots h$. By the global stability condition (7.6), by comparing $\left(u\left(s_{h}^{j}\right), \mathbf{E}^{\mathbf{e}}\left(s_{h}^{j}\right), \mathbf{E}^{\mathrm{p}}\left(s_{h}^{j}\right)\right)$ with

$$
\begin{aligned}
&\left(u\left(s_{h}^{j+1}\right)-w\left(s_{h}^{j+1}\right)+w\left(s_{h}^{j}\right)\right. \\
&\left.\quad \mathbf{E}^{\mathrm{e}}\left(s_{h}^{j+1}\right)-\mathbf{E} w\left(s_{h}^{j+1}\right)+\mathbf{E} w\left(s_{h}^{j}\right), \mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right)\right) \in \mathcal{A}\left(w\left(s_{h}^{j}\right)\right),
\end{aligned}
$$

we get

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(s_{h}^{j+1}\right)-\mathbf{E} w\left(s_{h}^{j+1}\right)+\mathbf{E} w\left(s_{h}^{j}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right)\right) \\
& -\left\langle\mathcal{L}\left(s_{h}^{j}\right), u\left(s_{h}^{j+1}\right)-w\left(s_{h}^{j+1}\right)+w\left(s_{h}^{j}\right)\right\rangle+\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right)-\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j}\right)\right) \\
& \quad \geq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(s_{h}^{j}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl}^{\mathrm{p}}\left(s_{h}^{j}\right)\right)-\left\langle\mathcal{L}\left(s_{h}^{j}\right), u\left(s_{h}^{j}\right)\right\rangle
\end{aligned}
$$

which can be rewritten in the following form:

$$
\begin{equation*}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(s_{h}^{j+1}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right)\right)-\left\langle\mathcal{L}\left(s_{h}^{j+1}\right), u\left(s_{h}^{j+1}\right)\right\rangle \tag{7.13}
\end{equation*}
$$

$$
+\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right)-\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j}\right)\right) \geq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(s_{h}^{j}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(s_{h}^{j}\right)\right)-\left\langle\mathcal{L}\left(s_{h}^{j}\right), u\left(s_{h}^{j}\right)\right\rangle
$$

$$
+\int_{s_{h}^{j}}^{s_{h}^{j+1}} \int_{\Omega} \mathbb{C} \overline{\mathbf{E}_{h}^{e}}(s): \mathbf{E} \dot{w}(s) d x d s-\int_{s_{h}^{j}}^{s_{h}^{j+1}}\left\langle\dot{\mathcal{L}}(s), \bar{u}_{h}(s)\right\rangle d s-\int_{s_{h}^{j}}^{s_{h}^{s+1}}\left\langle\overline{\mathcal{L}_{h}}(s), \dot{w}(s)\right\rangle d s+\bar{\delta}_{h, j}
$$

where for $s_{h}^{j}<s \leq s_{h}^{j+1}$ we set

$$
\overline{u_{h}}(s):=u\left(s_{h}^{j+1}\right), \quad \overline{\mathbf{E}_{h}^{e}}(s):=\mathbf{E}^{\mathrm{e}}\left(s_{h}^{j+1}\right), \quad \overline{\mathbf{E}_{h}^{\mathrm{p}}}(s):=\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right), \quad \overline{\mathcal{L}_{h}}(s):=\mathcal{L}\left(s_{h}^{j+1}\right),
$$

and

$$
\bar{\delta}_{h, j}:=-\mathcal{Q}_{1}\left(\mathbf{E} w\left(s_{h}^{j+1}\right)-\mathbf{E} w\left(s_{h}^{j}\right)\right)-\left\langle\mathcal{L}\left(s_{h}^{j+1}\right)-\mathcal{L}\left(s_{h}^{j}\right), w\left(s_{h}^{j+1}\right)-w\left(s_{h}^{j}\right)\right\rangle .
$$

By summing up in (7.13) from 0 to $h-1$ we get

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle+\sum_{j=0}^{h-1} \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j+1}\right)-\mathbf{E}^{\mathrm{p}}\left(s_{h}^{j}\right)\right) \\
& \geq \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle \\
& +\int_{0}^{t} \int_{\Omega} \mathbb{C} \overline{\mathbf{E}_{h}^{\mathrm{e}}}(s): \mathbf{E} \dot{w}(s) d x d s-\int_{0}^{t}\left\langle\dot{\mathcal{L}}(s), \overline{u_{h}}(s)\right\rangle d s-\int_{0}^{t}\left\langle\overline{\mathcal{L}_{h}}(s), \dot{w}(s)\right\rangle d s+\bar{e}_{h},
\end{aligned}
$$

where $\bar{e}_{h} \rightarrow 0$ as $h \rightarrow+\infty$. By the very definition of $\mathcal{D}_{\mathcal{H}}$ we get

$$
\begin{align*}
& \mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \geq \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle  \tag{7.14}\\
&+\int_{0}^{t} \int_{\Omega} \mathbb{C} \overline{\mathbf{E}_{h}^{\mathrm{e}}}(s): \mathbf{E} \dot{w}(s) d x d s-\int_{0}^{t}\left\langle\dot{\mathcal{L}}(s), \overline{u_{h}}(s)\right\rangle d s \\
& \quad-\int_{0}^{t}\left\langle\overline{\mathcal{L}_{h}}(s), \dot{w}(s)\right\rangle d s+\bar{e}_{h} .
\end{align*}
$$

Since $\mathbf{E}^{\mathrm{p}} \in B V\left(0, T ; B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)\right)$, we have that $\mathbf{E}^{\mathrm{p}}(t)$ is continuous in time with respect to the strong topology in $B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$ up to a countable set in $[0, T]$. Let $s \in[0, T]$ be a continuity point of $\mathbf{E}^{\mathrm{p}}$, and let $s_{n} \rightarrow s$. Then

$$
\begin{equation*}
\mathbf{E}^{\mathrm{e}}\left(s_{n}\right) \rightharpoonup \mathbf{E}^{\mathrm{e}}(s) \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right) \tag{7.15}
\end{equation*}
$$

and

$$
\begin{equation*}
u\left(s_{n}\right) \rightharpoonup u(s) \quad \text { weakly in } W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right) \tag{7.16}
\end{equation*}
$$

In fact up to a subsequence we have that

$$
\mathbf{E}^{\mathrm{e}}\left(s_{n}\right) \rightharpoonup \widetilde{\mathbf{E}^{\mathrm{e}}} \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right)
$$

and

$$
u\left(s_{n}\right) \rightharpoonup \tilde{u} \quad \text { weakly in } W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)
$$

with $\left(\tilde{u}, \widetilde{\mathbf{E}^{\mathrm{e}}}, \mathbf{E}^{\mathrm{p}}(s)\right) \in \mathcal{A}(w(s))$. Given $\left(v, \mathbf{e}, \mathbf{E}^{\mathrm{p}}(s)\right) \in \mathcal{A}(w(s))$, by the global stability condition (7.6), comparing $\left(u\left(s_{n}\right), \mathbf{E}^{\mathrm{e}}\left(s_{n}\right), \mathbf{E}^{\mathrm{p}}\left(s_{n}\right)\right)$ with $\left(v-w(s)+w\left(s_{n}\right), \mathbf{e}-\mathbf{E} w(s)+\right.$ $\left.\mathbf{E} w\left(s_{n}\right), \mathbf{E}^{\mathrm{p}}(s)\right)$, and taking into account the continuity of $\mathcal{H}$ with respect to the $B V$-norm, we obtain that $\left(\tilde{u}, \widetilde{\mathbf{E}^{\mathrm{e}}}\right)$ is a minimizer of the convex functional $(v, \mathbf{e}) \mapsto$ $\mathcal{Q}_{1}(\mathbf{e})-\langle\mathcal{L}(s), v\rangle$ on the convex set $\mathcal{K}:=\left\{(v, \mathbf{e}):\left(v, \mathbf{e}, \mathbf{E}^{\mathrm{p}}(s)\right) \in \mathcal{A}(w(s))\right\}$. By the uniqueness of the minimizer, we have that $\tilde{u}=u(s)$ and $\widetilde{\mathbf{E}^{\mathrm{e}}}=\mathbf{E}^{\mathrm{e}}(s)$, so that (7.15) and (7.16) follow.

By (7.15) and (7.16) we have that for a.e. every $s \in[0, t]$

$$
\begin{equation*}
\overline{\mathbf{E}_{h}^{\mathrm{e}}}(s) \rightharpoonup \mathbf{E}^{\mathrm{e}}(s) \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right) \tag{7.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{u_{h}}(s) \rightharpoonup u(s) \quad \text { weakly in } W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right) \tag{7.18}
\end{equation*}
$$

By taking into account that for every $s \in[0, T]$

$$
\overline{\mathcal{L}_{h}}(s) \rightarrow \mathcal{L}(s) \quad \text { strongly in }\left(W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)\right)^{*}
$$

in view of (7.17) and (7.18), passing to the limit in (7.14) we get by dominated convergence (take into account (7.5)) that (7.12) follows.

We are in a position to prove Theorem 5.2. Indeed, the evolution $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t)\right.$, $\left.\mathbf{E}^{\mathrm{p}}(t)\right)$ given by Lemma 7.1 is a quasi-static evolution for the Gurtin-Anand model because it satisfies the global stability condition in view of (7.6), and it satisfies the energy balance because of (7.10) and (7.12).

The convergence of the discrete-in-time evolution to the continuous one can be improved in the following way.

Proposition 7.4. . $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$... ...............
 $j \rightarrow+\infty$

$$
\begin{equation*}
\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k_{j}}^{\mathrm{p}} ; 0, t\right) \rightarrow \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \tag{7.20}
\end{equation*}
$$

$$
\begin{align*}
& \mathbf{E}_{k_{j}}^{\mathrm{e}}(t) \rightarrow \mathbf{E}^{\mathrm{e}}(t) \quad, \cdot, \ldots, \cdot, \quad L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right),  \tag{7.21}\\
& \operatorname{curl} \mathbf{E}_{k_{j}}^{\mathrm{p}}(t) \rightarrow \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t) \quad, \cdot, \cdot \cdot, \cdot L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right), \tag{7.22}
\end{align*}
$$

, $\cdot$... , $t \in[0, T]$

$$
\begin{gather*}
\mathcal{Q}_{1}\left(\mathbf{E}_{k_{j}}^{\mathrm{e}}(t)\right) \rightarrow \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right), \quad \mathcal{Q}_{2}\left(\operatorname{curl}_{\mathbf{k}_{j}}^{\mathrm{p}}(t)\right) \rightarrow \mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)  \tag{7.23}\\
\left\langle\mathcal{L}_{k_{j}}(t), u_{k_{j}}(t)\right\rangle \rightarrow\langle\mathcal{L}(t), u(t)\rangle . \tag{7.24}
\end{gather*}
$$

.... Notice that by lower semicontinuity we have for every $t \in[0, T]$

$$
\begin{equation*}
\mathcal{E}(t) \leq \liminf _{j \rightarrow+\infty} \mathcal{E}_{k_{j}}(t) . \tag{7.25}
\end{equation*}
$$

Moreover, by the lower semicontinuity of $\mathcal{H}$ with respect to the weak ${ }^{*}$ convergence, and by the very definition of $\mathcal{D}_{\mathcal{H}}$, we deduce that for every $t \in[0, T]$

$$
\begin{equation*}
\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \leq \liminf _{j \rightarrow+\infty} \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k_{j}}^{\mathrm{p}} ; 0, t\right) . \tag{7.26}
\end{equation*}
$$

By (6.3) and (7.12) we get that

$$
\begin{aligned}
& \mathcal{E}(t)+ \mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \leq \\
& \liminf _{j \rightarrow+\infty}\left(\mathcal{E}_{k_{j}}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k_{j}}^{\mathrm{p}} ; 0, t\right)\right) \\
& \leq \limsup _{j \rightarrow+\infty}\left(\mathcal{E}_{k_{j}}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k_{j}}^{\mathrm{p}} ; 0, t\right)\right) \\
& \leq \limsup _{j \rightarrow+\infty}[ \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+ \\
& \mathcal{Q}_{2}\left(\operatorname{curl}_{0}^{\mathrm{p}}\right)-\left\langle\mathcal{L}(0), u_{0}\right\rangle+\int_{0}^{t_{k_{j}}^{i}} \int_{\Omega} \mathbb{C} \mathbf{E}_{k_{j}}^{\mathrm{e}}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau \\
&\left.\quad-\int_{0}^{t_{k_{j}}^{i}}\left\langle\dot{\mathcal{L}}(\tau), u_{k_{j}}(\tau)\right\rangle d \tau-\int_{0}^{t_{k_{j}}^{i}}\left\langle\mathcal{L}_{k_{j}}(\tau), \dot{w}(\tau)\right\rangle d \tau+e_{k_{j}}\right] \\
&=\mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right)+ \mathcal{Q}_{2}\left(\operatorname{curl\mathbf {E}_{0}^{\mathrm {p}})-\langle \mathcal {L}(0),u_{0}\rangle +\int _{0}^{t}\int _{\Omega }\mathbb {C}\mathbf {E}^{\mathrm {e}}(\tau ):\mathbf {E}\dot {w}(\tau )dxd\tau }\right. \\
& \quad-\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau \leq \mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) .
\end{aligned}
$$

We conclude that for every $t \in[0, T]$

$$
\lim _{j \rightarrow+\infty}\left(\mathcal{E}_{k_{j}}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}_{k_{j}}^{\mathrm{p}} ; 0, t\right)\right)=\mathcal{E}(t)+\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) .
$$

From (7.25) and (7.26) we deduce that (7.19) and (7.20) hold. Since by lower semicontinuity

$$
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right) \leq \liminf _{j \rightarrow+\infty} \mathcal{Q}_{1}\left(\mathbf{E}_{k_{j}}^{\mathrm{e}}(t)\right) \quad \text { and } \quad \mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right) \leq \liminf _{j \rightarrow+\infty} \mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}_{k_{j}}^{\mathrm{p}}(t)\right),
$$

while

$$
\left\langle\mathcal{L}_{k_{j}}(t), u_{k_{j}}(t)\right\rangle \rightarrow\langle\mathcal{L}(t), u(t)\rangle,
$$

from (7.19) we deduce that (7.23) and (7.24) hold. In particular (7.21) and (7.22) follow, and the proof is concluded.
7.5 (convergence for the elastic and the "energetic" plastic strains). Since the maps $t \mapsto \mathbf{E}^{\mathrm{e}}(t)$ and $t \mapsto \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)$ turn out to be uniquely determined by the initial conditions (see Proposition 8.8), we infer that

$$
\begin{aligned}
\mathbf{E}_{k}^{\mathrm{e}}(t) \rightarrow \mathbf{E}^{\mathrm{e}}(t) & \text { strongly in } L^{2}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right), \\
\operatorname{curl}_{\mathbf{E}_{k}^{\mathrm{p}}}(t) \rightarrow \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t) & \text { strongly in } L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)
\end{aligned}
$$

without passing to a subsequence $\left(k_{j}\right)_{j \in \mathbb{N}}$.
8. Balance equations and the flow rule. This section is devoted to the proof of Theorem 5.3; that is, we prove that a quasi-static evolution $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$ for the Gurtin-Anand model satisfies the prescribed regularity and uniqueness properties, the balance equations, and the flow rule.

We need the following lemma.
Lemma 8.1. , $, t \in[0, T] . . \quad \therefore \mathbf{T}^{\mathrm{p}}(t) \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t) \in$ $L^{\infty}\left(\Omega ; \mathrm{M}_{N \times N \times N}^{N \times N}\right) \quad \mathbb{S}^{\mathrm{p}}(t) \in\left(\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*} \ldots \ldots . ., \quad,(\mathbf{A}, \mathbb{B}, \mathbb{L}) \in$ $L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \times \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N^{\prime}}\right)$

$$
\begin{align*}
\mid \int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \mathbf{A} d x+\int_{\Omega} \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t): \mathbb{B} d x & +\left\langle\mathbb{S}^{\mathrm{p}}(t), \mathbb{L}\right\rangle \mid  \tag{8.1}\\
\leq & S_{Y} \int_{\Omega} \sqrt{|\mathbf{A}|^{2}+l^{2}|\mathbb{B}|^{2}} d x+l S_{Y}|\mathbb{L}|(\Omega)
\end{align*}
$$

$$
\ldots \ldots . . \quad, \quad(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)
$$

$$
\begin{equation*}
\int_{\Omega} \mathbf{T}(t): \mathbf{e} d x+\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curlp} d x-\langle\mathcal{L}(t), v\rangle \tag{8.2}
\end{equation*}
$$

$$
\begin{equation*}
=-\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \mathbf{p} d x-\int_{\Omega} \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t): \nabla \mathbf{p} d x-\left\langle\mathbb{S}^{\mathrm{p}}(t), D^{s} \mathbf{p}\right\rangle \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega} \mathbf{T}(t): \mathbf{e} d x+\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \mathbf{p} d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p} d x+\left\langle\mathbb{S}^{\mathrm{p}}(t), D^{s} \mathbf{p}\right\rangle=\langle\mathcal{L}(t), v\rangle \tag{8.3}
\end{equation*}
$$

,... Let us fix $t \in[0, T]$. From the global stability condition (5.2), for every $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)$ and $\varepsilon \in \mathbb{R}$ we get

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle \\
& \quad \leq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)+\varepsilon \mathbf{e}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)+\varepsilon \operatorname{curl} \mathbf{p}\right)-\langle\mathcal{L}(t), u(t)+\varepsilon v\rangle+\mathcal{H}(\varepsilon \mathbf{p})
\end{aligned}
$$

so that

$$
\begin{aligned}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)+\varepsilon \mathbf{e}\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)+\varepsilon \operatorname{curl} \mathbf{p}\right)-\varepsilon\langle\mathcal{L}(t) & , v\rangle+\mathcal{H}(\varepsilon \mathbf{p}) \\
& \geq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right)
\end{aligned}
$$

By taking the left and right derivative for $\varepsilon=0$ we get

$$
\int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}(t): \mathbf{e} d x+\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \mathbf{p} d x-\langle\mathcal{L}(t), v\rangle+\mathcal{H}(\mathbf{p}) \geq 0
$$

and

$$
\int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}(t): \mathbf{e} d x+\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \mathbf{p} d x-\langle\mathcal{L}(t), v\rangle-\mathcal{H}(-\mathbf{p}) \leq 0
$$

so that, since $\mathbf{T}(t):=\mathbb{C} \mathbf{E}^{\mathrm{e}}(t)$,

$$
\left|\int_{\Omega} \mathbf{T}(t): \mathbf{e} d x+\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \mathbf{p} d x-\langle\mathcal{L}(t), v\rangle\right| \leq \mathcal{H}(\mathbf{p})
$$

The previous inequality shows that the linear functional on $\mathcal{A}(0)$

$$
(v, \mathbf{e}, \mathbf{p}) \mapsto \int_{\Omega} \mathbb{C} \mathbf{E}^{\mathrm{e}}(t): \mathbf{e} d x+\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \mathbf{p} d x-\langle\mathcal{L}(t), v\rangle
$$

depends indeed only on $\mathbf{p}$.
Let $X \subseteq L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \times \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)$ be the linear subspace generated by $\left\{\left(\mathbf{p}, \nabla \mathbf{p}, D^{s} \mathbf{p}\right):(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)\right.$ for some $v \in W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right), \mathbf{e} \in$ $\left.L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)\right\}$. By applying the Hahn-Banach theorem we deduce that the linear functional

$$
\begin{equation*}
\varphi\left(\mathbf{p}, \nabla \mathbf{p}, D^{s} \mathbf{p}\right):=\int_{\Omega} \mathbf{T}(t): \mathbf{e} d x+\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \mathbf{p} d x-\langle\mathcal{L}(t), v\rangle \tag{8.4}
\end{equation*}
$$

on the linear space $X$ can be extended in a continuous way to the entire space $L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \times \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)$ in such a way that

$$
\begin{equation*}
|\varphi(\mathbf{A}, \mathbb{B}, \mathbb{L})| \leq S_{Y} \int_{\Omega} \sqrt{|\mathbf{A}|^{2}+l^{2}|\mathbb{B}|^{2}} d x+l S_{Y}|\mathbb{L}|(\Omega) \tag{8.5}
\end{equation*}
$$

for every $(\mathbf{A}, \mathbb{B}, \mathbb{L}) \in L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \times \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)$. By representing $\varphi$, in view of (8.5) and (8.4), we obtain that there exist $\mathbf{T}^{\mathrm{p}}(t) \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$, $\mathbb{K}_{\text {diss }}^{\mathrm{p}}(t) \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)$, and $\mathbb{S}^{\mathrm{p}}(t) \in\left(\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*}$ such that (8.1) and (8.2) hold. Finally, (8.3) follows by (8.2) in view of the very definition of $\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}(t)$.

The following proposition concerns the balance equation for the Cauchy stress. Proposition 8.2 (balance equations for the Cauchy stress). . , $t \in[0, T]$

$$
\begin{cases}-\operatorname{div} \mathbf{T}(t)=f(t) & , \quad \Omega  \tag{8.6}\\ \mathbf{T}(t) \nu=g(t) & , \quad \partial_{N} \Omega\end{cases}
$$

, ,... Let $v \in C^{\infty}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ such that $v=0$ on $\partial_{D} \Omega$. By choosing $(v, \mathbf{E} v, 0) \in \mathcal{A}(0)$ in (8.3) we deduce that

$$
\begin{equation*}
\int_{\Omega} \mathbf{T}(t): \mathbf{E} v d x=\langle\mathcal{L}(t), v\rangle \tag{8.7}
\end{equation*}
$$

Then clearly $-\operatorname{div} \mathbf{T}(t)=f(t)$ in the sense of distributions in $\Omega$. Since $\mathbf{T}(t) \in$ $L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$ and its divergence belongs in particular to $L^{2}\left(\Omega ; \mathbb{R}^{N}\right)$, we have that the normal trace of $\mathbf{T}(t)$ on $\partial \Omega$ is well defined as an element of $H^{-1 / 2}\left(\partial \Omega ; \mathbb{R}^{N}\right)$. By integrating by parts in (8.7) we get immediately the second relation of (8.6).

Concerning the stresses conjugated to the plastic variables, the following result holds.

Proposition 8.3 (stresses conjugated to the plastic variables). , , $t \in$ $[0, T], \mathbf{T}^{\mathrm{p}}(t), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t), \mathbb{K}^{\mathrm{p}}(t), \quad, \mathbb{S}^{\mathrm{p}}(t), \quad, \quad, \ldots 8.1 \ldots$,

$$
\begin{cases}\mathbf{T}^{\mathrm{p}}(t)=\mathbf{T}_{D}(t)+\operatorname{div} \mathbb{K}^{\mathrm{p}}(t) & \text {-, } \Omega  \tag{8.8}\\ \mathbb{K}^{\mathrm{p}}(t) \nu=0 & ,, \quad \partial \Omega\end{cases}
$$



$$
\begin{equation*}
\sqrt{\left|\mathbf{T}^{\mathrm{p}}(t, x)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right|^{2}} \leq S_{Y} \quad, \quad \quad \quad x \in \Omega \tag{8.9}
\end{equation*}
$$

, ... .. . . , $\mathbb{S}^{\mathrm{P}}(t), \ldots, f i$

$$
\begin{equation*}
\left\|\mathbb{S}^{\mathrm{P}}(t)\right\|_{\left(\mathcal{M}_{b}\left(\mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*}} \leq l S_{Y} \tag{8.10}
\end{equation*}
$$

$\ldots$ The stress constraints (8.9) and (8.10) follow by choosing ( $\mathbf{A}, \mathbb{B}, 0$ ) and $(0,0, \mathbb{L})$, respectively, in (8.1).

Let us come to (8.8). Let $\mathbf{p} \in C^{\infty}\left(\bar{\Omega}, \mathrm{M}_{D}^{N \times N}\right)$, so that in particular $(0,-\mathbf{p}, \mathbf{p}) \in$ $\mathcal{A}(0)$. Then (8.3) yields

$$
-\int_{\Omega} \mathbf{T}(t): \mathbf{p} d x+\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \mathbf{p} d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p} d x=0
$$

Since $\mathbf{p}$ takes values in the space of deviatoric matrices, we can replace $\mathbf{T}(t)$ by $\mathbf{T}_{D}(t)$ so that we obtain

$$
\begin{equation*}
\int_{\Omega}\left(\mathbf{T}^{\mathrm{p}}(t)-\mathbf{T}_{D}(t)\right): \mathbf{p} d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p} d x=0 \tag{8.11}
\end{equation*}
$$

We conclude that the first relation of (8.8) holds. As a consequence, in view of (8.9) and the definition of $\mathbb{K}_{\mathrm{en}}^{\mathrm{p}}(t)$, we have $\mathbb{K}^{\mathrm{p}}(t) \in L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)$ with divergence in $L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$, so that its normal trace on $\partial \Omega$ is well defined as an element of $H^{-1 / 2}\left(\partial \Omega ; \mathbb{R}^{N \times N}\right)$. By integrating by parts in (8.11) we obtain also the second relation of (8.8), and the proof is concluded.
8.4. Note that relation (8.3) represents the balance of internal and external power expenditures on the whole body $\Omega$ (see section 3). Due to our variational approach which requires $\mathbf{E}^{\mathrm{p}}(t) \in B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$ so that $D \mathbf{E}^{\mathrm{p}}(t)$ has also a singular part, a stress $\mathbb{S}^{p}(t)$ associated to $D^{s} \mathbf{E}^{p}(t)$ appears in the balance. In order to get a balance equation for a subbody $\mathcal{B} \subset \subset \Omega$ with a sufficiently smooth boundary, we can reason as follows. Let us assume to be in the physical case $N=3$. As a consequence, admissible displacements $v$ turn out to belong to $L^{3}\left(\Omega ; \mathbb{R}^{3}\right)$. Let us assume for simplicity that $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)$ is such that $\mathbf{p}$ belongs also to $L^{2}\left(\Omega ; M_{D}^{3 \times 3}\right)$, and let $\varphi \in C_{c}^{\infty}(\Omega)$. By (8.3) we can write

$$
\begin{align*}
& \int_{\Omega} \mathbf{T}(t):(\varphi \mathbf{e}) d x+\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t):(\varphi \mathbf{p}) d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t):(\varphi \nabla \mathbf{p}) d x+\left\langle\mathbb{S}^{\mathrm{p}}(t), \varphi D^{s} \mathbf{p}\right\rangle  \tag{8.12}\\
& =\int_{\Omega} \mathbf{T}(t):(\varphi \mathbf{e}+v \odot \nabla \varphi) d x+\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t):(\varphi \mathbf{p}) d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t): \nabla(\varphi \mathbf{p}) d x \\
& \quad+\left\langle\mathbb{S}^{\mathrm{p}}(t), D^{s}(\varphi \mathbf{p})\right\rangle-\int_{\Omega} \mathbf{T}(t):(v \odot \nabla \varphi) d x-\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t):(\mathbf{p} \otimes \nabla \varphi) d x \\
& =\langle\mathcal{L}(t), \varphi v\rangle-\int_{\Omega} \mathbf{T}(t):(v \odot \nabla \varphi) d x-\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t):(\mathbf{p} \otimes \nabla \varphi) d x
\end{align*}
$$

where the last equality follows since $(\varphi v, \varphi \mathbf{e}+v \odot \nabla \varphi, \varphi \mathbf{p}) \in \mathcal{A}(0)$ (we use $\mathbf{p} \in$ $L^{2}\left(\Omega ; M_{D}^{3 \times 3}\right)$ to ensure that $\left.\operatorname{curl}(\varphi \mathbf{p}) \in L^{2}\left(\Omega ; M^{3 \times 3}\right)\right)$. Here $(v \odot \nabla \varphi)_{i, j}=\left(v_{i} \partial_{j} \varphi+\right.$ $\left.v_{j} \partial_{i} \varphi\right) / 2$. As a consequence we have that the distribution

$$
\varphi \mapsto-\int_{\Omega} \mathbf{T}(t):(v \odot \nabla \varphi) d x-\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t):(\mathbf{p} \otimes \nabla \varphi) d x
$$

turns out to be a measure $\mu \in \mathcal{M}_{b}(\Omega)$. Moreover, by considering the measure $\eta \in$ $\mathcal{M}_{b}\left(\Omega ; \mathbb{R}^{3}\right)$ given by

$$
\int_{\Omega} \psi d \eta:=\int_{\Omega} \mathbf{T}(t):(v \odot \psi) d x+\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t):(\mathbf{p} \otimes \psi) d x, \quad \psi \in C_{c}^{\infty}\left(\Omega ; \mathbb{R}^{3}\right)
$$

we get immediately that $\operatorname{div} \eta=\mu$. According to [22], for every subset $\mathcal{B} \subset \subset \Omega$ with a sufficiently smooth boundary we have that $\eta$ admits normal trace $\eta \cdot \nu$ on $\partial \mathcal{B}$ defined as an element of the dual of $C^{1}(\partial \mathcal{B})$, in such a way that the following Gauss-Green formula holds:

$$
\int_{\mathcal{B}} d(\operatorname{div} \eta)=\left\langle\eta \cdot \nu, 1_{\partial \mathcal{B}}\right\rangle
$$

Let us denote formally $\eta \cdot \nu$ by $\left[\mathbf{T}(t) \nu \cdot v+\mathbb{K}^{\mathrm{p}}(t) \nu: \mathbf{p}\right]$, and $\operatorname{let}\left[\mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p}+\mathbb{S}^{\mathrm{p}}(t): D^{s} \mathbf{p}\right]$ be the measure such that

$$
\int_{\Omega} \varphi d\left[\mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p}+\mathbb{S}^{\mathrm{p}}(t): D^{s} \mathbf{p}\right]=\int_{\Omega} \mathbb{K}^{\mathrm{p}}(t):(\varphi \nabla \mathbf{p}) d x+\left\langle\mathbb{S}^{\mathrm{p}}(t), \varphi D^{s} \mathbf{p}\right\rangle
$$

By (8.12) we can write by choosing $\varphi=1_{\mathcal{B}}$

$$
\begin{align*}
\int_{\mathcal{B}} \mathbf{T}(t): \mathbf{e} d x+\int_{\mathcal{B}} \mathbf{T}^{\mathrm{p}}(t) & : \mathbf{p} d x+\left[\mathbb{K}^{\mathrm{p}}(t): \nabla \mathbf{p}+\mathbb{S}^{\mathrm{p}}(t): D^{s} \mathbf{p}\right](\mathcal{B})  \tag{8.13}\\
& =\int_{\mathcal{B}} f(t) \cdot v d x+\left\langle\left[\mathbf{T}(t) \nu \cdot v+\mathbb{K}^{\mathrm{p}}(t) \nu: \mathbf{p}\right], 1_{\partial \mathcal{B}}\right\rangle
\end{align*}
$$

which is a weak form for the balance of power expenditures for the subbody $\mathcal{B}$ relative to the virtual velocity $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)$.

The $A C$ regularity in time for the quasi-static evolution is proved in the following proposition. The proof relies heavily on [8, Theorem 5.2]. We exploit the calculations in our context since we aim to understand the precise dependence on the material length scales $l$ and $L$ of the norms involved in the statement (in view of the convergence result of section 9 , where we let $L, l \rightarrow 0$ ).

Proposition 8.5. . . , , $t \mapsto u(t), t \mapsto \mathbf{E}^{\mathrm{e}}(t), t \mapsto \mathbf{E}^{\mathrm{p}}(t), \quad, \quad t \mapsto \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)$ $\ldots \ldots, \ldots, W^{\prime,}[0, T] \cdot W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right), L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right), B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$ $L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right), \quad, \cdots, \cdots, \cdots, \cdots, \quad t \in[0, T]$.

$$
\begin{align*}
\|\dot{u}(t)\|_{W^{1,}, \frac{N}{N-1}} & \leq C_{1}(w, \rho, \alpha, \mathbb{C}, l)\left[\|\dot{\rho}(t)\|_{L^{2}}+\left\|\dot{\rho}_{D}(t)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(t)\|_{L^{2}}\right]  \tag{8.14}\\
\left\|\dot{\mathbf{E}}^{\mathrm{e}}(t)\right\|_{L^{2}} & \leq C_{2}(w, \rho, \alpha, \mathbb{C})\left[\|\dot{\rho}(t)\|_{L^{2}}+\left\|\dot{\rho}_{D}(t)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(t)\|_{L^{2}}\right]  \tag{8.15}\\
\left\|\dot{\mathbf{E}}^{\mathrm{p}}(t)\right\|_{B V} & \leq C_{3}(w, \rho, \alpha, \mathbb{C}, l)\left[\|\dot{\rho}(t)\|_{L^{2}}+\left\|\dot{\rho}_{D}(t)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(t)\|_{L^{2}}\right]  \tag{8.16}\\
\left\|\operatorname{curl} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right\|_{L^{2}} & \leq C_{4}(w, \rho, \alpha, \mathbb{C}, L)\left[\|\dot{\rho}(t)\|_{L^{2}}+\left\|\dot{\rho}_{D}(t)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(t)\|_{L^{2}}\right] \tag{8.17}
\end{align*}
$$



$$
\begin{align*}
\|\dot{u}(t)\|_{B D} & \leq C_{5}(w, \rho, \alpha, \mathbb{C})\left[\|\dot{\rho}(t)\|_{L^{2}}+\left\|\dot{\rho}_{D}(t)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(t)\|_{L^{2}}\right]  \tag{8.18}\\
\left\|\dot{\mathbf{E}}^{\mathrm{p}}(t)\right\|_{L^{1}} & \leq C_{6}(w, \rho, \alpha, \mathbb{C})\left[\|\dot{\rho}(t)\|_{L^{2}}+\left\|\dot{\rho}_{D}(t)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(t)\|_{L^{2}}\right] \tag{8.19}
\end{align*}
$$

,.. Let $t_{1}, t_{2} \in[0, T]$, with $t_{1}<t_{2}$. Since by the very definition of $\mathcal{D}_{\mathcal{H}}$ we have $\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; t_{1}, t_{2}\right) \geq \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right)$, by the energy balance (5.3) we may write

$$
\begin{align*}
& \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)\right)-\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)\right)-\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right)  \tag{8.20}\\
& \quad+\mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right)-\left\langle\mathcal{L}\left(t_{2}\right), u\left(t_{2}\right)\right\rangle+\left\langle\mathcal{L}\left(t_{1}\right), u\left(t_{1}\right)\right\rangle \\
& \leq \int_{t_{1}}^{t_{2}} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{t_{1}}^{t_{2}}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{t_{1}}^{t_{2}}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau
\end{align*}
$$

Let us consider $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(0)$ such that

$$
v:=u\left(t_{2}\right)-u\left(t_{1}\right)-\left(w\left(t_{2}\right)-w\left(t_{1}\right)\right), \quad \mathbf{e}:=\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)-\left(\mathbf{E} w\left(t_{2}\right)-\mathbf{E} w\left(t_{1}\right)\right)
$$

and $\mathbf{p}:=\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}\left(t_{1}\right)$. By combining (8.1) and (8.2), we deduce that

$$
\begin{align*}
-\int_{\Omega} \mathbf{T}\left(t_{1}\right) & :\left(\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)-\left(\mathbf{E} w\left(t_{2}\right)-\mathbf{E} w\left(t_{1}\right)\right)\right) d x  \tag{8.21}\\
- & \mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right):\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right) d x \\
& +\left\langle\mathcal{L}\left(t_{1}\right), u\left(t_{2}\right)-u\left(t_{1}\right)-\left(w\left(t_{2}\right)-w\left(t_{1}\right)\right)\right\rangle \leq \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right)
\end{align*}
$$

By inserting (8.21) into (8.20) and taking into account (4.15), we obtain

$$
\begin{aligned}
& \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right) \\
& \begin{aligned}
& \leq \int_{t_{1}}^{t_{2}} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{t_{1}}^{t_{2}}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{t_{1}}^{t_{2}}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau \\
&+\left\langle\mathcal{L}\left(t_{2}\right)-\mathcal{L}\left(t_{1}\right), u\left(t_{2}\right)\right\rangle-\int_{\Omega} \mathbf{T}\left(t_{1}\right):\left(\mathbf{E} w\left(t_{2}\right)-\mathbf{E} w\left(t_{1}\right)\right) d x \\
&+\left\langle\mathcal{L}\left(t_{1}\right), w\left(t_{2}\right)-w\left(t_{1}\right)\right\rangle \\
&= \int_{t_{1}}^{t_{2}} \int_{\Omega}\left(\mathbf{T}(\tau)-\mathbf{T}\left(t_{1}\right)\right): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{t_{1}}^{t_{2}}\left\langle\dot{\mathcal{L}}(\tau), u(\tau)-u\left(t_{2}\right)\right\rangle d \tau \\
&=\int_{t_{1}}^{t_{2}} \int_{\Omega}\left(\mathbf{T}(\tau)-\mathbf{T}(\tau)-\mathcal{L}\left(t_{1}\right), \dot{w}(\tau)\right\rangle d \tau \\
&-\int_{t_{1}}^{t_{2}} \int_{\Omega} \dot{\rho}_{D}(\tau):\left(\mathbf{E}^{\mathrm{p}}(\tau)-\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)\right) d x d \tau-\int_{t_{1}}^{t_{2}} \int_{\Omega}\left(\rho(\tau)-\rho\left(t_{1}\right)\right): \mathbf{E} \dot{w}(\tau) d x d \tau .
\end{aligned}
\end{aligned}
$$

By the coercivity estimate (4.8) for the elasticity tensor $\mathbb{C}$ we deduce that

$$
\begin{align*}
& \text { 22) } \quad \alpha_{\mathbb{C}}\left\|\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}^{2}+\frac{\mu L^{2}}{2}\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}}^{2}  \tag{8.22}\\
& \leq \beta_{\mathbb{C}} \int_{t_{1}}^{t_{2}}\left\|\mathbf{E}^{\mathrm{e}}(\tau)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}\|\mathbf{E} \dot{w}(\tau)\|_{L^{2}} d \tau+\int_{t_{1}}^{t_{2}}\|\dot{\rho}\|_{L^{2}}\left\|\mathbf{E}^{\mathrm{e}}(\tau)-\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)\right\|_{L^{2}} d \tau \\
& +\int_{t_{1}}^{t_{2}}\left\|\dot{\rho}_{D}(\tau)\right\|_{L^{\infty}}\left\|\mathbf{E}^{\mathrm{p}}(\tau)-\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)\right\|_{L^{1}} d \tau+\int_{t_{1}}^{t_{2}}\left\|\rho(\tau)-\rho\left(t_{1}\right)\right\|_{L^{2}}\|\mathbf{E} \dot{w}(\tau)\|_{L^{2}} d \tau
\end{align*}
$$

By (4.16) we have for $t_{1} \leq s \leq t_{2}$

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}(s)\right\|_{L^{1}}+\alpha_{l}\left\|D \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-D \mathbf{E}^{\mathrm{p}}(s)\right\|_{\mathcal{M}_{b}}  \tag{8.23}\\
& \quad \leq \mathcal{H}\left(\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}(s)\right)-\int_{\Omega} \rho_{D}\left(t_{2}\right):\left(\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}(s)\right) d x
\end{align*}
$$

where $\alpha_{l}:=\min \left\{l \frac{\alpha}{2}, l S_{Y}\right\}$. By combining (8.23) and (8.20) with $t_{1}=s$ and using (4.15), we obtain

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}(s)\right\|_{L^{1}}+\alpha_{l}\left\|D \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-D \mathbf{E}^{\mathrm{p}}(s)\right\|_{\mathcal{M}_{b}}  \tag{8.24}\\
& \leq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(s)\right)-\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(s)\right)-\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)\right) \\
& \quad+\left\langle\mathcal{L}\left(t_{2}\right), u\left(t_{2}\right)\right\rangle-\langle\mathcal{L}(s), u(s)\rangle+\int_{s}^{t_{2}} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau \\
& \quad-\int_{s}^{t_{2}}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{s}^{t_{2}}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau \\
& \quad-\int_{\Omega} \rho_{D}\left(t_{2}\right)\left(\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}(s)\right) d x \\
& \leq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(s)\right)-\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)\right)+\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}(s)\right)-\mathcal{Q}_{2}\left(\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)\right) \\
& \quad+\int_{\Omega} \rho\left(t_{2}\right):\left(\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}(s)\right) d x+\int_{\Omega}\left(\rho\left(t_{2}\right)-\rho(s)\right): \mathbf{E}^{\mathrm{e}}(s) d x \\
& \quad+\int_{\Omega}\left(\rho_{D}\left(t_{2}\right)-\rho_{D}(s)\right): \mathbf{E}^{\mathrm{p}}(s) d x \\
& -\int_{s}^{t_{2}} \int_{\Omega}\left\{\dot{\rho}(\tau): \mathbf{E}^{\mathrm{e}}(\tau)+\dot{\rho}_{D}(\tau): \mathbf{E}^{\mathrm{p}}(\tau)-(\mathbf{T}(\tau)-\rho(\tau)): \mathbf{E} \dot{w}(\tau)\right\} d x d \tau
\end{align*}
$$

Notice that

$$
\sup _{\tau}\|\rho(\tau)\|_{L^{2}}, \quad \sup _{\tau}\left\|\rho_{D}(\tau)\right\|_{L^{\infty}}
$$

and

$$
\sup _{\tau}\left\|\mathbf{E}^{\mathrm{e}}(\tau)\right\|_{L^{2}}, \quad \sup _{\tau}\left\|\mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{1}}, \quad \sup _{\tau}\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{2}}
$$

are finite (in fact $t \mapsto \mathbf{E}^{\mathrm{p}}(t)$ has bounded variation, while for $\mathbf{E}^{\mathrm{e}}(t)$ and $\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)$ we can use the energy balance (5.3)). From (8.24) we obtain for every $t_{1} \leq s \leq t_{2}$

$$
\begin{align*}
& \frac{\alpha}{2}\left\|\mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{p}}(s)\right\|_{L^{1}}+\alpha_{l}\left\|D \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-D \mathbf{E}^{\mathrm{p}}(s)\right\|_{\mathcal{M}_{b}}  \tag{8.25}\\
& \quad \leq C_{1}\left(\left\|\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}(s)\right\|_{L^{2}}+\sqrt{\frac{\mu}{2}} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}(s)\right\|_{L^{2}}\right. \\
& \\
& \left.\quad+\int_{s}^{t_{2}} \psi(\tau) d \tau\right)
\end{align*}
$$

where

$$
\begin{equation*}
\psi(\tau):=\|\dot{\rho}(\tau)\|_{L^{2}}+\left\|\dot{\rho}_{D}(\tau)\right\|_{L^{\infty}}+\|\mathbf{E} \dot{w}(\tau)\|_{L^{2}} \tag{8.26}
\end{equation*}
$$

and $C_{1}$ depends on $\rho, \sup _{\tau}\left\|\mathbf{E}^{\mathrm{e}}(\tau)\right\|_{L^{2}}, \sup _{\tau}\left\|\mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{1}}, \sup _{\tau} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{2}}$, and the elasticity tensor $\mathbb{C}$. By (8.22) we conclude that

$$
\begin{aligned}
& \alpha_{\mathbb{C}}\left\|\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}^{2}+\frac{\mu L^{2}}{2}\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}}^{2} \\
& \quad \leq C_{2}\left(\left\|\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}+\sqrt{\frac{\mu}{2}} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}}\right) \int_{t_{1}}^{t_{2}} \psi(\tau) d \tau \\
& +C_{2} \int_{t_{1}}^{t_{2}} \psi(\tau)\left(\left\|\mathbf{E}^{\mathrm{e}}(\tau)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}+\sqrt{\frac{\mu}{2}} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(\tau)-\operatorname{curl}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}}\right) d \tau \\
& \\
& +C_{2}\left(\int_{t_{1}}^{t_{2}} \psi(\tau) d \tau\right)^{2}
\end{aligned}
$$

where $C_{2}$ depends also on $\alpha$. By Cauchy's inequality we obtain

$$
\begin{aligned}
& \left\|\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}^{2}+\frac{\mu L^{2}}{2}\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}}^{2} \\
& \leq C_{3} \int_{t_{1}}^{t_{2}} \psi(\tau)\left(\left\|\mathbf{E}^{\mathrm{e}}(\tau)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}+\sqrt{\frac{\mu}{2}} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(\tau)-\operatorname{curl}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}}\right) d \tau \\
& \\
& \quad+C_{3}\left(\int_{t_{1}}^{t_{2}} \psi(\tau) d \tau\right)^{2}
\end{aligned}
$$

By means of a Gronwall-type lemma [8, Lemma 5.3] we get in particular that

$$
\begin{equation*}
\left\|\mathbf{E}^{\mathrm{e}}\left(t_{2}\right)-\mathbf{E}^{\mathrm{e}}\left(t_{1}\right)\right\|_{L^{2}}+\sqrt{\frac{\mu}{2}} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{2}\right)-\operatorname{curl} \mathbf{E}^{\mathrm{p}}\left(t_{1}\right)\right\|_{L^{2}} \leq C_{4} \int_{t_{1}}^{t_{2}} \psi(\tau) d \tau \tag{8.27}
\end{equation*}
$$

where $C_{4}$ depends on $\rho, \alpha, \sup _{\tau}\left\|\mathbf{E}^{\mathrm{e}}(\tau)\right\|_{L^{2}}, \sup _{\tau}\left\|\mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{1}}, \sup _{\tau} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{2}}$, and the elasticity tensor $\mathbb{C}$. As a consequence we get that $t \mapsto \mathbf{E}^{\mathrm{e}}(t)$ and $t \mapsto$ $\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)$ are absolutely continuous from $[0, T]$ to $L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$ and $L^{2}\left(\Omega ; \mathrm{M}^{N \times N}\right)$, respectively. By (8.25), we get that $t \mapsto \mathbf{E}^{\mathrm{p}}(t)$ is absolutely continuous from $[0, T]$ to $B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$.

Let us now come to the proof of (8.14)-(8.17). By the energy balance (5.3), and by the very definition of $\mathcal{H}$, we deduce that

$$
\left\|\mathbf{E}^{\mathrm{p}}(t)\right\|_{L^{1}} \leq C_{5}\left(1+\int_{0}^{t}(1+\psi(\tau))\left\|\mathbf{E}^{\mathrm{e}}(\tau)\right\|_{L^{2}} d \tau+\int_{0}^{t}(1+\psi(\tau))\left\|\mathbf{E}^{\mathrm{p}}(\tau)\right\|_{L^{1}} d \tau\right)
$$

where $\psi$ is as in (8.26) and $C_{5}$ depends only on the initial conditions and on $w, \rho, \alpha$, and $\mathbb{C}$. By means of the classical Gronwall lemma and taking the sup in $t$, we obtain

$$
\sup _{t \in[0, T]}\left\|\mathbf{E}^{\mathrm{p}}(t)\right\|_{L^{1}} \leq C_{6}\left(1+\sup _{t \in[0, T]}\left\|\mathbf{E}^{\mathrm{e}}(t)\right\|_{L^{2}}\right)
$$

By the energy balance (5.3) we conclude that $\sup _{t \in[0, T]}\left\|\mathbf{E}^{\mathrm{e}}(t)\right\|_{L^{2}}$ is bounded uniformly independently of $l$ and $L$, so that the same holds for $\sup _{t \in[0, T]}\left\|\mathbf{E}^{\mathrm{p}}(t)\right\|_{L^{1}}$ and $\sup _{t \in[0, T]} L\left\|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)\right\|_{L^{2}}$. By (8.27) we conclude that (8.15) and (8.17) hold. Inequalities (8.16) and (8.19) follow by (8.25). Finally the absolute continuity of $t \mapsto u(t)$ from $[0, T]$ to $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$ and inequality (8.14) follow from the compatibility condition $\mathbf{E} u(t):=\mathbf{E}^{\mathrm{e}}(t)+\mathbf{E}^{\mathrm{p}}(t)$ and Korn's inequality. Inequality (8.18) follows in a similar way.
8.6. Notice that the constants $C_{1}, \ldots, C_{6}$ of Proposition 8.5 depend also on the initial condition $\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right)$. More precisely, from the previous proof it can be evicted that they depend on $|\mathcal{E}(0)|$ and $\left\|\mathbf{E}_{0}^{\mathrm{p}}\right\|_{L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)}$.

In order to prove the uniqueness result and the flow rule, we need the following lemma.

Lemma 8.7. , $\quad t \in[0, T], \ldots \ldots \dot{u}(t), \dot{\mathbf{E}}^{e}(t), \dot{\mathbf{E}}^{\mathrm{p}}(t), \ldots \dot{w}(t) \ldots$,

$$
\begin{array}{r}
\mathcal{H}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t)\right)=-\int_{\Omega} \mathbf{T}(t):\left(\dot{\mathbf{E}}^{\mathrm{e}}(t)-\mathbf{E} \dot{w}(t)\right) d x-\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \dot{\mathbf{E}}^{\mathrm{p}}(t) d x  \tag{8.28}\\
+\langle\mathcal{L}(t), \dot{u}(t)-\dot{w}(t)\rangle
\end{array}
$$

$$
\begin{equation*}
\mathcal{H}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t)\right)=\int_{\Omega} \mathbf{T}^{\mathrm{p}}(t): \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\int_{\Omega} \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t): \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\left\langle\mathbb{S}^{\mathrm{p}}(t), D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right\rangle \tag{8.29}
\end{equation*}
$$

,.. Since by Proposition 8.5 the map $t \mapsto \mathbf{E}^{\mathrm{p}}(t)$ is absolutely continuous from $[0, T]$ to $B V\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$, by [8, Theorem 7.1] we obtain

$$
\mathcal{D}_{\mathcal{H}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)=\int_{0}^{t} \mathcal{H}\left(\dot{\mathbf{E}}^{\mathrm{p}}(\tau)\right) d \tau
$$

Then by differentiating the energy balance equation (5.3) we obtain for a.e. $t \in[0, T]$

$$
\begin{aligned}
& \int_{\Omega} \mathbf{T}(t): \dot{\mathbf{E}}^{\mathrm{e}}(t) d x+ \mu L^{2} \int_{\Omega} \operatorname{curl}^{\mathrm{p}}(t): \operatorname{curl} \dot{\mathbf{E}}^{\mathrm{p}}(t) d x \\
&-\langle\dot{\mathcal{L}}(t), u(t)\rangle-\langle\mathcal{L}(t), \dot{u}(t)\rangle+\mathcal{H}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t)\right) \\
&=\int_{\Omega} \mathbf{T}(t): \mathbf{E} \dot{w}(t) d x-\langle\dot{\mathcal{L}}(t), u(t)\rangle-\langle\mathcal{L}(t), \dot{w}(t)\rangle
\end{aligned}
$$

so that (8.28) follows. Since $\left(\dot{u}(t)-\dot{w}(t), \dot{\mathbf{E}}^{\mathrm{e}}(t)-\mathbf{E} \dot{w}(t), \dot{\mathbf{E}}^{\mathrm{p}}(t)\right) \in \mathcal{A}(0)$, by (8.2) we get that (8.29) holds.

Let us now prove the uniqueness result concerning the elastic strain $\mathbf{E}^{\mathrm{e}}(t)$ and the "energetic plastic strain" curl $\mathbf{E}^{\mathrm{p}}(t)$.

Proposition 8.8. . , , $t \mapsto \mathbf{E}^{\mathrm{e}}(t), ~-t \mapsto \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t) \ldots, \cdots$, .-, ........., , ...., $\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right)$
, , ,. Let $t \mapsto\left(\tilde{u}(t), \widetilde{\mathbf{E}^{\mathrm{e}}}(t), \widetilde{\mathbf{E}^{\mathrm{p}}}(t)\right)$ be another quasi-static evolution associated to the same initial condition $\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right)$. Let $\widetilde{\mathbf{T}^{\mathrm{p}}}(t), \widetilde{\mathbb{K}^{\mathrm{p}}}(t)$, and $\widetilde{\mathbb{S p}^{p}}(t)$ be the associated stresses according to Lemma 8.1 and Proposition 8.3. By (8.28), (8.1), and (8.2) we have for a.e. $t \in[0, T]$

$$
\begin{aligned}
& -\int_{\Omega} \mathbf{T}(t):\left(\dot{\mathbf{E}}^{\mathrm{e}}(t)-\mathbf{E} \dot{w}(t)\right) d x-\mu L^{2} \int_{\Omega} \operatorname{curl} \mathbf{E}^{\mathrm{p}}(t): \operatorname{curl} \dot{\mathbf{E}}^{\mathrm{p}}(t) d x \\
& \quad+\langle\mathcal{L}(t), \dot{u}(t)-\dot{w}(t)\rangle=\mathcal{H}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t)\right) \\
& \geq \int_{\Omega} \widetilde{\mathbf{T}^{\mathrm{p}}}(t): \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\int_{\Omega} \widetilde{\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}}(t): \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\left\langle\widetilde{\mathbb{S}^{\mathrm{p}}}(t), D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right\rangle \\
& =-\int_{\Omega} \widetilde{\mathbf{T}}(t):\left(\dot{\mathbf{E}}^{\mathrm{e}}(t)-\mathbf{E} \dot{w}(t)\right) d x-\mu L^{2} \int_{\Omega} \operatorname{curl\widetilde {\mathbf {Ep}^{p}}(t):\operatorname {curl}\dot {\mathbf {E}}^{\mathrm {p}}(t)dx} \\
& +\langle\mathcal{L}(t), \dot{u}(t)-\dot{w}(t)\rangle
\end{aligned}
$$

We obtain
$\int_{\Omega}[\mathbf{T}(t)-\widetilde{\mathbf{T}}(t)]:\left[\dot{\mathbf{E}}^{\mathrm{e}}(t)-\mathbf{E} \dot{w}(t)\right] d x+\mu L^{2} \int_{\Omega}\left[\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)-\operatorname{curl} \widetilde{\mathbf{E p}}(t)\right]: \operatorname{curl} \dot{\mathbf{E}}^{\mathrm{p}}(t) d x \leq 0$.
Similarly we obtain
$\int_{\Omega}[\widetilde{\mathbf{T}}(t)-\mathbf{T}(t)]:\left[\dot{\stackrel{\mathbf{E}^{\mathrm{e}}}{ }}(t)-\mathbf{E} \dot{w}(t)\right] d x+\mu L^{2} \int_{\Omega}\left[\operatorname{curl} \widetilde{\mathbf{E p}^{\mathrm{p}}}(t)-\operatorname{curl}^{\mathrm{p}}(t)\right]: \operatorname{curl} \dot{\mathbf{E}^{\mathrm{p}}}(t) d x \leq 0$.
By summing the two inequalities we get

$$
\begin{aligned}
& \int_{\Omega}[\mathbf{T}(t)-\widetilde{\mathbf{T}}(t)]:\left[\dot{\mathbf{E}}^{\mathrm{e}}(t)-\dot{\left.{\underset{\mathbf{E}}{ }}_{\mathrm{e}}(t)\right] d x}\right. \\
& \quad+\mu L^{2} \int_{\Omega}\left[\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)-\operatorname{curl} \widetilde{\mathbf{E}^{\mathrm{p}}}(t)\right]:\left[\operatorname{curl} \dot{\mathbf{E}}^{\mathrm{p}}(t)-\operatorname{curl} \dot{\overline{\mathbf{E}^{\mathrm{p}}}}(t)\right] d x \leq 0
\end{aligned}
$$

so that for a.e. $t \in[0, T]$ we have

$$
\begin{aligned}
\frac{d}{d t}\left(\int_{\Omega} \mathbb{C}\left[\mathbf{E}^{\mathrm{e}}(t)-\widetilde{\mathbf{E}^{\mathrm{e}}}(t)\right]:\left[\mathbf{E}^{\mathrm{e}}(t)-\widetilde{\mathbf{E}^{\mathrm{e}}}(t)\right]\right. & d x \\
& \left.+\mu L^{2} \int_{\Omega}\left|\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)-\operatorname{curl} \widetilde{\mathbf{E p}^{\mathrm{p}}}(t)\right|^{2} d x\right) \leq 0
\end{aligned}
$$

Since we have $\widetilde{\mathbf{E}^{e}}(0)=\mathbf{E}_{0}^{e}=\mathbf{E}^{\mathrm{e}}(0)$ and $\operatorname{curl} \widetilde{\mathbf{E}^{p}}(0)=\operatorname{curl} \mathbf{E}_{0}^{\mathrm{p}}=\operatorname{curl} \mathbf{E}^{\mathrm{p}}(0)$, the previous inequality and the absolute continuity of the maps involved yield that $\mathbf{E}^{\mathrm{e}}(t)=\widetilde{\mathbf{E e}^{\mathrm{e}}}(t)$ and $\operatorname{curl} \widetilde{\mathbf{E p}^{p}}(t)=\operatorname{curl} \mathbf{E}^{\mathrm{p}}(t)$ for every $t \in[0, T]$, so that the proof is concluded. $\quad$.

We are now in a position to prove the flow rule for the Gurtin-Anand model. Let us start with the following weak form.

Proposition 8.9 (weak form of the flow rule). , $t \in[0, T] . ., \ldots$,

$$
\begin{align*}
& \text { (a) }, \quad, \quad(\mathbf{A}, \mathbb{B}) \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \ldots \ldots . \\
& \sqrt{|\mathbf{A}(x)|^{2}+l^{-2}|\mathbb{B}(x)|^{2}} \leq S_{Y}, \quad x \in \Omega, \ldots \\
& \int_{\Omega}\left(\mathbf{T}^{\mathrm{p}}(t)-\mathbf{A}\right): \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\int_{\Omega}\left(\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t)-\mathbb{B}\right): \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t) d x \geq 0 .  \tag{8.30}\\
& \text { (b) } \\
& \mathbb{L} \in\left(\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)^{*}, \ldots\|\mathbb{L}\|_{\left(\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*}} \leq l S_{Y}, \cdots\right. \\
& \left\langle\mathbb{S}^{\mathrm{p}}(t)-\mathbb{L}, D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right\rangle \geq 0 . \tag{8.31}
\end{align*}
$$

$\ldots$. . Recall that for a.e. $t \in[0, T]$

$$
\begin{aligned}
\mathcal{H}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t)\right)=\mathcal{F}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t), \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t),\right. & \left.D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right) \\
& :=S_{Y} \int_{\Omega} \sqrt{|\dot{\mathbf{E}} \mathrm{p}|^{2}+l^{2}|\nabla \dot{\mathbf{E}} \mathrm{p}|^{2}} d x+l S_{Y}\left|D^{s} \dot{\mathbf{E}}^{\mathrm{p}}\right|(\Omega) .
\end{aligned}
$$

Since $\mathcal{F}: L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{1}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \times \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \rightarrow[0,+\infty[$ is continuous (with respect to the strong norm), we have $\mathcal{F}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t), \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t), D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right)=$
$\mathcal{F}^{* *}\left(\dot{\mathbf{E}}^{\mathrm{p}}(t), \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t), D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right)$, where $*$ denotes the Fenchel transformation. Moreover, we have that $\mathcal{F}^{*}$ is the indicator function of the set

$$
\begin{array}{r}
\mathcal{K}:=\left\{(\mathbf{A}, \mathbb{B}, \mathbb{L}) \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) \times\left(\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)\right)^{*}:\right. \\
\left.\sqrt{|\mathbf{A}|^{2}+l^{-2}|\mathbb{B}|^{2}} \leq S_{Y} \text { a.e. in } \Omega \text { and }\|\mathbb{L}\|_{\mathcal{M}_{b}^{*}} \leq l S_{Y}\right\}
\end{array}
$$

As a consequence, by (8.29) we deduce that for every $(\mathbf{A}, \mathbb{B}, \mathbb{L}) \in \mathcal{K}$ we have
$\int_{\Omega}\left(\mathbf{T}^{\mathrm{p}}(t)-\mathbf{A}\right): \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\int_{\Omega}\left(\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t)-\mathbb{B}\right): \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\left\langle\mathbb{S}^{\mathrm{p}}(t)-\mathbb{L}, D^{s} \dot{\mathbf{E}}^{\mathrm{p}}(t)\right\rangle \geq 0$.
By choosing $\mathbb{L}=\mathbb{S}^{p}(t)$, which is possible in view of the constraint (8.10), we obtain (8.30). Inequality (8.31) follows by choosing $\mathbf{A}=\mathbf{T}^{\mathrm{p}}(t)$ and $\mathbb{B}=\mathbb{K}_{\text {diss }}^{\mathrm{p}}(t) . \quad \square$

Let us now prove that the weak flow rule (8.30) for the stresses $\mathbf{T}^{\mathrm{p}}(t)$ and $\mathbb{K}_{\text {diss }}^{\mathrm{p}}(t)$ reduces under suitable regularity assumptions to the usual flow rule given by Gurtin and Anand.

Proposition 8.10 (flow rule). . $t \in[0, T], \ldots . . . \dot{\mathbf{E}}^{\mathrm{p}}(t) \quad \mapsto_{\cdot}, \ldots, \ldots$ $x \in \Omega, \quad, \cdots \quad, \cdots, \quad \mathbf{T}^{\mathrm{p}}(t), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t), \dot{\mathbf{E}}^{\mathrm{p}}(t), \quad-\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t) \quad \cdots, \cdots$

$$
\sqrt{\left|\mathbf{T}^{\mathrm{p}}(t, x)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right|^{2}}<S_{Y}
$$

- .

$$
\begin{equation*}
\left(\dot{\mathbf{E}}^{\mathrm{p}}(t, x), \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right)=(0,0) \tag{8.32}
\end{equation*}
$$

-••••

$$
\sqrt{\left|\mathbf{T}^{\mathrm{p}}(t, x)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right|^{2}}=S_{Y}
$$

- . .

$$
\left\{\begin{array}{l}
\mathbf{T}^{\mathrm{p}}(t, x)=S_{Y} \frac{\dot{\mathbf{E}}^{\mathrm{p}}(t, x)}{\sqrt{\left|\dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}+l^{2}\left|\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}}}  \tag{8.33}\\
\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)=S_{Y} \frac{l^{2} \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)}{\sqrt{\left|\dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right|^{2}+l^{2}|\nabla \dot{\mathbf{E}} \mathrm{p}(t, x)|^{2}}}
\end{array}\right.
$$

$\ldots$... Let $K$ be the convex set defined as

$$
K:=\left\{(\mathbf{A}, \mathbb{B}) \in \mathrm{M}_{D}^{N \times N} \times \mathrm{M}_{D}^{N \times N \times N}: \sqrt{|\mathbf{A}|^{2}+l^{-2}|\mathbb{B}|^{2}} \leq S_{Y}\right\}
$$

Let $\pi_{K}$ denote the projection onto $K$, and let $\pi_{K}^{1}$ and $\pi_{K}^{2}$ be its components. Let $(\mathbf{A}, \mathbb{B}) \in K, \varepsilon>0$, and let us set

$$
\begin{aligned}
\mathcal{C}_{\mathbf{A}, \mathbb{B}}^{\varepsilon}:=\left(\mathbf{T}^{\mathrm{p}}(t)+\varepsilon\left(\mathbf{A}-\mathbf{T}^{\mathrm{p}}(t, x)\right), \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}( \right. & t) \\
& \left.+\varepsilon\left(\mathbb{B}-\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right)\right) \\
& \in L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \times L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) .
\end{aligned}
$$

For every $r>0$ let us set

$$
\mathbf{F}:= \begin{cases}\pi_{K}^{1}\left(\mathcal{C}_{\mathbf{A}, \mathbb{B}}^{\varepsilon}\right) & \text { in } B(x, r), \\ \mathbf{T}^{\mathrm{p}}(t) & \text { outside } B(x, r)\end{cases}
$$

and

$$
\mathbb{G}:= \begin{cases}\pi_{K}^{2}\left(\mathcal{C}_{\mathbf{A}, \mathbb{B}}^{\varepsilon}\right) & \text { in } B(x, r), \\ \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t) & \text { outside } B(x, r) .\end{cases}
$$

Since $(\mathbf{F}, \mathbb{G})$ are admissible for the weak flow rule (8.30), we obtain

$$
\frac{1}{r^{N}}\left[\int_{B(x, r)}\left(\mathbf{T}^{\mathrm{p}}(t)-\mathbf{F}\right): \dot{\mathbf{E}}^{\mathrm{p}}(t) d x+\int_{B(x, r)}\left(\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t)-\mathbb{G}\right): \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t) d x\right] \geq 0
$$

Since $\pi_{K}$ is a Lipschitz mapping, we have that $x$ is also a Lebesgue point for $\pi_{K}\left(\mathcal{C}_{\mathbf{A}, \mathbb{B}}^{\varepsilon}\right)$ with Lebesgue value

$$
\pi_{K}\left(\mathbf{T}^{\mathrm{p}}(t, x)+\varepsilon\left(\mathbf{A}-\mathbf{T}^{\mathrm{p}}(t, x)\right), \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)+\varepsilon\left(\mathbb{B}-\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right)\right)
$$

By sending $r \rightarrow 0$ and considering $0<\varepsilon<1$, in view of the convexity of $K$, we obtain

$$
\left(\mathbf{A}-\mathbf{T}^{\mathrm{p}}(t, x)\right): \dot{\mathbf{E}}^{\mathrm{p}}(t, x)+\left(\mathbb{B}-\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right): \nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x) \leq 0
$$

Since the previous inequality holds for every $(\mathbf{A}, \mathbb{B}) \in K$, we deduce that $\left(\dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right.$, $\left.\nabla \dot{\mathbf{E}}^{\mathrm{p}}(t, x)\right)$ belongs to the normal cone to $K$ at $\left(\mathbf{T}^{\mathrm{p}}(t, x), \mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right)$. In particular, if $\left(\mathbf{T}^{\mathrm{p}}(t, x), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t, x)\right) \in \operatorname{int} K$, we get that (8.32) holds, while if $\left(\mathbf{T}^{\mathrm{p}}(t, x), \mathbb{K}_{\text {diss }}^{\mathrm{p}}(t, x)\right) \in$ $\partial K$, (8.33) follows.
8.11. Notice that, in view of the presence of a singular part for $D \mathbf{E}^{\mathrm{p}}(t)$ and of its associated stress, plasticity can develop at a point $x \in \Omega$ also when $\left\|\mathbb{S}^{\mathrm{p}}\right\|_{\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)}=l S_{Y}$ and $\sqrt{\left|\mathbf{T}^{\mathrm{p}}(t, x)\right|^{2}+l^{-2}\left|\mathbb{K}_{\mathrm{diss}}^{\mathrm{p}}(t, x)\right|^{2}}<S_{Y}$.
9. Asymptotic analysis as $\boldsymbol{l} \rightarrow \mathbf{0}$ and $\boldsymbol{L} \rightarrow \mathbf{0}$. In this section we want to understand the behavior of a quasi-static evolution for the Gurtin-Anand model as the length scales $l$ and $L$ vanish. Our goal is to prove that the quasi-static evolution converges in a suitable sense to an evolution for perfect plasticity. The result is somehow natural, since the strain gradient effects vanish.

More precisely, we prove under suitable assumptions the convergence to a quasistatic evolution for linearly elastic-perfectly plastic bodies recently proposed by Dal Maso, DeSimone, and Mora [8]. The main mathematical problem that we have to face in order to prove such a convergence is that the functional setting of the problem changes, in particular for what concerns the plastic strains. In fact in the strain gradient context, the plastic strain is a $B V$ function (since its gradient enters in the equations), while in [8] it is modeled only as a Radon measure in $\Omega \cup \partial_{D} \Omega$. Similar problems occur for the displacements, in view of the compatibility condition.

In section 9.1 we briefly recall the model for quasi-static evolution in perfect plasticity recently proposed in [8]. Section 9.2 is devoted to the proof of the convergence result (Theorem 9.2).
9.1. The Dal Maso-DeSimone-Mora model for perfect plasticity. Let us briefly recall the model for quasi-static evolution in perfect plasticity recently proposed in [8]. We formulate the results in the particular form that we need for our asymptotic problem, using the notation of the previous sections.

Let $\Omega \subseteq \mathbb{R}^{N}(N \geq 2)$ be open bounded, let $\partial_{D} \Omega$ and $\partial_{N} \Omega$ have the same boundary $\Gamma$ (relative to $\partial \Omega$ ), and let us assume that

$$
\begin{equation*}
\partial \Omega \text { and } \Gamma \text { are of class } C^{2} \tag{9.1}
\end{equation*}
$$

Given $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$, the class of admissible configurations for the boundary datum $w$ is given by

$$
\begin{aligned}
\mathcal{A}_{\mathrm{pp}}(w):=\left\{\left(u, \mathbf{E}^{\mathrm{e}}, \mathbf{E}^{\mathrm{p}}\right)\right. & \in B D(\Omega) \times L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right) \times \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right): \\
& \left.\mathbf{E} u=\mathbf{E}^{\mathrm{e}}+\mathbf{E}^{\mathrm{p}} \text { in } \Omega, \mathbf{E}^{\mathrm{p}}=(w-u) \odot \nu d \mathcal{H}^{N-1} \text { on } \partial_{D} \Omega\right\}
\end{aligned}
$$

Here $B D(\Omega)$ denotes the space of functions with bounded deformation on $\Omega$ :

$$
B D(\Omega):=\left\{u \in L^{1}\left(\Omega ; \mathbb{R}^{N}\right): \mathbf{E} u \in \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)\right\}
$$

which is a Banach space with respect to the norm

$$
\|u\|_{B D(\Omega)}:=\|u\|_{L^{1}\left(\Omega ; \mathbb{R}^{N}\right)}+\|\mathbf{E} u\|_{\mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)} .
$$

We refer the reader to [33] for the main properties of $B D(\Omega)$. The term $(w-u)$ on $\partial_{D} \Omega$ is intended in the sense of traces. Finally the subscripts " pp" stand for "perfect plasticity."

Given $\mathbf{E}^{\mathrm{p}} \in \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right)$, we set

$$
\mathcal{H}_{\mathrm{pp}}\left(\mathbf{E}^{\mathrm{p}}\right):=S_{Y}\left|\mathbf{E}^{\mathrm{p}}\right|\left(\Omega \cup \partial_{D} \Omega\right)
$$

while for $\mathbf{E}^{\mathrm{e}} \in L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$, we consider $\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}\right)$ as defined in (4.6).
Let $t \in[0, T]$, and let the boundary displacement be given by

$$
\begin{equation*}
w \in A C\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)\right) \tag{9.2}
\end{equation*}
$$

Let the body and traction forces be given by

$$
\begin{equation*}
f \in A C\left(0, T ; L^{N}\left(\Omega ; \mathbb{R}^{N}\right)\right) \quad \text { and } \quad g \in A C\left(0, T ; L^{\infty}\left(\partial_{N} \Omega ; \mathbb{R}^{N}\right)\right) \tag{9.3}
\end{equation*}
$$

respectively, and let us denote by $\mathcal{L}(t)$ the associated work as in (4.12). Let us assume that $f$ and $g$ satisfy the uniform safe load condition (4.13)-(4.14). We can simply suppose as in [8] that $t \mapsto \rho(t)$ is absolutely continuous from $[0, T]$ to $L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$, since in view of the regularity of $\Omega$ we get $\rho(t) \in L^{N}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right)$ by the embedding result [22, Proposition 2.5].

Given an initial configuration

$$
\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right) \in \mathcal{A}_{\mathrm{pp}}(w(0)),
$$

a quasi-static evolution $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$ in the sense of Dal Maso-DeSimoneMora [8] is a map from $[0, T]$ to $B D(\Omega) \times L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right) \times \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right)$ with $\left(u(0), \mathbf{E}^{\mathrm{e}}(0), \mathbf{E}^{\mathrm{p}}(0)\right)=\left(u_{0}, \mathbf{E}_{0}^{\mathrm{e}}, \mathbf{E}_{0}^{\mathrm{p}}\right)$ and such that for every $t \in[0, T]$ the following facts hold:
(a) $\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}_{\mathrm{pp}}(w(t))$;
(b) Global stability: For every $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(w(t))$

$$
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle \leq \mathcal{Q}_{1}(\mathbf{e})-\langle\mathcal{L}(t), v\rangle+\mathcal{H}_{\mathrm{pp}}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right)
$$

(b) Energy balance: The function $t \mapsto \mathbf{E p}^{\mathrm{p}}(t)$ has a bounded variation from $[0, T]$ to $\mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right)$ and

$$
\begin{aligned}
\mathcal{E}_{\mathrm{pp}}(t)+\mathcal{D}_{\mathrm{pp}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)=\mathcal{E}_{\mathrm{pp}}(0) & +\int_{0}^{t} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau \\
& -\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau
\end{aligned}
$$

where $\mathbf{T}(t):=\mathbb{C} \mathbf{E}^{\mathrm{e}}(t)$,

$$
\mathcal{E}_{\mathrm{pp}}(t):=\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle
$$

and $\mathcal{D}_{\mathrm{pp}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right):=S_{Y} \mathcal{V}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)$.
In order to prove the convergence result of the next section, we need to recall the pairing between stress and strain which gives a useful representation of the work $\mathcal{L}(t)$ similar to (4.15). Following [8, section 2], for every $t \in[0, T]$ and for every $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}(w(t))$ it is possible to define the measure $\left[\rho_{D}(t): \mathbf{p}\right] \in \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega\right)$ such that

$$
\begin{equation*}
\langle\mathcal{L}(t), v\rangle=-\langle\rho(t) \nu, w(t)\rangle_{\partial_{D} \Omega}+\int_{\Omega} \rho(t): \mathbf{e} d x+\left[\rho_{D}(t): \mathbf{p}\right]\left(\Omega \cup \partial_{D} \Omega\right) \tag{9.4}
\end{equation*}
$$

and such that for every $\varphi \in C^{1}(\bar{\Omega})$

$$
\begin{align*}
\int_{\Omega \cup \partial_{D} \Omega} \varphi d\left[\rho_{D}(t): \mathbf{p}\right]=\langle\mathcal{L}(t), \varphi v\rangle & +\langle\rho(t) \nu, \varphi w(t)\rangle_{\partial_{D} \Omega}  \tag{9.5}\\
& -\int_{\Omega} \rho(t): \varphi \mathbf{e} d x-\int_{\Omega} \rho(t):[\nabla \varphi \odot v] d x
\end{align*}
$$

A similar pairing $\left[\dot{\rho}_{D}(t): \mathbf{p}\right] \in \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega\right)$ can also be defined (for a.e. $\left.t \in[0, T]\right)$, so that (9.4) and (9.5) hold with $\dot{\rho}_{D}(t), \dot{\rho}(t)$, and $\dot{\mathcal{L}}(t)$ in place of $\rho_{D}(t), \rho(t)$, and $\mathcal{L}(t)$.
9.2. The convergence result as $\boldsymbol{l}, \boldsymbol{L} \rightarrow \mathbf{0}$. Let $\Omega \subseteq \mathbb{R}^{N}$ satisfy (9.1), and let $w, f$, and $g$ be as in (9.2) and (9.3): Notice that these data are admissible for an evolution for the Gurtin and Anand model. Let us assume that $f$ and $g$ satisfy the uniform safe load condition (4.13)-(4.14).

Let us consider $l_{n} \rightarrow 0$ and $L_{n} \rightarrow 0$, and let us denote by

$$
t \mapsto\left(u_{n}(t), \mathbf{E}_{n}^{\mathrm{e}}(t), \mathbf{E}_{n}^{\mathrm{p}}(t)\right)
$$

a quasi-static evolution for the Gurtin-Anand model relative to the data $w, f$, and $g$ and the material length scales $l=l_{n}$ and $L=L_{n}$. Let us denote by $\mathcal{Q}_{2}^{n}, \mathcal{H}_{n}$, and $\mathcal{E}_{n}$ the energies corresponding to $\mathcal{Q}_{2}, \mathcal{H}$, and $\mathcal{E}$, respectively.

Let us assume that the initial configuration $\left(u_{n}(0), \mathbf{E}_{n}^{\mathrm{e}}(0), \mathbf{E}_{n}^{\mathrm{p}}(0)\right)$ is such that there exist $u_{0} \in B D(\Omega), \mathbf{E}_{0}^{\mathrm{e}} \in L^{2}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right)$, and $\mathbf{E}_{0}^{\mathrm{p}} \in \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$ with

$$
\begin{gather*}
u_{n}(0) \stackrel{*}{\rightharpoonup} u_{0} \quad \text { weakly* in } B D(\Omega)  \tag{9.6}\\
\mathbf{E}_{n}^{\mathrm{e}}(0) \rightharpoonup \mathbf{E}_{0}^{\mathrm{e}} \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right), \tag{9.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbf{E}_{n}^{\mathrm{p}}(0) \stackrel{*}{\rightharpoonup} \mathbf{E}_{0}^{\mathrm{p}} \quad \text { weakly* in } \mathcal{M}_{b}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \tag{9.8}
\end{equation*}
$$

Recall that weak* convergence in $B D(\Omega)$ is given by weak convergence in $L^{1}$ for the functions and weak* convergence in the sense of measures for the symmetrized gradients.

Let us assume moreover that convergence for the initial free energies holds, that is,

$$
\begin{equation*}
\mathcal{Q}_{1}\left(\mathbf{E}_{n}^{\mathrm{e}}(0)\right)+\mathcal{Q}_{2}^{n}\left(\operatorname{curl} \mathbf{E}_{n}^{\mathrm{p}}(0)\right) \rightarrow \mathcal{Q}_{1}\left(\mathbf{E}_{0}^{\mathrm{e}}\right) \tag{9.9}
\end{equation*}
$$

We have the following compactness result.

```
    LEMMA 9.1. . . . .... ... \(\left(u_{n}(0), \mathbf{E}_{n}^{\mathrm{e}}(0), \mathbf{E}_{n}^{\mathrm{p}}(0)\right)\), \(\ldots, \cdot\) (9.6). (9.9)
'-.
\[
u \in A C(0, T ; B D(\Omega)), \quad \mathbf{E}^{\mathrm{e}} \in A C\left(0, T ; L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)\right)
\]
\[
\mathbf{E}^{\mathrm{p}} \in A C\left(0, T ; \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right)\right)
\]
\[
\ldots . . \cdot, \cdot, \quad, \quad \cdot, \ldots, \quad, t \in[0, T]
\]
\[
\begin{equation*}
u_{n}(t) \stackrel{*}{\rightharpoonup} u(t) \quad \bullet \quad, \quad{ }_{-}^{*} \quad B D(\Omega), \tag{9.10}
\end{equation*}
\]
\[
\begin{equation*}
\mathbf{E}_{n}^{\mathrm{e}}(t) \rightharpoonup \mathbf{E}^{\mathrm{e}}(t) \quad \quad, \quad, \quad L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right) \tag{9.11}
\end{equation*}
\]
\[
, \ldots, \cdots, \mathbf{E}_{n}^{\mathrm{p}}(t)=0,, \partial_{D} \Omega
\]
\[
\begin{equation*}
\mathbf{E}_{n}^{\mathrm{p}}(t) \stackrel{*}{\sim} \mathbf{E}^{\mathrm{p}}(t) \quad \quad, \quad{ }_{-}^{*}, \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right) \tag{9.12}
\end{equation*}
\]
\[
\text { , , ,. . , } t \in[0, T]
\]
\[
\begin{equation*}
\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}_{\mathrm{pp}}(w(t)) \tag{9.13}
\end{equation*}
\]
```

, .,. Let $B$ be an open ball in $\mathbb{R}^{N}$ such that $\bar{\Omega} \subseteq B$, and let us set $\widetilde{\Omega}:=B \backslash \overline{\partial_{N} \Omega}$. For every $t \in[0, T]$ let us consider $\tilde{u}_{n}(t) \in W^{1, \frac{N}{N-1}}\left(\widetilde{\Omega} ; \mathbb{R}^{N}\right)$, $\tilde{\mathbf{E}}_{n}^{\mathrm{e}}(t) \in L^{2}\left(\widetilde{\Omega} ; \mathrm{M}_{\text {sym }}^{N \times N}\right)$, and $\tilde{\mathbf{E}}_{n}^{\mathrm{p}}(t) \in B V\left(\widetilde{\Omega} ; \mathrm{M}_{D}^{N \times N}\right)$ defined as

$$
\begin{aligned}
\tilde{u}_{n}(t) & := \begin{cases}u_{n}(t) & \text { in } \Omega \\
w(t) & \text { in } \widetilde{\Omega} \backslash \Omega\end{cases} \\
\tilde{\mathbf{E}}_{n}^{\mathrm{e}}(t) & := \begin{cases}\mathbf{E}_{n}^{\mathrm{e}}(t) & \text { in } \Omega \\
\mathbf{E} w(t) & \text { in } \widetilde{\Omega} \backslash \Omega\end{cases}
\end{aligned}
$$

and

$$
\tilde{\mathbf{E}}_{n}^{\mathrm{p}}(t):= \begin{cases}\mathbf{E}_{n}^{\mathrm{p}}(t) & \text { in } \Omega \\ 0 & \text { in } \widetilde{\Omega} \backslash \Omega\end{cases}
$$

By (9.6), (9.8), and (9.9) and in view of Remark 8.6 and Proposition 8.5, we deduce that $t \mapsto \tilde{u}_{n}(t)$, as a map from $[0, T]$ to $B D(\widetilde{\Omega})$, has a variation which is uniformly bounded independently on $n$. More precisely, the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is equiabsolutely continuous. The same holds for $t \mapsto \tilde{\mathbf{E}}_{n}^{e}(t)$ and $t \mapsto \tilde{\mathbf{E}}_{n}^{p}(t)$ considered as maps from $[0, T]$ to $L^{2}\left(\widetilde{\Omega} ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)$ and $L^{1}\left(\widetilde{\Omega} ; \mathrm{M}_{D}^{N \times N}\right)$, respectively.

Recall that $B D(\widetilde{\Omega})$ can be seen as a dual space, with associated weak* convergence given precisely by the weak* convergence in $B D$ previously defined.

Then by considering $B D(\widetilde{\Omega})$ as a dual space and $L^{1}\left(\widetilde{\Omega} ; \mathrm{M}_{D}^{N \times N}\right)$ as a subspace of $\mathcal{M}_{b}\left(\widetilde{\Omega} ; \mathrm{M}_{D}^{N \times N}\right)$, we may apply the generalized version of Helly's theorem [8, Lemma 7.2] to obtain

$$
\tilde{u} \in A C(0, T ; B D(\widetilde{\Omega})), \quad \tilde{\mathbf{E}}^{\mathrm{e}} \in A C\left(0, T ; L^{2}\left(\widetilde{\Omega} ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)\right)
$$

and

$$
\tilde{\mathbf{E}}^{\mathrm{p}} \in A C\left(0, T ; \mathcal{M}_{b}\left(\widetilde{\Omega} ; \mathrm{M}_{D}^{N \times N}\right)\right)
$$

such that, up to a subsequence, for every $t \in[0, T]$

$$
\begin{gather*}
\tilde{u}_{n}(t) \stackrel{*}{\rightharpoonup} \tilde{u}(t) \quad \text { weakly* in } B D(\widetilde{\Omega}),  \tag{9.14}\\
\tilde{\mathbf{E}}_{n}^{\mathrm{e}}(t) \rightharpoonup \tilde{\mathbf{E}}^{\mathrm{e}}(t) \quad \text { weakly in } L^{2}\left(\widetilde{\Omega} ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right), \tag{9.15}
\end{gather*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{E}}_{n}^{\mathrm{p}}(t) \stackrel{*}{\rightharpoonup} \tilde{\mathbf{E}}^{\mathrm{p}}(t) \quad \text { weakly* in } \mathcal{M}_{b}\left(\widetilde{\Omega} ; \mathrm{M}_{D}^{N \times N}\right) \tag{9.16}
\end{equation*}
$$

We have clearly that for every $t \in[0, T]$

$$
\tilde{u}(t)=w(t), \quad \tilde{\mathbf{E}}^{\mathrm{e}}(t)=\mathbf{E} w(t), \quad \tilde{\mathbf{E}}^{\mathrm{p}}(t)=0 \quad \text { on } \widetilde{\Omega} \backslash \bar{\Omega}
$$

Let us denote by $u(t)$ and $\mathbf{E}^{\mathrm{e}}(t)$ the restrictions of $\tilde{u}(t)$ and $\tilde{\mathbf{E}}^{\mathrm{e}}(t)$ to $\Omega$, respectively, and let $\mathbf{E}^{\mathrm{p}}(t)$ denote the restriction of $\tilde{\mathbf{E}}^{\mathrm{p}}(t)$ to $\Omega \cup \partial_{D} \Omega$.

Relations (9.10) and (9.11) follow directly from (9.14) and (9.15). By (9.16), and by taking into account that $\tilde{\mathbf{E}}_{n}^{\mathrm{p}}(t)=0$ outside $\bar{\Omega}$, we obtain (9.12).

From the compatibility condition

$$
\tilde{\mathbf{E}} u_{n}(t)=\tilde{\mathbf{E}}_{n}^{\mathrm{e}}(t)+\tilde{\mathbf{E}}_{n}^{\mathrm{p}}(t)
$$

we deduce that in the limit we have

$$
\tilde{\mathbf{E}} u(t)=\tilde{\mathbf{E}}^{\mathrm{e}}(t)+\tilde{\mathbf{E}}^{\mathrm{p}}(t)
$$

so that

$$
\mathbf{E}^{\mathrm{p}}(t)\left\llcorner\partial_{D} \Omega=\tilde{\mathbf{E}}^{\mathrm{p}}(t)\left\llcorner\partial_{D} \Omega=(w(t)-u(t)) \odot \nu d \mathcal{H}^{N-1}\left\llcorner\partial_{D} \Omega\right.\right.\right.
$$

where $u(t)$ is intended in the sense of traces on $\partial_{D} \Omega$. We deduce that (9.13) holds, and the proof is concluded.

The main theorem of the section is the following asymptotic result.
Theorem 9.2. . . $t \mapsto\left(u_{l, L}(t), \mathbf{E}_{l, L}^{\mathrm{e}}(t), \mathbf{E}_{l, L}^{\mathrm{p}}(t)\right)$

$(9.9), \quad l, L^{\prime} \rightarrow 0 \quad ., ., \quad, l_{n} \rightarrow 0, L_{n} \rightarrow 0, \ldots$
$\left(l_{n_{j}}, L_{n_{j}}\right)_{j \in \mathbb{N}, \ldots \ldots, \ldots, \ldots, t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right), \quad, \ldots, \ldots, \ldots, \ldots, \ldots}$ -, $\cdot$, , , , $[8], \ldots . .$, , ....

$$
u_{j}:=u_{l_{n_{j}}, L_{n_{j}}}, \quad \mathbf{E}_{j}^{\mathrm{e}}:=\mathbf{E}_{l_{n_{j}}, L_{n_{j}}}^{\mathrm{e}}, \quad \quad \mathbf{E}_{j}^{\mathrm{p}}:=\mathbf{E}_{l_{n_{j}}, L_{n_{j}}}^{\mathrm{p}}
$$

.. . $t \in[0, T]$, .

$$
\begin{equation*}
\mathbf{E}_{j}^{\mathrm{p}}(t) \stackrel{*}{\rightharpoonup} \mathbf{E}^{\mathrm{p}}(t) \quad \quad \quad, \quad{ }_{-}^{*}, \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right) \tag{9.19}
\end{equation*}
$$

, , ..., ., $t \in[0, T]$

$$
\begin{equation*}
\mathcal{Q}_{1}\left(\mathbf{E}_{j}^{\mathrm{e}}(t)\right) \rightarrow \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right) \quad, \quad \mathcal{Q}_{2}^{n_{j}}\left(\operatorname{curl} \mathbf{E}_{j}^{\mathrm{p}}(t)\right) \rightarrow 0 \tag{9.20}
\end{equation*}
$$

".. . ... . . .. . . . .,
. ... . We divide the proof into three steps.
.., 1: ,.. . .. ., . .......... By Lemma 9.1 there exist a subsequence $n_{j}$,

$$
u \in A C(0, T ; B D(\Omega)), \quad \mathbf{E}^{\mathrm{e}} \in A C\left(0, T ; L^{2}\left(\Omega ; \mathrm{M}_{\mathrm{sym}}^{N \times N}\right)\right),
$$

and

$$
\mathbf{E}^{\mathrm{p}} \in A C\left(0, T ; \mathcal{M}_{b}\left(\Omega \cup \partial_{D} \Omega ; \mathrm{M}_{D}^{N \times N}\right)\right)
$$

such that by setting $u_{j}:=u_{n_{j}}, \mathbf{E}_{j}^{\mathrm{e}}:=\mathbf{E}_{n_{j}}^{\mathrm{e}}$, and $\mathbf{E}_{j}^{\mathrm{p}}:=\mathbf{E}_{n_{j}}^{\mathrm{p}}$, for every $t \in[0, T]$ relations (9.17) and (9.19) hold,

$$
\begin{equation*}
\mathbf{E}_{j}^{\mathrm{e}}(t) \rightharpoonup \mathbf{E}^{\mathrm{e}}(t) \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right), \tag{9.21}
\end{equation*}
$$

and $\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}_{\mathrm{pp}}(w(t))$, so that the triple $\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$ is admissible. Finally, from the energy balance (5.3), and by the assumptions for $t=0$, we deduce that for every $t \in[0, T]$

$$
\begin{equation*}
\mathcal{Q}_{2}^{n_{j}}\left(\operatorname{curl} \mathbf{E}_{j}^{\mathrm{p}}(t)\right) \leq C \tag{9.22}
\end{equation*}
$$

for some constant $C$ independent of $j$ and $t$.
$\stackrel{2:}{2}$ Let us fix $t \in[0, T]$. In order to prove that $\left(u(t), \mathbf{E}^{\prime}(t), \mathbf{E}^{\mathrm{p}}(t)\right) \in \mathcal{A}_{\mathrm{pp}}^{\prime}(w(t))$ satisfies the global stability condition

$$
\begin{equation*}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right)-\langle\mathcal{L}(t), u(t)\rangle \leq \mathcal{Q}_{1}(\mathbf{e})-\langle\mathcal{L}(t), v\rangle+\mathcal{H}_{\mathrm{pp}}\left(\mathbf{p}-\mathbf{E}^{\mathrm{p}}(t)\right) \tag{9.23}
\end{equation*}
$$

for every $(v, \mathbf{e}, \mathbf{p}) \in \mathcal{A}_{\mathrm{pp}}(w(t))$, in view of [8, Theorem 3.6] it suffices to prove that the Cauchy stress $\mathbf{T}(t)=\mathbb{C} \mathbf{E}^{e}(t)$ satisfies the equilibrium conditions

$$
\begin{cases}-\operatorname{div} \mathbf{T}(t)=f(t) & \text { in } \Omega,  \tag{9.24}\\ \mathbf{T}(t) \nu=g(t) & \text { on } \partial_{N} \Omega\end{cases}
$$

and the constraint

$$
\begin{equation*}
\left|\mathbf{T}_{D}(t, x)\right| \leq S_{Y} \quad \text { for a.e. } x \in \Omega, \tag{9.25}
\end{equation*}
$$

where $\mathbf{T}_{D}(t):=(\mathbf{T}(t))_{D}$.
Equation (9.24) follows from the equilibrium equation for the Cauchy stress $\mathbf{T}_{j}(t)=\mathbb{C} \mathbf{E}_{j}^{e}(t)$ given by (8.6) in view of the weak convergence of $\mathbf{T}_{j}(t)$ to $\mathbf{T}(t)$ which comes from (9.21).

In order to prove (9.25), let us consider the corresponding constraint in the strain gradient context given by (8.9). Let $\mathbb{K}_{\text {diss }, j}^{\mathrm{p}}(t), \mathbb{K}_{\text {en }, j}^{\mathrm{p}}(t), \mathbb{K}_{j}^{\mathrm{p}}(t)=\mathbb{K}_{\text {diss }, j}^{\mathrm{p}}(t)+\mathbb{K}_{\text {en }, j}^{\mathrm{p}}(t)$ and $\mathbf{T}_{j}^{\mathrm{p}}(t)$ be the stresses associated to $\left(u_{j}(t), \mathbf{E}_{j}^{\mathrm{e}}(t), \mathbf{E}_{j}^{\mathrm{p}}(t)\right)$. Notice that, in view of (3.5) and of (9.22), we get

$$
\begin{equation*}
\mathbb{K}_{\mathrm{en}, j}^{\mathrm{p}}(t) \rightarrow 0 \quad \text { strongly in } L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right) . \tag{9.26}
\end{equation*}
$$

Moreover by (8.8) and (8.9) we have

$$
\begin{equation*}
\mathbf{T}_{j}^{\mathrm{p}}(t)=\left(\mathbf{T}_{j}(t)\right)_{D}+\operatorname{div} \mathbb{K}_{j}^{\mathrm{p}}(t) \tag{9.27}
\end{equation*}
$$

and

$$
\sqrt{\left|\mathbf{T}_{j}^{\mathrm{p}}(t, x)\right|^{2}+l_{n_{j}}^{-2}\left|\mathbb{K}_{\mathrm{diss}, j}^{\mathrm{p}}(t, x)\right|^{2}} \leq S_{Y} \quad \text { for a.e. } x \in \Omega
$$

In particular we have that $\left(\mathbf{T}_{j}^{\mathrm{p}}(t)\right)_{j \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$ and

$$
\mathbb{K}_{\text {diss }, j}^{\mathrm{p}}(t) \rightarrow 0 \quad \text { strongly in } L^{\infty}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)
$$

By (9.26) we conclude that $\mathbb{K}_{j}^{\mathrm{p}}(t) \rightarrow 0$ strongly in $L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N \times N}\right)$. Notice that from (9.27) we deduce that $\operatorname{div} \mathbb{K}_{j}^{\mathrm{p}}(t)$ is bounded in $L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$. We obtain

$$
\operatorname{div}_{\mathbb{K}_{j}^{\mathrm{p}}}(t) \rightharpoonup 0 \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)
$$

so that in view of (9.27) and (9.21)

$$
\begin{equation*}
\mathbf{T}_{j}^{\mathrm{p}}(t) \rightharpoonup \mathbf{T}_{D}(t) \quad \text { weakly in } L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right) \tag{9.28}
\end{equation*}
$$

Since $\mathbf{T}_{j}^{\mathrm{p}}(t) \in \mathcal{K}:=\left\{\mathbf{A} \in L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right):|\mathbf{A}| \leq S_{Y}\right.$ a.e. in $\left.\Omega\right\}$, and $\mathcal{K}$ is closed in the weak topology of $L^{2}\left(\Omega ; \mathrm{M}_{D}^{N \times N}\right)$, by (9.28) we deduce that (9.25) holds. Hence (9.23) follows, and Step 2 is concluded.
-, 3: , , ${ }^{N}, \ldots, 1, \quad$ Since $t \mapsto u_{j}(t)$ is absolutely continuous from $[0, T]$ to $W^{1, \frac{N}{N-1}}\left(\Omega ; \mathbb{R}^{N}\right)$, by integrating by parts we can write the energy balance (5.3) in the following form:

$$
\begin{align*}
& \mathcal{Q}_{1}\left(\mathbf{E}_{j}^{\mathrm{e}}(t)\right)+\mathcal{Q}_{2}^{n_{j}}\left(\operatorname{curl} \mathbf{E}_{j}^{\mathrm{p}}(t)\right)+\mathcal{D}_{\mathcal{H}_{n_{j}}}\left(\mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\left\langle\mathcal{L}(\tau), \dot{u}_{j}(\tau)\right\rangle d \tau  \tag{9.29}\\
&= \mathcal{Q}_{1}\left(\mathbf{E}_{j}^{\mathrm{e}}(0)\right)+\mathcal{Q}_{2}^{n_{j}}\left(\operatorname{curl} \mathbf{E}_{j}^{\mathrm{p}}(0)\right)+\int_{0}^{t} \int_{\Omega} \mathbf{T}_{j}(\tau): \\
& \mathbf{E} \dot{w}(\tau) d x d \tau \\
& \quad-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau
\end{align*}
$$

We claim that for every $t \in[0, T]$

$$
\begin{align*}
& \liminf _{j \rightarrow+\infty}\left[\mathcal{D}_{\mathcal{H}_{n_{j}}}\right.\left.\left(\mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\left\langle\mathcal{L}(\tau), \dot{u}_{j}(\tau)\right\rangle d \tau\right]  \tag{9.30}\\
&=\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)-\langle\mathcal{L}(t), u(t)\rangle+\langle\mathcal{L}(0), u(0)\rangle+\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau
\end{align*}
$$

By passing to the limit in (9.29), by (9.21), (9.9), and (9.30) we get for every $t \in[0, T]$

$$
\begin{aligned}
\mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right) & -\langle\mathcal{L}(t), u(t)\rangle+\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right) \leq \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(0)\right)-\langle\mathcal{L}(0), u(0)\rangle \\
& +\int_{0}^{t} \int_{\Omega} \mathbf{T}(\tau): \mathbf{E} \dot{w}(\tau) d x d \tau-\int_{0}^{t}\langle\dot{\mathcal{L}}(\tau), u(\tau)\rangle d \tau-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{w}(\tau)\rangle d \tau
\end{aligned}
$$

In view of the global stability condition (9.23), by [8, Theorem 4.7] we have that also the opposite inequality holds, so that the energy balance follows. From the previous steps, we conclude that $t \mapsto\left(u(t), \mathbf{E}^{\mathrm{e}}(t), \mathbf{E}^{\mathrm{p}}(t)\right)$ is a quasi-static evolution according to Dal Maso, DeSimone, and Mora [8].

By (9.29), (9.30), and the energy balance, we deduce that for every $t \in[0, T]$ we have

$$
\mathcal{Q}_{1}\left(\mathbf{E}_{j}^{\mathrm{e}}(t)\right) \rightarrow \mathcal{Q}_{1}\left(\mathbf{E}^{\mathrm{e}}(t)\right) \quad \text { and } \quad \mathcal{Q}_{2}^{n_{j}}\left(\operatorname{curl} \mathbf{E}_{j}^{\mathrm{p}}(t)\right) \rightarrow 0
$$

so that (9.20) holds. In view of (9.21), we conclude that (9.18) follows.
Let us prove claim (9.30). Recall that by [8, Theorem 7.1] we have the following representation of the dissipation:

$$
\mathcal{D}_{\mathcal{H}_{n_{j}}}\left(\mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right)=\int_{0}^{t} \mathcal{H}_{n_{j}}\left(\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right) d \tau
$$

From the representation (4.15) we get

$$
\begin{array}{r}
\mathcal{D}_{\mathcal{H}_{n_{j}}}\left(\mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\left\langle\mathcal{L}(\tau), \dot{u}_{j}(\tau)\right\rangle d \tau=\int_{0}^{t}\left[\mathcal{H}_{n_{j}}\left(\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right)-\int_{\Omega} \rho_{D}(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau) d x\right] d \tau  \tag{9.31}\\
-\int_{0}^{t} \int_{\Omega} \rho(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{e}}(\tau) d x d \tau+\int_{0}^{t}\langle\rho(\tau) \nu, \dot{w}(\tau)\rangle_{\partial_{D} \Omega} d \tau
\end{array}
$$

Moreover for every $0 \leq \tau \leq t$

$$
\mathcal{H}_{n_{j}}\left(\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right)-\int_{\Omega} \rho_{D}(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau) d x \geq \int_{\Omega}\left[S_{Y}\left|\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right|-\rho_{D}(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right] d x
$$

and the integrand of the right-hand side is positive in view of the safe load condition
 representation result $[8$, Theorem 7.1$]$ for the dissipation $\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}$ we conclude that

$$
\begin{align*}
& \liminf _{j \rightarrow+\infty} \int_{0}^{t}\left[\mathcal{H}_{n_{j}}\left(\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right)-\int_{\Omega} \rho_{D}(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau) d x\right]  \tag{9.32}\\
& \quad \geq \liminf _{j \rightarrow+\infty} \int_{0}^{t} \int_{\Omega}\left[S_{Y}\left|\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right|-\rho_{D}(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right] d x d \tau \\
& \quad \geq \liminf _{j \rightarrow+\infty} \int_{0}^{t} \int_{\Omega}\left[S_{Y}\left|\varphi \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right|-\rho_{D}(\tau): \varphi \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right] d x d \tau \\
& \quad=\liminf _{j \rightarrow+\infty}\left[\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\varphi \mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t} \int_{\Omega} \rho_{D}(\tau): \varphi \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau) d x d \tau\right]
\end{align*}
$$

By the very definition of $\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}$ and by (9.19), it is easy to see that

$$
\begin{equation*}
\liminf _{j \rightarrow+\infty} \mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\varphi \mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right) \geq \mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\varphi \mathbf{E}^{\mathrm{p}} ; 0, t\right) \tag{9.33}
\end{equation*}
$$

On the other hand, the absolute continuity of $t \mapsto \mathbf{E}_{j}^{\mathrm{p}}(t)$ implies that

$$
\begin{array}{r}
\int_{0}^{t} \int_{\Omega} \rho_{D}(\tau): \varphi \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau) d x d \tau=\int_{\Omega} \rho_{D}(t): \varphi \mathbf{E}_{j}^{\mathrm{p}}(t) d x-\int_{\Omega} \rho_{D}(0): \varphi \mathbf{E}_{j}^{\mathrm{p}}(0) d x  \tag{9.34}\\
\\
-\int_{0}^{t} \int_{\Omega} \dot{\rho}_{D}(\tau): \varphi \mathbf{E}_{j}^{\mathrm{p}}(\tau) d x d \tau
\end{array}
$$

By integrating by parts, for a.e. $\tau \in[0, t]$ we have

$$
\begin{aligned}
& \int_{\Omega} \dot{\rho}_{D}(\tau): \varphi \mathbf{E}_{j}^{\mathrm{p}}(\tau) d x=\left\langle\dot{\mathcal{L}}(\tau), \varphi u_{j}(\tau)\right\rangle+\langle\dot{\rho}(\tau) \nu, w(\tau)\rangle_{\partial_{D} \Omega} \\
&-\int_{\Omega} \dot{\rho}(\tau): \varphi \mathbf{E}_{j}^{\mathrm{e}}(\tau) d x-\int_{\Omega} \dot{\rho}(\tau):\left[\nabla \varphi \odot u_{j}(\tau)\right] d x
\end{aligned}
$$

In view of the embedding result [22, Proposition 2.5], we get $\dot{\rho}(\tau) \in L^{N}\left(\Omega ; \mathrm{M}_{\text {sym }}^{N \times N}\right)$ for a.e. $\tau \in[0, t]$. By (9.21) and (9.17), and since $\varphi=0$ near $\partial_{N} \Omega$, we deduce for a.e. $\tau \in[0, t]$ that

$$
\begin{align*}
\lim _{j \rightarrow+\infty} \int_{\Omega} \dot{\rho}_{D}(\tau): \varphi \mathbf{E}_{j}^{\mathrm{p}}(\tau) d x=\langle\dot{\mathcal{L}}(\tau), \varphi u(\tau)\rangle & +\langle\dot{\rho}(\tau) \nu, w(\tau)\rangle_{\partial_{D} \Omega}  \tag{9.35}\\
-\int_{\Omega} \dot{\rho}(\tau): \varphi \mathbf{E}^{\mathrm{e}}(\tau) d x-\int_{\Omega} \dot{\rho}(\tau): & {[\nabla \varphi \odot u(\tau)] d x } \\
& =\int_{\Omega \cup \partial_{D} \Omega} \varphi d\left[\dot{\rho}_{D}(\tau): \mathbf{E}^{\mathrm{p}}(\tau)\right]
\end{align*}
$$

where $\left[\dot{\rho}_{D}(\tau): \mathbf{E}^{\mathrm{p}}(\tau)\right]$ is the measure defined in the previous subsection, and the last equality follows by (9.5) (with $\dot{\rho}_{D}$ in place of $\rho_{D}$ ). Similarly we obtain

$$
\begin{equation*}
\lim _{j \rightarrow+\infty} \int_{\Omega} \rho_{D}(t): \varphi \mathbf{E}_{j}^{\mathrm{p}}(t) d x=\int_{\Omega \cup \partial_{D} \Omega} \varphi d\left[\rho_{D}(t): \mathbf{E}^{\mathrm{p}}(t)\right] \tag{9.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{j \rightarrow+\infty} \int_{\Omega} \rho_{D}(0): \varphi \mathbf{E}_{j}^{\mathrm{p}}(0) d x=\int_{\Omega \cup \partial_{D} \Omega} \varphi d\left[\rho_{D}(0): \mathbf{E}^{\mathrm{p}}(0)\right] \tag{9.37}
\end{equation*}
$$

By letting $\varphi \rightarrow 1_{\Omega \cup \partial_{D} \Omega}$ we obtain from (9.32), (9.33), (9.34), and (9.35)-(9.37)

$$
\begin{align*}
& \liminf _{j \rightarrow+\infty} \int_{0}^{t}\left[\mathcal{H}_{n_{j}}\left(\dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau)\right)-\int_{\Omega} \rho_{D}(\tau): \dot{\mathbf{E}}_{j}^{\mathrm{p}}(\tau) d x\right] \geq \mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)  \tag{9.38}\\
& -\left[\rho_{D}(t): \mathbf{E}^{\mathrm{p}}(t)\right](\Omega)+\left[\rho_{D}(0): \mathbf{E}^{\mathrm{p}}(0)\right]\left(\Omega \cup \partial_{D} \Omega\right)+\int_{0}^{t}\left[\dot{\rho}_{D}(\tau): \mathbf{E}^{\mathrm{p}}(\tau)\right]\left(\Omega \cup \partial_{D} \Omega\right) d \tau \\
& =\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\left[\rho_{D}(\tau): \dot{\mathbf{E}}^{\mathrm{p}}(\tau)\right]\left(\Omega \cup \partial_{D} \Omega\right) d \tau .
\end{align*}
$$

In conclusion, by passing to the limit in (9.31), by (9.38) and (9.21) we get

$$
\begin{aligned}
& \liminf _{j \rightarrow+\infty}\left[\mathcal{D}_{\mathcal{H}_{n_{j}}}\left(\mathbf{E}_{j}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\left\langle\mathcal{L}(\tau), \dot{u}_{j}(\tau)\right\rangle d \tau\right] \\
& \geq \mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\left[\rho_{D}(\tau): \dot{\mathbf{E}}^{\mathrm{p}}(\tau)\right]\left(\Omega \cup \partial_{D} \Omega\right) d \tau-\int_{0}^{t} \int_{\Omega} \rho(\tau): \dot{\mathbf{E}}^{\mathrm{e}}(\tau) d x d \tau \\
& \quad+\int_{0}^{t}\langle\rho(\tau) \nu, \dot{w}(\tau)\rangle_{\partial_{D} \Omega} d \tau=\mathcal{D}_{\mathcal{H}_{\mathrm{pp}}}\left(\mathbf{E}^{\mathrm{p}} ; 0, t\right)-\int_{0}^{t}\langle\mathcal{L}(\tau), \dot{u}(\tau)\rangle d \tau
\end{aligned}
$$

where the last equality comes from the integration by parts (9.4). We deduce that claim (9.30) holds, and the proof is concluded.
9.3. It is interesting to compare our result with the abstract convergence result recently proposed by Mielke, Roubíček, and Stefanelli [26] concerning the asymptotic behavior of quasi-static evolutions with $\Gamma$-converging energies and dissipations. Their framework cannot be easily adapted to our context since the total energy and the dissipation functional do not satisfy trivially a sort of $\Gamma$-liminf inequality. This is due to the fact that we skip from a $B V$ to a Radon-measure setting for the plastic strain, so that concentration at the boundary $\partial_{D} \Omega$ can occur, and this has to be taken into account for the dissipation $\mathcal{H}_{\mathrm{pp}}$ and the work of the external loads. The safe load condition is the key point to rearrange the terms in order to work out suitable lower semicontinuity inequalities (see the arguments of Step 3) which are essential for the study of the asymptotics of the problem.
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# ON THE NEW MULTISCALE RODLIKE MODEL OF POLYMERIC FLUIDS 
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#### Abstract

This paper is concerned with the well-posedness for the new rigid rodlike model in a polymeric fluid recently proposed by W.N. E and P.W. Zhang [Meth. Appl. Anal., 13 (2006), pp. 181-198]. The constitutive relations considered in this work are motivated by the kinetic theory. The micro equations involve five independent spatial variables (degrees of freedom): two in the configuration domain and three in the macro flow domain. We obtain the local existence of solutions with large initial data and also global existence of solutions with small Deborah and Reynolds constants in periodic domains.
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1. Introduction. The Doi kinetic theory for spatially homogeneous flow of rodlike molecules has successfully described the properties of liquid crystal polymers in a solvent [6]. One of the simplest models of polymeric fluids described by the Doi theory is the rigid rodlike model, which takes into account the macro and micro behavior of the dilute or solute polymers - the effects of flow, Brownian motion, and intermolecular forces on the molecular orientation distribution (see $[6,10,11,16,17$, 23]). However, it does not include the so-called distortional elasticity. The Doi theory is valid only in the limit of spatial homogeneity. For small molecule liquid crystals, distortional elasticity has been formulated in the limit of weak distribution as Frank elasticity. This is one ingredient of the Leslie-Ericken theory. Several attempts have been made to find a theory which encompasses both the molecular visco-elasticity and the distortional elasticity. Marrucci and Greco [18] made a molecular theory of distortional elasticity. They proposed a nonlocal mean field nematic potential for LCPs (liquid crystal polymers), which accounts for spatial variations of the molecular orientation distribution. Tsuji and Rey [21, 22] add distortional elasticity to the rodlike model of the Doi theory but did not give a stress tensor. Edwards and Beris [2] give an ad hoc generalization of the Frank elasticity in tensorial form. Ericksen [9] allowed the order parameter to be a variable but still required the orientation distribution to be uniaxial. An extension of Kuzuu and Doi [13] theory to flowing systems of nonhomogeneous liquid crystalline polymers is made by Wang [25], in which the author models the LCP molecules as spheroids of equal shape and size. He derives an intermolecular potential which could be considered as an extension of Marrucci-Greco potential.
[^63]All these approaches are phonomenological in nature. They invariably contain a large number of unknown parameters which in general cannot be determined rationally. Another drawback of the phonomenological theories is the lack of consistency with existing theories and among themselves. Then E and Zhang [8] developed a new model for nonhomogeneous flows of liquid crystalline polymers with a few adjustable parameters that could model a variety of configurations of polymeric liquid crystal molecules. This new model is a combination of macroscopic partial differential equations and microscopic Fokker-Planck equations. In this model, the function $\psi(\mathbf{x}, \mathbf{m}, t)$ describes the distribution of an identical rigid rodlike molecule at ( $\mathbf{x}, t$ ) with the orientation $\mathbf{m}$. Denoting the velocity and pressure of the fluid by $\mathbf{u}$ and $p$, the new multiscale rodlike model can be expressed as

$$
\begin{align*}
\frac{\partial \psi}{\partial t}+\nabla \cdot(\mathbf{u} \psi)= & \frac{1}{k_{B} T} \nabla \cdot\left\{\left[D_{\|} \mathbf{m m}+D_{\perp}(\mathbf{I}-\mathbf{m m})\right] \cdot(\psi \nabla \mu)\right\} \\
& +\frac{D_{r}}{k_{B} T} \mathcal{R} \cdot(\psi \mathcal{R} \mu)-\mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \psi), \mathbf{m} \in \mathbb{S}^{2} \tag{1.1}
\end{align*}
$$

where $k_{B}$ is Boltzmann constant and $T$ is the absolute temperature, $D_{\|} \geq 0$ and $D_{\perp} \geq 0$ are translational diffusion coefficients parallel and normal to the orientation of the LCP molecule, $D_{r}=\frac{\xi_{r}}{k_{B} T}$ is the rotary diffusivity and $\xi_{r}$ is the friction coefficient, $\nabla$ is the gradient operator with respect to the spatial variables $\mathbf{x}, \mathcal{R}=\mathbf{m} \times \frac{\partial}{\partial \mathbf{m}}$ is the rotational gradient operator, and $\mathbb{S}^{2}$ is the unit sphere in $\mathbb{R}^{3}$. The symbol $\mu$ denotes the chemical potential

$$
\begin{equation*}
\mu=\ln \psi+\bar{U} \tag{1.2}
\end{equation*}
$$

and $\bar{U}$ represents the excluded-volume potential $[6,11]$

$$
\begin{equation*}
\bar{U}(\mathbf{x}, \mathbf{m}, t)=k_{B} T \alpha \int_{\Omega} \int_{\left|\mathbf{m}^{\prime}\right|=1} B\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{m}, \mathbf{m}^{\prime}\right) \psi\left(\mathbf{x}^{\prime}, \mathbf{m}^{\prime}, t\right) d \mathbf{m}^{\prime} d \mathbf{x}^{\prime} \tag{1.3}
\end{equation*}
$$

The function $B$ in (1.3) is the interactional factor among rods. Here $\alpha$ denotes the intensity between particles. Now we choose $B\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{m}, \mathbf{m}^{\prime}\right)=\frac{1}{\varepsilon^{3}} \chi\left(\frac{\mathbf{x}-\mathbf{x}^{\prime}}{\varepsilon}\right)\left|\mathbf{m} \times \mathbf{m}^{\prime}\right|^{2}$, where $\chi(\mathbf{x})$ is the smooth kernel; e.g., $\chi(\mathbf{x})=C \exp \left(1 /\left(|\mathbf{x}|^{2}-1\right)\right)$ as $|\mathbf{x}|<1$, and $\chi(\mathbf{x})=0$ as $|\mathbf{x}| \geq 1$, where $C$ is a constant such that $\int_{|\mathbf{x}| \leq 1} \chi(\mathbf{x}) d \mathbf{x}=1 . \kappa=(\nabla \mathbf{u})^{T}$ is the velocity gradient tensor.

Let $L_{0}$ be the typical size of the flow region, $V_{0}$ be the typical velocity scale, and $T_{0}=\frac{L_{0}}{V_{0}}$ be a typical convective time scale. Further $D e$ is an important parameter called the Deborah number:

$$
\begin{equation*}
D e=\frac{\frac{\xi_{r}}{k_{B} T}}{\frac{L_{0}}{V_{0}}}=\frac{\xi_{r} V_{0}}{k_{B} T L_{0}} \tag{1.4}
\end{equation*}
$$

It is the ratio of the orientational diffusion time scale of the rods (which is the relevant relaxation time scale) and the convective time scale of the fluid. Set

$$
\begin{equation*}
\varepsilon=\frac{L}{L_{0}} \tag{1.5}
\end{equation*}
$$

where $L$ is the length of the rods. Thus the nondimensional kinetic equation is

$$
\begin{align*}
& \begin{array}{l}
\frac{\partial \psi}{\partial t}+\nabla \cdot(\mathbf{u} \psi)= \\
\\
\quad \frac{\varepsilon^{2}}{D e} \nabla \cdot\left\{\left[D_{\|}^{*} \mathbf{m m}+D_{\perp}^{*}(\mathbf{I}-\mathbf{m m})\right] \cdot(\psi \nabla \mu)\right\} \\
\\
\quad+\frac{1}{D e} \mathcal{R} \cdot(\psi \mathcal{R} \mu)-\mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \psi), \mathbf{m} \in \mathbb{S}^{2}
\end{array} \\
& \begin{array}{l}
U(\mathbf{x}, \mathbf{m}, t)=\alpha \int_{\Omega} \int_{\left|\mathbf{m}^{\prime}\right|=1} B\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{m}, \mathbf{m}^{\prime}\right) \psi\left(\mathbf{x}^{\prime}, \mathbf{m}^{\prime}, t\right) d \mathbf{m}^{\prime} d \mathbf{x}^{\prime}
\end{array} \tag{1.6}
\end{align*}
$$

The velocity field satisfies the Navier-Stokes-like equation

$$
\begin{align*}
\rho\left(\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right)+\nabla p & =\nabla \cdot \tau+F  \tag{1.9}\\
\nabla \cdot \mathbf{u} & =0 \tag{1.10}
\end{align*}
$$

In the LCP system, the extra stress $\tau$ is given by two parts, the viscous stress $\tau_{s}$ and the elastic stress $\tau_{e}$, namely

$$
\begin{equation*}
\tau=\tau_{s}+\tau_{e} \tag{1.11}
\end{equation*}
$$

The viscous stress comes from two sources, one from the solvent and the other from the constrain of rods derived in [6],

$$
\tau_{s}=2 \eta_{s} \mathbf{D}+\frac{1}{2} \xi_{r} \mathbf{D}:\langle\mathbf{m m m m}\rangle
$$

where $\mathbf{D}=\frac{1}{2}\left(\kappa+\kappa^{T}\right)=\frac{1}{2}\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right)$ is the strain rate tensor, $\eta_{s}$ is the solvent viscosity, and $\langle(\cdot)\rangle$ denotes averaging with respect to the distribution $\psi$; i.e., $\langle(g)\rangle=$ $\int_{|\mathbf{m}|=1} g \psi d \mathbf{m}$. The elastic stress is derived through a generalized virtual work principle [6]. The detail can be found in [8]. Now we cite the result from [8],

$$
\begin{equation*}
\tau_{e}=-\langle(\mathbf{m} \times \mathcal{R} \mu) \mathbf{m}\rangle \tag{1.12}
\end{equation*}
$$

Meanwhile the body force can also be identified as

$$
\begin{equation*}
\mathbf{F}=-\langle\nabla \mu\rangle \tag{1.13}
\end{equation*}
$$

Now let $\eta_{p}=\xi_{r}, \eta=\eta_{s}+\eta_{p}, \gamma=\frac{\eta_{s}}{\eta}$, and $R e$ denotes the Reynolds number. Then the nondimensional Navier-Stokes-like equation

$$
\begin{align*}
& \mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}+\nabla p= \frac{\gamma}{R e} \triangle \mathbf{u}+\frac{1-\gamma}{2 R e} \nabla \cdot(\mathbf{D}:\langle\mathbf{m m m m}\rangle) \\
&+\frac{1-\gamma}{R e D e}\left(\nabla \cdot \tau_{e}+\mathbf{F}\right) \text { for } \mathbf{x} \in \Omega  \tag{1.14}\\
& \nabla \cdot \mathbf{u}=0, \quad \text { for } \mathbf{x} \in \Omega \tag{1.15}
\end{align*}
$$

In this work we mainly investigate the well-posedness of this new multiscale rodlike polymeric model. Moreover, in most cases $[6] D_{\|}^{*} / D_{\perp}^{*} \approx 2$, so we can set $D_{\perp}^{*}=1$ and $D_{\|}^{*}=2$ for simple and without the lost of generality. Then (1.6) can be written as

$$
\begin{align*}
\frac{\partial \psi}{\partial t}+\nabla \cdot(\mathbf{u} \psi)= & \frac{\varepsilon^{2}}{D e} \nabla \cdot[(\mathbf{I}+\mathbf{m m})(\psi \nabla \mu)] \\
& +\frac{1}{D e} \mathcal{R} \cdot(\psi \mathcal{R} \mu)-\mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \psi), \quad \mathbf{m} \in \mathbb{S}^{2} \tag{1.16}
\end{align*}
$$

We can verify this system (1.14)-(1.16) satisfies the energy identity in the following way.

Multiplying $\mathbf{u}$ to (1.14) and integrating it over $\Omega$ yields

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}|\mathbf{u}|^{2} d \mathbf{x} & +\int_{\Omega}\left[\frac{\gamma}{D e}|\nabla \mathbf{u}|^{2}+\frac{1-\gamma}{2 R e}\left\langle(\mathbf{m m}: \mathbf{D})^{2}\right\rangle\right] d \mathbf{x} \\
& =\frac{1-\gamma}{R e D e} \int_{\Omega}\left[-\tau_{e}: \nabla \mathbf{u}+\mathbf{F} \cdot \mathbf{u}\right] d \mathbf{x} \\
& =\frac{1-\gamma}{\operatorname{ReDe}} \int_{\Omega}[\langle(\mathbf{m} \times \mathcal{R} \mu) \mathbf{m}\rangle: \nabla \mathbf{u}-\langle\nabla \mu\rangle \cdot \mathbf{u}] d \mathbf{x} \\
& =\frac{1-\gamma}{R e D e} \int_{\Omega} \int_{|\mathbf{m}|=1}[(\mathbf{m} \times \mathcal{R} \mu) \mathbf{m} \psi: \nabla \mathbf{u}-\psi \nabla \mu \cdot \mathbf{u}] d \mathbf{m} d \mathbf{x}
\end{aligned}
$$

Multiplying $\mu$ to (1.16) as well as integrating over in $\Omega$ and the unit sphere yields

$$
\begin{align*}
\int_{\Omega} \int_{|\mathbf{m}|=1} & \frac{\partial \psi}{\partial t} \mu d \mathbf{m} d \mathbf{x}+\int_{\Omega}\left[\frac{\varepsilon^{2}}{D e}\langle\nabla \mu \cdot(\mathbf{I}+\mathbf{m m}) \nabla \mu\rangle+\frac{1}{D e}\langle\mathcal{R} \mu \cdot \mathcal{R} \mu\rangle\right] d \mathbf{x} \\
= & \int_{\Omega} \int_{|\mathbf{m}|=1} \mathbf{m} \times \kappa \cdot \mathbf{m} \psi \cdot \mathcal{R} \mu d \mathbf{m} d \mathbf{x}+\int_{\Omega} \int_{|\mathbf{m}|=1} \mathbf{u} \psi \cdot \nabla \mu d \mathbf{m} d \mathbf{x} \tag{1.18}
\end{align*}
$$

Additionally, we can calculate

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}[\psi \ln & \left.\psi+\frac{1}{2} \psi U\right] d \mathbf{m} d \mathbf{x}  \tag{1.19}\\
& =\int_{\Omega} \int_{|\mathbf{m}|=1}\left[\frac{\partial \psi}{\partial t} \ln \psi+\frac{\partial \psi}{\partial t}+\frac{1}{2} \frac{\partial \psi}{\partial t} U+\frac{1}{2} \psi \frac{\partial U}{\partial t}\right] d \mathbf{m} d \mathbf{x} \\
& =\int_{\Omega} \int_{|\mathbf{m}|=1}\left[\frac{\partial \psi}{\partial t}(\ln \psi+U)+\frac{1}{2}\left(\psi \frac{\partial U}{\partial t}-\frac{\partial \psi}{\partial t} U\right)\right] d \mathbf{m} d \mathbf{x} \\
& =\int_{\Omega} \int_{|\mathbf{m}|=1} \frac{\partial \psi}{\partial t} \mu d \mathbf{m} d \mathbf{x}
\end{align*}
$$

Combining (1.17)-(1.19), we obtain that the system (1.14)-(1.18) satisfies the energy law:

$$
\begin{align*}
\frac{d}{d t}\left[\frac{1}{2} \int_{\Omega}|\mathbf{u}|^{2} d \mathbf{x}\right. & \left.+\frac{1-\gamma}{\operatorname{ReDe}} E(\psi)\right]=-\int_{\Omega}\left[\frac{\gamma}{D e}|\nabla \mathbf{u}|^{2}+\frac{1-\gamma}{2 \operatorname{Re}}\left\langle(\mathbf{m m}: \mathbf{D})^{2}\right\rangle\right] d \mathbf{x} \\
0) & -\frac{1-\gamma}{\operatorname{ReDe}} \int_{\Omega}\left[\frac{\varepsilon^{2}}{D e}\langle\nabla \mu \cdot(\mathbf{I}+\mathbf{m m}) \nabla \mu\rangle+\frac{1}{D e}\langle\mathcal{R} \mu \cdot \mathcal{R} \mu\rangle\right] d \mathbf{x} \tag{1.20}
\end{align*}
$$

where $E(\psi)$ is a nonlocal intermolecular potential given by

$$
\begin{equation*}
E(\psi)=\int_{\Omega} \int_{|\mathbf{m}|=1} \psi(\mathbf{x}, \mathbf{m}, t) \ln \psi(\mathbf{x}, \mathbf{m}, t)+\frac{1}{2} U(\mathbf{x}, \mathbf{m}, t) \psi(\mathbf{x}, \mathbf{m}, t) d \mathbf{m} d \mathbf{x} \tag{1.21}
\end{equation*}
$$

By the same way one can see that the original system (1.6)-(1.15) also satisfies the energy law like the form (1.20). Comparing to the Doi model of rodlike polymeric fluid [6], this new model is based on the more rational assumption that the particle distribution function (pdf) $\psi$ is possibly different in the macro variable $\mathbf{x}$. When the pdf is the same at every point $\mathbf{x}$ in the domain $\Omega$, this model is similar to the Doi model. Here the other important difference is the excluded-volume potential (1.3) if we choose $B=\left|\mathbf{m} \times \mathbf{m}^{\prime}\right|^{2}$ or $B=\left|\mathbf{m} \times \mathbf{m}^{\prime}\right|$ in (1.3), which is the well-known Maier-Saupe or Onsager potential [6]. Now in [8] E and Zhang have proved that the inhomogeneous
property reduces to the Ericksen-Leslie theory in the limit of small Debroah number. Recently numerical simulation results [26, 27] have shown that this model can really describe the anisotropic long-range elasticity of polymeric molecules, and the microstructure and defect dynamics of LCP solution. Moreover they have reported in [26] that there are seven in-plane flow modes in plane Couette flow described by this new model. Four of them have also been reported by Rey and Tsuji [22], and the other three modes are new complicated in-plane modes with inner defects. Furthermore, some significant scaling properties were verified in [26], such as the tumbling period is proportional to the inverse of the shear rate. In plane Poiseuille flow, different local states, such as flow-aligning, tumbling, or wagging, arise in different flow region. There are also some related numerical analysis results for special cases of this model of (1.14)-(1.16), e.g., [3] and references therein. These numerical results require a detailed well-posedness analysis for the system (1.14)-(1.16). This is the main objective of the present work. These related problems for the macroscopic nonlinear elasticity and viscoelasticity cases were recently studied by Sideris and Thomases [23] and Lin, Liu, and Zhang [16]. For the micro-macro model with dumbbell type of potential there are lots of works, e.g., $[7,15,17]$ and references therein. In [28], we gave the globally classical existence theory and a numerical analysis for the Dirichlet initial boundary problem of the system (1.14)-(1.16) in a simple case, the 1+1-dimensional case, and the pressure-driven channel flow. More precisely, it is assumed that the rodlike particles rotate in shear plane. That work is a first step towards the better understanding for currently more sophisticated models (1.14)-(1.16).

In this paper we consider the system (1.14)-(1.16) with the initial data

$$
\begin{equation*}
\mathbf{u}(\mathbf{x}, 0)=\mathbf{u}_{0}, \quad \psi(\mathbf{x}, \mathbf{m}, 0)=\psi_{0}(\mathbf{x}, \mathbf{m}) \tag{1.22}
\end{equation*}
$$

We denote the space of functions by $H^{i}(\Omega), i \in \mathbb{N}$, which are in $H_{l o c}^{i}\left(\mathbb{R}^{3}\right)$ (i.e., $\left.u\right|_{\Omega}$ for every open bounded set $\Omega$ ) and which are periodic with period $\Omega$ : $\mathbf{u}\left(x_{j}+L e_{j}\right)=$ $\mathbf{u}\left(x_{j}\right), \psi\left(x_{j}+L e_{j}\right)=\psi\left(x_{j}\right), j=1,2,3$. It is easy to see that $\psi$ is also periodic with respect to the variable $\mathbf{m}$ since $\mathbf{m} \in \mathbb{S}^{2}$. Denote

$$
H_{d}^{i}(\Omega)=\text { closure of } \mathcal{V} \text { in } H^{i}(\Omega), \text { where } \mathcal{V}=C_{0}^{\infty}(\Omega) \cap\{\mathbf{u}: \operatorname{div} \mathbf{u}=0\}
$$

We can see that $H_{d}^{i}(\Omega)$ is a Sobolev space. Moreover, we define the space

$$
\begin{equation*}
H^{l}\left(\Omega, \mathcal{X}_{k}\right)=\left\{\psi:\left.\left|\sum_{j=0}^{l} \sum_{i=0}^{k} \int_{\Omega} \int_{|\mathbf{m}|=1}\right| \nabla^{j} \mathcal{R}^{i} \psi(\mathbf{x}, \mathbf{m}, t)\right|^{2} d \mathbf{m} d \mathbf{x}<\infty\right\} \tag{1.23}
\end{equation*}
$$

with the natural topology of a Banach space. Now we state our main results:
Theorem 1.1 (local existence).
(A1) $\mathbf{u}_{0} \in H_{d}^{3}(\Omega), \ldots, \mathbf{u}_{0}=0 \mathbf{u}_{0}$,
(A2) $\psi_{0} \in \cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right), \ldots, \quad, \ldots, \mathbf{x}, \ldots, \psi_{0} \geq 0$,

$$
\int_{\Omega} \int_{|\mathbf{m}|=1} \psi_{0}(\mathbf{x}, \mathbf{m}) d \mathbf{m} d \mathbf{x}=1
$$




$$
\begin{align*}
& \mathbf{u} \in L^{\infty}\left(\left[0, T^{\prime}\right) ; H_{d}^{3}(\Omega)\right) \cap L^{2}\left([0, T) ; H_{d}^{4}(\Omega)\right)  \tag{1.24}\\
& \psi \in L^{\infty}\left(\left[0, T^{\prime}\right) ; \cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \cap L^{2}\left(\left[0, T^{\prime}\right) ; \cap_{i+j=4} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \tag{1.25}
\end{align*}
$$

$$
\ldots-f_{i}-, \cdot, \ldots, 1 \cdot, 1, \cdot, 11
$$

Theorem 1.2 (global existence). . .... (A1) . (A2) ..

$$
\left\|\mathbf{u}_{0}\right\|_{\left.H_{d}^{3}(\Omega)\right)}^{2}+\left\|\psi_{0}\right\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right) \cap H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{2} \leq B
$$



$$
\|\mathbf{u}\|_{L^{\infty}\left([0, \infty) ; H_{d}^{3}(\Omega)\right)}^{2}+\|\psi\|_{L^{\infty}\left([0, \infty) ; H^{3}\left(\Omega, \mathcal{X}_{0}\right) \cap H^{2}\left(\Omega, \mathcal{X}_{1}\right)\right)}^{2} \leq B
$$

$$
\begin{aligned}
& R e<\gamma / C_{2}, \quad \text {. } D e<\varepsilon^{2} / C_{2} ;
\end{aligned}
$$

1.1. From the proof of Theorem 1.2 in section 4 we see that $C_{2}$ is a large positive constant. Thus Theorem 1.2 requires the Deborah and Reynolds numbers to be small enough.
1.2. From the proof of Theorem 1.1 we can also obtain the "global" result for the two-dimensional system. That is, for given $T>0$, there exists a solution under the conditions of Theorem 1.1,

$$
\begin{align*}
& \mathbf{u} \in L^{\infty}\left([0, T] ; H_{d}^{3}(\Omega)\right) \cap L^{2}\left([0, T) ; H_{d}^{4}(\Omega)\right)  \tag{1.28}\\
& \psi \in L^{\infty}\left([0, T] ; \cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \cap L^{2}\left(\left[0, T^{\prime}\right) ; \cap_{i+j=4} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \tag{1.29}
\end{align*}
$$

But the bound of this solution depends on $T$.
These results are similar to that of the Navier-Stokes of traditional models of complex fluids in the case of the spatially periodic solutions [5, 24] for $n=3$. However, in contrast to traditional models of complex fluids [5, 24] which express polymer stress $\tau$ using empirical constitutive relations; $\tau$ in (1.11) expresses the polymer stress in terms of the microscopic conformations of the polymers. So the model considered in this work is closer to the original system for polymeric fluids in kinetic theory of polymers. But, on the other hand, it causes the difficulty of well-posedness analysis and numerical simulation since we have to study the configuration equation (1.16) which involves five spatial freedom variables, two of them are in the configuration domain and the others are in the macro flow domain. We utilized the properties of the Laplace-Bertrami operator on compact Riemannian manifold to obtain the existence and the preservation of the positivity of the solution to the linearized equation of (1.16). Then the regularity of the solution was strengthened by the energy estimates method. Thus, in virtue of the properties of the distribution function $\psi$, we can obtain the regularity of the stress $\tau$. Then it is finished by the local well-posedness analysis of the rigid rodlike model by utilizing the Galerkin approximation and energy methods. However, we specially point out that the nonlinear stress (1.11) and the nonlinear body force (1.13) concerned with the solution of the micro-scale model (1.16) let us only obtain the global solution for small Deborah and Reynolds numbers in virtue of the method which we choose in this paper.

The paper is organized as follows. In section 2, we give the iterative scheme of the system to obtain the existence of the local solution and the scheme alternates between
solving an equation of the same type as encountered in incompressible elasticity and solving a linear diffusion equation. Section 3 is devoted to giving the detailed proof of the main lemmas. We will investigate the global existence of the solution in section 4. In this paper $C$ denotes different constant depending only on $\gamma, D e, R e, \Omega$, and $\varepsilon$ if there are no special notations. Some times we denote $H_{d}^{p}(\Omega), L^{p}(\Omega)$ by $H^{p}, L^{p}$ for brevity.
2. Local solution. In this section we will construct an iterative scheme of the system (1.14)-(1.16) with (1.22) and with which we can obtain the existence of the local solution.

Motivated by the approach [12, 20], we construct an iterative scheme of the system (1.14)-(1.16) with (1.22). Given an iteration $\psi^{l}$ we determine $\mathbf{u}^{l+1}$ by solving the equations

$$
\mathbf{u}_{t}^{l+1}+\left(\mathbf{u}^{l+1} \cdot \nabla\right) \mathbf{u}^{l+1}+\nabla p^{l+1}
$$

$$
\begin{align*}
& \quad=\frac{\gamma}{R e} \Delta \mathbf{u}^{l+1}+\frac{1-\gamma}{2 R e} \nabla \cdot(\mathbf{D}:\langle\mathbf{m m m m}\rangle)^{l+1}+\frac{1-\gamma}{R e D e}\left(\nabla \cdot \tau_{e}^{l}+F^{l}\right),  \tag{2.1}\\
& \nabla \cdot \mathbf{u}^{l+1}=0 \tag{2.2}
\end{align*}
$$

with the initial condition $\mathbf{u}^{l+1}(\mathbf{x}, 0)=\mathbf{u}_{0}(\mathbf{x})$, where

$$
\begin{align*}
(\mathbf{D}:\langle\mathbf{m m m m}\rangle)^{l+1} & =\mathbf{D}_{k s}^{l+1}\left\langle m_{i} m_{j} m_{k} m_{s}\right\rangle^{l}  \tag{2.3}\\
\left\langle m_{i} m_{j} m_{k} m_{s}\right\rangle^{l} & =\int_{|\mathbf{m}|=1} m_{i} m_{j} m_{k} m_{s} \psi^{l}(\mathbf{x}, \mathbf{m}, t) d \mathbf{m}  \tag{2.4}\\
\left(\tau_{e}^{l}\right) & =-\left\langle\left(\mathbf{m} \times \mathcal{R} \mu^{l}\right) \mathbf{m}\right\rangle^{l}  \tag{2.5}\\
\mu^{l} & =\ln \psi^{l}+U^{l}  \tag{2.6}\\
U^{l} & =\alpha \int_{\Omega} \int_{\left|\mathbf{m}^{\prime}\right|=1} B\left(\mathbf{x}, \mathbf{x}^{\prime} ; \mathbf{m}, \mathbf{m}^{\prime}\right) \psi^{l}\left(\mathbf{x}^{\prime}, \mathbf{m}^{\prime}, t\right) d \mathbf{m}^{\prime} d \mathbf{x}^{\prime}  \tag{2.7}\\
\kappa^{l+1} & =\left(\nabla \mathbf{u}^{l+1}\right)^{T}, F^{l}=-\left\langle\nabla \mu^{l}\right\rangle \tag{2.8}
\end{align*}
$$

Meanwhile, for given $\mathbf{u}^{l}$, we determine $\psi^{l}$ from the following initial value problem:

$$
\begin{align*}
& \frac{\partial \psi^{l}}{\partial t}+\nabla \cdot\left(\mathbf{u}^{\mathbf{l}} \psi^{l}\right)= \frac{\varepsilon^{2}}{D e}\left[\nabla \cdot(\mathbf{I}+\mathbf{m m}) \nabla \psi^{l}+\nabla \cdot(\mathbf{I}+\mathbf{m m})\left(\psi^{l} \nabla U^{l}\right)\right] \\
&+\frac{1}{D e}\left[\mathcal{R} \cdot \mathcal{R} \psi^{l}+\mathcal{R} \cdot\left(\psi^{l} \mathcal{R} U^{l}\right)\right]-\mathcal{R} \cdot\left(\mathbf{m} \times \kappa^{l} \cdot \mathbf{m} \psi^{l}\right)  \tag{2.9}\\
& \psi^{l}(\mathbf{x}, \mathbf{m}, 0)=\psi_{0}(\mathbf{x}, \mathbf{m}) \tag{2.10}
\end{align*}
$$

Our eventual task is to show that the mapping $\mathcal{M}: \mathbf{u}^{l} \mapsto \mathbf{u}^{l+1}$ has a fixed point in an appropriate complete space of functions. The fixed point of the mapping is the solution we seek.

We will consider the mapping $\mathcal{M}$ in the function space $S(M, T)$, which is defined as a set of all functions $\mathbf{u}: \Omega \times[0, T] \rightarrow \mathbb{R}^{n}(n=2,3)$ with the following properties:

$$
\begin{align*}
& \mathbf{u} \in L^{\infty}\left([0, T] ; H_{d}^{3}(\Omega)\right) \cap L^{2}\left([0, T] ; H_{d}^{4}(\Omega)\right)  \tag{2.11}\\
& \|\mathbf{u}\|_{L^{\infty}\left([0, T] ; H_{d}^{3}(\Omega)\right)}^{2}+\|\mathbf{u}\|_{L^{2}\left([0, T] ; H_{d}^{4}(\Omega)\right)}^{2} \leq M \tag{2.12}
\end{align*}
$$

On $S(M, T)$, we define the metric

$$
\begin{equation*}
d\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)=\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{L^{\infty}\left([0, T] ; H_{d}^{3}(\Omega)\right)}+\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{L^{2}\left([0, T] ; H_{d}^{4}(\Omega)\right)} \tag{2.13}
\end{equation*}
$$

It is easy to verify that $S(M, T)$ is complete with the associated metric, and also it is nonempty for large $M$, as evidenced in [19]. The properties of the mapping $\mathcal{M}$ is established by proving the next three lemmas.

Lemma 2.1.

$$
\begin{equation*}
\left\|\psi^{l}\right\|_{L^{\infty}\left([0, T] ; H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right) \cap L^{2}\left([0, T] ; H^{4}\left(\Omega, \mathcal{X}_{0}\right)\right)} \leq K \tag{2.14}
\end{equation*}
$$



$$
\begin{equation*}
\mathbf{u}^{l+1} \in L^{\infty}\left(\left[0, T^{\prime}\right] ; H_{d}^{3}(\Omega)\right) \cap L^{2}\left(\left[0, T^{\prime}\right] ; H_{d}^{4}(\Omega)\right) \tag{2.15}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\mathbf{u}^{l+1}\right\|_{L^{\infty}\left(\left[0, T^{\prime}\right] ; H_{d}^{3}(\Omega)\right)}^{2}+\left\|\mathbf{u}^{l+1}\right\|_{L^{2}\left(\left[0, T^{\prime}\right] ; H_{d}^{4}(\Omega)\right)}^{2} \leq \phi_{1}\left(T^{\prime}, K\right) \tag{2.16}
\end{equation*}
$$

. . $\quad ., \cdots, f=\frac{1-\gamma}{\operatorname{ReDe}}\left(\nabla \cdot \tau_{e}^{l}+F^{l}\right)$,

$$
\begin{align*}
\phi_{1}(T, K)= & {\left[\left\|\mathbf{u}_{0}\right\|_{H_{d}^{3}(\Omega)}^{2}+C\|f\|_{L^{2}\left([0, T], H^{2}(\Omega)\right)}^{2}+C(K)\right] e^{C K^{2} T+C K^{4} T} } \\
& +\left\|\mathbf{u}_{0}\right\|_{H_{d}^{3}(\Omega)}^{2}+C\|f\|_{L^{2}\left([0, T], H^{2}(\Omega)\right)}^{2}+C(K) T . \tag{2.17}
\end{align*}
$$

Lemma 2.2.

$$
\begin{equation*}
\tau_{e}^{l} \in L^{2}\left([0, T] ; H^{3}(\Omega)\right), \quad, \quad F^{l} \in L^{2}\left([0, T] ; H^{2}(\Omega)\right) \tag{2.18}
\end{equation*}
$$

$$
\begin{align*}
& \left\|\tau_{e}^{l}\right\|_{L^{2}\left([0, T] ; H^{3}(\Omega)\right)} \leq C\left\|\psi^{l}\right\|_{L^{2}\left([0, T] ; H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)}  \tag{2.19}\\
& \left\|F^{l}\right\|_{L^{2}\left([0, T] ; H^{2}(\Omega)\right)} \leq C\left\|\psi^{l}\right\|_{L^{2}\left([0, T] ; H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)} \tag{2.20}
\end{align*}
$$

, ,....... $\psi^{l} \in L^{2}\left([0, T] ; H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)$

-.... ... $\cdot$...

$$
\begin{equation*}
\psi^{l} \in L^{\infty}\left([0, T] ; \cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \cap L^{2}\left([0, T] ; \cap_{i+j=4} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \tag{2.21}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\psi^{l}\right\|_{L^{2}\left([0, T], \cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right)}^{2} \leq\left\|\psi_{0}\right\|_{\cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right)}^{2}(C T+C T M) \cdot e^{C T+C M T} \tag{2.22}
\end{equation*}
$$

By combining Lemmas 2.1-2.3, it follows easily that the map $\mathcal{M}: S\left(M, T^{\prime}\right) \longrightarrow$ $S\left(M, T^{\prime}\right)$ is a compact operator if $M$ is chosen sufficiently large and $T^{\prime}$ is chosen sufficiently small. In fact, by using (2.22), we know

$$
\|\psi\|_{L^{2}\left([0, T], H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)}^{2} \leq\left\|\psi_{0}\right\|_{\left.H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)}^{2}(C T+C M T) e^{C T+C M T}
$$

Thus

$$
\|f\|_{L^{2}\left([0, T], H^{2}(\Omega)\right)} \leq C\left\|\nabla \cdot \tau_{e}^{l}+F^{l}\right\|_{L^{2}\left([0, T], H^{2}(\Omega)\right)} \leq C\|\psi\|_{L^{2}\left([0, T], H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)}
$$

Then, from (2.17), we have

$$
\begin{aligned}
& \left\|\mathbf{u}^{l+1}\right\|_{L^{\infty}\left(\left[0, T^{\prime}\right] ; H_{d}^{3}(\Omega)\right)}^{2}+\left\|\mathbf{u}^{l+1}\right\|_{L^{2}\left(\left[0, T^{\prime}\right] ; H_{d}^{4}(\Omega)\right)}^{2} \\
& \leq\left[\left\|\mathbf{u}_{0}\right\|_{H_{d}^{3}(\Omega)}^{2}+\left\|\psi_{0}\right\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}(C T+C M T) e^{C T+C M T}+C(K)\right] e^{C K^{2} T+C K^{4} T} \\
& +\left\|\mathbf{u}_{0}\right\|_{H_{d}^{3}(\Omega)}^{2}+\left\|\psi_{0}\right\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}(C T+C M T) e^{C T+C M T}+C(K) T .
\end{aligned}
$$

Now we choose

$$
\begin{align*}
& M \geq 6\left\|\mathbf{u}_{0}\right\|_{H^{3}(\Omega)}^{2}+2 C(K)\left(2+T_{0}\right)+12 C T_{0}\left\|\psi_{0}\right\|_{\left.H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)}^{2}  \tag{2.23}\\
& T^{\prime} \leq T_{0} \triangleq \min \left\{\frac{\ln 2}{C(1+M)}, \frac{\ln 2}{C\left(K^{2}+K^{4}\right)}, \frac{1}{12 C\left\|\psi_{0}\right\|_{\left.H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)}^{2}}\right\} \tag{2.24}
\end{align*}
$$

Then $e^{C T^{\prime}+C M T^{\prime}} \leq 2, e^{C K^{2} T^{\prime}+C K^{4} T^{\prime}} \leq 2$, and

$$
\begin{aligned}
& C\left\|\psi_{0}\right\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2} e^{C T^{\prime}+C M T^{\prime}} M T^{\prime}\left[1+e^{C K^{2} T^{\prime}+C K^{4} T^{\prime}}\right] \leq \frac{M}{2} \\
& \left\|\mathbf{u}_{0}\right\|_{H^{3}(\Omega)}^{2}\left(1+e^{C K^{2} T^{\prime}+C K^{4} T^{\prime}}\right)+C(K)\left[T^{\prime}+e^{C K^{2} T^{\prime}+C K^{4} T^{\prime}}\right] \\
& +C\left\|\psi_{0}\right\|_{H^{3}\left(\Omega, \mathcal{\chi}_{0}\right)}^{2} e^{C T^{\prime}+C M T^{\prime}} M T^{\prime}\left[1+e^{C K^{2} T^{\prime}+C K^{4} T^{\prime}}\right] T^{\prime} \leq \frac{M}{2}
\end{aligned}
$$

Thus we have (2.12).
Since $S\left(M, T^{\prime}\right)$ is clearly a closed, convex subset of $L^{2}\left([0, T], H_{d}^{4}(\Omega)\right)$ and is also compact, by the fixed point theorem of Leray and Schauder [14], the conclusion of Theorem 1.1 can be obtained.

## 3. Proof of lemmas.

3.1. Estimates of $\mathbf{u}$. In this section we will give the proof of Lemma 2.1. Let $\mathbf{u}^{l+1}=w, q=p^{l+1}$ ), and the fourth order tensor

$$
\begin{equation*}
A(\mathbf{x}, t)=\left(a_{i j k s}\right), \quad \text { where } a_{i j k s}(\mathbf{x}, t)=\int_{|\mathbf{m}|=1} m_{i} m_{j} m_{k} m_{s} \psi^{l}(\mathbf{x}, \mathbf{m}, t) d \mathbf{m} \tag{3.1}
\end{equation*}
$$

(2.1) can be rewritten as

$$
\begin{align*}
& \begin{array}{l}
w_{t}+(w \cdot \nabla) w
\end{array} \quad+\nabla q=\frac{\gamma}{R e} \Delta w+f \\
&  \tag{3.2}\\
& \quad+\frac{1-\gamma}{2 R e} \nabla \cdot[\mathbf{D}: A(\mathbf{x}, t)] \tag{3.3}
\end{align*}
$$

where $f=\frac{1-\gamma}{\operatorname{ReDe}}\left(\nabla \cdot \tau_{e}^{l}+F^{l}\right)$. In the following we solve this problem to obtain the existence and uniqueness of the solution by using the Galerkin approximation similar to solving the standard Navier-Stokes equation [5, 24]. The difference here is the appearance of the term $\frac{1-\gamma}{2 R e} \nabla \cdot[\mathbf{D}: A(\mathbf{x}, t)]$. We can see that it is a good term when we give a priori estimates because we will obtain $-\frac{1-\gamma}{2 R e} \int_{\Omega}\left\langle(\mathbf{D}: \mathbf{m m})^{2}\right\rangle d \mathbf{x}$ while multiplying $w$ to (3.2) and integrating it in $\Omega$. The high derivatives estimates are obtained similarly. Thus we will obtain the result in Lemma 2.1 provided that

$$
\begin{align*}
& f \in L^{2}\left([0, T] ; H^{2}(\Omega)\right)  \tag{3.4}\\
& A \in L^{\infty}\left([0, T], H^{3}(\Omega)\right) \cap L^{2}\left([0, T], H^{4}(\Omega)\right) \tag{3.5}
\end{align*}
$$

The regularity of $f$ and $A$ can be easily obtained from the estimates of $\tau_{e}$ and $F$ in section 3.2 and ones of $\psi$ in section 3.3 , respectively. Why we need conditions (3.4) and (3.5), for the aim of self-contained, will be answered in the outline of the proof to Lemma 2.1 when $n=2$ and $n=3$ in the appendix. We also refer the readers to $[5,24]$ for further details.

### 3.2. Estimates of $\tau_{e}$ and $\boldsymbol{F}$.

Proof of Lemma 2.2. From the definition of $\tau_{e}$, it is straightforward to obtain its estimates from the assumption of $\psi$. In fact,

$$
\begin{aligned}
\tau_{e} & =-\int_{|\mathbf{m}|=1}(\mathbf{m} \times \mathcal{R} \mu) \mathbf{m} \psi d \mathbf{m} \\
& =-\int_{|\mathbf{m}|=1}\left[\mathbf{m} \times\left(\frac{1}{\psi} \mathcal{R} \psi+\mathcal{R} U\right)\right] \mathbf{m} \psi d \mathbf{m} \\
& =-\int_{|\mathbf{m}|=1}(\mathbf{m} \times \mathcal{R} \psi) \mathbf{m} d \mathbf{m}-\int_{|\mathbf{m}|=1}(\mathbf{m} \times \mathcal{R} U) \mathbf{m} \psi d \mathbf{m} \\
& =-\mathbf{I}+3 \int_{|\mathbf{m}|=1} \mathbf{m m} \psi d \mathbf{m}-\int_{|\mathbf{m}|=1}(\mathbf{m} \times \mathcal{R} U) \mathbf{m} \psi d \mathbf{m}
\end{aligned}
$$

where we used the property of operators $\mathcal{R}$ and $\int_{|\mathbf{m}|=1} \cdot d \mathbf{m}($ p. 293 in [6]),

$$
\begin{equation*}
\int_{|\mathbf{m}|=1} G(\mathbf{m}) \mathcal{R}[F(\mathbf{m})] d \mathbf{m}=-\int_{|\mathbf{m}|=1} F(\mathbf{m}) \mathcal{R}[G(\mathbf{m})] d \mathbf{m} \tag{3.6}
\end{equation*}
$$

From the definition (2.7) of $U$,

$$
\begin{align*}
U= & \alpha \int_{\Omega} \int_{\left|\mathbf{m}^{\prime}\right|=1} \frac{1}{\varepsilon^{3}} \chi\left(\frac{\mathbf{x}-\mathbf{x}^{\prime}}{\varepsilon}\right)\left|\mathbf{m} \times \mathbf{m}^{\prime}\right|^{2} \psi^{l}\left(\mathbf{x}^{\prime}, \mathbf{m}^{\prime}, t\right) d \mathbf{m}^{\prime} d \mathbf{x}^{\prime} \\
= & \alpha \int_{\Omega} \int_{\left|\mathbf{m}^{\prime}\right|=1} \frac{1}{\varepsilon^{3}} \chi\left(\frac{\mathbf{x}-\mathbf{x}^{\prime}}{\varepsilon}\right) \psi^{l}\left(\mathbf{x}^{\prime}, \mathbf{m}^{\prime}, t\right) d \mathbf{m}^{\prime} d \mathbf{x}^{\prime} \\
& -\alpha \mathbf{m} \mathbf{m}: \int_{\Omega} \int_{\left|\mathbf{m}^{\prime}\right|=1} \frac{1}{\varepsilon^{3}} \chi\left(\frac{\mathbf{x}-\mathbf{x}^{\prime}}{\varepsilon}\right) \mathbf{m}^{\prime} \mathbf{m}^{\prime} \psi^{l}\left(\mathbf{x}^{\prime}, \mathbf{m}^{\prime}, t\right) d \mathbf{m}^{\prime} d \mathbf{x}^{\prime} \tag{3.7}
\end{align*}
$$

here $\varepsilon>0$ is in (1.5) and $\chi(\mathbf{x})$ is a smooth kernel, and we can see that $U \in C^{\infty}\left(\Omega \times \mathbb{S}^{2}\right)$. But the bounds of the derivatives of $U$ with respect to $\mathbf{x}$ and $\mathbf{m}$ depend on $\varepsilon$, denoted by $C(\varepsilon)$.

Therefore

$$
\begin{equation*}
\left\|\tau_{e}\right\|_{L^{2}(\Omega)}^{2} \leq C\left(1+\|\psi\|_{L^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{2}\right) \tag{3.8}
\end{equation*}
$$

since $\psi \in L^{2}\left([0, T], H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)$. Higher derivatives can be obtained similarly. Thus (2.19) is obtained. By the same way we can obtain

$$
\begin{equation*}
F=\langle\nabla \mu\rangle=\int_{|\mathbf{m}|=1}(\nabla \psi+\psi \nabla U) d \mathbf{m} \in L^{2}\left([0, T] ; H^{2}(\Omega)\right) \tag{3.9}
\end{equation*}
$$

since $\psi \in L^{2}\left([0, T], H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)$. Hence (2.20) is obtained by using (3.9).
3.3. Estimates of $\psi$. In this section we first review some results about the Laplace-Beltrami operator on a compact Riemannian manifold which will be utilized to show the existence of the solution of (2.9)-(2.10). Then we will give the regularity estimates of the solution to (2.9)-(2.10).
3.3.1. Review about the Laplace-Beltrami operator. We recall some known results about the Laplace-Beltrami operator on a compact Riemannian manifold $\left(M_{n}, g\right)$; see (section 4 of Chap. 4) of [1] and [14].

Lemma 3.1. $\cdot v(Q, t), \quad, \cdots, \cdot, \ldots, \ldots, \ldots M_{n} \times\left[0, t_{0}\right] \ldots \ldots v \geq 0$ , , $M_{n} \times\{0\}$, $\partial M_{n} \times\left[0, t_{0}\right]$, , ,..... $f_{i}$,

$$
\begin{equation*}
\partial v / \partial t \geq \triangle_{M_{n}} v+b^{i}(Q, t) \partial_{i} v+c(Q, t) v \tag{3.10}
\end{equation*}
$$


$\ldots$... This lemma can be proved similar to the proof of the maximum principle in p. 130 of [1]. Let $C_{m}=\max _{M_{n} \times \mathbb{R}^{+}}|c(Q, t)|$ and $w=e^{-\left(C_{m}+1\right) t} v$. Then $w$ and $v$ have the same sign. Since

$$
\partial w / \partial t=e^{-\left(C_{m}+1\right) t}\left[\partial v / \partial t-\left(C_{m}+1\right) v\right]
$$

we have

$$
\begin{equation*}
\partial w / \partial t \geq \triangle_{M_{n}} w+b^{i}(Q, t) \partial_{i} w+\left[c(Q, t)-C_{m}-1\right] w \tag{3.11}
\end{equation*}
$$

Assume $w$ is negative somewhere and let $(Q, t)$ be a point where $w$ achieves its minimum. Then $\triangle_{M_{n}} w \geq 0, \partial_{i} w=0$, and $\partial w / \partial t \leq 0$. Thus (3.11) implies $w(Q, t) \geq 0$, which yields a contradiction.


$$
v \in W^{1, \infty}\left(\left[0, t_{0}\right], W^{2, p}\left(M_{n}\right)\right)
$$

- ", ".

$$
\begin{equation*}
\partial v^{i} / \partial t=\triangle_{M_{n}} v^{i}+a_{j}^{i} \partial_{i} v^{j}+b_{j}^{i} v^{j}+g^{i} \tag{3.12}
\end{equation*}
$$

$$
\begin{aligned}
& . \quad 1 \leq \alpha \leq k, v(P, 0) \equiv 0, P \in M_{n,}, v^{i}(i=1,2, \cdots, k) \quad k \\
& \because, M_{n} \times[0, \infty), g^{i}(i=1,2, \cdots, k) \quad k \ldots, \ldots, \cdots, \ldots, M_{n} \times[0, \infty) .
\end{aligned}
$$

3.1. In fact, the condition on the coefficients $a_{j}^{i}$ and $b_{j}^{i}$ in the above lemma can be weakened to be bounded in $L^{\infty}\left(\left[0, t_{0}\right] \times M_{n}\right)$. The proof is analogous.

### 3.3.2. Estimate of $\psi$.

Proof of Lemma 2.3. In this section we simply denote

$$
\begin{equation*}
\phi(\mathbf{x}, \mathbf{m}, t)=\psi^{l}(\mathbf{x}, \mathbf{m}, t) \quad W=U^{l} \tag{3.13}
\end{equation*}
$$

Then (2.9)-(2.10) can be rewritten as

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}+\mathbf{u}^{l} \cdot \nabla \phi=\frac{\varepsilon^{2}}{D e}[\nabla \cdot(\mathbf{I}+\mathbf{m m}) \nabla \phi+\nabla \cdot(\mathbf{I}+\mathbf{m m})(\phi \nabla W)] \\
& \quad+\frac{1}{D e}[\mathcal{R} \cdot \mathcal{R} \phi+\mathcal{R} \cdot(\phi \mathcal{R} W)]-\mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \phi)  \tag{3.14}\\
& \phi(\mathbf{x}, \mathbf{m}, 0)=\psi_{0}(\mathbf{x}, \mathbf{m}) \tag{3.15}
\end{align*}
$$

Here we still denote $\left(\nabla \mathbf{u}^{l}(\mathbf{x}, t)\right)^{T}$ by $\kappa$. Equation (3.14) is a nonlinear differentialintegral equation. We first linearize (3.14) replacing $W$ by $U^{l-1}$ and obtaining the solution of this linear equation with the initial data (3.15). If now we transform the Cartessian coordinates $\mathbf{m}$ to the local coordinates $(\theta, \varphi)$ of the unit sphere $\mathbb{S}^{2}$ in
$\mathbb{R}^{3}$ by $m_{1}(\theta, \varphi)=\sin \theta \cos \varphi, m_{2}(\theta, \varphi)=\sin \theta \sin \varphi$, and $m_{3}=\cos \varphi$, the operator $\mathcal{R} \cdot \mathcal{R}$ is the Laplace-Beltrami operator on the unit sphere [4]. Thus the operator $\frac{\varepsilon^{2}}{D e} \triangle+\frac{1}{D e} \mathcal{R} \cdot \mathcal{R}$ is also the Laplace-Beltrami operator. Moreover, the coefficients of (3.14) are all bounded and smooth when $\kappa$ is bounded, which is obtained from $\mathbf{u} \in L^{\infty}\left([0, T] ; H_{d}^{3}(\Omega)\right)$. Therefore we can utilize the above lemmas to show the existence and nonnegativeness of the solution to the linearized equation when the initial data is nonnegative. In fact, using Lemma 3.2 and Remark 3.1 for $v=\phi-\psi_{0}$, we obtain that (3.14)-(3.15) possesses a unique global solution $v \in W^{1, \infty}([0, T]$, $\left.H^{2}\left(\Omega, \mathcal{X}_{0}\right) \cap H^{1}\left(\Omega, \mathcal{X}_{1}\right) \cap L^{2}\left(\Omega, \mathcal{X}_{2}\right)\right)$. Therefore, $\psi^{l} \in W^{1, \infty}\left([0, T] ; H^{2}\left(\Omega, \mathcal{X}_{0}\right) \cap\right.$ $\left.H^{1}\left(\Omega, \mathcal{X}_{1}\right) \cap L^{2}\left(\Omega, \mathcal{X}_{2}\right)\right)$ for given $T>0$. Now the coefficient of $\phi$ is $\frac{\varepsilon^{2}}{D e} \nabla \cdot(\mathbf{I}+$ $\mathbf{m m}) \nabla W+\frac{1}{D e} \mathcal{R} \cdot \mathcal{R} W-\mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m})$ and it is bounded since $\psi^{l-1} \in L^{\infty}([0, T]$; $\left.\cap_{i+j=3} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right)$ and $\mathbf{u}^{l} \in L^{\infty}\left([0, T] ; H_{d}^{3}(\Omega)\right)$. Then it follows that the positivity is preserved by Lemma 3.1, and by integrating both sides of (3.14) we find that

$$
\int_{\Omega} \int_{|\mathbf{m}|=1} \phi(\mathbf{x}, \mathbf{m}, t) d \mathbf{m} d \mathbf{x}=\int_{\Omega} \int_{|\mathbf{m}|=1} \phi(\mathbf{x}, \mathbf{m}, 0) d \mathbf{m} d \mathbf{x}=1 \text { for all } t
$$

We can obtain the solution of (3.14) with (3.15) from the solution of the linearized equation to construct a suitable Sobolev space and use the Schauder fixed point theorem in the standard argument. So here we omit the detail.

Next we will further prove the regularity of the solution $\psi^{l}(\mathbf{x}, \mathbf{m}, t)$ if the initial data is more regular.
I. The estimate of $\phi$. Multiplying $\phi$ to (3.14) and integrating on $\mathbb{S}^{2}$ with respect to $\mathbf{m}$ and in $\Omega$ with respect to $\mathbf{x}$ yields

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}|\phi|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\mathbf{m} \cdot \nabla \phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
&+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} \\
&=-\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}(\mathbf{I}+\mathbf{m m}) \phi \nabla W \cdot \nabla \phi d \mathbf{m} d \mathbf{x}-\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1} \phi \mathcal{R} W \cdot \mathcal{R} \phi d \mathbf{m} d \mathbf{x} \\
&+\int_{\Omega} \int_{|\mathbf{m}|=1} \mathbf{m} \times \kappa \cdot \mathbf{m} \phi \cdot \mathcal{R} \phi d \mathbf{m} d \mathbf{x},
\end{aligned}
$$

where we used the periodic condition. Thus we can obtain the estimate,

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}|\phi|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\mathbf{m} \cdot \nabla \phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq C \int_{\Omega} \int_{|\mathbf{m}|=1}|\phi|^{2} d \mathbf{m} d \mathbf{x}+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}|\phi|^{2} d \mathbf{m} d \mathbf{x} \tag{3.16}
\end{align*}
$$

where we used the fact that $|\kappa|$ is also bounded in $\Omega \times[0, T]$ redefined by a set of measure zero from (3.7) since $\mathbf{u}^{l} \in L^{\infty}\left([0, T] ; H^{3}(\Omega)\right)$ and $|\nabla W|,|\mathcal{R} W|$ are bounded by $C(\varepsilon)$. Therefore from (3.16) we obtain

$$
\begin{equation*}
\sup _{t \in[0, T]} \int_{\Omega} \int_{|\mathbf{m}|=1}|\phi|^{2} d \mathbf{m} d \mathbf{x} \leq\left\|\psi_{0}\right\|_{L^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{2} e^{C T+C M T} \triangleq N_{1} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{array}{r}
\frac{\varepsilon^{2}}{D e} \int_{0}^{T} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\mathbf{m} \cdot \nabla \phi|^{2}\right) d \mathbf{m} d \mathbf{x} d t+\frac{1}{D e} \int_{0}^{T} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} d t \\
\leq C N_{1} T+C M N_{1} T \triangleq N_{2} \tag{3.18}
\end{array}
$$

This shows that

$$
\phi \in L^{\infty}\left([0, T] ; L^{2}\left(\Omega, \mathcal{X}_{0}\right)\right) \cap L^{2}\left([0, T] ; L^{2}\left(\Omega, \mathcal{X}_{1}\right)\right) \cap L^{2}\left([0, T] ; H^{1}\left(\Omega, \mathcal{X}_{0}\right)\right)
$$

provided that $\psi_{0} \in L^{2}\left(\Omega, \mathcal{X}_{0}\right)$ and $\mathbf{u}^{l} \in S(M, T)$.
II. The estimate of $\mathcal{R} \phi, \quad \phi$. Applying the operator $\mathcal{R}$ to (3.14) and multiplying $\mathcal{R} \phi$ to (3.14) and integrating on $\mathbb{S}^{2}$ with respect to $\mathbf{m}$ and in $\Omega$ with respect to $\mathbf{x}$, respectively, yields

$$
\begin{aligned}
\frac{1}{2} & \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \mathcal{R} \phi|^{2}+|\mathbf{m} \cdot \nabla \mathcal{R} \phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& +\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \cdot \mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} \\
=- & \frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\{\mathcal{R} \cdot(\mathbf{I}+\mathbf{m m}) \cdot \nabla \phi \cdot \nabla \mathcal{R} \phi-\nabla \cdot[(\mathbf{I}+\mathbf{m} \mathbf{m})(\phi \nabla W)] \mathcal{R} \cdot \mathcal{R} \phi\} d \mathbf{m} d \mathbf{x} \\
& +\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1} \mathcal{R} \cdot(\phi \mathcal{R} W) \mathcal{R} \cdot \mathcal{R} \phi d \mathbf{m} d \mathbf{x}+\int_{\Omega} \int_{|\mathbf{m}|=1} \mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \phi) \mathcal{R} \cdot \mathcal{R} \phi d \mathbf{m} d \mathbf{x} .
\end{aligned}
$$

Thus, by using $|\nabla W|,\left|\nabla^{2} W\right|,|\nabla \mathcal{R} W|,|\mathcal{R} W|,\left|\mathcal{R}^{2} W\right|$ are bounded for all $\mathbf{x} \in \Omega$ and $\mathbf{m} \in \mathbb{S}^{2}$, and $|\kappa|$ is bounded by redefined in a set of measure zero, we have

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \mathcal{R} \phi|^{2}+|\mathbf{m} \cdot \nabla \mathcal{R} \phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R} \cdot \mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\mathcal{R} \phi|^{2}+\left|\nabla_{\mathbf{x}} \phi\right|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x}
\end{aligned}
$$

Similarly, differentiating (3.14) with respect to $\mathbf{x}$, then multiplying $\nabla \phi$ and integrating it, we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}|\nabla \phi|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\triangle \phi|^{2}+\left|\mathbf{m} \cdot \nabla^{2} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\nabla \mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} . \tag{3.20}
\end{align*}
$$

Here we used that $|\nabla W|,\left|\nabla^{2} W\right|,|\mathcal{R} W|,\left|\mathcal{R}^{2} W\right|$ and $\kappa$ are bounded. Combination of (3.16), (3.19), and (3.20) and application of the Grownwall inequality yields

$$
\begin{aligned}
& \sup _{t \in[0, T]} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad \leq \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla \psi_{0}\right|^{2}+\left|\mathcal{R} \psi_{0}\right|^{2}+\left|\psi_{0}\right|^{2}\right) d \mathbf{m} d \mathbf{x} e^{C T+C M} \triangleq N_{3} \\
& \frac{\varepsilon^{2}}{D e} \int_{0}^{T} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\triangle \phi|^{2}+|\nabla \mathcal{R} \phi|^{2}\right) d \mathbf{m} d \mathbf{x} d t \\
& \quad+\frac{1}{D e} \int_{0}^{T} \int_{\Omega} \int_{|\mathbf{m}|=1}|\nabla \mathcal{R} \phi|^{2}+|\mathcal{R} \cdot \mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} d t \leq C N_{3} T+C M N_{3} T
\end{aligned}
$$

This shows that

$$
\begin{align*}
& \phi \in L^{\infty}\left([0, t] ; \cap_{i+j=1, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \quad \text { and } \\
& \phi \in L^{2}\left([0, t] ; \cap_{i+j=2, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \tag{3.21}
\end{align*}
$$

provided that $\psi_{0} \in \cap_{i+j=1, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)$.
III. The estimate of $\mathcal{R}^{2} \phi,{ }^{2} \phi$, and $\mathcal{R} \phi$. Similar to that in section II, we can obtain the following estimates:

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}|\nabla \mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\triangle \mathcal{R} \phi|^{2}+\left|\mathbf{m} \cdot \nabla^{2} \mathcal{R} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\nabla \mathcal{R} \cdot \mathcal{R} \phi|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq  \tag{3.22}\\
& \quad C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \mathcal{R} \phi|^{2}+\left|\nabla_{\mathbf{x}}^{2} \phi\right|^{2}+|\nabla \phi|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\mathcal{R}^{2} \phi\right|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\mathcal{R}^{2} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \mathcal{R} \cdot \mathcal{R} \phi|^{2}+\left|\mathbf{m} \cdot \nabla \mathcal{R}^{2} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}|\mathcal{R}(\mathcal{R} \cdot \mathcal{R} \phi)|^{2} d \mathbf{m} d \mathbf{x}  \tag{3.23}\\
& \leq \\
& C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\mathcal{R}^{2} \phi\right|^{2}+|\mathcal{R} \phi|^{2}+|\nabla \phi|^{2}+|\nabla \mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& 23) \quad \\
& \quad+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\mathcal{R}^{2} \phi\right|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x},
\end{align*}
$$

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \triangle \phi|^{2}+\left|\mathbf{m} \cdot \nabla^{3} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\mathcal{R} \triangle_{\mathbf{x}} \phi\right|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq \\
& C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{2} \phi\right|^{2}+|\nabla \phi|^{2}+|\mathcal{R} \phi|^{2}+|\nabla \mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+C|\nabla \kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\mathcal{R} \phi|^{2}+|\nabla \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \mathcal{R} \phi|^{2}+|\nabla \phi|^{2}\right) d \mathbf{m} d \mathbf{x} .
\end{aligned}
$$

Combining the above estimates and applying the Gronwall inequality with $|\nabla \kappa| \in$ $L^{2}\left([0, T], H^{4}(\Omega)\right)$, we can obtain

$$
\begin{array}{r}
\|\phi\|_{L^{\infty}\left([0, t] ; \cap_{i+j=2, i, j \geq 0}^{2} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right)} \leq\left\|\psi_{0}\right\|_{\cap_{i+j=2, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)}^{2} e^{C T+C M T} \triangleq N_{4}, \\
\|\phi\|_{L^{2}\left([0, t] ; \cap_{i+j=3, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right)}^{2} \leq C N_{4} T+C M N_{4} T .
\end{array}
$$

This implies that

$$
\begin{align*}
& \phi \in L^{\infty}\left([0, t] ; \cap_{i+j=2, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \text { and } \\
& \phi \in L^{2}\left([0, t] ; \cap_{i+j=3, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \tag{3.25}
\end{align*}
$$

provided that $\psi_{0} \in \cap_{i+j=2, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)$.
IV. The estimate of $\mathcal{R}^{i}{ }^{j} \phi(i+j=3)$. Analogously to that in section III, we can obtain the following estimates:

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\mathcal{R}^{3} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla \mathcal{R}^{3} \phi\right|^{2}+\left|\mathbf{m} \cdot \nabla \mathcal{R}^{3} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\mathcal{R}^{4} \phi\right|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq \\
& \quad C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\mathcal{R}^{3} \phi\right|^{2}+\left|\mathcal{R}^{2} \phi\right|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right. \\
& \\
& \left.\quad+\left|\nabla \mathcal{R}^{2} \phi\right|^{2}+|\nabla \mathcal{R} \phi|^{2}+|\nabla \phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& (3.26) \quad+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\mathcal{R}^{3} \phi\right|^{2}+\left|\mathcal{R}^{2} \phi\right|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x}, \\
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla \mathcal{R}^{2} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{2} \mathcal{R}^{2} \phi\right|^{2}+\left|\mathbf{m} \cdot \nabla^{2} \mathcal{R}^{2} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\mathcal{R}^{3} \nabla \phi\right|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq \\
& C \\
& \quad \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{2} \mathcal{R} \phi\right|^{2}+\left|\nabla^{2} \phi\right|^{2}+\left|\nabla \mathcal{R}^{2} \phi\right|^{2}+|\nabla \mathcal{R} \phi|^{2}\right. \\
& \left.\quad+|\nabla \phi|^{2}+\left|\mathcal{R}^{2} \phi\right|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& (3.27)+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}|\nabla \phi|^{2} d \mathbf{m} d \mathbf{x}+C|\nabla \kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}|\phi|^{2} d \mathbf{m} d \mathbf{x},
\end{aligned}
$$

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \mathcal{R} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{3} \mathcal{R} \phi\right|^{2}+\left|\mathbf{m} \cdot \nabla^{3} \mathcal{R} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
&+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \mathcal{R}^{2} \phi\right|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{3} \phi\right|^{2}+\left|\nabla^{2} \mathcal{R} \phi\right|^{2}+|\nabla \mathcal{R} \phi|^{2}+|\mathcal{R} \phi|^{2}\right. \\
&\left.+\left|\nabla^{2} \phi\right|^{2}+|\nabla \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
&+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\nabla \mathcal{R} \phi|^{2}+\left|\nabla^{2} \mathcal{R} \phi\right|^{2}+\left|\nabla \mathcal{R}^{2} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
&8)  \tag{3.28}\\
& \quad C|\nabla \kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\mathcal{R}^{2} \phi\right|^{2}+|\nabla \mathcal{R} \phi|^{2}+|\mathcal{R} \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \frac{d}{d t} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{3} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+\frac{\varepsilon^{2}}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{4} \phi\right|^{2}+\left|\mathbf{m} \cdot \nabla^{4} \phi\right|^{2}\right) d \mathbf{m} d \mathbf{x} \\
& \quad+\frac{1}{D e} \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{3} \mathcal{R} \phi\right|^{2} d \mathbf{m} d \mathbf{x} \\
& \leq C \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{3} \phi\right|^{2}+\left|\nabla^{2} \phi\right|^{2}+|\nabla \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
&+C|\kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{3} \phi\right|^{2} d \mathbf{m} d \mathbf{x}+C|\nabla \kappa| \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \phi\right|^{2} d \mathbf{m} d \mathbf{x}  \tag{3.29}\\
&+C\|\phi\|_{\mathcal{X}_{0}}^{2} \int_{\Omega}\left|\nabla^{3} \kappa\right|^{2} d \mathbf{x}+C| | \nabla^{3} \kappa \|_{L^{2}}^{2} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(\left|\nabla^{2} \phi\right|^{2}+|\nabla \phi|^{2}\right) d \mathbf{m} d \mathbf{x} \\
&9)+C\left\|\nabla^{2} \kappa\right\|_{L^{2}}^{2} \int_{\Omega} \int_{|\mathbf{m}|=1}\left(|\nabla \phi|^{2}+|\phi|^{2}\right) d \mathbf{m} d \mathbf{x} .
\end{align*}
$$

In the last estimate we used the following estimates:

$$
\begin{align*}
& \int_{\Omega}\left[\left|\nabla^{2} \kappa\right| \int_{|\mathbf{m}|=1}|\nabla \phi|\left|\nabla^{3} \mathcal{R} \phi\right| d \mathbf{m}\right] d \mathbf{x} \\
\leq & \int_{\Omega}\left|\nabla^{2} \kappa\right|\|\nabla \phi\|_{L^{2}\left(\mathbb{S}^{2}\right)}\left\|\nabla^{3} \mathcal{R} \phi\right\|_{L^{2}\left(\mathbb{S}^{2}\right)} d \mathbf{x} \\
\leq & \left\|\nabla^{2} \kappa\right\|_{L^{3}(\Omega)}\| \| \nabla \phi\left\|_{L^{2}\left(\mathbb{S}^{2}\right)}\right\|_{L^{6}(\Omega)}\| \| \nabla^{3} \mathcal{R} \phi\left\|_{L^{2}\left(\mathbb{S}^{2}\right)}\right\|_{L^{2}(\Omega)} \\
\leq & \left\|\nabla^{2} \kappa\right\|_{H^{\frac{1}{2}}(\Omega)}\| \| \nabla \phi\left\|_{L^{2}\left(\mathbb{S}^{2}\right)}\right\|_{H^{1}(\Omega)}\| \| \nabla^{3} \mathcal{R} \phi\left\|_{L^{2}\left(\mathbb{S}^{2}\right)}\right\|_{L^{2}(\Omega)} \\
\leq & \left\|\nabla^{2} \kappa\right\|_{H^{4}(\Omega)}\|\phi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)}\| \| \nabla^{3} \mathcal{R} \phi\left\|_{L^{2}\left(\mathbb{S}^{2}\right)}\right\|_{L^{2}(\Omega)} \\
\leq & \frac{1}{D e}\left\|\nabla^{3} \mathcal{R} \phi\right\|_{L^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+C(D e)\|\mathbf{u}\|_{H^{4}(\Omega)}^{2}\|\phi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{2} . \tag{3.30}
\end{align*}
$$

Combining the above estimates and applying the Gronwall inequality by using $\mathbf{u} \in L^{2}\left([0, T], H^{4}(\Omega)\right)$, we can obtain

$$
\begin{array}{r}
\|\phi\|_{L^{\infty}\left([0, t] ; \cap_{i+j=3, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right)} \leq\left\|\psi_{0}\right\|_{\cap_{i+j=3, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)} e^{C T+C M T} \triangleq N_{6} \\
\|\phi\|_{L^{2}\left([0, t] ; \cap_{i+j=4, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right)} \leq C N_{6} T+C M N_{6} T
\end{array}
$$

This implies that

$$
\begin{align*}
& \phi \in L^{\infty}\left([0, t] ; \cap_{i+j=3, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \quad \text { and } \\
& \phi \in L^{2}\left([0, t] ; \cap_{i+j=4, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)\right) \tag{3.31}
\end{align*}
$$

provided that $\psi_{0} \in \cap_{i+j=3, i, j \geq 0} H^{i}\left(\Omega, \mathcal{X}_{j}\right)$.

Up to now, we have completed the proof of Lemma 2.3.
4. Global solution. In this section, we will show that the local solution obtained in Theorem 1.1 is actually defined for $t \in \mathbb{R}^{+}$if the Deborah and Reynolds numbers are small enough. To this end we derive some a priori bounds, satisfied by that solution. Notably, $C_{1}$ in this section denotes different constants depending only on $n$ and $\Omega$.
4.1. Some a priori estimates. Recall that the local solution $(\mathbf{u}, \psi)$ obtained in Theorem 1.1 satisfies (1.24) and (1.25) together with (1.14) and (1.16). Now we give the detail of a priori estimates for the case $n=3$. For $n=2$, it can be similarly obtained.

For (1.14), the inequality (A.36) in the appendix implies that there exists constant $C$ such that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\mathbf{u}\|_{H_{d}^{3}}^{2}+\left(\frac{\gamma}{R e}-5 \epsilon-\frac{6 \epsilon}{11}\right)\|\mathbf{u}\|_{H^{4}}^{2} \leq \frac{5 \epsilon}{11}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\left[\|\mathbf{u}\|_{H^{1}}^{14}+\|\mathbf{u}\|_{H^{1}}^{4}\right.  \tag{4.1}\\
& \left.\quad+\|\mathbf{u}\|_{H^{2}}^{24}+\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{20}+\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{24}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{8}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}\right], \quad(n=3)
\end{align*}
$$

Here in the left side of the above inequality we omit the term $\left.\frac{1-\gamma}{2 R e} \int_{\Omega}\langle | \mathbf{m m}:\left.\nabla^{3} D\right|^{2}\right\rangle d \mathbf{x}$ since it is positive. The main difficulty to obtain (4.1) is to estimate

$$
\int_{\Omega}\left|\nabla^{3}\left(\mathbf{D}: \int_{|\mathbf{m}|=1} \mathbf{m m m m} \nabla \psi d \mathbf{m}\right) \nabla^{4} \mathbf{u}\right| d \mathbf{x}
$$

Now we will use the following inequalities:

$$
\begin{array}{rl}
\int_{\Omega} \mid \nabla^{2} & \mathbf{D} \int_{|\mathbf{m}|=1} \mathbf{m m m m} \nabla \psi d \mathbf{m} \nabla^{4} \mathbf{u} \mid d \mathbf{x} \\
& \leq C_{1}\left\|\nabla^{4} \mathbf{u}\right\|_{L^{2}}\left\|\nabla^{2} \mathbf{D}\right\|_{L^{3}}\|\nabla \psi\|_{L^{6}\left(\Omega, \mathcal{X}_{0}\right)} \\
& \leq C_{1}\|\mathbf{u}\|_{H^{4}}\left\|\nabla^{2} \mathbf{D}\right\|_{H^{\frac{1}{2}}}\|\nabla \psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)} \\
& \leq C_{1}\|\mathbf{u}\|_{H^{4}}\|\mathbf{u}\|_{H^{3+\frac{1}{2}}}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)} \\
& \leq C_{1}\|\mathbf{u}\|_{H^{4}}\|\mathbf{u}\|_{H^{4}}^{\frac{5}{6}}\|\mathbf{u}\|_{H^{1}}^{\frac{1}{6}}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)} \\
& \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{1}}^{2}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{12} \tag{4.2}
\end{array}
$$

where $\epsilon$ is a positive constant and will be chosen later. Here we used the Hölder inequality $\left(\int_{\Omega}|a b c| d \mathbf{x} \leq\|a\|_{L^{2}}\|a\|_{L^{3}}\|c\|_{L^{6}}\right)$, Sobolev embedding theorems $\left(H^{1}(\Omega) \subset\right.$ $L^{6}(\Omega), H^{1 / 2}(\Omega) \subset L^{3}(\Omega)$ for $\left.n=3\right)$, the interpolation inequality $\left(\|\mathbf{u}\|_{H^{3+\frac{1}{2}}} \leq C_{1}\|\mathbf{u}\|_{H^{4}}^{\frac{5}{6}}\right.$ $\|\mathbf{u}\|_{H^{1}}^{\frac{1}{6}}$, and Young's inequality $\left(a b \leq \epsilon a^{12 / 11}+\frac{1}{\epsilon} b^{12}\right)$, respectively. Similarly, we have

$$
\begin{aligned}
\int_{\Omega} \mid & \nabla \mathbf{D} \int_{|\mathbf{m}|=1} \mathbf{m m m m} \nabla^{2} \psi d \mathbf{m} \nabla^{4} \mathbf{u} \mid d \mathbf{x} \\
& \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{1}}^{2}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{4} .
\end{aligned}
$$

Further, a different estimate from the above two is

$$
\begin{align*}
& \int_{\Omega} \mid \mathbf{D} \int_{|\mathbf{m}|=1} \mathbf{m m m m} \nabla^{3} \psi d \mathbf{m} \nabla^{4} \mathbf{u} \mid d \mathbf{x} \\
& \leq C_{1}\left\|\nabla^{4} \mathbf{u}\right\|_{L^{2}}\|\mathbf{D}\|_{L^{6}}\left\|\nabla^{3} \psi\right\|_{L^{3}\left(\Omega, \mathcal{X}_{0}\right)} \\
& \leq C_{1}\|\mathbf{u}\|_{H^{4}}\|\mathbf{D}\|_{H^{1}}\left\|\nabla^{3} \psi\right\|_{H^{\frac{1}{2}}\left(\Omega, \mathcal{X}_{0}\right)} \\
& \quad \leq C_{1}\|\mathbf{u}\|_{H^{4}}\|\mathbf{u}\|_{H^{2}}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{\frac{1}{6}}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{\frac{5}{6}} \\
& \quad \leq \epsilon\left[\|\mathbf{u}\|_{H^{4}}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{\frac{5}{6}}\right]^{\frac{12}{11}}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{2}}^{12}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{10} \\
& \quad \leq \epsilon\left[\|\mathbf{u}\|_{H^{4}}^{\frac{12}{12}}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{\frac{10}{11}}\right]+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{2}}^{12}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{10} \\
& \quad \leq \frac{6 \epsilon}{11}\|\mathbf{u}\|_{H^{4}}^{2}+\frac{5 \epsilon}{11}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{2}}^{12}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{10} \tag{4.3}
\end{align*}
$$

For the convect term we used the same estimate in [24]

$$
\int\left|(\mathbf{u} \cdot \nabla) \mathbf{u} \triangle^{3} \mathbf{u}\right| d x \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{1}}^{14}
$$

and by using the results of Lemma 2.2 we have

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla^{3} \tau_{e} \nabla^{4} \mathbf{u}\right| d \mathbf{x} \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\left\|\tau_{e}\right\|_{H^{3}}^{2} \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2} \\
& \int_{\Omega}\left|\nabla^{2} F \nabla^{4} \mathbf{u}\right| d \mathbf{x} \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|F\|_{H^{2}}^{2} \leq \epsilon\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}
\end{aligned}
$$

Combination of all yields (4.1). For the equation of $\psi$, we can obtain the following estimates:

$$
\begin{aligned}
& \quad \frac{1}{2} \frac{d}{d t}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\left(\frac{\varepsilon^{2}}{D e}-5 \epsilon-\frac{\epsilon}{11}\right)\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\left(\frac{1}{D e}-\frac{5 \epsilon}{11}\right)\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2} \\
& \quad \leq \frac{5 \epsilon}{11}\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\left[\|\mathbf{u}\|_{H^{3}}^{4}+\|\mathbf{u}\|_{H^{2}}^{24}+\|\mathbf{u}\|_{H^{2}}^{4}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{4}+\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{4}\right. \\
& \left.(4.4) \quad+\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{1}\right)}^{24}+\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{4}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}\right] .
\end{aligned}
$$

Here the difficulties are the estimates to the nonlinear terms $\mathbf{u} \cdot \nabla \psi$ and $\mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \psi)$ in the equation. To overcome them we use the following inequalities similar to (4.2):

$$
\begin{aligned}
& \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \mathbf{u} \nabla \psi \nabla^{4} \psi\right| d \mathbf{m} d \mathbf{x} \leq \epsilon\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{3}}^{2}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{2} \\
& \int_{\Omega} \int_{|\mathbf{m}|=1} \left\lvert\, \nabla \mathbf{u} \nabla^{2} \psi \nabla^{4} \psi d \mathbf{m} d \mathbf{x} \leq \epsilon\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{2}}^{2}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}\right. \\
& \int_{\Omega} \int_{|\mathbf{m}|=1} \left\lvert\, \mathbf{u} \nabla^{3} \psi \nabla^{4} \psi d \mathbf{m} d \mathbf{x} \leq \epsilon\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{1}}^{12}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{0}\right)}^{2}\right.
\end{aligned}
$$

For the other term $\int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \mathcal{R} \cdot(\mathbf{m} \times \kappa \cdot \mathbf{m} \psi) \nabla^{4} \psi\right| d \mathbf{m} d \mathbf{x}$, we used the estimates
obtained similar to (4.3):

$$
\begin{aligned}
& \begin{array}{l}
\int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla^{2} \kappa \mathcal{R} \psi \nabla^{4} \psi\right| d \mathbf{m} d \mathbf{x} \\
\quad \leq \frac{6 \epsilon}{11}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{5 \epsilon}{11}\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{1}}^{2}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{1}\right)}^{12}
\end{array} \\
& \begin{aligned}
\int_{\Omega} \int_{|\mathbf{m}|=1}\left|\kappa \nabla^{2} \mathcal{R} \psi \nabla^{4} \psi\right| d \mathbf{m} d \mathbf{x}
\end{aligned} \\
& \quad \leq \frac{6 \epsilon}{11}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{5 \epsilon}{11}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{2}}^{12}\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{1}\right)}^{2}
\end{aligned} \quad \begin{aligned}
& \int_{\Omega} \int_{|\mathbf{m}|=1}\left|\nabla \kappa \nabla \mathcal{R} \psi \nabla^{4} \psi\right| d \mathbf{m} d \mathbf{x} \leq \epsilon\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\|\mathbf{u}\|_{H^{3}}^{2}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{2}
\end{aligned}
$$

Now from (4.4), we see that it is necessary to estimate $\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{2}$. But it is not difficult to obtain the following inequality in the similar way with the estimate (4.4).

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d t}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{2}+\left(\frac{\varepsilon^{2}}{D e}-4 \epsilon\right)\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2}+\frac{1}{D e}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{2}\right)}^{2} \\
(4.5) \leq \frac{C_{1}}{\epsilon}\left[\|\mathbf{u}\|_{H^{3}}^{4}+\|\mathbf{u}\|_{H^{2}}^{\frac{16}{3}}+\|\mathbf{u}\|_{H^{1}}^{16}+\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{1}\right)}^{4}+\|\psi\|_{H^{1}\left(\Omega, \mathcal{X}_{1}\right)}^{8}+\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{2}\right] .
\end{array}
$$

For the case $n=2$, we can obtain a priori estimates by using similar approaches, and we omit the details and give the results directly as follows:

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\|\mathbf{u}\|_{H_{d}^{3}}^{2}+\left(\frac{\gamma}{R e}-5 \epsilon-\frac{9 \epsilon}{16}\right)\|\mathbf{u}\|_{H^{4}}^{2} \leq \frac{7 \epsilon}{16}\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\frac{C_{1}}{\epsilon}\left[\|\mathbf{u}\|_{H^{1}}^{4}+\|\mathbf{u}\|_{H^{2}}^{18}\right. \\
& \left.(4.6)+\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{0}\right)}^{18}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{\frac{9}{2}}\right], \quad(n=2)
\end{aligned}
$$

The a priori estimates for $\psi$ are

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\left(\frac{\varepsilon^{2}}{D e}-5 \epsilon-\frac{9 \epsilon}{16}\right)\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\left(\frac{1}{D e}-\frac{4 \epsilon}{13}\right)\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2} \\
& \leq \frac{7 \epsilon}{16}\|\mathbf{u}\|_{H^{4}}^{2}+\frac{C_{1}}{\epsilon}\left[\|\mathbf{u}\|_{H^{3}}^{4}+\|\mathbf{u}\|_{H^{1}}^{4}+\|\mathbf{u}\|_{H^{1}}^{8}+\|\mathbf{u}\|_{H^{1}}^{18}\right. \tag{4.7}
\end{align*}
$$

4.2. Global existence. In this subsection we will give the proof of Theorem 1.2. Let

$$
\begin{equation*}
Y(t)=\|\mathbf{u}\|_{H^{3}(\Omega)}^{2}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{1}\right)}^{2} \tag{4.8}
\end{equation*}
$$

Combining the above estimates (4.1), (4.4), and (4.5) we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} Y(t)+\left(\frac{\gamma}{R e}-6 \epsilon\right)\|\mathbf{u}\|_{H^{4}}^{2} \\
& +\left(\frac{\varepsilon^{2}}{D e}-5 \epsilon-\frac{6 \epsilon}{11}\right)\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\left(\frac{1}{D e}-\frac{5 \epsilon}{11}\right)\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2} \\
& +\left(\frac{\varepsilon^{2}}{D e}-4 \epsilon\right)\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2}+\frac{1}{D e}\|\psi\|_{H^{2}\left(\Omega, \mathcal{X}_{2}\right)}^{2} \\
& \leq \frac{C_{1}}{\epsilon}\left(Y^{12}+Y^{10}+Y^{7}+Y^{4}+Y^{2}+Y\right) \tag{4.9}
\end{align*}
$$

Now we choose

$$
\begin{equation*}
\epsilon=\min \left\{\frac{\gamma}{7 R e}, \frac{\varepsilon^{2}}{7 D e}\right\}, \quad \text { and } \quad \beta=\frac{C_{1}}{\epsilon} . \tag{4.10}
\end{equation*}
$$

Since $Y(t) \leq\|\mathbf{u}\|_{H^{4}}^{2}+\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2}$, (4.9) implies

$$
\begin{equation*}
Y^{\prime}(t)+2 \epsilon Y(t) \leq 2 \beta\left(Y^{12}+Y^{10}+Y^{7}+Y^{4}+Y^{2}+Y\right) \tag{4.11}
\end{equation*}
$$


$\because, \ldots(4.11), \quad B \quad, 1, \cdots, \ldots, 1,0<B<B_{0} \ldots \quad B_{0-1}$

$$
\begin{equation*}
B^{11}+B^{9}+B^{6}+B^{3}+B+1-\frac{\epsilon}{2 \beta}=0 \tag{4.12}
\end{equation*}
$$

, $Y(0) \leq B \ldots, Y(t)_{-}, \ldots, \ldots, \quad, t \geq 0$
,.. We will prove it by contradiction. Suppose that there exists a $t$ such that $Y(t)>B$, and define $t^{*}=\inf \left\{t \in \mathbb{R}^{+}, Y(t)>B\right\}$, then $Y\left(t^{*}\right)=B$ and $Y^{\prime}\left(t^{*}\right) \geq 0$. However from (4.11) and the hypothesis made on $B$ we deduce

$$
\begin{aligned}
Y^{\prime}\left(t^{*}\right) & \leq-2 \epsilon Y\left(t^{*}\right)+2 \beta\left[Y^{11}\left(t^{*}\right)+Y^{9}\left(t^{*}\right)+Y^{7}\left(t^{*}\right)+Y^{4}\left(t^{*}\right)+Y^{2}\left(t^{*}\right)+Y\left(t^{*}\right)\right] \\
& \leq-2 \epsilon B+2 B \beta \frac{\epsilon}{2 \beta}=-\epsilon B<0
\end{aligned}
$$

which contradicts the above statement. Therefore $Y(t) \leq B$ for all $t \in \mathbb{R}^{+} . \quad \square$
1.2. We have seen in subsection 4.1 that a specific norm of the local solution obtained in Theorem 1.1 satisfies an inequality with the form (4.11), where $C_{1}$ depends on the domain $\Omega$ and $n$ while $\epsilon$ depends on $\gamma, R e, \varepsilon^{2}, D e$ from (4.10). Lemma 4.1 shows that there exists a constant $B_{0}$, depending on initial data such that

$$
Y(t) \leq B, \text { for } t \in \mathbb{R}^{+}, \quad \text { if } \quad Y(0) \leq B<B_{0}
$$

But $B_{0}$ is the unique positive solution of (4.12). From (4.12), we can easily see that (4.12) possesses a unique positive solution if and only if

$$
\begin{equation*}
1-\frac{\epsilon}{2 \beta}<0 \tag{4.13}
\end{equation*}
$$

which implies from (4.10) that

$$
\begin{equation*}
R e<\frac{\gamma}{7 \sqrt{2 C_{1}}} \quad \text { and } \quad D e<\frac{\varepsilon^{2}}{7 \sqrt{2 C_{1}}} \tag{4.14}
\end{equation*}
$$

This completes the proof of Theorem 1.2 for $n=3$.
Denoting

$$
Z(t)=\|\mathbf{u}\|_{H^{3}(\Omega)}^{2}+\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{0}\right)}^{2}
$$

the addition of (4.6) and (4.7) yields

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} Z(t)+\left(\frac{\gamma}{R e}-6 \epsilon\right)\|\mathbf{u}\|_{H^{4}}^{2} \\
& +\left(\frac{\varepsilon^{2}}{D e}-6 \epsilon\right)\|\psi\|_{H^{4}\left(\Omega, \mathcal{X}_{0}\right)}^{2}+\left(\frac{1}{D e}-\frac{4 \epsilon}{13}\right)\|\psi\|_{H^{3}\left(\Omega, \mathcal{X}_{1}\right)}^{2} \\
& \leq \frac{C_{1}}{\epsilon}\left(Z^{9}+Y^{4}+Y^{9 / 4}+Y^{2}\right) \quad \text { for } n=2 \tag{4.15}
\end{align*}
$$

By the same way the result of Theorem 1.2 for $n=2$ can be obtained.

Appendix A. Proof of Lemma 2.1. Now we solve (3.2)-(3.3) with the initial value $\mathbf{u}(\mathbf{x}, 0)=\mathbf{u}_{0}$ by using the Galerkin approximation. Let $V$ be the space of all divergence-free vector in $H^{1}(\Omega)$, and let $\left\{\omega^{i} \mid i \in \mathbb{N}\right\}$ be a basis for $V$. We seek an approximation to $w$ of the form

$$
\begin{equation*}
w^{N}(\mathbf{x}, t)=\Sigma_{n=1}^{N} \rho^{n}(t) \omega^{n}(\mathbf{x}) \tag{A.1}
\end{equation*}
$$

The function $w^{N}$ satisfies, instead of (3.2) and (3.3),

$$
\begin{align*}
w_{t}^{N}+ & \left(w^{N} \cdot \nabla\right) w^{N}=\frac{\gamma}{R e} \Delta w^{N}+f \\
& +\frac{1-\gamma}{2 R e} \nabla \cdot\left[\mathbf{D}^{N}: A(\mathbf{x}, t)\right]  \tag{A.2}\\
w^{N}(\mathbf{x}, 0) & =P_{N} \mathbf{u}_{0}(\mathbf{x}) \tag{A.3}
\end{align*}
$$

where $P_{N}$ is the orthogonal projector in $H_{d}^{1}$ onto $W_{N}=\operatorname{Span}\left\{\omega^{i}, i=1, \cdots, N\right\}$. The existence and uniqueness of a solution $w_{N}$ to (A.2)-(A.3) with periodic boundary conditions defined on some interval $\left(0, T_{N}\right), T_{N}>0$, is clear; in fact, the following estimate shows that $T_{N}=T$ for $n=2$ and $T_{N}$ suitably small for $n=3$.

Multiplying $w^{N}$ to (A.2) and integrating it, we get

$$
\begin{align*}
& \left.\frac{1}{2} \frac{d}{d t}\left\|w^{N}\right\|_{L^{2}}^{2}+\frac{\gamma}{R e}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}+\frac{1-\gamma}{2 R e} \int_{\Omega}\langle | \mathbf{D}^{N}:\left.\mathbf{m m}\right|^{2}\right\rangle d \mathbf{x} \\
\leq & \frac{\gamma}{2 R e}\left\|w^{N}\right\|_{L^{2}}^{2}+\frac{R e}{2 \gamma}\|f\|_{H^{-1}}^{2} . \tag{A.4}
\end{align*}
$$

This implies that

$$
\begin{equation*}
\frac{d}{d t}\left\|w^{N}\right\|_{L^{2}}^{2}+\frac{\gamma}{R e}\left\|\nabla w^{N}\right\|_{L^{2}}^{2} \leq \frac{R e}{\gamma}\|f\|_{H^{-1}}^{2} \tag{A.5}
\end{equation*}
$$

It shows that

$$
\begin{equation*}
\int_{0}^{T}\left\|\nabla w^{N}(t)\right\|_{L^{2}}^{2} d t \leq K_{1} \tag{A.6}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}=K_{1}\left(\mathbf{u}_{0}, f, \frac{\gamma}{R e}, T\right)=\frac{R e}{\gamma}\left(\left\|\mathbf{u}_{0}\right\|_{L^{2}}^{2}+\frac{R e}{\gamma} \int_{0}^{T}\|f(t)\|_{H^{-1}}^{2} d t\right) \tag{A.7}
\end{equation*}
$$

For $0<s<T$, by (A.5),

$$
\begin{equation*}
\left\|w^{N}(s)\right\|_{L^{2}}^{2} \leq K_{2}, \tag{A.8}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{2}=K_{2}\left(\mathbf{u}_{0}, f, \frac{\gamma}{R e}, T\right)=\frac{\gamma}{R e} K_{1} . \tag{A.9}
\end{equation*}
$$

Multiplying $\triangle w^{N}$ by (A.2) and integrating it, we get

$$
\begin{align*}
\frac{1}{2} & \left.\frac{d}{d t}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}+\frac{\gamma}{R e}\left\|\nabla^{2} w^{N}\right\|_{L^{2}}^{2}+\frac{1-\gamma}{2 R e} \int_{\Omega}\langle | \nabla \mathbf{D}^{N}:\left.\mathbf{m m}\right|^{2}\right\rangle d \mathbf{x} \\
\leq & \frac{1}{4} \frac{\gamma}{R e}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}+\frac{R e}{\gamma}\|f\|_{L^{2}}^{2} \\
& +\int\left|\left(w^{N} \cdot \nabla\right) w^{N} \triangle w^{N}\right| d \mathbf{x}+\frac{1-\gamma}{2 R e} \int\left|\mathbf{D}^{N} \nabla A \triangle w^{N}\right| d \mathbf{x} \tag{A.10}
\end{align*}
$$

Now the following a priori of $\int\left|\left(w^{N} \cdot \nabla\right) w^{N} \triangle w^{N}\right| d x$ are different, depending on the dimension. We use the relation [24]

$$
\begin{array}{ll}
\int|(w \cdot \nabla) w \Delta w| d x \leq C\|w\|_{L^{2}}^{1 / 2}\|\Delta w\|_{L^{2}}^{3 / 2}\|\nabla w\|_{L^{2}}, & (n=2) \\
\int|(w \cdot \nabla) w \Delta w| d x \leq C\|w\|_{L^{2}}^{1 / 4}\|\Delta w\|_{L^{2}}^{7 / 4}\|\nabla w\|_{L^{2}}, & (n=3) \tag{A.12}
\end{array}
$$

and the estimates

$$
\begin{align*}
& \int\left|\mathbf{D}^{N} \nabla A \triangle w^{N}\right| d \mathbf{x} \leq C\left\|\triangle w^{N}\right\|_{L^{2}}^{4 / 3}\left\|\nabla^{2} A\right\|_{L^{2}}\left\|\nabla w^{N}\right\|_{L^{2}}^{2 / 3}, \quad(n=2)  \tag{A.13}\\
& \int\left|\mathbf{D}^{N} \nabla A \triangle w^{N}\right| d \mathbf{x} \leq C\left\|\triangle w^{N}\right\|_{L^{2}}^{3 / 2}\left\|\nabla^{2} A\right\|_{L^{2}}\left\|\nabla w^{N}\right\|_{L^{2}}^{1 / 2}, \quad(n=3) \tag{A.14}
\end{align*}
$$

By Young's inequality (A.10) implies

$$
\begin{align*}
& \frac{d}{d t}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}+\frac{1}{2} \frac{\gamma}{R e}\left\|\Delta w^{N}\right\|_{L^{2}}^{2} \leq \frac{2 R e}{\gamma}\|f\|_{L^{2}}^{2} \\
& \quad+C\left\|w^{N}\right\|_{L^{2}}^{2}\left\|\nabla w^{N}\right\|_{L^{2}}^{4}+C\left\|\nabla^{2} A\right\|_{L^{2}}^{4}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}, \quad(n=2)  \tag{A.15}\\
& \quad \frac{d}{d t}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}+\frac{3}{2} \frac{\gamma}{R e}\left\|\Delta w^{N}\right\|_{L^{2}}^{2} \leq \frac{2 R e}{\gamma}\|f\|_{L^{2}}^{2} \\
& \quad+C\left\|w^{N}\right\|_{L^{2}}^{2}\left\|\nabla w^{N}\right\|_{L^{2}}^{8}+C\left\|\nabla^{2} A\right\|_{L^{2}}^{4}\left\|\nabla w^{N}\right\|_{L^{2}}^{2}, \quad(n=3) \tag{A.16}
\end{align*}
$$

Since $\psi^{l} \in L^{\infty}\left([0, T], H^{3}\left(\Omega, \mathcal{X}_{0}\right)\right)$, we can obtain

$$
\begin{equation*}
|\nabla A(x, t)| \in L^{\infty}\left([0, T] ; H^{2}(\Omega)\right) \tag{A.17}
\end{equation*}
$$

Then by the same way as the a priori estimate of Theorem 3.2 in [24] we can get for $n=2$ in virtue of (2.14) and (3.1)

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|\nabla w^{N}\right\|_{L^{2}}^{2} \leq K_{3} \tag{A.18}
\end{equation*}
$$

where

$$
K_{3}=K_{3}\left(\mathbf{u}_{0}, f, \frac{\gamma}{R e}, T\right)=\left(\left\|\mathbf{u}_{0}\right\|_{H^{1}}^{2}+C \int_{0}^{T}\|f(t)\|_{L^{2}}^{2} d t\right) \exp \left(C K_{1} K_{2}+C K^{3} T\right)
$$

And

$$
\begin{equation*}
\int_{0}^{T}\left\|\triangle w^{N}\right\|_{L^{2}}^{2} d t \leq K_{4} \tag{A.19}
\end{equation*}
$$

where
$K_{4}=K_{4}\left(\mathbf{u}_{0}, f, \frac{\gamma}{R e}, T\right)=C \gamma\left(\left\|\mathbf{u}_{0}\right\|_{H^{1}}^{2}+C \int_{0}^{T}\|f(t)\|_{L^{2}}^{2} d t+C K_{2} K_{3}^{2} T+C K^{3} K_{3} T\right)$.
For $n=3$, we will estimate in the following from (A.16). Let $y(t)=\left\|\nabla w^{N}\right\|_{L^{2}}^{2}+$ $1, a(t)=C\left\|w^{N}\right\|_{L^{2}}^{2}, b(t)=C\left\|\nabla^{2} A\right\|_{L^{2}}^{4}$, and $c(t)=\frac{2 R e}{\gamma}\|f\|_{L^{2}}^{2}$. Then from (A.16), we have the inequality

$$
\begin{equation*}
\frac{d y}{d t} \leq[a(t)+b(t)+c(t)] y^{4} \tag{A.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}[a(t)+b(t)+c(t)] d t \leq T\left(C K_{2}+C K^{6}+C K^{2}\right) \tag{A.21}
\end{equation*}
$$

where we used the condition of (2.14) and the estimate (3.8) and above estimates.
Then they imply that for $t \in[0, T]$ and $T<1 /\left[\left(C K_{2}+C K^{4}+\frac{R e}{\gamma} K^{2}\right) y^{3}(0)\right] \triangleq T_{0}$

$$
\begin{equation*}
y(t) \leq \frac{y(0)}{\sqrt[3]{1-\left(C K_{2}+C K^{4}+\frac{R e}{\gamma} K^{2}\right) y^{3}(0) T}} \triangleq K_{5} \tag{A.22}
\end{equation*}
$$

Therefore, when $T<T_{0}$, we have

$$
\begin{equation*}
\sup _{s \in[0, T]}\left\|\nabla w^{N}\right\|_{L^{2}}^{2} \leq K_{5} \tag{A.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left\|\triangle w^{N}\right\|_{L^{2}}^{2} d t \leq K_{6} \tag{A.24}
\end{equation*}
$$

where
$K_{6}=K_{6}\left(\mathbf{u}_{0}, f, \frac{\gamma}{R e}, T\right)=C\left(\left\|\mathbf{u}_{0}\right\|_{H^{1}}^{2}+C \int_{0}^{T}\|f(t)\|_{L^{2}}^{2} d t+C K_{1} K_{5}^{4} T+C K^{4} K_{5} T\right)$.
Multiplying $\triangle^{2} w^{N}$ by (A.2) and integrating it, we get

$$
\begin{align*}
&\left.\frac{1}{2} \frac{d}{d t}\left\|\nabla^{2} w^{N}\right\|_{L^{2}}^{2}+\frac{\gamma}{R e}\left\|\nabla^{3} w^{N}\right\|_{L^{2}}^{2}+\frac{1-\gamma}{4 R e} \int_{\Omega}\langle | \nabla^{2} \mathbf{D}^{N}:\left.\mathbf{m m}\right|^{2}\right\rangle d \mathbf{x} \\
& \leq \frac{1}{4} \frac{\gamma}{R e}\left\|\nabla \triangle w^{N}\right\|_{L^{2}}^{2}+C\|\nabla f\|_{L^{2}}^{2} \\
&+\frac{1-\gamma}{2 R e} \int\left[\left|\mathbf{D}^{N} \nabla^{2} A \nabla \triangle w^{N}\right|+\left|\nabla \mathbf{D}^{N} \nabla A \nabla \triangle w^{N}\right|\right] d x \\
&+\int\left|\left(w^{N} \cdot \nabla\right) w^{N} \triangle^{2} w^{N}\right| d x \tag{A.25}
\end{align*}
$$

In the following we will estimate (A.25). In virtue of the inequality (p. 31 [24])

$$
\begin{align*}
& \int\left|\left(w^{N} \cdot \nabla\right) w^{N} \triangle^{r} w^{N}\right| d x \leq \frac{1}{4} \frac{\gamma}{R e}\left\|w^{N}\right\|_{H^{r+1}}^{2}+C\left\|w^{N}\right\|_{H^{1}}^{2 r} \quad(n=2)  \tag{A.26}\\
& \int\left|\left(w^{N} \cdot \nabla\right) w^{N} \triangle^{r} w^{N}\right| d x \leq \frac{1}{4} \frac{\gamma}{R e}\left\|w^{N}\right\|_{H^{r+1}}^{2}+C\left\|w^{N}\right\|_{H^{1}}^{4 r+2} \quad(n=3) \tag{A.27}
\end{align*}
$$

And the estimates

$$
\begin{aligned}
& \int\left|\mathbf{D}^{N} \nabla^{2} A \nabla^{3} w^{N}\right| d \mathbf{x} \leq C\left\|\nabla^{3} w^{N}\right\|_{L^{2}}\|\nabla A\|_{L^{2}}^{1 / 3}\left\|\nabla^{3} A\right\|_{L^{2}}^{2 / 3}\left\|\nabla^{2} w^{N}\right\|_{L^{2}}, \quad(n=2), \\
& \int\left|\mathbf{D}^{N} \nabla^{2} A \nabla^{3} w^{N}\right| d \mathbf{x} \leq C\left\|\nabla^{3} w^{N}\right\|_{L^{2}}\|\nabla A\|_{L^{2}}^{1 / 4}\left\|\nabla^{3} A\right\|_{L^{2}}^{3 / 4}\left\|\nabla^{2} w^{N}\right\|_{L^{2}}, \quad(n=3), \\
& \int\left|\nabla \mathbf{D}^{N} \nabla A \nabla^{3} w^{N}\right| d \mathbf{x} \leq C\left\|\nabla^{3} w^{N}\right\|_{L^{2}}^{5 / 3}\left\|\nabla^{2} A\right\|_{L^{2}}\left\|\nabla w^{N}\right\|_{L^{2}}^{1 / 3}, \quad(n=2), \\
& \int\left|\nabla \mathbf{D}^{N} \nabla A \nabla^{3} w^{N}\right| d \mathbf{x} \leq C\left\|\nabla^{3} w^{N}\right\|_{L^{2}}^{7 / 4}\left\|\nabla^{2} A\right\|_{L^{2}}\left\|\nabla w^{N}\right\|_{L^{2}}^{1 / 4} . \quad(n=3) .
\end{aligned}
$$

Thus, we have

$$
\begin{align*}
& \frac{d}{d t}\left\|w^{N}\right\|_{H^{2}}^{2}+\frac{1}{2} \frac{\gamma}{R e}\left\|w^{N}\right\|_{H^{3}}^{2} \leq C\left\|w^{N}\right\|_{H^{1}}^{4}+\frac{R e}{\gamma}\|f\|_{H^{1}}^{2} \\
& \quad+C\|A\|_{H^{1}}^{2 / 3}\|A\|_{H^{3}}^{4 / 3}\left\|w^{N}\right\|_{H^{2}}^{2}+C\|A\|_{H^{2}}^{6}\left\|w^{N}\right\|_{H^{2}}^{2}, \quad(n=2)  \tag{A.28}\\
& \frac{d}{d t}\left\|w^{N}\right\|_{H^{2}}^{2}+\frac{1}{2} \frac{\gamma}{R e}\left\|w^{N}\right\|_{H^{3}}^{2} \leq C\left\|w^{N}\right\|_{H^{1}}^{10}+\frac{R e}{\gamma}\|f\|_{H^{1}}^{2} \\
& \quad+C\|A\|_{H^{1}}^{1 / 2}\|A\|_{H^{3}}^{3 / 2}\left\|w^{N}\right\|_{H^{2}}^{3 / 2}+C\|A\|_{H^{2}}^{8}\left\|w^{N}\right\|_{H^{1}}^{2}, \quad(n=3) \tag{A.29}
\end{align*}
$$

Similarly we can obtain the following estimates: for $n=2$,
$\sup _{t \in[0, T]}\left\|w^{N}(t)\right\|_{H^{2}}^{2} \leq\left[C K_{2}^{2} T+C K K_{2} T+C\|f\|_{L^{2}\left(0, T ; H^{1}\right)}^{2}+\left\|\mathbf{u}_{0}\right\|_{H^{2}}^{2}\right] e^{C K^{2} T+C K^{6} T} \triangleq K_{7}$, and

$$
\begin{equation*}
\int_{0}^{T}\left\|w^{N}(t)\right\|_{H^{3}}^{2} d t \leq K_{8} \tag{A.31}
\end{equation*}
$$

where

$$
K_{8}=C\left(C K_{3}^{2} T+C\|f\|_{L^{2}\left(0, T ; H^{1}\right)}^{2}+\left\|\mathbf{u}_{0}\right\|_{H^{2}}^{2}+C K^{2} K_{7} K_{1} T+C K^{6} K_{7} T\right)
$$

While for $n=3$,

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|w^{N}(t)\right\|_{H^{2}}^{2} \leq K_{9} \tag{A.32}
\end{equation*}
$$

where

$$
K_{9}=\left[C K_{5}^{5} T+C K^{8} K_{1}+\frac{R e}{\gamma}\|f\|_{L^{2}\left(0, T ; H^{1}\right)}^{2}+\left\|\mathbf{u}_{0}\right\|_{H^{2}}^{2}\right] e^{C K^{2} T}
$$

Further, we have

$$
\begin{equation*}
\int_{0}^{T}\left\|w^{N}(t)\right\|_{H^{3}}^{2} d t \leq K_{10} \tag{A.33}
\end{equation*}
$$

where

$$
K_{10}=C\left(C K_{5}^{5} T+C\|f\|_{L^{2}\left(0, T ; H^{1}\right)}^{2}+\left\|\mathbf{u}_{0}\right\|_{H^{2}}^{2}+C K^{8} K_{1} T+C K^{2} K_{9} T\right) .
$$

This shows for $T$ given,

$$
\begin{equation*}
w^{N} \in L^{\infty}\left([0, T] ; H^{2}(\Omega)\right) \cap L^{2}\left([0, T] ; H^{3}(\Omega)\right) \tag{A.34}
\end{equation*}
$$

provided that $f \in L^{2}\left([0, T] ; H^{1}(\Omega)\right)$ and $A \in L^{\infty}\left([0, T] ; H^{3}(\Omega)\right) \cap L^{2}\left([0, T] ; H^{4}(\Omega)\right)$.
Similarly we can obtain the estimates

$$
\begin{align*}
& \frac{d}{d t}\left\|w^{N}\right\|_{H^{3}}^{2}+\frac{1}{2} \frac{\gamma}{R e}\left\|w^{N}\right\|_{H^{4}}^{2} \leq C\left\|w^{N}\right\|_{H^{1}}^{6}+\frac{R e}{\gamma}\|f\|_{H^{2}}^{2} \\
& \quad+C\|A\|_{H^{2}}^{9}\left\|w^{N}\right\|_{H^{1}}^{2}+C\|A\|_{H^{3}}^{4}\left\|w^{N}\right\|_{H^{1}}^{2} \\
& \quad+C\|A\|_{H^{1}}^{4 / 9}\|A\|_{H^{4}}^{14 / 9}\left\|w^{N}\right\|_{H^{2}}^{2}, \quad(n=2)  \tag{A.35}\\
& \quad \frac{d}{d t}\left\|w^{N}\right\|_{H^{3}}^{2}+\frac{1}{2} \frac{\gamma}{R e}\left\|w^{N}\right\|_{H^{4}}^{2} \leq C\left\|w^{N}\right\|_{H^{1}}^{14}+\frac{R e}{\gamma}\|f\|_{H^{2}}^{2} \\
& \quad+C\|A\|_{H^{2}}^{12}\left\|w^{N}\right\|_{H^{1}}^{2}+C\|A\|_{H^{3}}^{4}\left\|w^{N}\right\|_{H^{1}}^{2} \\
& \quad+C\|A\|_{H^{1}}^{1 / 3}\|A\|_{H^{4}}^{5 / 3}\left\|w^{N}\right\|_{H^{2}}^{2}, \quad(n=3) \tag{A.36}
\end{align*}
$$

From (A.35), for $n=2$ we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|w^{N}(t)\right\|_{H^{3}}^{2} \leq K_{11} \tag{А.37}
\end{equation*}
$$

where

$$
K_{11}=\left[\left\|u_{0}\right\|_{H^{3}}^{2}+\frac{R e}{\gamma}\|f\|_{L^{2}\left(0, T ; H^{2}\right)}^{2}+C K_{3}^{3} T+C K^{4} K_{1}+C K^{9} K_{1}\right] e^{C K^{4} T}
$$

Furthermore, we have

$$
\begin{equation*}
\int_{0}^{T}\left\|w^{N}(t)\right\|_{H^{4}}^{2} d t \leq K_{12} \tag{A.38}
\end{equation*}
$$

where
$K_{12}=C\left(\left\|u_{0}\right\|_{H^{3}}^{2}+C\|f\|_{L^{2}\left(0, T ; H^{2}\right)}^{2}+C K_{3}^{3} T+C K^{4} K_{1} T+C K^{2} K_{11} T+C K^{2} K_{7} T\right)$.
Thus we know that $\phi_{1}(K, T)=K_{12}+K_{11}$ for $n=2$.
From (A.36), for $n=3$ we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|w^{N}(t)\right\|_{H^{3}}^{2} \leq K_{13} \tag{A.39}
\end{equation*}
$$

where

$$
K_{13}=\left[\left\|u_{0}\right\|_{H^{3}}^{2}+C\|f\|_{L^{2}\left(0, T ; H^{2}\right)}^{2}+C K_{3}^{7} T+C K^{12} K_{3} T+C K^{4} K_{3} T\right] e^{C K^{2} T}
$$

Moreover,

$$
\begin{equation*}
\int_{0}^{T}\left\|w^{N}(t)\right\|_{H^{4}}^{2} d t \leq K_{14} \tag{A.40}
\end{equation*}
$$

where
$K_{14}=C\left(\left\|u_{0}\right\|_{H^{3}}^{2}+C\|f\|_{L^{2}\left(0, T ; H^{2}\right)}^{2}+C K_{3}^{7} T+C K^{12} K_{3} T+C K^{4} K_{3} T+C K^{2} K_{13} T\right)$.
Thus we know that $\phi_{1}(K, T)=K_{14}+K_{13}$ for $n=3$.
Therefore, this implies that for $T$ given,

$$
\begin{equation*}
w^{N} \in L^{\infty}\left([0, T] ; H^{3}(\Omega)\right) \cap L^{2}\left([0, T] ; H^{4}(\Omega)\right) \tag{A.41}
\end{equation*}
$$

provided that $f \in L^{2}\left([0, T] ; H^{2}(\Omega)\right)$ and $A \in L^{\infty}\left([0, T], H^{3}(\Omega)\right) \cap L^{2}\left([0, T], H^{4}(\Omega)\right)$.
Passing $N \rightarrow \infty$, we can obtain the estimate (2.16).
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#### Abstract

We consider a linear system of differential equations describing the joint motion of an elastic porous body and a fluid occupying the porous space. A rigorous justification is performed for the homogenization procedures under various conditions imposed on the physical parameters as the dimensionless size of the pores tends to zero, while the porous body is geometrically periodic and the process's characteristic time is sufficiently small. Such models describe the propagation of seismic acoustic waves. In the present paper, we derive the homogenized equations, which are different types of nonstandard wave equations depending on the relations between the physical parameters. The proofs are based on Nguetseng's two-scale convergence method of homogenization in periodic structures.
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1. Introduction. In the present paper, we deal with a problem of joint motion of a deformable solid (the , .. , ., , ) perforated by a system of channels or pores (the, , , ) and a fluid occupying the pore space. In a domain $\Omega \subset \mathbf{R}^{3}$, the dimensionless displacement vector $\boldsymbol{w}$ of the continuum medium in the dimensionless variables

$$
\boldsymbol{x}^{\prime}=L \boldsymbol{x}, \quad t^{\prime}=\tau t, \quad \boldsymbol{w}^{\prime}=\frac{L^{2}}{g \tau^{2}} \boldsymbol{w}, \quad \rho_{s}^{\prime}=\rho_{0} \rho_{s}, \quad \rho_{f}^{\prime}=\rho_{0} \rho_{f}, \quad \boldsymbol{F}^{\prime}=g \boldsymbol{F}
$$

satisfies the differential equation

$$
\begin{equation*}
\bar{\rho} \frac{\partial^{2} \boldsymbol{w}}{\partial t^{2}}=\operatorname{div} P+\bar{\rho} \boldsymbol{F} \tag{1.1}
\end{equation*}
$$

where

$$
\begin{gather*}
P=\bar{\chi} P^{f}+(1-\bar{\chi}) P^{s}  \tag{1.2}\\
P^{f}=\alpha_{\mu} D\left(x, \frac{\partial \boldsymbol{w}}{\partial t}\right)-\left(p_{f}-\alpha_{\nu} \operatorname{div} \frac{\partial \boldsymbol{w}}{\partial t}\right) I,  \tag{1.3}\\
P^{s}=\alpha_{\lambda} D(x, \boldsymbol{w})+\alpha_{\eta}(\operatorname{div} \boldsymbol{w}) I  \tag{1.4}\\
p_{f}+\bar{\chi} \alpha_{p} \operatorname{div} \boldsymbol{w}=0 \tag{1.5}
\end{gather*}
$$

Hereafter, we use the notation

$$
D(x, \boldsymbol{u})=(1 / 2)\left(\nabla_{x} \boldsymbol{u}+\left(\nabla_{x} \boldsymbol{u}\right)^{T}\right), \quad \bar{\rho}=\bar{\chi} \rho_{f}+(1-\bar{\chi}) \rho_{s}
$$

[^64]where $I$ is the unit tensor, the given function $\bar{\chi}(\boldsymbol{x})$ is the characteristic function of the pore space, the given function $\boldsymbol{F}(\boldsymbol{x}, t)$ is the dimensionless vector of distributed mass forces, $P^{f}$ is the liquid stress tensor, $P^{s}$ is the stress tensor in the solid skeleton, and $p_{f}$ is the liquid pressure.

Equations (1.1)-(1.5) mean that the displacement vector $\boldsymbol{w}$ satisfies the Stokes equations in the pore space $\Omega_{f}$ and the Lamé equations in the solid skeleton $\Omega_{s}$.

On the "solid skeleton-pore space" common boundary $\Gamma$, the displacement vector $\boldsymbol{w}$ and the liquid pressure $p_{f}$ satisfy the usual continuity condition

$$
\begin{equation*}
[\boldsymbol{w}]\left(\boldsymbol{x}_{0}, t\right)=0, \quad \boldsymbol{x}_{0} \in \Gamma, t \geq 0 \tag{1.6}
\end{equation*}
$$

and the momentum conservation law in the form

$$
\begin{equation*}
[P \cdot \mathbf{n}]\left(\boldsymbol{x}_{0}, t\right)=0, \quad \boldsymbol{x}_{0} \in \Gamma, t \geq 0 \tag{1.7}
\end{equation*}
$$

where $\mathbf{n}\left(\boldsymbol{x}_{0}\right)$ is the unit normal to the boundary at the point $\boldsymbol{x}_{0} \in \Gamma$ and

$$
\begin{gathered}
{[\varphi]\left(\boldsymbol{x}_{0}, t\right)=\varphi_{(s)}\left(\boldsymbol{x}_{0}, t\right)-\varphi_{(f)}\left(\boldsymbol{x}_{0}, t\right),} \\
\varphi_{(s)}\left(\boldsymbol{x}_{0}, t\right)=\lim _{\substack{\boldsymbol{x} \rightarrow \boldsymbol{x}_{0} \\
\boldsymbol{x} \in \Omega_{s}}} \varphi(\boldsymbol{x}, t), \quad \varphi_{(f)}\left(\boldsymbol{x}_{0}, t\right)=\lim _{\substack{\boldsymbol{x} \rightarrow \boldsymbol{x}_{0} \\
\boldsymbol{x} \in \Omega_{f}}} \varphi(\boldsymbol{x}, t) .
\end{gathered}
$$

The problem is endowed with the homogeneous initial and boundary conditions

$$
\begin{gather*}
\boldsymbol{w}(\boldsymbol{x}, 0)=0, \quad \frac{\partial \boldsymbol{w}}{\partial t}(\boldsymbol{x}, 0)=0, \quad \boldsymbol{x} \in \Omega  \tag{1.8}\\
\boldsymbol{w}(\boldsymbol{x}, t)=0, \quad \boldsymbol{x} \in S=\partial \Omega, \quad t \geq 0 \tag{1.9}
\end{gather*}
$$

The dimensionless constants $\alpha_{i}(i=\tau, \nu, \ldots)$ are defined by the formulas

$$
\begin{gathered}
\alpha_{\mu}=\frac{2 \mu \tau}{L^{2} \rho_{0}}, \quad \alpha_{\lambda}=\frac{2 \lambda \tau^{2}}{L^{2} \rho_{0}}, \quad \alpha_{\nu}=\frac{\nu \tau}{L^{2} \rho_{0}} \\
\alpha_{p}=\rho_{f} c_{f}^{2} \frac{\tau^{2}}{L^{2}}, \quad \alpha_{\eta}=\frac{\eta \tau^{2}}{L^{2} \rho_{0}}=\rho_{s} c_{s}^{2} \frac{\tau^{2}}{L^{2}}
\end{gathered}
$$

where $\mu$ is the fluid viscosity, $\nu$ is the bulk fluid viscosity, $\lambda$ and $\eta$ are elastic Lamés constants, $c_{f}$ is the speed of sound in fluids, $c_{s}$ is the speed of sound in solids, $L$ is the characteristic size of the domain under study, $\tau$ is the characteristic time of the process, $\rho_{f}$ and $\rho_{s}$ are the respective mean dimensionless densities of the liquid and solid phases correlated with the mean density of water $\rho_{0}$, and $g$ is the value of acceleration due to gravity.

The corresponding mathematical model described by system (1.1)-(1.9) is commonly used (see [2], [9]) and contains a natural small parameter $\varepsilon$, which is the pore characteristic size $l$ divided by the characteristic size $L$ of the entire porous body:

$$
\varepsilon=\frac{l}{L}
$$

Our aim is to derive all possible limiting regimes (the homogenized equations) as $\varepsilon \searrow 0$. Such an approximation significantly simplifies the original problem and at the same time preserves all of its main features. But even this approach is too difficult
to be realized, and some additional simplifying assumptions are necessary. In terms of geometrical properties of the medium, it is most expedient to simplify the problem by postulating that the porous structure is periodic.

We impose the following constraints.

- (1.., - - 1 .
(1) The domain $\Omega=(0,1)^{3}$ is a periodic repetition of an elementary cell $Y^{\varepsilon}=\varepsilon Y$, where $Y=(0,1)^{3}$ and the quantity $1 / \varepsilon$ is an integer so that $\Omega$ always contains an integer number of elementary cells $Y^{\varepsilon}$.
(2) Let $Y_{s}$ be the "solid part" of $Y$, and let the "liquid part" $Y_{f}$ of $Y$ be its open complement. We write $\gamma=\partial Y_{f} \cap \partial Y_{s}$ and assume that $\gamma$ is a Lipschitz continuous surface.
(3) The pore space $\Omega_{f}^{\varepsilon}$ is a periodic repetition of the elementary cell $\varepsilon Y_{f}$, and the solid skeleton $\Omega_{s}^{\varepsilon}$ is a periodic repetition of the elementary cell $\varepsilon Y_{s}$. The Lipschitz continuous boundary $\Gamma^{\varepsilon}=\partial \Omega_{s}^{\varepsilon} \cap \partial \Omega_{f}^{\varepsilon}$ is a periodic repetition in $\Omega$ of the boundary $\varepsilon \gamma$.

Here the essential assumptions are those last three on the geometry of the elementary cells $Y_{s}$ and $Y_{f}$ and the domains $\Omega_{s}^{\varepsilon}$ and $\Omega_{f}^{\varepsilon}$. As for the first assumption, we take the simplest structure of $\Omega$ (namely, the cube) just to simplify the procedure. In principle, for the domain $\Omega$ we can choose any bounded domain with a Lipschitz continuous boundary $S=\partial \Omega$.

Under these assumptions, we have

$$
\begin{gathered}
\bar{\chi}(\boldsymbol{x})=\chi^{\varepsilon}(\boldsymbol{x})=\chi\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \\
\bar{\rho}=\rho^{\varepsilon}(\boldsymbol{x})=\chi^{\varepsilon}(\boldsymbol{x}) \rho_{f}+\left(1-\chi^{\varepsilon}(\boldsymbol{x})\right) \rho_{s}
\end{gathered}
$$

where $\chi(\boldsymbol{y})$ is the characteristic function of $Y_{f}$ in $Y$.
We assume that all dimensionless parameters depend on the small parameter $\varepsilon$ and the (finite or infinite) limits exist:

$$
\begin{gathered}
\lim _{\varepsilon \searrow 0} \alpha_{\mu}(\varepsilon)=\mu_{0}, \quad \lim _{\varepsilon \searrow 0} \alpha_{\lambda}(\varepsilon)=\lambda_{0}, \quad \lim _{\varepsilon \searrow 0} \alpha_{\nu}(\varepsilon)=\nu_{0} \\
\lim _{\varepsilon \searrow 0} \alpha_{\eta}(\varepsilon)=\eta_{0}, \quad \lim _{\varepsilon \searrow 0} \alpha_{p}(\varepsilon)=p_{*} \\
\lim _{\varepsilon \searrow 0} \frac{\alpha_{\mu}}{\varepsilon^{2}}=\mu_{1}, \quad \lim _{\varepsilon \searrow 0} \frac{\alpha_{\lambda}}{\varepsilon^{2}}=\lambda_{1}
\end{gathered}
$$

The first research aiming to find the limiting regimes in the case where the skeleton was an absolutely rigid body was carried out by Sanchez-Palencia and Tartar. Sanchez-Palencia [9, sect. 7.2] formally obtained Darcy's law of filtration using the method of two-scale asymptotic expansions, and Tartar [9, Appendix] rigorously justified the homogenization procedure. Using the same method of two-scale expansions, Burridge and Keller [2] formally derived a system of Biot's equations from problem (1.1)-(1.9) in the case where the parameter $\alpha_{\mu}$ was of order $\varepsilon^{2}$ and the rest of the coefficients were fixed independent of $\varepsilon$. Under the same assumptions as in [2], a rigorous justification of Biot's model was given by Nguetseng [8] and later by Clopeaut et al. [3]. The most general case of problem (1.1)-(1.9) where

$$
\mu_{0}, \lambda_{0}^{-1}, \nu_{0}, p_{*}^{-1}, \eta_{0}^{-1}<\infty
$$

was studied in [6].
All these authors used Nguetseng's two-scale convergence method $[7,5]$.
In the present paper, we use the same method to investigate all possible limiting regimes in problem (1.1)-(1.9) in the cases where

$$
\nu_{0}, p_{*}, \eta_{0}<\infty ; \quad \mu_{0}=\lambda_{0}=0, \quad 0<p_{*}, \eta_{0}
$$

These cases correspond to the seismic acoustic wave propagation, where all the processes on distances of tens of thousands of meters $(L \nearrow \infty)$ come to an end in several seconds $(\tau \searrow 0)$.

We show that the homogenized equations are different types of nonstandard wave equations for a two- or one-velocity continuum (Theorem 2.2).

This is a very interesting fact: initially a one-velocity continuum becomes a twovelocity continuum after the homogenization procedure, which appears to be the result of different smoothness of the solution in the solid and liquid components:

$$
\int_{\Omega} \alpha_{\mu}(\varepsilon) \chi^{\varepsilon}\left|\nabla \boldsymbol{w}^{\varepsilon}\right|^{2} d x \leq C_{0}, \quad \int_{\Omega} \alpha_{\lambda}(\varepsilon)\left(1-\chi^{\varepsilon}\right)\left|\nabla \boldsymbol{w}^{\varepsilon}\right|^{2} d x \leq C_{0}
$$

where $C_{0}$ is a constant independent of the small parameter $\varepsilon$. To preserve the best properties of the solution, we must use the well-known extension lemma [1, 4] and extend the solution from the solid part to the liquid part and conversely. At this stage, the criteria $\mu_{1}$ and $\lambda_{1}$ become crucial. Namely, let $\boldsymbol{w}_{f}^{\varepsilon}\left(\boldsymbol{w}_{s}^{\varepsilon}\right)$ be an extension of the liquid (solid) displacements to the solid (liquid) part, and let $\mu_{1}=\lambda_{1}=\infty$. Then the limiting (homogenized) system describes the one-velocity continuum. This is because of the fact that each of the sequences $\left\{\boldsymbol{w}^{\varepsilon}\right\},\left\{\boldsymbol{w}_{f}^{\varepsilon}\right\}$, and $\left\{\boldsymbol{w}_{s}^{\varepsilon}\right\}$ two-scale converges to a function independent of the fast variable. This statement easily follows from Nguetseng's theorem.

If $\mu_{1}<\infty$ and $\lambda_{1}=\infty$ or $\mu_{1}=\infty$ and $\lambda_{1}<\infty$, then the homogenized systems describe the two-velocity continuum.

Finally, we note that, in practice, to solve a real physical problem in, for example, acoustics, one does not want to carry out the limiting procedure but, instead, wants to find a simple and reliable mathematical model describing the process. But there is only one exact (sufficiently reliable) mathematical model (1.1)-(1.9) with given physical constants (densities, viscosities, etc.), the characteristic size $L$ of the physical domain under study, and the characteristic time $\tau$ of the physical process. The small parameter $\varepsilon$ and the dimensionless quantities $\alpha_{\mu}, \alpha_{\lambda}, \alpha_{p}, \ldots$ are functions of them. Changing the values of $L$ and $\tau$ within some reasonable limits, one may find some rules for the behavior of the dimensionless quantities as the small parameter tends to zero. All possible limits of these quantities are described by conditions on $\mu_{0}$, $\lambda_{0}, \mu_{1}, \ldots$ and, as was mentioned above, each homogenized system corresponds to a given combination of them. Thus, for a given physical situation, there exists a combination of dimensionless criteria, which would suggest the choice of the form of the homogenized system for obtaining the exact mathematical model. Therefore, to find all possible homogenized systems is very important from both mathematical and practical standpoints.
2. Main results. There are various equivalent (in the sense of distributions) forms of representation of (1.1) and boundary conditions (1.6)-(1.7). In what follows, it is convenient to write them in the form of the integral identities.

We say that four functions $\left(\boldsymbol{w}^{\varepsilon}, p_{f}^{\varepsilon}, p_{s}^{\varepsilon}, q^{\varepsilon}\right)$ are a generalized solution of problem (1.1)-(1.9) if they satisfy the regularity conditions

$$
\begin{equation*}
\boldsymbol{w}^{\varepsilon}, \nabla \boldsymbol{w}^{\varepsilon}, p_{f}^{\varepsilon}, p_{s}^{\varepsilon}, q^{\varepsilon} \in L^{2}\left(\Omega_{T}\right) \tag{2.1}
\end{equation*}
$$

in the domain $\Omega_{T}=\Omega \times(0, T)$, boundary condition (1.9) in the trace sense, (1.5) and the equations

$$
\begin{gather*}
p_{s}^{\varepsilon}+\left(1-\chi^{\varepsilon}\right) \alpha_{\eta} \operatorname{div} \boldsymbol{w}^{\varepsilon}=0,  \tag{2.2}\\
q^{\varepsilon}=p_{f}^{\varepsilon}+\frac{\alpha_{\nu}}{\alpha_{p}} \frac{\partial p_{f}^{\varepsilon}}{\partial t} \tag{2.3}
\end{gather*}
$$

a.e. in $\Omega_{T}$, and, finally, the integral identity

$$
\left.\begin{array}{rl}
\int_{\Omega_{T}} & \left(\rho^{\varepsilon} \boldsymbol{w}^{\varepsilon} \cdot \frac{\partial^{2} \varphi}{\partial t^{2}}-\chi^{\varepsilon} \alpha_{\mu} D\left(\boldsymbol{x}, \boldsymbol{w}^{\varepsilon}\right): D\left(x, \frac{\partial \boldsymbol{\varphi}}{\partial t}\right)-\rho^{\varepsilon} \boldsymbol{F} \cdot \boldsymbol{\varphi}\right.  \tag{2.4}\\
\left.\quad+\left\{\left(1-\chi^{\varepsilon}\right) \alpha_{\lambda} D\left(x, \boldsymbol{w}^{\varepsilon}\right)-\left(q^{\varepsilon}+p_{s}^{\varepsilon}\right) I\right\}: D(x, \boldsymbol{\varphi})\right) d x d t=0
\end{array}\right\}
$$

for all smooth vector-functions $\varphi=\boldsymbol{\varphi}(\boldsymbol{x}, t)$ such that $\left.\varphi\right|_{\partial \Omega}=\left.\varphi\right|_{t=T}=\partial \varphi /\left.\partial t\right|_{t=T}=0$.
In this definition, we changed the form of representation of the stress tensor $P$ in the integral identity (2.4) by introducing two new unknown functions, $q^{\varepsilon}$ and $p_{s}^{\varepsilon}$, which in a certain sense have the meaning of pressure. In what follows, we call functions $q^{\varepsilon}$ and $p_{s}^{\varepsilon}$ the liquid and the solid pressure, respectively, and regard (2.3) as the state equation and equations (1.5) and (2.2) as the continuity equations. This special choice of the continuity and state equations simplifies the use of the homogenization procedure.

In (2.4), by $A: B$ we denote the convolution (or, equivalently, the inner tensor product) of two second-rank tensors along the both indices, i.e., $A: B=\operatorname{tr}\left(B^{*} \circ A\right)=$ $\sum_{i, j=1}^{3} A_{i j} B_{j i}$.

Theorems 2.1-2.2 are the main results of the paper.

$$
\begin{aligned}
& \text { Theorem 2.1., . F ......, } L^{2}(\Omega) ., ., \varepsilon>0
\end{aligned}
$$

$$
\begin{align*}
& \left.\max _{0 \leq t \leq T}\| \| \frac{\partial \boldsymbol{w}^{\varepsilon}}{\partial t}\left|+\sqrt{\alpha_{\mu}} \chi^{\varepsilon}\right| \nabla \boldsymbol{w}^{\varepsilon}\left|+\left(1-\chi^{\varepsilon}\right) \sqrt{\alpha_{\lambda}}\right| \nabla \boldsymbol{w}^{\varepsilon} \right\rvert\, \|_{2, \Omega}(t) \leq C_{0},  \tag{2.5}\\
& \left\|q^{\varepsilon}\right\|_{2, \Omega_{T}}+\left\|p_{f}^{\varepsilon}\right\|_{2, \Omega_{T}}+\left\|p_{s}^{\varepsilon}\right\|_{2, \Omega_{T}} \leq C_{0}, \tag{2.6}
\end{align*}
$$

$$
\begin{aligned}
& \text { - } C_{0}, \ldots, 1, \cdot, 1, \ldots, \cdots
\end{aligned}
$$

$$
\begin{aligned}
& \left.W_{2}^{1}(\Omega)\right), \ldots . . \\
& \boldsymbol{w}_{f}^{\varepsilon}=\boldsymbol{w}^{\varepsilon} \quad \text {, } \quad \Omega_{f}^{\varepsilon} \times(0, T), \quad \boldsymbol{w}_{s}^{\varepsilon}=\boldsymbol{w}^{\varepsilon}{ }_{\text {., }} \quad \Omega_{s}^{\varepsilon} \times(0, T), \\
& \left.\ldots, \ldots,\left\{p_{f}^{\varepsilon}\right\},\left\{q^{\varepsilon}\right\},\left\{p_{s}^{\varepsilon}\right\},\left\{\boldsymbol{w}^{\varepsilon}\right\},\left\{\chi^{\varepsilon} \boldsymbol{w}^{\varepsilon}\right\},\left\{\left(1-\chi^{\varepsilon}\right) \boldsymbol{w}^{\varepsilon}\right\},\left\{\boldsymbol{w}_{f}^{\varepsilon}\right\} \ldots, \ldots \boldsymbol{w}_{s}^{\varepsilon}\right\} \\
& \ldots, \quad \varepsilon \searrow 0, \ldots, L^{2}\left(\Omega_{T}\right) \cdot \cdot, \ldots, \ldots, p_{f}, q, p_{s,} \boldsymbol{w}, \boldsymbol{w}^{f}, \boldsymbol{w}^{s}, \boldsymbol{w}_{f, \ldots} \\
& \boldsymbol{w}_{s}, \ldots, \ldots,
\end{aligned}
$$

$(\mathrm{I}), \mu_{1}=\lambda_{1}=\infty, . ., \boldsymbol{w}_{f}=\boldsymbol{w}_{s}=\boldsymbol{w}, \ldots, \Omega_{T}, . ., ._{1}, \boldsymbol{w}, p_{f}, q$,


$$
\begin{equation*}
q=p_{f}+\frac{\nu_{0}}{p_{*}} \frac{\partial p_{f}}{\partial t}, \quad \frac{1}{m} q=\frac{1}{1-m} p_{s} \tag{2.9}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{x}, 0)=\frac{\partial \boldsymbol{w}}{\partial t}(\boldsymbol{x}, 0)=0, \quad \boldsymbol{x} \in \Omega \tag{2.10}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{x}, t) \cdot \boldsymbol{n}(\boldsymbol{x})=0, \quad \boldsymbol{x} \in S, t>0 \tag{2.11}
\end{equation*}
$$


${ }^{\prime}(\mathrm{II}), \mu_{1}=\infty, \quad \lambda_{1}<\infty, ., \ldots, \Omega_{T}, . . ., ._{1}, \boldsymbol{w}^{f}=m \boldsymbol{w}_{f}, \boldsymbol{w}^{s}, p_{f}, q$


$$
\begin{equation*}
\rho_{f} m \frac{\partial^{2} \boldsymbol{w}_{f}}{\partial t^{2}}+\rho_{s} \frac{\partial^{2} \boldsymbol{w}^{s}}{\partial t^{2}}=-\frac{1}{m} \nabla q+\hat{\rho} \boldsymbol{F} \tag{2.12}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{p_{*}} p_{f}+\frac{1}{\eta_{0}} p_{s}+m \operatorname{div} \boldsymbol{w}_{f}+\operatorname{div} \boldsymbol{w}^{s}=0 \tag{2.13}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \boldsymbol{w}^{s}}{\partial t}=(1-m) \frac{\partial \boldsymbol{w}_{f}}{\partial t}+\int_{0}^{t} B_{1}^{s}(t-\tau) \cdot \boldsymbol{z}^{s}(\boldsymbol{x}, \tau) d \tau \tag{2.14}
\end{equation*}
$$

- 

$$
\boldsymbol{z}^{s}(\boldsymbol{x}, t)=-\frac{1}{m} \nabla q(\boldsymbol{x}, t)+\rho_{s} \boldsymbol{F}(\boldsymbol{x}, t)-\rho_{s} \frac{\partial^{2} \boldsymbol{w}_{f}}{\partial t^{2}}(\boldsymbol{x}, t)
$$

$$
-, \ldots, \ldots, \lambda_{1}>0, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots
$$

$$
\begin{equation*}
\rho_{s} \frac{\partial^{2} \boldsymbol{w}^{s}}{\partial t^{2}}=\rho_{s} B_{2}^{s} \cdot \frac{\partial^{2} \boldsymbol{w}_{f}}{\partial t^{2}}+\left((1-m) I-B_{2}^{s}\right) \cdot\left(-\frac{1}{m} \nabla q+\rho_{s} \boldsymbol{F}\right) \tag{2.15}
\end{equation*}
$$

$$
\because \cdots, \ldots, \lambda_{1}=0, \quad \cdots \quad, \ldots, \ldots, \ldots, \ldots, 1(2.10),(2.12)-(2.15)-, \ldots, \ldots
$$

$$
, \cdots \boldsymbol{w}=m \boldsymbol{w}_{f}+\boldsymbol{w}^{s}
$$



``` - \(f_{i}\)..
```




``` (2.9)
\[
\begin{equation*}
\rho_{f} \frac{\partial^{2} \boldsymbol{w}^{f}}{\partial t^{2}}+\rho_{s}(1-m) \frac{\partial^{2} \boldsymbol{w}_{s}}{\partial t^{2}}=-\frac{1}{m} \nabla q+\hat{\rho} \boldsymbol{F} \tag{2.16}
\end{equation*}
\]
\[
\begin{equation*}
\frac{1}{p_{*}} p_{f}+\frac{1}{\eta_{0}} p_{s}+\operatorname{div} \boldsymbol{w}^{f}+(1-m) \operatorname{div} \boldsymbol{w}_{s}=0 \tag{2.17}
\end{equation*}
\]
\[
\begin{equation*}
\frac{\partial \boldsymbol{w}^{f}}{\partial t}=m \frac{\partial \boldsymbol{w}_{s}}{\partial t}+\int_{0}^{t} B_{1}^{f}(t-\tau) \cdot \boldsymbol{z}^{f}(\boldsymbol{x}, \tau) d \tau \tag{2.18}
\end{equation*}
\]
```

- 

$$
\boldsymbol{z}^{f}(\boldsymbol{x}, t)=-\frac{1}{m} \nabla q(\boldsymbol{x}, t)+\rho_{f} \boldsymbol{F}(\boldsymbol{x}, t)-\rho_{f} \frac{\partial^{2} \boldsymbol{w}_{s}}{\partial t^{2}}(\boldsymbol{x}, t)
$$

-..., , , $\mu_{1}>0, \ldots, ., \quad$...,., ..., -, .. .,

$$
\begin{equation*}
\rho_{f} \frac{\partial^{2} \boldsymbol{w}^{f}}{\partial t^{2}}=\rho_{f} B_{2}^{f} \cdot \frac{\partial^{2} \boldsymbol{w}_{s}}{\partial t^{2}}+\left(m I-B_{2}^{f}\right) \cdot\left(-\frac{1}{m} \nabla q+\rho_{f} \boldsymbol{F}\right) \tag{2.19}
\end{equation*}
$$

$$
\because \cdots, \quad, \mu_{1}=0, \cdots, \ldots, \ldots, \quad, \ldots,(2.9),(2.16)-(2.19)-, \ldots, \ldots
$$

$$
,, \ldots ., \ldots, 1,-\cdots,, 1, \cdots,(2.10), \cdots, \ldots, \cdots, \cdots, \cdots,
$$

$$
\cdots \cdots, \boldsymbol{w}^{\prime}=\boldsymbol{w}^{f}+(1-m) \boldsymbol{w}
$$

$$
\begin{equation*}
\cdot \boldsymbol{w}^{\prime \prime}=\boldsymbol{w}^{f}+(1-m) \boldsymbol{w}_{s} \tag{5.45}
\end{equation*}
$$

$$
\begin{equation*}
(2.18)-(2.19), \ldots, B_{1}^{f}(t), B_{2}^{f} \tag{5.44}
\end{equation*}
$$




$$
\begin{equation*}
\frac{\partial \boldsymbol{w}}{\partial t}=\int_{0}^{t} B(t-\tau) \cdot \nabla q(\boldsymbol{x}, \tau) d \tau+\boldsymbol{f}(\boldsymbol{x}, t) \tag{2.9}
\end{equation*}
$$


As was mentioned above, even in the most simple case (I) with $\nu_{0}=0$, Theorem 2.2 gives the standard wave equation for the solid pressure $p_{s}$ but with a completely new speed of sound in the mixture, which includes the porosity, densities, and speeds of sound in the solid and liquid components.

In the next simple case (IV) with $\nu_{0}=0$, Theorem 2.2 gives a new wave equation for the solid pressure in the form

$$
\begin{equation*}
\frac{\partial p_{s}}{\partial t}=\int_{0}^{t} \operatorname{div}\left(\widetilde{B}(t-\tau) \cdot \nabla p_{s}(\boldsymbol{x}, \tau)\right) d \tau \tag{2.21}
\end{equation*}
$$

Here $\widetilde{B}(0)=c^{2} I$, where the time derivative of the matrix $\widetilde{B}(t)$ is generally unbounded at $t=0$. This equation has no simple solutions like traveling waves and requires a special analysis even for the smooth matrix $\widetilde{B}(t)$.

The rest of the homogenized models described by Theorem 2.2 are much more complicated than the model (2.21). This is natural, because one cannot expect that a simple model gives an "accurate" approximation of the very complicated original model (1.1)-(1.9).

## 3. Preliminaries.

3.1. Two-scale convergence. The justification of Theorem 2.2 is based on a systematic use of the two-scale convergence method, which was proposed by Nguetseng [7] and has been recently used in a wide range of homogenization problems (see, for example, the survey [5]).

DEfinition 3.1. . . . $\left\{w^{\varepsilon}\right\} \subset L^{2}\left(\Omega_{T}\right)$ , $\cdots, \ldots W \in L^{2}\left(\Omega_{T} \times Y\right)_{-}, \ldots, \ldots, \cdots, \ldots, \cdots, \cdots, 1$

$$
\begin{align*}
& \text { (3.1) } \lim _{\varepsilon \searrow 0} \int_{\Omega_{T}} w^{\varepsilon}(\boldsymbol{x}, t) \sigma\left(\boldsymbol{x}, t, \frac{\boldsymbol{x}}{\varepsilon}\right) d \boldsymbol{x} d t=\int_{\Omega_{T}} \int_{Y} W(\boldsymbol{x}, t, \boldsymbol{y}) \sigma(\boldsymbol{x}, t, \boldsymbol{y}) d \boldsymbol{y} d \boldsymbol{x} d t  \tag{3.1}\\
& \Omega_{T}
\end{align*}
$$

$\Omega_{T}$
The existence and the main properties of weakly convergent sequences are established by the following fundamental theorem [7, 5].

 - $W, \nabla_{y} W, \ldots, \cdots$,

Corollary 3.3. $\sigma \in L^{2}(Y), \sigma^{\varepsilon}(\boldsymbol{x})=\sigma(\boldsymbol{x} / \varepsilon)$
$\left\{w^{\varepsilon}\right\} \subset L^{2}\left(\Omega_{T}\right) \cdot, \ldots, \ldots ., \cdot W \in L^{2}\left(\Omega_{T} \times Y\right) \cdots, \cdots, \ldots\left\{\sigma^{\varepsilon} w^{\varepsilon}\right\}$
-•, .., ,., . ., .. .., .., $\sigma W$
3.2. An extension lemma. A typical difficulty in homogenization problems like problem (1.1)-(1.7) arises in passing to the limit as $\varepsilon \searrow 0$ because of the fact that the bounds on the displacement gradient $\nabla \boldsymbol{w}^{\varepsilon}$ may be different in the liquid and solid components. The classical approach to overcoming this difficulty consists in constructing an extension of the displacement field defined merely on $\Omega_{s}$ or $\Omega_{f}$ to the whole $\Omega$. The following lemma is valid due to the well-known results from $[1,4,8]$. We formulate it in the form convenient for us.

$$
\begin{align*}
& \ldots ., 1, \ldots ., \cdots, 1,1, \ldots, \ldots, \Omega_{f}^{\varepsilon}, \Omega_{s, 1, \ldots}^{\varepsilon} \ldots \ldots w^{\varepsilon}, \text {. } \\
& \chi^{\varepsilon}(\boldsymbol{x})\left(\boldsymbol{w}_{f}^{\varepsilon}(\boldsymbol{x})-\boldsymbol{w}^{\varepsilon}(\boldsymbol{x})\right)=0, \quad\left(1-\chi^{\varepsilon}(\boldsymbol{x})\right)\left(\boldsymbol{w}_{s}^{\varepsilon}(\boldsymbol{x})-\boldsymbol{w}^{\varepsilon}(\boldsymbol{x})\right)=0, \quad \boldsymbol{x} \in \Omega,  \tag{3.2}\\
& \left\|\boldsymbol{w}_{i}^{\varepsilon}\right\|_{2, \Omega} \leq C\left\|\boldsymbol{w}^{\varepsilon}\right\|_{2, \Omega_{i}^{\varepsilon}}, \quad\left\|D\left(x, \boldsymbol{w}_{i}^{\varepsilon}\right)\right\|_{2, \Omega} \leq C\left\|D\left(x, \boldsymbol{w}^{\varepsilon}\right)\right\|_{2, \Omega_{i}^{\varepsilon}}, i=f, s, \tag{3.3}
\end{align*}
$$

$$
\begin{aligned}
& \text {,. } \varepsilon
\end{aligned}
$$

3.3. Some notation. Further we denote the following:
(1)

$$
\langle\Phi\rangle_{Y}=\int_{Y} \Phi d y, \quad\langle\Phi\rangle_{Y_{f}}=\int_{Y} \chi \Phi d y, \quad\langle\Phi\rangle_{Y_{s}}=\int_{Y}(1-\chi) \Phi d y
$$

(2) If $\mathbf{a}$ and $\mathbf{b}$ are two vectors, then the matrix $\mathbf{a} \otimes \mathbf{b}$ is defined by the formula

$$
(\mathbf{a} \otimes \mathbf{b}) \cdot \mathbf{c}=\mathbf{a}(\mathbf{b} \cdot \mathbf{c})
$$

for any vector $\mathbf{c}$.
4. Proof of Theorem 2.1. Estimates (2.5)-(2.6) follow from the energy equality in the form

$$
\begin{gather*}
\frac{d}{d t}\left\{\int_{\Omega} \rho^{\varepsilon}\left(\frac{\partial \boldsymbol{w}^{\varepsilon}}{\partial t}\right)^{2}+\alpha_{\lambda} \int_{\Omega}\left(1-\chi^{\varepsilon}\right) D\left(x, \boldsymbol{w}^{\varepsilon}\right): D\left(x, \boldsymbol{w}^{\varepsilon}\right) d x\right. \\
\left.+\alpha_{p} \int_{\Omega} \chi^{\varepsilon}\left(\operatorname{div} \boldsymbol{w}^{\varepsilon}\right)^{2} d x+\alpha_{\eta} \int_{\Omega}\left(1-\chi^{\varepsilon}\right)\left(\operatorname{div} \boldsymbol{w}^{\varepsilon}\right)^{2} d x\right\}+\alpha_{\nu} \int_{\Omega} \chi^{\varepsilon}\left(\operatorname{div} \frac{\partial \boldsymbol{w}^{\varepsilon}}{\partial t}\right)^{2} d x \\
1) \quad+\alpha_{\mu} \int_{\Omega} \chi^{\varepsilon} D\left(x, \frac{\partial \boldsymbol{w}^{\varepsilon}}{\partial t}\right): D\left(x, \frac{\partial \boldsymbol{w}^{\varepsilon}}{\partial t}\right) d x=\int_{\Omega} \rho^{\varepsilon} \frac{\partial \boldsymbol{F}}{\partial t} \cdot \frac{\partial \boldsymbol{w}^{\varepsilon}}{\partial t} d x \tag{4.1}
\end{gather*}
$$

if we use Hölder, Gronwall, and Korn inequalities and extension Lemma 3.4. In turn, the energy equality (4.1) follows from (1.1) if we express the stress tensor $P$ and the liquid pressure $p_{f}$ using state equations (1.2)-(1.4) and continuity equation (1.5), multiply the result by $\partial \boldsymbol{w}^{\varepsilon} / \partial t$, and integrate by parts. Note that all terms on the "solid skeleton-pore space" interface $\Gamma^{\varepsilon}$ disappear due to boundary conditions (1.6)-(1.7).

The same estimates (2.5)-(2.6) guarantee the existence and uniqueness of the generalized solution for problem (1.1)-(1.9).

## 5. Proof of Theorem 2.2.

5.1. Weak and two-scale limits of sequences of displacements and pressures. First, we use Lemma 3.4 and conclude that there are functions $\boldsymbol{w}_{f}^{\varepsilon}, \boldsymbol{w}_{s}^{\varepsilon} \in$ $L^{\infty}\left(0, T ; W_{2}^{1}(\Omega)\right)$ such that

$$
\boldsymbol{w}_{f}^{\varepsilon}=\boldsymbol{w}^{\varepsilon} \text { in } \Omega_{f}^{\varepsilon} \times(0, T), \quad \boldsymbol{w}_{s}^{\varepsilon}=\boldsymbol{w}^{\varepsilon} \text { in } \Omega_{s}^{\varepsilon} \times(0, T)
$$

By Theorem 2.1, the sequences $\left\{p_{f}^{\varepsilon}\right\},\left\{q^{\varepsilon}\right\},\left\{p_{s}^{\varepsilon}\right\},\left\{\boldsymbol{w}^{\varepsilon}\right\},\left\{\boldsymbol{w}_{f}^{\varepsilon}\right\},\left\{\sqrt{\alpha_{\mu}} \nabla \boldsymbol{w}_{f}^{\varepsilon}\right\},\left\{\boldsymbol{w}_{s}^{\varepsilon}\right\}$, and $\left\{\sqrt{\alpha_{\lambda}} \nabla \boldsymbol{w}_{s}^{\varepsilon}\right\}$ are bounded in $L^{2}\left(\Omega_{T}\right)$. Hence there exists a subsequence of small parameters $\{\varepsilon>0\}$ and functions $p_{f}, q, p_{s}, \boldsymbol{w}, \boldsymbol{w}_{f}$, and $\boldsymbol{w}_{s}$ such that

$$
\begin{equation*}
p_{f}^{\varepsilon} \rightharpoonup p_{f}, \quad q^{\varepsilon} \rightharpoonup q, \quad p_{s}^{\varepsilon} \rightharpoonup p_{s}, \quad \boldsymbol{w}^{\varepsilon} \rightharpoonup \boldsymbol{w}, \quad \boldsymbol{w}_{f}^{\varepsilon} \rightharpoonup \boldsymbol{w}_{f}, \quad \boldsymbol{w}_{s}^{\varepsilon} \rightharpoonup \boldsymbol{w}_{s} \tag{5.1}
\end{equation*}
$$

weakly in $L^{2}\left(\Omega_{T}\right)$ as $\varepsilon \searrow 0$.
Note also that

$$
\begin{equation*}
\left(1-\chi^{\varepsilon}\right) \alpha_{\lambda} D\left(x, \boldsymbol{w}_{s}^{\varepsilon}\right) \rightarrow 0, \quad \chi^{\varepsilon} \alpha_{\mu} D\left(x, \boldsymbol{w}_{f}^{\varepsilon}\right) \rightarrow 0 \tag{5.2}
\end{equation*}
$$

strongly in $L^{2}\left(\Omega_{T}\right)$ as $\varepsilon \searrow 0$.
Relabeling if necessary, we assume that the sequences themselves converge.

By Nguetseng's theorem, there exist functions $P_{f}(\boldsymbol{x}, t, \boldsymbol{y}), P_{s}(\boldsymbol{x}, t, \boldsymbol{y}), Q(\boldsymbol{x}, t, \boldsymbol{y})$, $\boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y}), \boldsymbol{W}_{f}(\boldsymbol{x}, t, \boldsymbol{y})$, and $\boldsymbol{W}_{s}(\boldsymbol{x}, t, \boldsymbol{y})$ that are one-periodic in $\boldsymbol{y}$ and satisfy the condition that the sequences $\left\{p_{f}^{\varepsilon}\right\},\left\{p_{s}^{\varepsilon}\right\},\left\{q^{\varepsilon}\right\},\left\{\boldsymbol{w}^{\varepsilon}\right\},\left\{\boldsymbol{w}_{f}^{\varepsilon}\right\}$, and $\left\{\boldsymbol{w}_{s}^{\varepsilon}\right\}$ two-scale converge to $P_{f}(\boldsymbol{x}, t, \boldsymbol{y}), P_{s}(\boldsymbol{x}, t, \boldsymbol{y}), Q(\boldsymbol{x}, t, \boldsymbol{y}), \boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y}), \boldsymbol{W}_{f}(\boldsymbol{x}, t, \boldsymbol{y})$, and $\boldsymbol{W}_{s}(\boldsymbol{x}, t, \boldsymbol{y})$, respectively.

LEMMA 5.1., $\mu_{1}=\infty\left(\lambda_{1}=\infty\right), \ldots, \boldsymbol{W}_{f}(\boldsymbol{x}, t, \boldsymbol{y})=\boldsymbol{w}_{f}(\boldsymbol{x}, t), \chi(\boldsymbol{y}) \boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y})=$ $\chi(\boldsymbol{y}) \boldsymbol{w}_{f}(\boldsymbol{x}, t), \quad \boldsymbol{w}^{f}=\langle\boldsymbol{W}\rangle_{Y_{f}}=m \boldsymbol{w}_{f}\left(\boldsymbol{W}_{s}(\boldsymbol{x}, t, \boldsymbol{y})=\boldsymbol{w}_{s}(\boldsymbol{x}, t),(1-\chi(\boldsymbol{y})) \boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y})\right.$ $\left.=(1-\chi(\boldsymbol{y})) \boldsymbol{w}_{s}(\boldsymbol{x}, t), \quad \boldsymbol{w}^{s}=\langle\boldsymbol{W}\rangle_{Y_{s}}=(1-m) \boldsymbol{w}_{s}\right)$
, ,.. Suppose that $\mu_{1}=\infty$, and let $\Psi(\boldsymbol{x}, t, \boldsymbol{y})$ be an arbitrary smooth scalar function periodic in $\boldsymbol{y}$. The sequence $\left\{\sigma_{i j}^{\varepsilon}\right\}$, where

$$
\sigma_{i j}^{\varepsilon}=\int_{\Omega} \sqrt{\alpha_{\lambda}} \frac{\partial w_{f, i}^{\varepsilon}}{\partial x_{j}}(\boldsymbol{x}, t) \Psi(\boldsymbol{x}, t, \boldsymbol{x} / \varepsilon) d x, \quad \boldsymbol{w}_{f}^{\varepsilon}=\left(w_{f, 1}^{\varepsilon}, w_{f, 2}^{\varepsilon}, w_{f, 3}^{\varepsilon}\right)
$$

is uniformly bounded in $\varepsilon$. Therefore,

$$
\int_{\Omega} \varepsilon \frac{\partial w_{f, i}^{\varepsilon}}{\partial x_{j}}(\boldsymbol{x}, t) \Psi(\boldsymbol{x}, t, \boldsymbol{x} / \varepsilon) d x=\frac{\varepsilon}{\sqrt{\alpha_{\lambda}}} \sigma_{i j}^{\varepsilon} \rightarrow 0
$$

as $\varepsilon \searrow 0$, which is equivalent to

$$
\int_{\Omega} \int_{Y} W_{f, i}(\boldsymbol{x}, t, \boldsymbol{y}) \frac{\partial \Psi}{\partial y_{j}}(\boldsymbol{x}, t, \boldsymbol{y}) d x d y=0, \quad \boldsymbol{W}_{f}=\left(W_{f, 1}, W_{f, 2}, W_{f, 3}\right)
$$

or $\boldsymbol{W}_{f}(\boldsymbol{x}, t, \boldsymbol{y})=\boldsymbol{w}_{f}(\boldsymbol{x}, t)$. Therefore taking the two-scale limit as $\varepsilon \searrow 0$ in the relation $\chi^{\varepsilon}\left(\boldsymbol{w}^{\varepsilon}-\boldsymbol{w}_{f}^{\varepsilon}\right)=0$, we arrive at

$$
\chi(\boldsymbol{y}) \boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y})=\chi(\boldsymbol{y}) \boldsymbol{w}_{f}
$$

5.2. Micro- and macroscopic equations. We start the proof of the theorem from the macro- and microscopic equations related to the continuity equations.



$$
\begin{gather*}
Q=q \chi / m, P_{f}=p_{f} \chi / m, P_{s}=p_{s}(1-\chi) /(1-m), Q=P+\nu_{0} p_{*}^{-1} \partial P / \partial t  \tag{5.3}\\
q / m=p_{s} /(1-m), \quad q=p_{f}+\nu_{0} p_{*}^{-1} \partial p_{f} / \partial t  \tag{5.4}\\
p_{f} / p_{*}+p_{s} / \eta_{0}+\operatorname{div} \boldsymbol{w}=0  \tag{5.5}\\
\boldsymbol{w}(\boldsymbol{x}, t) \cdot \boldsymbol{n}(\boldsymbol{x})=0, \quad \boldsymbol{x} \in S, t>0  \tag{5.6}\\
\operatorname{div}_{y} \boldsymbol{W}=0  \tag{5.7}\\
\boldsymbol{W}=\chi \boldsymbol{W}_{f}+(1-\chi) \boldsymbol{W}_{s} \tag{5.8}
\end{gather*}
$$

In order to prove (5.3), into (2.4) we substitute the test function $\boldsymbol{\psi}^{\varepsilon}=$ $\varepsilon \boldsymbol{\psi}(\boldsymbol{x}, t, \boldsymbol{x} / \varepsilon)$, where $\boldsymbol{\psi}(\boldsymbol{x}, t, \boldsymbol{y})$ is an arbitrary one-periodic function of $\boldsymbol{y}$ that is finite on $Y_{f}$ (or finite on $Y_{s}$ or finite on $Y$ ). Passing to the limit as $\varepsilon \searrow 0$, we obtain

$$
\begin{equation*}
\nabla_{y} Q=0, \boldsymbol{y} \in Y_{f} ; \nabla_{y} P_{s}=0, \boldsymbol{y} \in Y_{s} ; \nabla_{y}\left(Q+P_{s}\right)=0, \boldsymbol{y} \in Y \tag{5.9}
\end{equation*}
$$

Next, fulfilling the two-scale passage to the limit in the state equation (2.3) and in the relations

$$
\left(1-\chi^{\varepsilon}\right) q^{\varepsilon}=0, \quad \chi^{\varepsilon} p_{s}^{\varepsilon}=0
$$

we arrive at the last equation in (5.3) and the relations

$$
(1-\chi) Q=0, \quad \chi P_{s}=0
$$

which together with the first two equations in (5.9) prove the first three equations in (5.3).

The second equation in (5.4) is the result of integration of the last equation in (5.3) over the domain $Y_{f}$.

The first relation in (5.4) follows from (5.3) and the last equation in (5.9): the sequence $\left\{\left(q^{\varepsilon}+p_{s}^{\varepsilon}\right)\right\}$ two-scale converges to $\left(Q+P_{s}\right)=\left(q+p_{s}\right)$.

Equations (5.5)-(5.7) appear as a result of the two-scale passage to the limit in (1.5) and (2.2) with the proper test functions being involved. Thus, for example, (5.5) and (5.6) arise if we consider the linear combination of (1.5) and (2.2)

$$
\begin{equation*}
\frac{1}{\alpha_{p}} p_{f}^{\varepsilon}+\frac{1}{\alpha_{\eta}} p_{s}^{\varepsilon}+\operatorname{div} \boldsymbol{w}^{\varepsilon}=0 \tag{5.10}
\end{equation*}
$$

multiply it by an arbitrary function independent of the "fast" variable $\boldsymbol{x} / \varepsilon$, and then pass to the limit as $\varepsilon \searrow 0$. To prove (5.7), it suffices to consider the two-scale limiting relations in (5.10) as $\varepsilon \searrow 0$ with the test functions $\varepsilon \psi(\boldsymbol{x} / \varepsilon) h(\boldsymbol{x}, t)$, where $\psi$ and $h$ are arbitrary smooth functions.

To prove (5.8), it suffices to consider the two-scale limiting relations in

$$
\boldsymbol{w}^{\varepsilon}=\chi^{\varepsilon} \boldsymbol{w}_{f}^{\varepsilon}+\left(1-\chi^{\varepsilon}\right) \boldsymbol{w}_{s}^{\varepsilon} .
$$

Lemma 5.3.

$$
\begin{equation*}
\rho_{f} \frac{\partial^{2} \boldsymbol{w}^{f}}{\partial t^{2}}+\rho_{s} \frac{\partial^{2} \boldsymbol{w}^{s}}{\partial t^{2}}=-\frac{1}{m} \nabla q+\hat{\rho} \boldsymbol{F} \tag{5.11}
\end{equation*}
$$

-.,-, •
1.. Substituting a test function of the form $\boldsymbol{\psi}=\boldsymbol{\psi}(\boldsymbol{x}, t)$ into integral identity (2.4) and passing to the limit as $\varepsilon \searrow 0$, we arrive at (5.11).

Lemma 5.4. , $\mu_{1}=\infty, \lambda_{1}<\infty$.,., $Y_{s,}$......., $\boldsymbol{W}^{s}=$


$$
\begin{gather*}
\rho_{s} \frac{\partial^{2} \boldsymbol{W}^{s}}{\partial t^{2}}=\lambda_{1} \triangle_{y} \boldsymbol{W}^{s}-\nabla_{y} R^{s}-\frac{1}{m} \nabla q+\rho_{s} \boldsymbol{F}, \quad \boldsymbol{y} \in Y_{s}  \tag{5.12}\\
\boldsymbol{W}^{s}=\boldsymbol{w}_{f}, \quad \boldsymbol{y} \in \gamma \tag{5.13}
\end{gather*}
$$

-..., $\lambda_{1}>0, \ldots, \ldots, \ldots, \ldots$,

$$
\begin{gather*}
\rho_{s} \frac{\partial^{2} \boldsymbol{W}^{s}}{\partial t^{2}}=-\nabla_{y} R^{s}-\frac{1}{m} \nabla q+\rho_{s} \boldsymbol{F}, \quad \boldsymbol{y} \in Y_{s},  \tag{5.14}\\
\left(\boldsymbol{W}^{s}-\boldsymbol{w}_{f}\right) \cdot \boldsymbol{n}=0, \quad \boldsymbol{y} \in \gamma, \tag{5.15}
\end{gather*}
$$

-, $\quad, \quad \lambda_{1}=0$

$$
\begin{equation*}
\boldsymbol{W}^{s}(\boldsymbol{y}, 0)=\frac{\partial \boldsymbol{W}^{s}}{\partial t}(\boldsymbol{y}, 0)=0, \quad \boldsymbol{y} \in Y_{s} \tag{5.16}
\end{equation*}
$$

(5.15) n-, .. .,.., . . ., $\gamma$
$\ldots$... The differential equations (5.12) and (5.14) follow as $\varepsilon \searrow 0$ from integral equality (2.4) with the test function $\boldsymbol{\psi}=\boldsymbol{\varphi}\left(x \varepsilon^{-1}\right) \cdot h(\boldsymbol{x}, t)$, where $\boldsymbol{\varphi}$ is solenoidal and finite in $Y_{s}$.

The boundary condition (5.13) is a consequence of the two-scale convergence of the sequence $\left\{\sqrt{\alpha_{\lambda}} \nabla_{x} \boldsymbol{w}^{\varepsilon}\right\}$ to the function $\sqrt{\lambda_{1}} \nabla_{y} \boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y})$. By this convergence, the function $\nabla_{y} \boldsymbol{W}(\boldsymbol{x}, t, \boldsymbol{y})$ is $L^{2}$-integrable in $Y$. The boundary condition (5.15) follows from (5.7)-(5.8) and the relation $\boldsymbol{W}_{f}=\boldsymbol{w}_{f}$.

In the same way, one can prove the following lemma.
Lemma 5.5. . $\mu_{1}<\infty, \lambda_{1}=\infty \quad ., \ldots, Y_{f}, . . . . . ., \quad \boldsymbol{W}^{f}=\chi \boldsymbol{W}$


$$
\begin{gather*}
\rho_{f} \frac{\partial^{2} \boldsymbol{W}^{f}}{\partial t^{2}}=\mu_{1} \triangle_{y} \frac{\partial \boldsymbol{W}^{f}}{\partial t}-\nabla_{y} R^{f}-\frac{1}{m} \nabla q+\rho_{f} \boldsymbol{F}, \quad \boldsymbol{y} \in Y_{f}  \tag{5.17}\\
\boldsymbol{W}^{f}=\boldsymbol{w}_{s}, \quad \boldsymbol{y} \in \gamma \tag{5.18}
\end{gather*}
$$



$$
\begin{gather*}
\rho_{f} \frac{\partial^{2} \boldsymbol{W}^{f}}{\partial t^{2}}=-\nabla_{y} R^{f}-\frac{1}{m} \nabla q+\rho_{f} \boldsymbol{F}, \quad \boldsymbol{y} \in Y_{f}  \tag{5.19}\\
\left(\boldsymbol{W}^{f}-\boldsymbol{w}_{s}\right) \cdot \boldsymbol{n}=0, \quad \boldsymbol{y} \in \gamma \tag{5.20}
\end{gather*}
$$



$$
\begin{equation*}
\boldsymbol{W}^{f}(\boldsymbol{y}, 0)=\frac{\partial \boldsymbol{W}^{f}}{\partial t}(\boldsymbol{y}, 0)=0, \quad \boldsymbol{y} \in Y_{f} \tag{5.21}
\end{equation*}
$$

Lemma 5.6. . . $\mu_{1}<\infty, \lambda_{1}<\infty, \ldots \tilde{\rho}=\rho_{f} \chi+\rho_{s}(1-\chi) \quad$., ., $Y, \ldots$


$$
\left.\begin{array}{l}
\tilde{\rho} \partial^{2} \boldsymbol{W} / \partial t^{2}+1 / m \nabla q-\tilde{\rho} \boldsymbol{F}  \tag{5.22}\\
=\operatorname{div}_{y}\left\{\mu_{1} \chi D(y, \partial \boldsymbol{W} / \partial t)+\lambda_{1}(1-\chi) D(y, \boldsymbol{W})-R I\right\}
\end{array}\right\}
$$

$$
\begin{equation*}
\boldsymbol{W}(\boldsymbol{y}, 0)=\frac{\partial \boldsymbol{W}}{\partial t}(\boldsymbol{y}, 0)=0, \quad \boldsymbol{y} \in Y \tag{5.23}
\end{equation*}
$$

In the proof of the last lemma, we additionally use Nguetseng's theorem, which states that the sequence $\left\{\varepsilon D\left(x, \boldsymbol{w}^{\varepsilon}\right)\right\}$ two-scale converges to the function $D(y, \boldsymbol{W})$.
5.3. Homogenized equations. Lemmas 5.2 and 5.3 imply the following lemma.

$$
\text { LEMMA 5.7., } \mu_{1}=\lambda_{1}=\infty \quad ., \boldsymbol{w}_{f}=\boldsymbol{w}_{s}=\boldsymbol{w}, \ldots, \Omega_{T}, \ldots, \ldots
$$



$$
\begin{gather*}
\hat{\rho} \frac{\partial^{2} \boldsymbol{w}}{\partial t^{2}}=-\frac{1}{m} \nabla q+\hat{\rho} \boldsymbol{F}  \tag{5.24}\\
\frac{1}{p_{*}} p_{f}+\frac{1}{\eta_{0}} p_{s}+\operatorname{div} \boldsymbol{w}=0 \tag{5.25}
\end{gather*}
$$

$$
\begin{equation*}
q=p_{f}+\frac{\nu_{0}}{p_{*}} \frac{\partial p_{f}}{\partial t}, \quad \frac{1}{m} q=\frac{1}{1-m} p_{s} \tag{5.26}
\end{equation*}
$$



$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{x}, 0)=\frac{\partial \boldsymbol{w}}{\partial t}(\boldsymbol{x}, 0)=0, \quad \boldsymbol{x} \in \Omega \tag{5.27}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{x}, t) \cdot \boldsymbol{n}(\boldsymbol{x})=0, \quad \boldsymbol{x} \in S, t>0 \tag{5.28}
\end{equation*}
$$

Lemma 5.8. . $\mu_{1}=\infty, \lambda_{1}<\infty$.,., $\Omega_{T}, \ldots, \ldots, \ldots, \boldsymbol{w}_{f}, \boldsymbol{w}^{s}$

(5.26)

$$
\begin{equation*}
\rho_{f} m \frac{\partial^{2} \boldsymbol{w}_{f}}{\partial t^{2}}+\rho_{s} \frac{\partial^{2} \boldsymbol{w}^{s}}{\partial t^{2}}=-\frac{1}{m} \nabla q+\hat{\rho} \boldsymbol{F} \tag{5.29}
\end{equation*}
$$



$$
\begin{equation*}
\frac{1}{p_{*}} p_{f}+\frac{1}{\eta_{0}} p_{s}+m \operatorname{div} \boldsymbol{w}_{f}+\operatorname{div} \boldsymbol{w}^{s}=0 \tag{5.30}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \boldsymbol{w}^{s}}{\partial t}=(1-m) \frac{\partial \boldsymbol{w}_{f}}{\partial t}+\int_{0}^{t} B_{1}^{s}(t-\tau) \cdot \boldsymbol{z}^{s}(\boldsymbol{x}, \tau) d \tau \tag{5.31}
\end{equation*}
$$

- 

$$
\boldsymbol{z}^{s}(\boldsymbol{x}, t)=-\frac{1}{m} \nabla q(\boldsymbol{x}, t)+\rho_{s} \boldsymbol{F}(\boldsymbol{x}, t)-\rho_{s} \frac{\partial^{2} \boldsymbol{w}_{f}}{\partial t^{2}}(\boldsymbol{x}, t)
$$



$$
\begin{equation*}
\rho_{s} \frac{\partial^{2} \boldsymbol{w}^{s}}{\partial t^{2}}=\rho_{s} B_{2}^{s} \cdot \frac{\partial^{2} \boldsymbol{w}_{f}}{\partial t^{2}}+\left((1-m) I-B_{2}^{s}\right) \cdot\left(-\frac{1}{m} \nabla q+\rho_{s} \boldsymbol{F}\right) \tag{5.32}
\end{equation*}
$$

$$
\begin{equation*}
\because,{ }^{\prime} \tag{5.39}
\end{equation*}
$$

,... Equation (5.29) follows directly from (5.11). The continuity equation (5.30) follows from (5.5) if we take into account that

$$
\boldsymbol{w}=m \boldsymbol{w}_{f}+\boldsymbol{w}^{s}
$$

To find the last two equations (5.31) and (5.32), we just have to solve the system of microscopic equations $(5.7),(5.12)-(5.16)$ and use the formula

$$
\boldsymbol{w}^{s}=\langle\boldsymbol{W}\rangle_{Y_{s}}
$$

There are two different cases.
(a) If $\lambda_{1}>0$, then the solution of the system of microscopic equations (5.7), (5.12), and (5.13) supplemented with the homogeneous initial data (5.16) is given by the formulas

$$
\begin{gathered}
\boldsymbol{W}^{s}=\int_{0}^{t}\left(\boldsymbol{v}(\boldsymbol{x}, \tau)+\sum_{i=1}^{3} \boldsymbol{W}^{s, i}(\boldsymbol{y}, t-\tau) z_{i}^{s}(\boldsymbol{x}, \tau)\right) d \tau \\
R^{s}=\int_{0}^{t} \sum_{i=1}^{3} R^{s, i}(\boldsymbol{y}, t-\tau) z_{i}^{s}(\boldsymbol{x}, \tau) d \tau, \quad \boldsymbol{z}^{s}=\left(z_{1}^{s}, z_{2}^{s}, z_{3}^{s}\right),
\end{gathered}
$$

and the functions $\boldsymbol{W}^{s, i}(\boldsymbol{y}, t)$ and $R^{s, i}(\boldsymbol{y}, t)$ are defined by virtue of the periodic initial boundary value problem

$$
\begin{gather*}
\rho_{s} \frac{\partial^{2} \boldsymbol{W}^{s, i}}{\partial t^{2}}-\lambda_{1} \triangle \boldsymbol{W}^{s, i}+\nabla R^{s, i}=0, \quad \boldsymbol{y} \in Y_{s}, t>0  \tag{5.33}\\
\operatorname{div}_{y} \boldsymbol{W}^{s, i}=0, \quad \boldsymbol{y} \in Y_{s}, t>0  \tag{5.34}\\
\boldsymbol{W}^{s, i}=0, \quad \boldsymbol{y} \in \gamma, t>0  \tag{5.35}\\
\boldsymbol{W}^{s, i}(y, 0)=0, \quad \rho_{s} \frac{\partial \boldsymbol{W}^{s, i}}{\partial t}(\boldsymbol{y}, 0)=\boldsymbol{e}_{i}, \quad \boldsymbol{y} \in Y_{s} \tag{5.36}
\end{gather*}
$$

In (5.36), $\boldsymbol{e}_{i}$ is the standard Cartesian basis vector.
Therefore,

$$
\begin{equation*}
B_{1}^{s}(t)=\left\langle\sum_{i=1}^{3} \frac{\partial \boldsymbol{W}^{s, i}}{\partial t}\right\rangle_{Y_{s}}(t) \otimes \boldsymbol{e}_{i} \tag{5.37}
\end{equation*}
$$

Note that (5.33) is understood in the sense of distributions and the function $B_{1}^{s}(t)$ has no time derivative at $t=0$.
(b) If $\lambda_{1}=0$, then in solving the system (5.7), (5.14), (5.15), and (5.16), we first find the pressure $R^{s}(\boldsymbol{x}, t, \boldsymbol{y})$ by solving the Neumann problem for the Laplace equation in $Y_{s}$ in the form

$$
R^{s}(\boldsymbol{x}, t, \boldsymbol{y})=\sum_{i=1}^{3} R_{s, i}(\boldsymbol{y}) z_{i}^{s}(\boldsymbol{x}, t)
$$

where $R_{s, i}(\boldsymbol{y})$ is the solution of the problem

$$
\begin{equation*}
\triangle_{y} R_{s, i}=0, \quad \boldsymbol{y} \in Y_{s} ; \quad \nabla_{y} R_{s, i} \cdot \boldsymbol{n}=\boldsymbol{n} \cdot \boldsymbol{e}_{i}, \quad \boldsymbol{y} \in \gamma ; \quad\left\langle R_{s, i}\right\rangle_{Y_{s}}=0 \tag{5.38}
\end{equation*}
$$

Formula (5.32) is the result of integration of (5.14) over the domain $Y_{s}$ and

$$
\begin{equation*}
B_{2}^{s}=\sum_{i=1}^{3}\left\langle\nabla R_{s, i}\right\rangle_{Y_{s}} \otimes \boldsymbol{e}_{i} \tag{5.39}
\end{equation*}
$$

where the matrix $B=\left((1-m) I-B_{2}^{s}\right)$ is symmetric and strictly positive definite. In fact, let $\tilde{R}=\sum_{i=1}^{3} R_{s, i} \xi_{i}$ for any unit vector $\boldsymbol{\xi}=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$. Then

$$
(B \cdot \boldsymbol{\xi}) \cdot \boldsymbol{\xi}=\left\langle(\boldsymbol{\xi}-\nabla \tilde{R})^{2}\right\rangle_{Y_{f}}
$$

and $(B \cdot \boldsymbol{\xi}) \cdot \boldsymbol{\xi}=0$ if and only if $\tilde{R}$ is a linear function in $\boldsymbol{y}$. On the other hand, it follows from the assumption about the geometry of the domain $Y_{s}$ that all linear periodic functions on $Y_{s}$ are constant. Finally, the normalization condition $\left\langle R_{s, i}\right\rangle_{Y_{s}}=0$ yields that $\tilde{R}=0$. However, this is impossible, because the functions $R_{s, i}$ are linearly independent. $\quad \square$

Lemma 5.9. . $\mu_{1}<\infty, \lambda_{1}=\infty \quad ., \cdot, \Omega_{T,}, \ldots, ._{1}, \boldsymbol{w}^{f}, \boldsymbol{w}_{s}$
 (5.26)

$$
\begin{equation*}
\rho_{f} \frac{\partial^{2} \boldsymbol{w}^{f}}{\partial t^{2}}+\rho_{s}(1-m) \frac{\partial^{2} \boldsymbol{w}_{s}}{\partial t^{2}}=-\frac{1}{m} \nabla q+\hat{\rho} \boldsymbol{F} \tag{5.40}
\end{equation*}
$$

- , 1 -,$\ldots$. - -

$$
\begin{equation*}
\frac{1}{p_{*}} p_{f}+\frac{1}{\eta_{0}} p_{s}+\operatorname{div} \boldsymbol{w}^{f}+(1-m) \operatorname{div} \boldsymbol{w}_{s}=0 \tag{5.41}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \boldsymbol{w}^{f}}{\partial t}=m \frac{\partial \boldsymbol{w}_{s}}{\partial t}+\int_{0}^{t} B_{1}^{f}(t-\tau) \cdot \boldsymbol{z}^{f}(\boldsymbol{x}, \tau) d \tau \tag{5.42}
\end{equation*}
$$

- 

$$
\boldsymbol{z}^{f}(\boldsymbol{x}, t)=-\frac{1}{m} \nabla q(\boldsymbol{x}, t)+\rho_{f} \boldsymbol{F}(\boldsymbol{x}, t)-\rho_{f} \frac{\partial^{2} \boldsymbol{w}_{s}}{\partial t^{2}}(\boldsymbol{x}, t)
$$



$$
\begin{equation*}
\rho_{f} \frac{\partial^{2} \boldsymbol{w}^{f}}{\partial t^{2}}=\rho_{f} B_{2}^{f} \cdot \frac{\partial^{2} \boldsymbol{w}_{s}}{\partial t^{2}}+\left(m I-B_{2}^{f}\right) \cdot\left(-\frac{1}{m} \nabla q+\rho_{f} \boldsymbol{F}\right) \tag{5.43}
\end{equation*}
$$

$$
\begin{equation*}
\cdots \cdot(5.42)-(5.43) \cdots \quad, \cdots B_{1}^{f}(t), B_{2}^{f} \tag{5.45}
\end{equation*}
$$

 to solve the system of microscopic equations (5.7), (5.17)-(5.21) and use the formula

$$
\boldsymbol{w}^{f}=\langle\boldsymbol{W}\rangle_{Y_{f}}
$$

Thus,

$$
\begin{equation*}
B_{1}^{f}(t)=\left\langle\sum_{i=1}^{3} \frac{\partial \boldsymbol{W}^{f, i}}{\partial t}\right\rangle_{Y_{f}}(t) \otimes \boldsymbol{e}_{i} \tag{5.44}
\end{equation*}
$$

$$
\begin{equation*}
B_{2}^{f}=\sum_{i=1}^{3}\left\langle\nabla R_{f, i}\right\rangle_{Y_{f}} \otimes \boldsymbol{e}_{i} \tag{5.45}
\end{equation*}
$$

where the functions $\boldsymbol{W}^{f, i}(\boldsymbol{y}, t)$ solve the periodic initial boundary value problem

$$
\begin{gather*}
\rho_{f} \frac{\partial^{2} \boldsymbol{W}^{f, i}}{\partial t^{2}}-\mu_{1} \triangle \frac{\partial \boldsymbol{W}^{f, i}}{\partial t}+\nabla R^{f, i}=0, \quad \boldsymbol{y} \in Y_{f}, t>0  \tag{5.46}\\
\operatorname{div}_{y} \boldsymbol{W}^{f, i}=0, \quad \boldsymbol{y} \in Y_{f}, t>0  \tag{5.47}\\
\boldsymbol{W}^{f, i}=0, \quad \boldsymbol{y} \in \gamma, t>0  \tag{5.48}\\
\boldsymbol{W}^{f, i}(y, 0)=0, \quad \rho_{f} \frac{\partial \boldsymbol{W}^{f, i}}{\partial t}(y, 0)=\boldsymbol{e}_{i}, \quad \boldsymbol{y} \in Y_{f} \tag{5.49}
\end{gather*}
$$

and the functions $R_{f, i}(\boldsymbol{y})$ solve the periodic boundary value problem

$$
\begin{equation*}
\triangle_{y} R_{f, i}=0, \quad \boldsymbol{y} \in Y_{f} ; \quad \nabla_{y} R_{f, i} \cdot \boldsymbol{n}=\boldsymbol{n} \cdot \boldsymbol{e}_{i}, \quad \boldsymbol{y} \in \gamma ; \quad\left\langle R_{f, i}\right\rangle_{Y_{f}}=0 \tag{5.50}
\end{equation*}
$$

Note that, as before, the matrix $\left(m I-B_{2}^{f}\right)$ is symmetric and strictly positive definite.

The proof of Theorem 2.2 is completed by the following lemma.
Lemma 5.10. . $\mu_{1}<\infty, \lambda_{1}<\infty$.,., $\Omega_{T}, \ldots, \ldots, \ldots, \boldsymbol{w}, p_{f}, q$
 - - - , ( 5.25 ) , $(5.26), \cdots$, -..,

$$
\begin{equation*}
\frac{\partial \boldsymbol{w}}{\partial t}=\int_{0}^{t} B(t-\tau) \cdot \nabla q(\boldsymbol{x}, \tau) d \tau+\boldsymbol{f}(\boldsymbol{x}, t) \tag{5.51}
\end{equation*}
$$

- $B(t), \underset{(5.25}{\boldsymbol{f}(\boldsymbol{x}, t)}$..., , (5.58), (5.59)

, , . To derive the momentum conservation law (5.51), we must solve the system of microscopic equations (5.7), (5.22) with the initial conditions (5.23) and use the formula

$$
\boldsymbol{w}=\langle\boldsymbol{W}\rangle_{Y}
$$

Let

$$
\begin{gathered}
\boldsymbol{W}=\int_{0}^{t} \sum_{i=1}^{3}\left\{\boldsymbol{W}^{q, i}(\boldsymbol{y}, t-\tau) \frac{\partial q}{\partial x_{i}}(\boldsymbol{x}, \tau)+\boldsymbol{W}^{F, i}(\boldsymbol{y}, t-\tau) F_{i}(\boldsymbol{x}, \tau)\right\} d \tau \\
R=\int_{0}^{t} \sum_{i=1}^{3}\left\{R^{q, i}(\boldsymbol{y}, t-\tau) \frac{\partial q}{\partial x_{i}}(\boldsymbol{x}, \tau)+R^{F, i}(\boldsymbol{y}, t-\tau) F_{i}(\boldsymbol{x}, \tau)\right\} d \tau
\end{gathered}
$$

where $\boldsymbol{F}=\sum_{i=1}^{3} F_{i} \boldsymbol{e}_{i}$.

Then the pair $\{\boldsymbol{W}, R\}$ is a solution of system (5.7), (5.22) and (5.23) if and only if the functions $\left\{\boldsymbol{W}^{q, i}(\boldsymbol{y}, t), R^{q, i}(\boldsymbol{y}, t)\right\}$ and $\left\{\boldsymbol{W}^{F, i}(\boldsymbol{y}, t), R^{F, i}(\boldsymbol{y}, t)\right\}$ are periodic in $\boldsymbol{y}$ solutions of the equations

$$
\begin{align*}
& \operatorname{div}_{y}\left\{\mu_{1} \chi D\left(y, \frac{\partial \boldsymbol{W}^{q, i}}{\partial t}\right)+\right.\left.\lambda_{1}(1-\chi) D\left(y, \boldsymbol{W}^{q, i}\right)-R^{q, i} I\right\}=\tilde{\rho} \frac{\partial^{2} \boldsymbol{W}^{q, i}}{\partial t^{2}}  \tag{5.52}\\
& \operatorname{div}_{y} \boldsymbol{W}^{q, i}=0  \tag{5.53}\\
& \operatorname{div}_{y}\left\{\mu_{1} \chi D\left(y, \frac{\partial \boldsymbol{W}^{F, i}}{\partial t}\right)+\lambda_{1}(1-\chi) D\left(y, \boldsymbol{W}^{F, i}\right)-R^{F, i} I\right\}=\tilde{\rho} \frac{\partial^{2} \boldsymbol{W}^{F, i}}{\partial t^{2}}  \tag{5.54}\\
& \operatorname{div}_{y} \boldsymbol{W}^{F, i}=0 \tag{5.55}
\end{align*}
$$

in the domain $Y$ for $t>0$ and satisfy the initial conditions

$$
\begin{gather*}
\boldsymbol{W}^{q, i}(\boldsymbol{y}, 0)=0, \quad \tilde{\rho} \frac{\partial \boldsymbol{W}^{q, i}}{\partial t}(\boldsymbol{y}, 0)=-\frac{1}{m} \boldsymbol{e}_{i}, \quad \boldsymbol{x} \in Y  \tag{5.56}\\
\boldsymbol{W}^{F, i}(\boldsymbol{y}, 0)=0, \quad \frac{\partial \boldsymbol{W}^{F, i}}{\partial t}(\boldsymbol{y}, 0)=\boldsymbol{e}_{i}, \quad \boldsymbol{x} \in Y \tag{5.57}
\end{gather*}
$$

Here $\boldsymbol{e}_{i}$ is the standard Cartesian basis vector.
Therefore,

$$
\begin{gather*}
B(t)=\sum_{i=1}^{3}\left\langle\frac{\partial \boldsymbol{W}^{q, i}}{\partial t}(\boldsymbol{y}, t)\right\rangle_{Y} \otimes \boldsymbol{e}_{i}  \tag{5.58}\\
\mathbf{f}(\boldsymbol{x}, t)=\int_{0}^{t} \sum_{i=1}^{3}\left\langle\frac{\partial \boldsymbol{W}^{F, i}}{\partial t}(\boldsymbol{y}, t-\tau)\right\rangle_{Y} F_{i}(\boldsymbol{x}, \tau) d \tau \tag{5.59}
\end{gather*}
$$

The solvability and uniqueness of problems (5.52), (5.53), (5.56) and (5.54), (5.55), (5.57) follow directly from the energy identity

$$
\begin{aligned}
& \frac{1}{2} \int_{Y}\left(\tilde{\rho}\left(\frac{\partial \boldsymbol{W}^{j, i}}{\partial t}(\boldsymbol{y}, t)\right)^{2}+\lambda_{1} D\left(y, \boldsymbol{W}^{j, i}(\boldsymbol{y}, t)\right): D\left(y, \boldsymbol{W}^{j, i}(\boldsymbol{y}, t)\right)\right) d y \\
& \quad+\int_{0}^{t} \int_{Y} \mu_{1} D\left(y, \frac{\partial \boldsymbol{W}^{j, i}}{\partial \tau}(\boldsymbol{y}, \tau)\right): D\left(y, \frac{\partial \boldsymbol{W}^{j, i}}{\partial \tau}(\boldsymbol{y}, \tau)\right) d y d \tau=\frac{1}{2} \beta^{j}
\end{aligned}
$$

for $i=1,2,3$ and $j=q, F$.
Here

$$
\beta^{q}=\left\langle\frac{1}{\tilde{\rho}}\right\rangle_{Y}, \quad \beta^{F}=\langle\tilde{\rho}\rangle_{Y}
$$

As before, equations (5.51) are understood in the sense of distributions and the function $B(t)$ has no time derivative at $t=0$.
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# BOUNDARY BEHAVIOR OF SOLUTIONS OF A CLASS OF GENUINELY NONLINEAR HYPERBOLIC SYSTEMS* 

JULIAN GEVIRTZ ${ }^{\dagger}$


#### Abstract

We study the set of boundary singularities of arbitrary classical solutions of genuinely nonlinear $2 \times 2$ planar hyperbolic systems of the form $D_{k} R_{k}=0$, where $D_{k}$ denotes differentiation in the direction $e^{i \theta_{k}\left(R_{1}, R_{2}\right)}, k=1,2$, and where the defining functions $\theta_{k}$ satisfy (i) $\theta_{2}=\theta_{1}+\frac{\pi}{2}$, and (ii) $A \leq\left|\frac{\partial \theta_{k}(R)}{\partial R_{k}}\right| \leq B$, for all $R \in \mathbb{R}^{2}, k=1,2$, for some positive constants $A, B$. We show that for any system of this kind there is a $\tau<1$ such that for any locally Lipschitz solution $R$ in a smoothly bounded domain $G$, the set of points of $\partial G$ at which $R$ fails to have a nontangential limit has Hausdorff dimension at most $\tau$, and, on the other hand, for any such system for which the $\theta_{k} \in C^{\infty}\left(\mathbb{R}^{2}\right)$, we construct a $C^{\infty}$ solution $R$ on a half-plane $\mathbb{H}$ for which the set of points of $\partial \mathbb{H}$ at which $R$ fails to have a nontangential limit has positive Hausdorff dimension. These results are immediately applicable to constant principal strain mappings, which are defined in terms of a system of this kind for which $\theta_{1}$ is a linear function of $R_{1}$ and $R_{2}$.
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1. Introduction. For hyperbolic systems in two independent variables $x$ and $t$, most often associated with space and time, one usually studies the Cauchy problem, in which one seeks a solution $u(x, t), t \geq 0$, for which $u(x, 0)$ coincides with a given $u_{0}(x)$, the questions considered including well-posedness, global existence, blow-up, and behavior of solutions as $t \rightarrow \infty$. In the nonlinear case, discussion is often limited to initial data with a small range, and, even for such data, generalized solutions must be considered.

In this paper we concern ourselves with the following inverse question for a certain family of genuinely nonlinear $2 \times 2$ hyperbolic systems: What can be said about the boundary values of an ... , classical solution in a plane domain $G$ ? Here "classical" can be taken to mean $C^{\infty}$, although the treatment we give will be valid for locally Lipschitz solutions. In the first place, we are interested in systems whose formulation imposes no a priori limit on the range of characteristic directions, that is, systems such that for a characteristic given parametrically by $z(s), \arg \left\{z^{\prime}(s)\right\}$ can potentially cover all of $\mathbb{R}$, in contrast to what is implicitly the case in the standard space-time context. Second, we are interested in statements valid for ," classical solutions rather than ones known to arise from some form of initial value problem. Because of this generality, even in geometrically simple domains such as disks or halfplanes characteristics can be quite contorted curves. Although the specific focus of this paper is the size of the set of boundary points at which classical solutions can fail to have nontangential limits, it would be reasonable to investigate other aspects of their behavior and that of the associated characteristics. In any event, given the nonstandard nature of the boundary value question and of several of the issues that arise in dealing with it, we shall begin with a somewhat detailed discussion of a system

[^65]for which it is physically meaningful, namely the system which describes smooth planar mappings with constant principal stretches (cps-mappings), about which we have previously written [ChG], [G1], [G2], [G3], [G4], [G5]. It is in fact the study of the boundary behavior of such mappings that is the main goal of this paper, and we have chosen to work in a wider context only because it is possible to do so with little additional effort, and because this broader approach suggests some interesting questions.
A.,., ,ノ-, with principal stretch factors $m_{1} \neq m_{2}$ is a mapping $f: G \rightarrow \mathbb{C}$ with locally Lipschitz continuous Jacobian
$$
J_{f}=T(-\phi) \sigma\left(m_{1}, m_{2}\right) T(\theta)
$$
where
\[

T(\theta)=\left[$$
\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}
$$\right] \quad and \quad \sigma\left(m_{1}, m_{2}\right)=\left[$$
\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}
$$\right]
\]

As is explained in the cited references, apart from regularity considerations, functions $\theta$ and $\phi$ will correspond to such a mapping on a simply connected domain $G$ if and only if they satisfy the autonomous quasi-linear hyperbolic system

$$
\begin{equation*}
D_{1}\left(m_{1} \theta-m_{2} \phi\right)=0, \quad D_{2}\left(m_{2} \theta-m_{1} \phi\right)=0 \tag{1.1}
\end{equation*}
$$

where

$$
D_{1} u=(\cos \theta) u_{x}+(\sin \theta) u_{y} \quad \text { and } \quad D_{2} u=(-\sin \theta) u_{x}+(\cos \theta) u_{y}
$$

The characteristics of a solution are the integral curves of the fields $e^{i \theta}$ and $i e^{i \theta}$. It turns out that a net $\mathcal{N}$ made up of two mutually orthogonal families of curves covering a simply connected $G$ is the net of characteristics of a cps-mapping if and only if for any two curves $C_{1}, C_{2}$ belonging to one of the families of $\mathcal{N}$ the change in the inclination of the tangent is the same along all subarcs of curves of the ,.. family which join $C_{1}$ to $C_{2}$. Nets with this property are known as, , , .., , •• (See [CS], [G3], [Hem], [Hen], [Hi], [Pr].) The theory of cps-mappings we have developed is based on direct application of (1.1) together with this Hencky-Prandtl (HP) property and the equations

$$
\begin{equation*}
D_{2} D_{1} \theta=\left[D_{1} \theta\right]^{2} \quad \text { and } \quad D_{1} D_{2} \theta=-\left[D_{2} \theta\right]^{2}, \tag{1.2}
\end{equation*}
$$

which are also effectively equivalent to (1.1) and which are very special cases of equations derived by Lax $[\mathrm{L}]$ in the context of considerably more general genuinely nonlinear $2 \times 2$ hyperbolic systems in the plane and used by him in connection with the inevitability of singularity formation. The ..... . ..., (1.2) imply that if a characteristic $C$ has curvature $\kappa_{0}$ at $p$, then the orthogonal characteristic arc emanating from $p$ towards the concave side of $C$ can have length at most $\frac{1}{\kappa_{0}}$, that is, that the boundary of $G$ must be encountered after moving at most a distance of $\frac{1}{\kappa_{0}}$ along this orthogonal characteristic. A. . . . . . , , ...... of this kind is a $\bullet_{-}$
for the theory we are developing and plays a fundamental role in all that is to follow.

When regarded as deformations with constant principal strains, cps-mappings are of concrete interest as models in a number of physically interesting contexts (see [Y]).

Consider, for example, a thin liquid film on a plane surface which upon solidification takes on a rectangular cryptocrystalline structure; that is, at each point a suitably oriented minute square of the original liquid becomes a rectangular crystal whose side lengths are constant multiples of the side length of the square. In this light global geometric results for cps-mappings tell one about the extent to which the shape of the original film can change as a result of such solidification and about how matter is moved around in the process, and statements about the existence of boundary limits of $\theta$ (and, in light of (1.1), of $\phi$, and consequently of the Jacobian of the mapping) tell one to what extent the cryptocrystalline structure is present at the very edge of the solidified lamina. Applied to the system (1.1) the main result of this paper says that
.. -, ,. ... $\tau<1, \ldots . . G_{-, \ldots, \ldots, \ldots, \ldots,}, \ldots, \phi, \ldots$,
 the other hand, the construction of section 5 shows that .. . . ..., , ••


- ハー.

Beyond their immediate physical significance, cps-mappings constitute a particularly important and tractable class of planar quasi-isometric mappings, for which we believe they will ultimately be shown to display extremal behavior for many of the as yet unsolved distortion questions (see [J1], [J2]). In this direction a very significant inroad was made a few years ago by Gutlyanskii and Martio [GM], who showed that the ,.- . , , ••, given by

$$
g\left(r e^{i \psi}\right)=r e^{i\left(\psi+\psi_{0} \frac{\log r}{\log \rho}\right)}
$$

are extremal for the problem of determining for given $\rho>1$ and $\psi_{0}>0$ the smallest ratio $\frac{m_{1}}{m_{2}}>1$, such that there is a quasi-isometric mapping $f$ of the annulus $1<|z|<\rho$ onto itself with stretching bounds $m_{1}, m_{2}$ which satisfies the boundary conditions

$$
f(z)=z \quad \text { and } \quad f(\rho z)=\rho e^{i \psi_{0}} z \quad \text { for } \quad|z|=1
$$

It is in fact not hard to see that $g$ is indeed a cps-mapping of the entire punctured plane $\mathbb{C} \backslash\{0\}$ with

$$
m_{1}=\frac{\sqrt{a^{2}+4}+a}{2} \quad \text { and } \quad m_{2}=\frac{\sqrt{a^{2}+4}-a}{2}
$$

where $a=\frac{\psi_{0}}{\log \rho}$. We call these spiral mappings because the corresponding inclination functions are of the form

$$
\begin{equation*}
\theta\left(r e^{i \psi}\right)=\psi+\alpha \tag{1.3}
\end{equation*}
$$

where $\tan \alpha=m_{2}$, which is to say that the characteristics form two mutually orthogonal families of logarithmic spirals, all members of each of which are rotations of each other.

We now describe the class of $2 \times 2$ systems for which we treat the boundary limit question. Let $\theta_{k}=\theta_{k}\left(R_{1}, R_{2}\right), k=1,2$. For given $R_{1}(x, y), R_{2}(x, y)$ and any $u=u(x, y)$ we write

$$
\begin{equation*}
D_{k} u=\cos \theta_{k}\left(R_{1}(x, y), R_{2}(x, y)\right) \frac{\partial u}{\partial x}+\sin \theta_{k}\left(R_{1}(x, y), R_{2}(x, y)\right) \frac{\partial u}{\partial y} \tag{1.4}
\end{equation*}
$$

It is well known that in general an autonomous $2 \times 2$ quasi-linear homogeneous hyperbolic system for unknown functions $f$ and $g$ is formally equivalent to a system of
the form

$$
D_{k} R_{k}=0, \quad k=1,2
$$

with appropriate inclination functions $\theta_{k}\left(R_{1}, R_{2}\right)$. The relationship between the . .. ...... $R_{1}, R_{2}$ and $f, g$ is of the form $R_{k}(x, y)=F_{k}(f(x, y), g(x, y))$. Henceforth we write $\Theta=\left(\theta_{1}, \theta_{2}\right)$ and use the term , '. . to mean a $C^{\infty}$ mapping $\Theta: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, although the smoothness requirement could be weakened substantially. Obviously, a solution of the system $\Theta$ in a domain $G$ of the plane is then a pair of functions $R_{1}(x, y), R_{2}(x, y)$ for which $R_{k}$ is constant on each integral curve (henceforth referred to as a $k \ldots \ldots$. ... ) of the field $e^{i \theta_{k}\left(R_{1}(x, y), R_{2}(x, y)\right)}, k=1,2$. A system is said to be,...,., if the derivatives $\frac{\partial \theta_{k}}{\partial R_{k}}, k=1,2$, never vanish. It is clear that the system (1.1) for the $\theta$ and $\phi$ associated with cps-mappings is already in Riemann invariant form with $R_{i}=m_{i} \theta-m_{j} \phi$, so that in this case the two inclination functions are given by

$$
\begin{equation*}
\theta_{1}=\theta=\frac{m_{1} R_{1}-m_{2} R_{2}}{m_{1}^{2}-m_{2}^{2}} \quad \text { and } \quad \theta_{2}=\theta+\frac{\pi}{2} \tag{1.5}
\end{equation*}
$$

(Here we have used the convention, in force throughout this paper, to the effect that $\{i, j\}=\{1,2\}$. .) This system is obviously genuinely nonlinear and in fact is the simplest possible such system in that the two families of characteristics are mutually orthogonal and $\Theta$ is a linear function of $R=\left(R_{1}, R_{2}\right)$. We now define the family of systems with which we work.

Definition 1.1. normal system., ,',. $\Theta_{\text {, , .... }}$
(i) $\theta_{2}=\theta_{1}+\frac{\pi}{2}$
(ii).. $\quad, \cdot, A, B>0 \ldots \ldots . A \leq\left|\frac{\partial \theta_{k}}{\partial R_{k}}\right| \leq B$, , , $R \in \mathbb{R}^{2}$

The only hyperbolic systems with which we deal will be normal systems, for which we use the symbol $\theta$ to denote $\theta_{1}$. We shall show that, , , , , ,.. $\Theta .$. -, $\tau=\tau(\Theta)<1, \ldots \ldots \ldots, \ldots, \ldots \ldots, \ldots, \ldots G \subset \mathbb{C}, \ldots, \ldots \ldots, R$
 . . . . $f f \ldots, \omega_{1} ., ., \tau$. This will follow as an immediate consequence (Corollary 4.3) of our principal result, Main Theorem 2.2, which deals with boundary singularities of a class of functions effectively more general than the class of solutions of normal systems. An outline of the proof, which is actually made simpler by this somewhat greater generality, is given early in section 2 , just after the statement of the main theorem. Furthermore, in section 5 we shall show that, , ,... $\Theta$.. .,
2. Quasi-HP functions, the characteristic length bound, and related matters. Let $G \subset \mathbb{C}$ be a domain. If $\theta$ is a locally Lipschitz function on $G$, the integral curves of the fields $e^{i \theta(z)}$ and $i e^{i \theta(z)}$ will be called the 1- and 2-characteristics of $\theta$, respectively. The term............ will refer to the complete integral curve, and we will use the term .......... to refer to either of the two arcs into which a full characteristic is divided by one of its points. (Characteristics which are closed curves will not arise in this paper since we are dealing with single-valued functions $\theta$.) As indicated in the introduction we will use the convention $\{i, j\}=\{1,2\}$ throughout. Arcs of $k$-characteristics will be called $k$-arcs, or, less specifically, characteristic arcs. With reference to a given $\theta$, a characteristic arc joining points $a, b \in D$ will be denoted by $a b$ and we shall use the abbreviation

$$
\Delta \theta(a b)=\theta(b)-\theta(a)
$$

A domain $Q \subset G$ will be said to be a,,1..., , ( ..., ), ., ...... ..... . , of $\theta$, and we write $Q=a b c d$, if $\partial Q$ is a Jordan curve lying in $G$ containing four points $a, b, d, c$ which occur in that order when $\partial Q$ is traversed in the positive (negative) sense and such that $a b$ and $c d$ are $i$-arcs and $a c$ and $b d$ are $j$-arcs. We say that $a b$ and $c d$ are. ., . ., of each other with respect to or along any $j$-characteristic passing through $a b$. For a curve parameterized by $z=z(s), \alpha<s<\beta$, we use the terms "to the right of $C$ " and "to the left of $C$ " in the obvious sense, so that, for example, if $C$ is a characteristic arc and $p \in C$, we describe an orthogonal characteristic arc or a half-characteristic as emanating from $p$ to the right or left of $C$.

We shall denote the 2-dimensional measure of $X \subset \mathbb{C}$ by $\mu(X)$ and the 1dimensional measure of a set $A$ by $\lambda(A)$. The parameter $s$ will always refer to arc length. We use the notation $N(a, r)=\{z:|z-a|<r\}$ and denote the line segment joining $a$ to $b$ by $\overline{a b}$. The overline will also be used to denote closure, but this should cause no confusion. For $X, Y \subset \mathbb{C}$, $\operatorname{dist}(X, Y)=\inf \{|y-x|: x \in X, y \in Y\}$, and for $a \in \mathbb{C}, \operatorname{dist}(a, X)=\operatorname{dist}(\{a\}, X)$.
 .... $K$-quasi-HP function, ..... $K$-quasi-HP property ..., , ',

$$
\ldots, \ldots \quad K \text {-quasi-HP net }
$$

A simple continuity argument shows that this definition implies that the $\Delta \theta(a c)$ and $\Delta \theta(b d)$ in (2.1) must in fact have the same sign (unless both vanish). It is also obvious that a 1-quasi-HP net is an HP net. Note that while the HP property is a local condition that implies its global counterpart, this is not the case for the $K$-quasi-HP property when $K>1$.
 ,..,.,. $\Theta_{-} K$., where $K=K(\Theta)$. Indeed, if $A$ and $B$ are as in Definition 1.1, then it is clear that we can take $K(\Theta)=B / A$.

We can now state our main theorem.
Main Theorem 2.2. . ., .... $\tau=\tau(K)<1, \ldots .$. , ,.......




Because the proof of this theorem, to be given in section 4, is quite involved and depends on the prior development of a considerable amount of machinery in this and the following section, we shall briefly explain here how it proceeds. As we shall show (see Proposition 3.29) for any point $p \in \partial G$ at which $\theta$ does not have a nontangential limit either there is a nontrivial fan of characteristics emanating from $p$ or, for $k=1$ or 2 , every neighborhood of $p$ completely contains a full $k$-characteristic of $\theta$; in the latter case we say that $p$ is a $k$-singularity. Since, as will be apparent, any quasiHP function can have at most a countable number of fans (see Proposition 3.24), we need only show that the Hausdorff dimension, $\operatorname{dim}(S)$, of the set $S$ of $k$-singularities satisfies $\operatorname{dim}(S) \leq \tau<1$. For this to be the case it is enough that there be some $\delta=\delta(K)>0$ such that any almost straight arc $A \subset \partial G$ has a subarc of length at least $\delta \lambda(A)$ which has at most a countable set of $k$-singularities of $\theta$. If for some $\theta$ there were no such $\delta$, then for any $N$ there would have to be an almost straight arc $A \subset \partial G$ such that there is an $N$-element set $S_{N}$ of $k$-singularities of $\theta$ which are essentially uniformly distributed along $A$. For sufficiently large $N$, starting with a
set of $N$ small $k$-characteristics, one very close to each of the points of $S_{N}$, we show that there must be a $k$-characteristic $C$ (where the term " $k$-characteristic" is used here in an appropriate sense - see the discussion of extended characteristics between Propositions 3.13 and 3.14) whose endpoints lie on $A$ and are at least $\delta^{\prime} \lambda(A)$ apart (where $\delta^{\prime}>0$ depends solely on $K$ ) and which is tangent to $A$ at a point $m \in A$, where $m$ is appropriately bounded away from the endpoints of $C$. We then use this to obtain a subarc $A^{\prime}$ of $A$ which contains $m$, whose length is bounded below by $\delta^{\prime \prime} \lambda(A)$, where $\delta^{\prime \prime}$, like $\delta^{\prime}$, depends only on $K$, and on which $\theta$ can have at most a countable number of $k$-singularities (see Proposition 3.33), thereby arriving at the desired contradiction. A good measure of the complexity of the proof lies in establishing the existence of the extended characteristic $C$, which is carried out in section 4 , but which depends on properties of the net of extended characteristics of quasi-HP functions developed in section 3. We begin with the following proposition, which is immediate.

Proposition 2.3 (invariance of $K$ ). . $\theta$. $K$........., $G$, $a, b \in \mathbb{C} \ldots a \neq 0 \quad \therefore \quad \theta(a z+b)-\arg a_{\bullet} \quad K \ldots, \ldots, \ldots, \quad 1 \quad 1(G-b)$

The next proposition is a special case of [G1, Lemma 2]; a somewhat simpler proof than the one given there is included for the sake of completeness. A function $\theta$ is said to be a locally $L$-Lipschitz function on $G$ if each point of $G$ has a neighborhood in which $\theta$ satisfies a Lipschitz condition with constant $L$.

 $\ldots \ldots \cdot \ldots, \ldots \cdot|b-a|=l,|c-a|=\epsilon \leq l \ldots \operatorname{list}(Q, \partial G)=\eta>0 \quad$. . . $\ldots \quad \bar{l}=\bar{l}(L, \eta)>0 \ldots \ldots$.

$$
\begin{equation*}
|d-c|=l-\epsilon \Delta \theta(a b)+O\left(\epsilon^{2}+l^{3}\right), \quad l \leq \bar{l} \tag{2.2}
\end{equation*}
$$


.... In what follows, when we say that some quantity is big- $O$ of some expression, we mean that this is so for all $l$ less than some positive number which depends only on $L$ and $\eta$, and that the constant corresponding to the big- $O$ depends only on $L$ and $\eta$. Let $a b$ and $c d$ be $i$-arcs. Without loss of generality we can assume that $a=0$ and $b=l$. Let $\frac{\pi}{2}+\alpha$ and $\frac{\pi}{2}+\beta$ be the inclinations of the tangents to the $j$ characteristics at $a$ and $b$, respectively, and let $\frac{\pi}{2}+\alpha^{\prime}=\arg \{c-a\}, \frac{\pi}{2}+\beta^{\prime}=\arg \{d-b\}$. Clearly, $\alpha, \beta, \alpha^{\prime}$, and $\beta^{\prime}$ are all $O(l)$ and $\beta-\alpha=\Delta \theta(a b)$. It easily follows from the Lipschitz condition that $\alpha^{\prime}=\alpha+O(\epsilon)$. We have $d=\epsilon i e^{i \alpha^{\prime}}+t e^{i \gamma}$, where $t=|d-c|=O(l)$ and $\gamma=O(l)$. We also have $d=l+\operatorname{sie}^{i \beta^{\prime}}$, where $s=O(l)$. Just as $\alpha^{\prime}=\alpha+O(\epsilon)$, one sees that $\beta^{\prime}=\beta+O(s)$. From the two expressions for $d$ we have that

$$
\epsilon i e^{i \alpha^{\prime}}+t e^{i \gamma}=l+s i e^{i \beta^{\prime}}
$$

so that considering real and imaginary parts we have

$$
\begin{equation*}
-\epsilon \sin \alpha^{\prime}+t \cos \gamma=l-s \sin \beta^{\prime} \tag{2.3}
\end{equation*}
$$

and

$$
\epsilon \cos \alpha^{\prime}+t \sin \gamma=s \cos \beta^{\prime}
$$

The latter equation implies that

$$
s\left(1+O\left(l^{2}\right)\right)=\epsilon\left(1+O\left(l^{2}\right)\right)+O\left(l^{2}\right)
$$

so that $s=\epsilon+O\left(l^{2}\right)$. Thus, since $\beta^{\prime}=\beta+O(s)$, we have

$$
\begin{equation*}
\beta^{\prime}=\beta+O\left(\epsilon+l^{2}\right) \tag{2.4}
\end{equation*}
$$

From (2.3) it now follows that

$$
\begin{aligned}
t\left(1+O\left(l^{2}\right)\right) & =l+\epsilon \sin \alpha^{\prime}-s \sin \beta^{\prime} \\
& =l+\epsilon\left(\alpha^{\prime}+O\left(l^{3}\right)\right)-\left(\epsilon+O\left(l^{2}\right)\right)\left(\beta^{\prime}+O\left(l^{3}\right)\right)
\end{aligned}
$$

so that from the fact that $\alpha^{\prime}=\alpha+O(\epsilon)$ and (2.4) it follows that

$$
\begin{aligned}
|d-c| & =t=l+\epsilon\left(\alpha^{\prime}-\beta^{\prime}\right)+O\left(l^{3}\right) \\
& =l+\epsilon(\alpha+O(\epsilon))-\epsilon\left(\beta+O\left(\epsilon+l^{2}\right)\right)+O\left(l^{3}\right) \\
& =l-\epsilon(\beta-\alpha)+O\left(\epsilon^{2}+l^{3}\right)
\end{aligned}
$$

Since $\beta-\alpha=\Delta \theta(a b)$, we are done.
Henceforth we use the notation $D f(s)$ to denote $f^{\prime}(s)$.
Proposition 2.5 (length change estimate). . $\theta$. $K$.........., ,


$s \in[0, \alpha], . E(s)=z(s) w(s)-1 \cdot \ldots \quad$., •, . $c a \ldots \ldots \ldots, \ldots, z(s)$.
$D \theta\left(z\left(s_{0}\right)\right)=\kappa_{0}, \quad s_{0} \in(0, \alpha), \lambda\left(E\left(s_{0}\right)\right)=\lambda_{0}, \ldots, \quad, \quad \delta>0 \ldots \quad$, $\quad \tau>0$ $\ldots . . ., s \in[0, \alpha] \ldots\left|z(s)-z\left(s_{0}\right)\right|<\tau$,

$$
\left|w(s)-w\left(s_{0}\right)\right|=\left|z(s)-z\left(s_{0}\right)\right|\left(1-P \lambda_{0} \kappa_{0}+R\right)
$$

- $\frac{1}{K+\delta} \leq P \leq K+\delta, \quad|R| \leq \delta$
... By replacing $G$ with an appropriate subdomain which contains $Q$, we can assume that $\theta$ is $L$-Lipschitz on $G$ for some $L$. Let

$$
\psi_{0}=\psi_{0}(s)=\theta(z(s))-\theta\left(z\left(s_{0}\right)\right)
$$

For notational convenience we assume that $s>s_{0}$, the opposite case being effectively the same. Let $u_{0}(\sigma), 0 \leq \sigma \leq \lambda_{0}$, be the arc length parameterization of $E\left(s_{0}\right)$ with $u_{0}(0)=z\left(s_{0}\right)$. For each $\sigma \in\left[0, \lambda_{0}\right]$, let $u(\sigma)$ be the point of $E(s)$ joined to $u_{0}(\sigma)$ by an $i$-arc. Let $M(s)$ and $m(s)$ denote the maximum and minimum of $\left|u(\sigma)-u_{0}(\sigma)\right|$ for $0 \leq \sigma \leq \lambda_{0}$. Obviously, $M(s) \rightarrow 0$ as $s \rightarrow 0$. Let $\bar{\tau}$ be so small that

$$
\begin{equation*}
M(\bar{\tau})<\bar{l}(L, \operatorname{dist}(Q, \partial G)) \tag{2.5}
\end{equation*}
$$

where $\bar{l}$ is as in Proposition 2.4. For $\mu \in(0,1]$ let $\tau_{0} \leq \bar{\tau}$ be such that

$$
\begin{equation*}
\left|\psi_{0}(s)-\kappa_{0}\right| z(s)-z\left(s_{0}\right)| |<\mu\left(\left|\kappa_{0}\right|+1\right)\left|z(s)-z\left(s_{0}\right)\right| \quad \text { for } \quad\left|s-s_{0}\right|<\tau_{0} \tag{2.6}
\end{equation*}
$$

We can define an increasing sequence of numbers in $\left[0, \lambda_{0}\right]$ as follows. Let $\sigma_{0}=0$, and let $\sigma_{k+1}$ be the first number in $\left[\sigma_{k}, \lambda_{0}\right]$ (as long as there is one) for which $\epsilon_{k}=$ $\left|u_{0}\left(\sigma_{k+1}\right)-u\left(\sigma_{k}\right)\right|=\mu l_{k}$, where $l_{k}=\left|u_{0}\left(\sigma_{k}\right)-u\left(\sigma_{k}\right)\right|$. By (2.6) we have

$$
\begin{equation*}
\left|\psi_{0}-\kappa_{0} l_{0}\right|<\mu\left(\left|\kappa_{0}\right|+1\right) l_{0} \tag{2.7}
\end{equation*}
$$

Bearing in mind that by the $K$-quasi-HP property $\Delta \theta\left(u_{0}\left(\sigma_{k}\right) u\left(\sigma_{k}\right)\right)=P_{k} \psi_{0}$, where $P_{k}$ is between $\frac{1}{K}$ and $K$, we may apply Proposition 2.4 (in light of (2.5)) to conclude that

$$
\begin{equation*}
l_{k+1}=l_{k}-\mu l_{k} P_{k} \psi_{0}+O\left(\left(\mu^{2}+l_{k}\right) l_{k}^{2}\right) \tag{2.8}
\end{equation*}
$$

We continue defining $\sigma_{k+1}$ until we come to $k=N$, for which $\left|u_{0}\left(\sigma_{N}\right)-w\left(s_{0}\right)\right|<$ $\mu l_{N}$. Such an $N$ exists, and indeed $(N+1) \mu m(s) \leq \lambda_{0}$. We denote by $T \geq 1$ the constant of the big- $O$ in (2.8). Note that, by the preceding proposition, $T$ depends only on $L$ and $\operatorname{dist}(Q, \partial G)$ ), and so is independent of the value of $\mu$ we ultimately decide to work with.

We now restrict $\mu$ to satisfy

$$
\begin{equation*}
0<\mu \leq \mu_{1}=\frac{1}{T\left(1+\Lambda_{0}\right) \Lambda_{0}} \leq 1 \tag{2.9}
\end{equation*}
$$

where

$$
\Lambda_{0}=1+K\left(\left|\kappa_{0}\right|+2\right) \lambda_{0}
$$

Note that $\mu_{1}$ depends only on $K, \kappa_{0}, \lambda_{0}$, and $T$. We show that for $l_{0} \leq \tau_{1}=$ $\min \left\{\tau_{0}, \mu^{2}\right\}$ we have $l_{k} \leq \Lambda_{0} l_{0}$ for all $k$. Assume inductively that $l_{j} \leq \Lambda_{0} l_{0}, 0 \leq j \leq k$. We now use the facts that $P_{k} \leq K$, and $\Sigma \mu l_{j}=\Sigma \epsilon_{j} \leq \lambda_{0}$, and that $\left|\psi_{0}\right| \leq\left(\left|\kappa_{0}\right|+1\right) l_{0}$ in light of (2.9) and (2.7). It follows from (2.8) that

$$
\begin{aligned}
l_{k+1} & =l_{0}+\sum_{j=0}^{k} l_{j+1}-l_{j}=l_{0}+\sum_{j=0}^{k}\left(-\mu l_{j} P_{j} \psi_{0}+O\left(\left(\mu^{2}+l_{j}\right) l_{j}^{2}\right)\right) \\
& \leq l_{0}+K\left|\psi_{0}\right| \lambda_{0}+T \sum_{j=0}^{k}\left(\mu^{2}+l_{j}\right) l_{j}^{2} \leq l_{0}\left(1+K\left(\left|\kappa_{0}\right|+1\right) \lambda_{0}\right)+\sum_{j=0}^{k} T\left(\mu^{2}+l_{j}\right) l_{j}^{2}
\end{aligned}
$$

However,

$$
\begin{align*}
\sum_{j=0}^{k} T\left(\mu^{2}+l_{j}\right) l^{2} & \leq T \sum_{j=0}^{k}\left(\mu^{2}+\Lambda_{0} l_{0}\right) \frac{\epsilon_{j}}{\mu} l_{j} \leq T \frac{\left(\mu^{2}+\Lambda_{0} l_{0}\right) \Lambda_{0} l_{0} \lambda_{0}}{\mu} \\
& \leq T \frac{\left(\mu^{2}+\Lambda_{0} \mu^{2}\right) \Lambda_{0} l_{0} \lambda_{0}}{\mu} \leq T \mu\left(1+\Lambda_{0}\right) \Lambda_{0} l_{0} \lambda_{0} \tag{2.10}
\end{align*}
$$

But by (2.9) this last expression is at most $l_{0} \lambda_{0} \leq K l_{0} \lambda_{0}$, so that

$$
l_{k+1} \leq l_{0}\left(1+K\left(\left|\kappa_{0}\right|+1\right) \lambda_{0}\right)+K l_{0} \lambda_{0}=\Lambda_{0} l_{0}
$$

so that indeed $l_{k} \leq \Lambda_{0} l_{0}$, for all $k$ and all $l_{0} \leq \tau$, provided only that $\mu$ satisfies (2.9) and $l_{0} \leq \tau_{1}$. Since $M(s) \rightarrow 0$ as $s \rightarrow 0$, there is a $\tau_{2}=\tau_{2}(\mu) \leq \tau_{1}$ such that

$$
\begin{equation*}
(1-\mu) \lambda_{0} \leq \sum_{k=0}^{N-1} \epsilon_{k} \leq \lambda_{0} \quad \text { for } \quad l_{0} \leq \tau_{2} \tag{2.11}
\end{equation*}
$$

Assume the sequence of $\sigma_{k}$ stops at $k=N$. Then $\left|w\left(s_{0}\right)-u\left(\sigma_{N}\right)\right|<\mu l_{N} \leq \mu \Lambda_{0} l_{0}$, and, since we are assuming $l_{0}=\left|z(s)-z\left(s_{0}\right)\right|<\tau_{2} \leq \mu^{2}$, Proposition 2.4 implies that

$$
\left|\left|w(s)-w\left(s_{0}\right)\right|-l_{N}\right| \leq \mu \Lambda_{0} l_{0} K \psi_{0}+T\left(\mu^{2} \Lambda_{0}^{2} l_{0}^{2}+\Lambda_{0}^{3} l_{0}^{3}\right)
$$

From this it is easy to see that there is some $\mu \leq \mu_{1}$, which depends only on $K$, $\kappa_{0}$, $\lambda_{0}$, and $T$, such that

$$
\begin{equation*}
\left|\left|w(s)-w\left(s_{0}\right)\right|-l_{N}\right| \leq \mu l_{0} \tag{2.12}
\end{equation*}
$$

As previously,

$$
l_{N}-l_{0}=\sum_{k=0}^{N-1} l_{k+1}-l_{k}=-\sum_{k=0}^{N-1}\left(\mu l_{k} P_{k} \psi_{0}+O\left(\left(\mu^{2}+l_{k}\right) l_{k}^{2}\right)\right)
$$

By (2.10), the sum of the big- $O$ terms of the immediately preceding displayed line is bounded above by $\Lambda_{1} \mu l_{0}$, where $\Lambda_{1}=T\left(1+\Lambda_{0}\right) \Lambda_{0}$. For $\psi_{0} \geq 0$ it follows from this together with (2.11) and (2.12) that

$$
\begin{aligned}
\left|w(s)-w\left(s_{0}\right)\right|-l_{0} & =l_{N}-l_{0}+\left(\left|w(s)-w\left(s_{0}\right)\right|-l_{N}\right) \\
& \geq-\sum_{k=0}^{N-1} K \mu l_{k} \psi_{0}-\left(\Lambda_{1}+1\right) \mu l_{0} \geq-K \psi_{0} \lambda_{0}-\left(\Lambda_{1}+1\right) \mu l_{0}
\end{aligned}
$$

But since by $(2.7), \psi_{0} \leq\left(\kappa_{0}+\left(\left|\kappa_{0}\right|+1\right) \mu\right) l_{0}$, it follows that $\left|w(s)-w\left(s_{0}\right)\right|-l_{0} \geq A l_{0}$, where

$$
A=-K \lambda_{0} \kappa_{0}-\mu\left(K \lambda_{0}\left(\left|\kappa_{0}\right|+1\right)+\Lambda_{1}+1\right)
$$

Since (2.7) also implies that $\psi_{0} \geq\left(\kappa_{0}-\left(\left|\kappa_{0}\right|+1\right) \mu\right) l_{0}$, in an analogous manner one sees that for $\psi_{0} \geq 0$

$$
\begin{aligned}
\left|w(s)-w\left(s_{0}\right)\right|-l_{0} \leq- & \sum_{k=0}^{N-1} \frac{\mu l_{k} \psi_{0}}{K}+\left(\Lambda_{1}+1\right) \mu l_{0} \\
& \leq\left(-\frac{1}{K}(1-\mu) \lambda_{0}\left(\kappa_{0}-\mu\left(\left|\kappa_{0}\right|+1\right)+\left(\Lambda_{1}+1\right) \mu\right) l_{0}\right.
\end{aligned}
$$

so that $\left|w(s)-w\left(s_{0}\right)\right|-l_{0} \leq B l_{0}$, where

$$
B=-\frac{1}{K} \lambda_{0} \kappa_{0}+\mu\left(\frac{1}{K} \lambda_{0} \kappa_{0}+\frac{(1-\mu)}{K}\left(\left|\kappa_{0}\right|+1\right)+\Lambda_{1}+1\right)
$$

By considering separately the cases $\kappa_{0}=0$ and $\kappa_{0} \neq 0$ we obtain the desired conclusion when $\psi_{0} \geq 0$ with an appropriate $\mu=\mu\left(K, \kappa_{0}, \lambda_{0}, T, \delta\right)$. The case $\psi_{0} \leq 0$ is the same apart from straightforward reversal of inequalities.

Let $\phi$ be a real-valued function defined on $(\alpha, \beta)$, and let $s_{0} \in(\alpha, \beta)$. We denote by $D^{-} \phi\left(s_{0}\right)$ and $D^{+} \phi\left(s_{0}\right)$ the lower and upper limits of $\frac{\phi(s)-\phi\left(s_{0}\right)}{s-s_{0}}$ as $s \rightarrow s_{0}$. The remaining three propositions of this section all follow easily from Proposition 2.5 together with elementary measure theory.

Proposition 2.6 (curvature-characteristic length bound). , . $z=z(s), \alpha<$

 $D^{+} \ddot{\theta}\left(z\left(s_{0}\right)\right) \leq \frac{K}{\lambda(J)}$

In particular this says that if $C$ is an $i$-arc whose curvature $\kappa(p)$ at $p$ exists, then the $j$-half-characteristic emanating from $p$ towards the , ... side of $C$ (that is, to the left or right of $C$ according as $\kappa(p)>0$ or $\kappa(p)<0$ ) has length at most $\frac{K}{\kappa(p)}$.

Proposition 2.7 (length monotonicity)., . abcd


In section 4 we shall make use of the following two lower bounds for the area of certain regions made up of families of characteristic arcs of a $K$-quasi-HP function $\theta$; the constants $\eta$ and $\eta^{\prime}$ which appear in them depend solely on $K$.

 , . . $\lambda_{j}, \ldots . . . U=\cup\left\{C^{\prime}(w): w \in C\right\}$., ।, , ....
(i) $\mu(U) \geq \eta \lambda(C) \lambda_{j}$,
(ii) $\mu(U) \geq \eta^{\prime} \lambda_{j}^{2}|\Delta \theta(C)|$
3. Extended characteristics and regular and singular boundary behavior. Our approach to boundary behavior requires the examination of curves which are in effect characteristics whose interiors (i.e., sets of nonendpoints) contain boundary points; the subtleties that arise in this connection require careful discussion. Hereafter the symbol $\mathcal{G}$ will denote the family of all Jordan domains $G \subset \mathbb{C}$ for which $\partial G$ is a $C^{2}$ curve, and $\mathcal{G}(\rho) \subset \mathcal{G}$ will denote the family of all $G \in \mathcal{G}$ such that for each $p \in \partial G$ the interior of one of the circles of radius $\rho$ tangent to $\partial G$ at $p$ is contained in $G$ and that of the other such circle is contained in $\mathbb{C} \backslash \bar{G}$. Obviously, for $G \in \mathcal{G}(\rho)$ the unsigned curvature of $\partial G$ is everywhere bounded by $\frac{1}{\rho}$, and $\mathcal{G}=\cup\{\mathcal{G}(\rho): \rho>0\}$. Furthermore, $\operatorname{HP}(G, K)$ will denote the family of $K$-quasi-HP functions on $G$. Although sometimes the hypotheses of the propositions of this section do not state so explicitly, they always deal with $G \in \mathcal{G}$ and $\theta \in \operatorname{HP}(G, K)$. (Although the results of this paper apply to unbounded and multiply connected domains as well, the proof of the main theorem itself will entail only consideration of Jordan domains, and in fact we will be able to work largely with Jordan domains of the kind we call "characteristic subdomains," as defined below.) By an $\quad C$ we shall henceforth mean a continuous one-to-one mapping $z=z(t)$ of a closed interval $[\alpha, \beta]$ into the closure $\bar{G}$ of $G$, and $z((\alpha, \beta))$ will be referred to as the., - -, of $C$. As in section 2, when an arc is considered to be oriented, we use the term "to (towards) the right (left) of $C$ " to refer to the part of $C$ (immediately) to the right (left) of $C$, and the term ...... . . .... will refer to a complete integral curve of $\theta$ or $\theta+\frac{\pi}{2}$ in $G$. The following proposition was proved in [G5, Proposition 2.8] for HP nets. Although the proof is virtually the same in the present more general context we include it here for the sake of completeness.


,.. Clearly, the conclusion holds if $\beta \neq \infty$, so that we assume $\beta=\infty$. First of all, we show that $\operatorname{dist}(z(s), \partial G) \rightarrow 0$ as $s \rightarrow \infty$. If this were not true, then there would be a $z_{0} \in G$ and an $\epsilon>0$ such that for some sequence $\left\{s_{i}\right\}$ tending to $\infty$, $z\left(s_{i}\right) \rightarrow z_{0}$, but $z\left(\left[s_{i}, s_{i+1}\right]\right) \cap \partial N\left(z_{0}, \epsilon\right) \neq \emptyset$. But from this it would follow that some orthogonal characteristic crosses $C$ twice, an impossible occurrence in light of the simple connectivity of $G$. We can now show that, in fact, $z(s) \rightarrow b \in \partial G$ as $s \rightarrow \infty$. If this is not so, the foregoing then implies that there is an arc $E$ of $\partial G$, $\lambda(E)>0$, each point of which is an accumulation point of $C_{\gamma}=\{z(s): s>\gamma\}$ for each $\gamma \in(\alpha, \infty)$. Since $G$ is bounded and $\beta=\infty, C$ cannot be a straight line, so that from the characteristic length bound it follows that there is an orthogonal
half-characteristic $C^{\prime}$ of finite length which joins some $z(\sigma)$ to a point $e \in \partial G$. Since $C$ cannot cross $C^{\prime}$ twice in $G, C_{\sigma} \subset G \backslash C^{\prime}$. Let $z_{1}, z_{2}$ be distinct points of $E \backslash\{e\}$. For each $\delta>0, C_{\sigma}$ has a subarc $p p^{\prime} \subset N(\partial G, \delta) \backslash C^{\prime}$, with $p, p^{\prime} \in N\left(z_{1}, \delta\right)$ and a point $p^{\prime \prime} \in p p^{\prime} \cap N\left(z_{2}, \delta\right)$. For obvious topological reasons, for each sufficiently small $\delta$, there must be a point $q$ on $p p^{\prime}$ which is joined to a point in $N\left(z_{1}, \delta\right)$ by an orthogonal characteristic arc $B$ of length at least $\left|z_{1}-z_{2}\right|-2 \delta$ such that the curvature of $C$ at $q$ exists and tends to infinity as $\delta \rightarrow 0$ and $C$ is concave towards the side from which $B$ emanates. But this clearly violates the characteristic length bound (Proposition 2.6), as indicated in the sentence immediately following it.

Definition 3.2., $C, \ldots . . z(\alpha), z(\beta) \in \partial G, \ldots, \ldots . z((\alpha, \beta)) \subset$ G $G$,.., ., $i, . ., \cdots, \ldots, \ldots, \quad$., elementary $i$-characteristic

In other words, an elementary characteristic is a full characteristic together with its endpoints, which are well defined by the preceding proposition. Note that for each $p \in \partial G,\{p\}$ is a ...., elementary $i$-characteristic. Subarcs of elementary $i$-characteristics will be called $i, . . \quad$... , (or simply $i$-arcs, for short).

$$
\begin{aligned}
& \text { Lemma 3.3. . } G \in \mathcal{G} \quad, \cdot \cdot \quad \cdot \cdot, \ldots, B^{\prime}=B^{\prime}(G) \in(0,1] \ldots \ldots
\end{aligned}
$$

$$
\begin{aligned}
& \partial G_{-}, \ldots \ldots, a, b \quad\left(, a=b, C_{1}=\{a\}, C_{2}=\partial G\right) ., \\
& \operatorname{dist}\left(z, C_{1}\right)+\operatorname{dist}\left(z, C_{2}\right) \geq B^{\prime} \operatorname{dist}(z,\{a, b\}) \quad \text {, ,, } z \in G \text {. }
\end{aligned}
$$

, ,. . This is self-evident.
Proposition 3.4 (bounded length of characteristics). . $G \in \mathcal{G}$. -,
$M=M(G, K), \ldots . . \lambda(C) \leq M_{,} \quad, \quad, \quad, \cdot, \ldots \ldots . . ., C_{1}, 1$, $\because \quad \theta \in \operatorname{HP}(G, K)$
$\ldots$. Let $\theta$ be a $K$-quasi-HP function on $G$, and let $C$ be an elementary $i$ characteristic of $\theta$. We regard $C$ as being oriented and let $A=C \cap \partial G$ ( $A$, being the set of endpoints of $C$, has at most two points). Let $d_{0}=\operatorname{diam}(G)$, and let $d=\sup \{\operatorname{dist}(z, A): z \in C\} \leq d_{0}$. Clearly,

$$
\begin{equation*}
\mu(\{z \in G: \operatorname{dist}(z, A) \leq 8 r\}) \leq B r^{2} \tag{3.1}
\end{equation*}
$$

where $B=128 \pi$. For $k \geq 0$, let

$$
G_{k}=\left\{z \in G: \frac{d}{2^{k}} \leq \operatorname{dist}(z, A) \leq \frac{d}{2^{k-1}}\right\}
$$

and

$$
C_{k}=C \cap G_{k}
$$

so that $C \cap G=\cup\left\{C_{k}: k \geq 1\right\}$. For each nonendpoint $p$ of $C$, let $J(p)$ denote the elementary $j$-characteristic containing $p$. Obviously, $J(p) \cap J\left(p^{\prime}\right) \cap G=\emptyset$ for $p \neq p^{\prime}$. For $k \geq 1$ and $p \in C_{k}$ let $l(p)$ and $r(p)$ be the first points encountered when moving along $J(p)$ from $p$ to the left and right of $C$, respectively, which are not in the interior of $G_{k-1} \cup G_{k} \cup G_{k+1}$. Each $q \in\{l(p), r(p)\}$ is either on $\partial G$ or is in $G$ and satisfies one of $\operatorname{dist}(q, A)=\frac{d}{2^{k+1}}$ or $\operatorname{dist}(q, A)=\frac{d}{2^{k-2}}$. Say $q \notin \partial G$ and $\operatorname{dist}(q, A)=\frac{d}{2^{k+1}}$. Then $|p-q| \geq \frac{d}{2^{k+1}}$, since otherwise $\operatorname{dist}(p, A) \leq|p-q|+\operatorname{dist}(q, A)<\frac{d}{2^{k}}$, which contradicts the fact that $p \in C_{k}$. If $q \notin \partial G$ and $\operatorname{dist}(q, A)=\frac{d}{2^{k-2}}$, then $|p-q| \geq \frac{d}{2^{k+1}}$ since otherwise

$$
\operatorname{dist}(p, A) \geq \operatorname{dist}(q, A)-|p-q|>\frac{d}{2^{k-2}}-\frac{d}{2^{k+1}}>\frac{d}{2^{k-1}}
$$

which is inconsistent with $p \in C_{k}$. Thus $|p-q| \geq \frac{d}{2^{k+1}}$ if $q \notin \partial G$. Hence, if at least one of $l(p), r(p)$ is not in $\partial G$, we have for the open subarc $J_{1}(p)$ of $J(p)$ with endpoints $l(p), r(p)$ that $\lambda\left(J_{1}(p)\right) \geq \frac{d}{2^{k+1}}$. If, on the contrary, $\{l(p), r(p)\} \subset \partial G$, then it follows from the preceding lemma that

$$
\lambda\left(J_{1}(p)\right) \geq|l(p)-p|+|p-r(p)| \geq \frac{B^{\prime} d}{2^{k}}>\frac{B^{\prime} d}{2^{k+1}}
$$

so that this bound holds in all cases for $p \in C_{k}$ since $B^{\prime} \leq 1$. Since $J_{1}(p) \backslash\{l(p), r(p)\} \subset$ $G_{k-1} \cup G_{k} \cup G_{k+1}$ for $p \in C_{k}$, it follows from (3.1) that

$$
\begin{aligned}
B\left(\frac{d}{2^{k+1}}\right)^{2} & \geq \mu\left(\left\{z \in G: \frac{d}{2^{k+1}} \leq \operatorname{dist}(z, \partial G) \leq \frac{d}{2^{k-2}}\right\}\right) \\
& =\mu\left(G_{k-1} \cup G_{k} \cup G_{k+1}\right) \\
& \geq \mu\left(\cup\left\{J_{1}(p): p \in C_{k}\right\}\right) \geq \eta \lambda\left(C_{k}\right) \frac{B^{\prime} d}{2^{k+1}}
\end{aligned}
$$

by Proposition 2.8(i). From this we have that $\lambda\left(C_{k}\right) \leq \frac{B d}{\eta B^{\prime} 2^{k+1}}$. But since $C=\cup\left\{C_{k}\right.$ : $k \geq 1\}$, we conclude that $\lambda(C) \leq \frac{B d}{2 B^{\prime} \eta} \leq \frac{B d_{0}}{2 B^{\prime} \eta}$. Since $B=128 \pi$ and $B^{\prime}$ and $d_{0}$ depend only on $G$, and $\eta$ depends only on $K$, we are done.
 $p \in \partial G, \ldots, \quad$ exit $G \ldots p, C \_, \ldots, \cdots, \quad z=z(s), 0 \leq s \leq L, \quad$, $\lim _{s \rightarrow 0} \theta(z(s)) \quad \mapsto, \cdots, C, \ldots, \ldots$ regularly $\quad z(0), \ldots, \ldots, \ldots, \ldots$ ... singularly

Proposition 3.6. . $G \in \mathcal{G}$, $\theta \in \operatorname{HP}(G, K)$, $C=a b \subset G$
 $\operatorname{diam}(C) \leq 5 \lambda(E)$
,.. Let $D$ be the interior of the simple closed curve $C \cup E$. Obviously, $D \subset G$. Let $p \in C$ and $q \in E$ satisfy

$$
|p-q|=\sup \{|z-w|: z \in C \text { and } w \in E\}
$$

Let $C^{\prime}$ be the elementary $j$-characteristic containing $p$. Since a $j$-characteristic can have at most one point in common with an $i$-characteristic, there is a point $q^{\prime} \in E$ such that $C^{\prime}$ contains a subarc $J=p q^{\prime}$ whose interior lies in $D$. Let $\operatorname{diam}(C)=\left|z_{1}-z_{2}\right|$, where $z_{1}, z_{2} \in C$. Then

$$
\operatorname{diam}(C)=\left|z_{1}-z_{2}\right| \leq\left|z_{1}-a\right|+|a-b|+\left|b-z_{2}\right| \leq 2|p-q|+\lambda(E)
$$

since $\left|z_{1}-a\right|,\left|b-z_{2}\right| \leq|p-q|$. But

$$
|p-q| \leq\left|p-q^{\prime}\right|+\left|q^{\prime}-q\right| \leq \lambda(J)+\lambda(E)
$$

so that

$$
\operatorname{diam}(C) \leq 2 \lambda(J)+3 \lambda(E)
$$

Let $J$ be parameterized by $w(s), 0 \leq s \leq l$, with $w(0)=p$. Let $I^{+}$and $I^{-}$be the set $s \in(0, l)$ at which $D \theta(w(s)) \geq 0$ and $D \theta(w(s)) \leq 0$, respectively. For $s \in I^{+}\left(s \in I^{-}\right)$ let $E^{+}\left(E^{-}\right)$be the set of points of $E$ joined to $w(s)$ by an $i$-arc emanating to the
right (left) of $J$. It follows by a simple argument based on Proposition 2.7 (length monotonicity) that $\lambda\left(I^{+}\right) \leq \lambda\left(E^{+}\right)$and $\lambda\left(I^{-}\right) \leq \lambda\left(E^{-}\right)$. But then

$$
\lambda(J) \leq \lambda\left(I^{+}\right)+\lambda\left(I^{-}\right) \leq \lambda\left(E^{+}\right)+\lambda\left(E^{-}\right) \leq \lambda(E)
$$

from which the desired bound follows immediately.

$$
\begin{aligned}
& \text { Proposition 3.7., } p \in \partial G, q_{1}, q_{2} \in G, \ldots, C_{1}=p q_{1}, C_{2}=p q_{2} \\
& \text {,., -......................................, } \theta_{1,}, \ldots \ldots
\end{aligned}
$$

$$
\begin{aligned}
& \because, \quad, \quad-, \cdots \quad, T \text {., } \lambda(P)=0
\end{aligned}
$$

.,.. Suppose not. Then, since the elementary $i$-characteristic passing through any point of $J$ must exit at $p$, after replacing the original $J$ by an appropriate subarc and changing $C_{1}$ and $C_{2}$ accordingly, we can assume that $\lambda(P \cap J)=\epsilon>0, \lambda(N)<\frac{\epsilon}{8}$, and $\lambda\left(\theta(J)<\frac{1}{100 K}\right.$, where $N=J \backslash P$. Let $C_{k}$ be parameterized by $z_{k}(s), 0 \leq$ $s \leq \lambda_{k}$, with $z(0)=p$. Let $\{k, l\}=\{1,2\}$. Let $J_{k}(s)$ denote the $j$-arc joining $z_{k}(s)$ to a point $w_{k}(s) \in C_{l} \cap G$. Note that we know only that $J_{k}(s)$ is defined for $s \leq \lambda_{k}$ sufficiently near $\lambda_{k}$. It follows from length monotonicity (Proposition 2.7) that $\lambda\left(J_{k}(s)\right) \geq \lambda\left(P_{k}(s)\right) \geq \epsilon$, where $P_{k}(s)$ is the set of points of $J_{k}(s)$ joined to points of $P$ by an $i$-arc. By the quasi-HP property $\lambda\left(\theta\left(J_{k}(s)\right)\right)<\frac{1}{100}$, so that $J_{k}(s)$ is almost straight and in particular the distance between its endpoints is at least $\frac{1}{2} \lambda\left(J_{k}(s)\right) \geq \frac{1}{2} \lambda\left(P_{k}(s)\right) \geq \frac{\epsilon}{2}$. Let $\xi_{k}$ be the infimum of all $s$ for which $J_{k}(s)$ is defined. Since the distance between the endpoints of $J_{k}(s)$ is at least $\frac{\epsilon}{2}$, it is clear that at least one of $\xi_{1}, \xi_{2}$ must be positive, and for definiteness we assume that $\xi_{1}>0$. For $\sigma \in\left(\xi_{1}, \lambda_{1}\right]$ let $J_{1}(\sigma)$ be parameterized by $\zeta(s, \sigma), 0 \leq s \leq \lambda\left(J_{1}(\sigma)\right)$, with $\zeta(0, \sigma) \in C_{1}$. It is clear that there are $\delta, T>0$ such that

$$
\begin{equation*}
\operatorname{dist}\left(\zeta(s, \sigma), C_{1} \cup C_{2}\right) \geq T s \quad \text { for } \quad s \in(0, \delta), \quad \sigma \in\left(\xi_{1}, \lambda_{1}\right] \tag{3.2}
\end{equation*}
$$

From the fact that a $j$-arc can intersect an $i$-arc at most once in $G$ it easily follows that for each point $z \in C_{1} \cap G$ there is a $\delta_{1}=\delta_{1}(z)$ such that

$$
\begin{equation*}
|z-\zeta(s, \sigma)| \geq \delta_{1} \quad \text { for } \quad s \in\left[\delta, \lambda\left(J_{1}(\sigma)\right)\right], \quad \sigma \in\left(\xi_{1}, \lambda_{1}\right] \tag{3.3}
\end{equation*}
$$

From (3.2) and (3.3) together with the fact that for $\sigma \in\left(\xi_{1}, \lambda_{1}\right], J_{1}(\sigma)=J_{2}\left(\sigma^{\prime}\right)$ for some $\sigma^{\prime} \in\left(\xi_{2}, \lambda_{2}\right.$ ] it follows that as $\sigma \rightarrow \xi_{1}, J_{1}(\sigma)$ tends to an arc $J_{0}$ which contains $p$, which joins $z_{1}\left(\xi_{1}\right)$ to the point $z_{2}\left(\xi_{2}\right)$ of $C_{2}$, and the distance between whose endpoints is at least $\frac{\epsilon}{2}$. Furthermore, either $J_{0}$ consists of a $j$-arc joining $z_{1}\left(\xi_{1}\right)$ to $p$ or (in the case that $\xi_{2}>0$ ) it consists of such an arc together with another $j$-arc joining $p$ to $z_{2}\left(\xi_{2}\right)$. One of the endpoints of $J_{0}$, which we henceforth call $q$, is at a distance of at least $\frac{\epsilon}{4}$ from $p$. By renaming, if necessary, we can assume that $q=z_{1}\left(\xi_{1}\right) \in C_{1}$. Let $J_{0}^{\prime}$ be the subarc of $J_{0}$ which joins $q$ to $p$. Let $A$ denote the arc $p q$ of $C_{1}$. Then $J_{0}^{\prime}$ and $A$ form the two sides of a "characteristic bilateral" $B$. Let $P_{0}^{\prime}$ be the subset of points of $J_{0}^{\prime}$ which correspond to (i.e., are joined by $i$-arcs to) points of $P$ (that is, $P_{0}^{\prime}$ is, apart from a set of linear measure 0 , the set of points at which $J_{0}$ is nonconcave towards the inside of $B$ ), and let $N_{0}^{\prime} \subset J_{0}^{\prime}$ be the subset corresponding to $N$. Since, by length monotonicity, $\lambda\left(N_{0}^{\prime}\right) \leq \lambda(N) \leq \frac{\epsilon}{8}$, it follows that

$$
\begin{equation*}
\lambda\left(P_{0}^{\prime}\right) \geq \lambda\left(J_{0}^{\prime}\right)-\lambda\left(N_{0}^{\prime}\right) \geq \frac{\epsilon}{4}-\frac{\epsilon}{8}=\frac{\epsilon}{8} \tag{3.4}
\end{equation*}
$$

Let $J_{0}^{\prime}$ be parameterized by $z_{0}(s), 0 \leq s \leq \lambda\left(J_{0}^{\prime}\right)$, with $z_{0}(0)=p$, and for $s \in\left(0, \lambda\left(J_{0}^{\prime}\right)\right)$ let $A(s)$ be the part of the elementary $i$-characteristic through $z_{0}(s)$ in $\bar{B}$, so that $A(s)$ joins $z_{0}(s)$ to $p$ (since its interior can cross neither $A$ nor $\left.J_{0}^{\prime}\right)$. It follows from Proposition 3.6 that $\operatorname{diam}(A(s)) \rightarrow 0$ as $s \rightarrow 0$. Let $q p^{\prime}$ be an arc of $A$ for which $\lambda\left(\theta\left(q p^{\prime}\right)\right)<\frac{1}{100 K}$. Since $\lambda(\theta(W))<\frac{1}{100}$ for any translate $W$ of either $J_{0}^{\prime}$ or $q p^{\prime}$ by the quasi-HP property, it follows that one can translate $q p^{\prime}$ in $B$ all the way down $J_{0}^{\prime} \backslash\{p\}$ from $q$ without meeting the boundary of $B$, since for simple geometric reasons all these translates, being essentially perpendicular to the virtually straight arc $J_{0}^{\prime}$, must stay away from $p$. If $A^{\prime}(s)$ denotes the translate of $q p^{\prime}$ with initial point $z_{0}(s)$, then $A^{\prime}(s) \subset A(s)$, and therefore $\operatorname{diam}\left(A^{\prime}(s)\right) \rightarrow 0$ as $s \rightarrow \lambda\left(J_{0}^{\prime}\right)$. This means that each point $z \in q p^{\prime}$ is joined to $p$ in $B$ by a $j$-arc $J^{\prime \prime}(z)$ such that if $P^{\prime \prime}(z)$ is the set of points of $J^{\prime \prime}(z)$ joined to points of $P$ by $i \operatorname{arcs}$ in $T$, then by (3.4) and length monotonicity $\lambda\left(P^{\prime \prime}(z)\right) \geq \frac{\epsilon}{8}$ and by the quasi-HP property $\lambda\left(\theta\left(J^{\prime \prime}(z)\right)\right)<\frac{1}{100}$, so that

$$
\begin{equation*}
|z-p| \geq \frac{\epsilon}{16} \tag{3.5}
\end{equation*}
$$

We can now repeat this process starting with $J^{\prime \prime}\left(p^{\prime}\right)$ instead of $J_{0}^{\prime}=J^{\prime \prime}(q)$ and continue doing so to obtain in the end $J^{\prime \prime}(z)$ for all $z \in A \backslash\{p\}$. However, by the argument we just gave we now have (3.5) for all $z \in A$, which is absurd since $p$ is an endpoint of $A$. Therefore $\lambda(P)=0$.

Proposition 3.8.

$\ldots$... This follows easily from Proposition 3.6.
Proposition 3.9.
.... Assume to the contrary that points $p_{1} \neq p_{2}$ of $\partial G$ are joined by distinct elementary $i$-characteristics $C_{1}$ and $C_{2}$. It follows from Proposition 3.8 that the elementary $i$-characteristic through any point of the simply connected domain $D$ bounded by $C_{1} \cup C_{2}$ must also have endpoints $p_{1}$ and $p_{2}$. But then it follows easily from Proposition 3.7 that all $j$-characteristic arcs in $D$ are straight line segments. But this contradicts Proposition 3.7.

```
    Proposition 3.10.
```



```
        .... The proof is an easy consequence of Proposition 3.7 and the quasi-HP
property.
    Definition 3.11. . . \(\theta\)
```




```
            \(i\)-characteristic subdomain
```

When we wish to indicate the elementary $i$-characteristic involved, we will denote the $i$-characteristic subdomain by $\left(D, C_{0}\right)$. The arc $B=\overline{\partial D-C_{0}} \subset \partial G$, called the $\because \cdots$. of $\left(D, C_{0}\right)$ and denoted by bot $(D)$, will be considered to have the order " $<$ " corresponding to the positive orientation of $\partial D$. We shall freely use interval notation as well as the terms "to the right of," "to the left of," "between," etc., when dealing with $\operatorname{bot}(D)$. Furthermore, if $a b$ is an elementary $i$-characteristic joining points $a$, $b$ of $\operatorname{bot}(D)$, it will be understood that $a \leq b$, unless otherwise indicated. When dealing with a characteristic subdomain $\left(D, C_{0}\right)$, we shall work with the class $\mathcal{I}(D)$ of nontrivial elementary $i$-characteristics $C$ which join points $p, q$ of $\operatorname{bot}(D)$. Note that $C_{0} \in \mathcal{I}(D)$. If $C=p q \in \mathcal{I}(D)$, then "above" $C$ refers to the part of $D$ not in the closed region bounded by $C \cup[p, q]$. If $F \subset \bar{D}$ is a compact set for which $F \cap \operatorname{bot}(D) \neq \emptyset$, we
say that an elementary $i$-characteristic $E=p q \in \mathcal{I}(D)$, , , , $F$, and write $F \preceq E$, if $F$ is contained in the closed set bounded by the simple closed curve $[p, q] \cup p q$. We deal only with sets $F$ for which each component of $F$ has points in $\operatorname{bot}(D)$. For two such sets $F_{1}, F_{2} \subset \bar{D}$ we say that $F_{1}, \ldots, F_{2}$ and write $F_{1} \leq F_{2}$ if for all $f_{1}, f_{2}$ with $f_{k} \in F_{k} \cap \operatorname{bot}(D), k=1,2$, there holds $f_{1} \leq f_{2}$. It is clear that if $C_{1}, C_{2} \in \mathcal{I}(D)$, then one of the following is true: $C_{1} \preceq C_{2}, C_{2} \preceq C_{1}, C_{1} \leq C_{2}$, or $C_{2} \leq C_{1}$. The first and second of these possibilities include the case $C_{1}=C_{2}$.

In what follows, $L(G, p, d)$ will denote the segment $\overline{p q}$ of length $d$ which is orthogonal to $\partial G$ at $p$, which emanates from $p$ into $G$ and which is oriented from $p$ to $q$.

 $\cdots \theta \in \operatorname{HP}(G, K), \cdot C, \cdots, \cdots z^{\prime}, 0 \leq s \leq \lambda(C)$,


$$
\begin{equation*}
C \cap L\left(G, p, \omega_{0} \rho\right)=\{z(0)\} \tag{3.6}
\end{equation*}
$$

$$
\begin{aligned}
& \arg \left\{z^{\prime}(0)\right\} \geq \arg \left\{w^{\prime}(0)\right\}-\omega_{1} \sqrt{|z(0)-p|} \\
& \text {., } C \text {. . . ......... } L\left(G, p, \xi_{0}\right) \text {, . } \\
& \arg \left\{z^{\prime}(0)\right\} \geq \arg \left\{w^{\prime}(0)\right\}+\omega_{1} \sqrt{|z(0)-p|}
\end{aligned}
$$

-. $C$. . . .. ... . $L\left(G, p, \omega_{0}\right)$
. .... Clearly, it is enough to handle the case in which $C$ emanates to the right of $L(G, p, \rho)$. Without loss of generality we can assume that $p=0=\arg \left\{w^{\prime}(0)\right\}$, so that in particular $D=N(-\rho i, \rho) \subset \mathbb{C} \backslash G$ and $\partial N(-\rho i, \rho)$ is tangent to $\partial G$ at 0 . Let $d=|z(0)-p|$ and let $R_{d}=\left\{d i+t e^{-i \alpha}: t \geq 0\right\}, \alpha=\alpha(d) \in\left(0, \frac{\pi}{2}\right)$ be the ray emanating to the right of $L(G, 0, \rho)$ from the point $d i \in L(G, 0, \rho)$ which is tangent to $\partial D$, and let the point of tangency be $z_{d}$. Then $\alpha=\cos ^{-1}\left(\frac{\rho}{\rho+d}\right)$, so that $\alpha$ is bounded below and above by $\sqrt{1-\frac{\rho}{\rho+d}}$ and $2 \sqrt{1-\frac{\rho}{\rho+d}}$, respectively. Thus

$$
\begin{equation*}
2 \sqrt{d / \rho} \geq \alpha \geq \frac{\sqrt{d / \rho}}{2} \quad \text { for } \quad d \leq \rho \tag{3.7}
\end{equation*}
$$

Let $T_{d}$ be the curvilinear triangle bounded by $L(G, 0, d)$, the line segment $\left[d i, z_{d}\right]$ and the (shorter) arc of $\partial D$ with endpoints $0, z_{d}$. Then in light of (3.7) it is easy to see that

$$
\begin{equation*}
\operatorname{diam}\left(T_{d}\right) \leq \rho \alpha+d \leq 2 \rho \sqrt{d / \rho}+d=2 \sqrt{\rho d}+d \quad \text { for } \quad d \leq \rho \tag{3.8}
\end{equation*}
$$

so that

$$
\begin{equation*}
\operatorname{diam}\left(T_{d}\right)<\rho \quad \text { for } \quad d \leq \frac{\rho}{16} \tag{3.9}
\end{equation*}
$$

Now assume that $C$ is as in the hypothesis with $z(0)=d i$, where $d \leq \frac{\rho}{16}$, and that

$$
-\beta=\arg \left\{z^{\prime}(0)\right\} \leq-N \alpha
$$

Here $N>1$ is a number yet to be determined. Since, by (3.9), $\operatorname{diam}(C) \geq \rho>$ $\operatorname{diam}\left(T_{d}\right)$, and since obvious angle considerations imply that $C$ enters $T_{d}$ at $d i$, in light of assumption (3.6), $C$ must exit $T_{d}$ at a point of the segment $\left[d i, z_{d}\right]$. Say $s_{0}$ is the smallest value of $s$ for which $z(s) \in\left[d i, z_{d}\right]$. Then obviously $\theta\left(\left[0, s_{0}\right]\right) \supset[-\beta,-\alpha]$, so that $\left[0, s_{0}\right]$ has a subinterval $\left[s_{1}, s_{2}\right]$ for which $\theta\left(\left[s_{1}, s_{2}\right]\right)=[-\beta,-\alpha]$. Since $\beta-\alpha \leq \frac{\pi}{2}$, and since the length of a curve given by $y=f(x), x_{1} \leq x \leq x_{2}$ for which $\left|f^{\prime}(x)\right| \leq 1$ is at most $\sqrt{2}\left|x_{2}-x_{1}\right|$, it follows that

$$
\begin{aligned}
s_{2}-s_{1} & =\lambda\left(z\left(\left[s_{1}, s_{2}\right]\right) \leq \sqrt{2}\left|z\left(s_{2}\right)-z\left(s_{1}\right)\right|\right. \\
& <2 \operatorname{diam}\left(T_{d}\right) \leq 2(2 \sqrt{\rho d}+d)
\end{aligned}
$$

by (3.8). Thus by the mean value theorem there must be some $s_{0} \in\left[s_{1}, s_{2}\right]$ for which

$$
\begin{equation*}
D^{+} \theta\left(z\left(s_{0}\right)\right) \geq \frac{(N-1) \alpha}{2(2 \sqrt{\rho d}+d)} \tag{3.10}
\end{equation*}
$$

But the curvature bound (Proposition 2.6) together with the hypothesis regarding the $j$-characteristics implies that $D^{+} \theta\left(z\left(s_{0}\right)\right) \leq \frac{K}{\rho}$, so that in light of (3.10) and the lower bound in (3.7) we have

$$
\frac{\rho(N-1) \sqrt{d / \rho}}{8 \sqrt{\rho d}+4 d} \leq K
$$

But the left-hand side of this inequality is $(N-1) /(8+4 \sqrt{d / \rho})$, which is bounded below by $\frac{N-1}{9}$ for $d \leq \frac{\rho}{16}$, so that we have a contradiction for $N=9 K+2$. Thus if $d \leq \frac{\rho}{16}$, we must have

$$
\arg \left\{z^{\prime}(0)\right\} \geq-2 \frac{9 K+2}{\sqrt{\rho}} \sqrt{d} \geq-\frac{22 K \sqrt{d}}{\sqrt{\rho}}
$$

in light of the upper bound in (3.7) and the fact that $K \geq 1$. Thus we have proved the proposition with $\omega_{0}=\frac{1}{16}$ and $\omega_{1}=\frac{22 K}{\sqrt{\rho}}$.

$$
\begin{aligned}
& \text { Proposition 3.13. . , , } \cdots, \ldots \cdot, \xi_{0}=\xi_{0}(K, \rho), \xi_{1}=\xi_{1}(K, \rho)
\end{aligned}
$$

$$
\begin{aligned}
& C, A=\operatorname{bot}(D) \quad \cdots, z(s), 0 \leq s \leq \lambda(C) \quad, \quad w(s) \quad 0 \leq s \leq \lambda(A) \\
& \text {, ...,.... } z(0)=w(0)=a, a, \ldots, \ldots, \ldots, \cdots, \cdots \operatorname{bot}(D) \quad ., \ldots \\
& \ldots p=w\left(\sigma_{0}\right) \in A, \quad \ldots . \operatorname{dist}(p, \partial G \backslash A) \geq \rho, \ldots, \ldots, 1 L\left(G, p, \xi_{0}\right) \ldots \ldots . .
\end{aligned}
$$

$$
\begin{align*}
& \left|\arg \left\{z^{\prime}(s)\right\}-\arg \left\{w^{\prime}\left(\sigma_{0}\right)\right\}\right| \leq \xi_{1} \sqrt{|z(s)-p|} . \tag{3.11}
\end{align*}
$$

,... Without loss of generality we may assume that $p=0=\arg \left\{w^{\prime}\left(\sigma_{0}\right)\right\}$. Let $\omega_{0}$ and $\omega_{1}$ be as in the preceding proposition. Let $L(\epsilon)=L(G, p, \epsilon)$. We assume for the moment that $z(s) \in L\left(\omega_{0} \frac{\rho}{2}\right)$ is the only point of $C$ on this segment. Since immediately to the left of $C$ there are points in the complement of $D$ and the interior of the segment $L(|z(s)|)$ lies in $D$, it is clear that if we write $\arg \left\{z^{\prime}\left(s_{0}\right)\right\}=e^{i \tau}$, with $-\pi<\tau \leq \pi$, then $|\tau| \leq \frac{\pi}{2}$. Let $E$ be either of the two subarcs of $C$, one of whose endpoints is $z(s)$ and the other of which is a point $q \in G$ for which $|z(s)-q|=\frac{\rho}{2}$. It follows from the preceding proposition that if $\omega_{1}\left(K, \frac{\rho}{2}\right) \sqrt{|z(s)|} \leq \frac{\pi}{4}$, then $C$ cannot
be tangent to $L\left(\omega_{0} \frac{\rho}{2}\right)$. Thus, of the two arcs $E$, one moves to the right of $L\left(\omega_{0} \frac{\rho}{2}\right)$ as we move along it away from $z(s)$ and the other moves to the left. But then by the preceding proposition we have (3.11) with

$$
\begin{equation*}
\xi_{1}=\omega_{1}\left(K, \frac{\rho}{2}\right) \tag{3.12}
\end{equation*}
$$

for any $z(s)$ for which

$$
|z(s)| \leq \min \left\{\omega_{0} \frac{\rho}{2},\left(\frac{\pi}{4 \omega_{1}(K, \rho / 2)}\right)^{2}\right\}
$$

Let

$$
\begin{equation*}
\xi_{0}=\min \left\{\omega_{0} \frac{\rho}{10},\left(\frac{\pi}{4 \omega_{1}(K, \rho / 2)}\right)^{2}, \frac{\pi \rho}{21 K}\right\} \tag{3.13}
\end{equation*}
$$

Assume $\epsilon \leq \xi_{0}$ and that $L(\epsilon)$ contains at least two points of $C$. Then there are $s^{\prime}$, $s^{\prime \prime} \in(0, \lambda(C)), s^{\prime}<s^{\prime \prime}$, such that the interior of $L\left(\min \left\{\left|z\left(s^{\prime}\right)\right|,\left|z\left(s^{\prime \prime}\right)\right|\right\}\right)$ contains no point of $C$ (and is therefore contained in $D$ ) and $z\left(s^{\prime}\right) z\left(s^{\prime \prime}\right) \cap L(\epsilon)=\left\{z\left(s^{\prime}\right), z\left(s^{\prime \prime}\right)\right\}$. By Proposition 3.6, $\operatorname{diam}\left(z\left(s^{\prime}\right) z\left(s^{\prime \prime}\right)\right) \leq 5 \epsilon<\omega_{0} \frac{\rho}{2}$. There are the following two cases.
(i) $\left|z\left(s^{\prime}\right)\right|<\left|z\left(s^{\prime \prime}\right)\right|$. In this case, simple topological arguments show that $z\left(s^{\prime}\right)$ $z\left(s^{\prime \prime}\right)$ must lie to the right of $L(\epsilon)$. Also, by the foregoing and our definition of $\xi_{0}$, one easily has

$$
\left|\arg \left\{z^{\prime}\left(s^{\prime}\right)\right\}-\arg \left\{w^{\prime}\left(\sigma_{0}\right)\right\}\right| \leq \frac{\pi}{4}
$$

But then since $C$ crosses $L(\epsilon)$ again at $z\left(s^{\prime \prime}\right)$, we must have that for some $t^{\prime}<t^{\prime \prime}$ in $\left(s^{\prime}, s^{\prime \prime}\right), \arg \left\{z^{\prime}\left(t^{\prime \prime}\right)\right\}-\arg \left\{z^{\prime}\left(t^{\prime}\right)\right\} \geq \frac{\pi}{2}-\frac{\pi}{4}=\frac{\pi}{4}$, so that by mean value considerations as in the proof of the preceding proposition together with the curvature bound we see that there must be a point $\sigma^{\prime} \in\left(t^{\prime}, t^{\prime \prime}\right)$ at such that

$$
\frac{K}{\rho / 2} \geq\left.\frac{d \arg \left\{z^{\prime}(s)\right\}}{d s}\right|_{s=\sigma^{\prime}} \geq \frac{\pi / 4}{2 \operatorname{diam}\left(z\left(s^{\prime}\right) z\left(s^{\prime \prime}\right)\right)} \geq \frac{\pi}{10 \epsilon} \geq \frac{\pi}{10 \xi_{0}}
$$

which implies that $\xi_{0} \geq \frac{\pi \rho}{20 K}$, a contradiction, since $\xi_{0} \leq \frac{\pi \rho}{21 K}$.
(ii) $\left|z\left(s^{\prime}\right)\right|>\left|z\left(s^{\prime \prime}\right)\right|$. In this case, simple topological arguments show that $z\left(s^{\prime}\right)$ $z\left(s^{\prime \prime}\right)$ must lie to the left of $L(\epsilon)$, and we proceed analogously to the way we did in case (i).
Thus, for $\epsilon \leq \xi_{0}, L(\epsilon)$ can contain at most one point of $C$. This completes the proof of the proposition with $\xi_{1}$ and $\xi_{0}$ as defined in (3.12) and (3.13), respectively.

We now extend the notion of characteristic to include certain arcs whose interiors contain points of $\partial G$. Although what follows does not give the most exhaustive extension possible, it is sufficient for our present needs. Let $\left(D_{0}, C_{0}\right)$ be an $i$-characteristic subdomain of $G$, and consider a monotone decreasing sequence $\left\{C_{k}=a_{k} b_{k}: k \geq 0\right\}$ in $\mathcal{I}\left(D_{0}\right)$. In other words, $a_{k} \leq a_{k+1}<b_{k+1} \leq b_{k}, k \geq 0$, so that the $\operatorname{arcs} A_{k}=\left[a_{k}, b_{k}\right]$ of $\operatorname{bot}\left(D_{0}\right)=A_{0}$ are nested. Let $D_{k} \subset D_{0}$ be the $i$-characteristic subdomain bounded by $C_{k} \cup A_{k}$, so that $D_{k} \supset D_{k+1}, k \geq 0$. We regard $C_{k}$ as being oriented from $a_{k}$ to $b_{k}$. Let $a_{k} \rightarrow a$ and $b_{k} \rightarrow b$. We define $C$ to be the set of limits of sequences $\left\{z_{l}\right\}$, where $z_{l} \in C_{k_{l}}, k_{l} \rightarrow \infty$. Any such $C$ will be called an $\cdot, \ldots . . . . . . .$. $a \ldots b$. An extended characteristic consisting of a single point $p \in \partial G$ will be called
.... . The following proposition, in the statement and proof of which the notation is the same as that of the immediately preceding sentences, contains the basic properties of extended characteristics. Note that $M(G, K)$ is, as in Proposition 3.4, an upper bound on the length of elementary characteristics of $K$-quasi-HP functions on $G$.

$$
\begin{aligned}
& \text {, } a=b, \ldots, C=\{a\} \quad \ldots \quad \text {.., } C, \ldots, \quad, \cdots, a, b, \lambda(C) \leq \\
& M(G, K), C,, \quad, \ldots, z(s), 0 \leq s \leq \lambda(C), \ldots z(0)=a \ldots, \quad C \cap \partial G \subset \\
& {[a, b], \ldots, \ldots \cdot, 1 C \cap[a, b] \ldots, \ldots, \ldots}
\end{aligned}
$$

$$
\begin{align*}
& D^{+} \arg \left\{z^{\prime}(t)\right\} \leq \frac{K}{\lambda(J(t))} . \tag{3.14}
\end{align*}
$$

, ,.. We begin by observing that

$$
\begin{equation*}
A_{0} \cap C \subset[a, b] . \tag{3.15}
\end{equation*}
$$

To see this, note that for each $w \in A_{0} \backslash[a, b]$ there is an $n$ for which $w \notin A_{n}$. Since $C_{n} \cap A_{0}=\left\{a_{n}, b_{n}\right\}, w$ is not in $C_{n}$ either, and therefore $w \notin \overline{D_{n}}$. But then, by the monotonicity of $\left\{\overline{D_{k}}\right\}$,

$$
\operatorname{dist}\left(w, C_{k}\right) \geq \operatorname{dist}\left(w, \overline{D_{k}}\right) \geq \operatorname{dist}\left(w, \overline{D_{n}}\right)>0 \text { for } k \geq n
$$

from which the desired conclusion follows at once. From (3.15) it follows immediately that $C \cap \partial G \subset[a, b]$.

Next we note that if $a=b$, then Proposition 3.6 implies that $\operatorname{diam}\left(C_{k}\right) \rightarrow 0$, so that $C=\{a\}$. For the remainder of the proof we therefore assume that $a<b$.

By this assumption and Proposition 3.4 on the boundedness of the lengths of characteristics there exist $l_{1}$ and $l_{2}$ such that $0<l_{1} \leq \lambda\left(C_{k}\right) \leq l_{2}<\infty$. Let $C_{k}$ be parameterized by $z=z_{k}(s), 0 \leq s \leq \lambda\left(C_{k}\right)$. Let $0<\epsilon<|b-a| / 3$, and let $n_{0}$ be such that

$$
\left|a_{k}-a\right|,\left|b_{k}-b\right|<\epsilon \quad \text { for } \quad k \geq n_{0}
$$

For $k \geq n_{0}$ let

$$
\alpha_{k}=\sup \left\{s: z_{k}(s) \in \partial N(a, \epsilon)\right\}
$$

and

$$
\beta_{k}=\inf \left\{s: z_{k}(s) \in \partial N(b, \epsilon)\right\},
$$

and let $E_{k}=E_{k}(\epsilon)=z_{k}\left(\left[\alpha_{k}, \beta_{k}\right]\right)$. Then

$$
\begin{equation*}
\delta=\inf \left\{\operatorname{dist}\left(E_{k}, \partial G \backslash A_{k}\right): k \geq n_{0}\right\}>0 \tag{3.16}
\end{equation*}
$$

since otherwise there would be a point of $C$ in $A_{0} \backslash[a, b]$, in contradiction of (3.15). For $k \geq n_{0}$ and $s \in\left[\alpha_{k}, \beta_{k}\right]$, let $J_{k}(s)$ denote the $j$-half-characteristic emanating to the left of $C_{k}$ and joining $z_{k}(s)$ to a point $w_{k}(s)$ of $\partial G \backslash A_{k}$. In light of (3.16),

$$
\begin{equation*}
\lambda\left(J_{k}(s)\right) \geq \delta>0 \quad \text { for } \quad k \geq n_{0}, \quad s \in\left[\alpha_{k}, \beta_{k}\right] \tag{3.17}
\end{equation*}
$$

This means that for each $\epsilon>0$ we have an upper bound on the curvature to the left of $E_{k}$. More precisely, the curvature bound implies that

$$
\begin{equation*}
D^{+} \theta\left(z_{k}(s)\right) \leq \frac{K}{\lambda\left(J_{k}(s)\right)} \leq \frac{K}{\delta} \quad \text { for } \quad k \geq n_{0}, \quad s \in\left[\alpha_{k}, \beta_{k}\right] \tag{3.18}
\end{equation*}
$$

In addition, the curvature bound trivially implies that

$$
\begin{equation*}
D^{-} \theta\left(z_{k}(s)\right) \geq-\frac{K}{\operatorname{dist}\left(z_{k}(s), \partial G\right)} \tag{3.19}
\end{equation*}
$$

There is a neighborhood $U$ of $\partial G$ such that for each $z \in U$ there is a unique $p(z) \in \partial G$ for which $|z-p(z)|=\min \{\operatorname{dist}(z, \zeta): \zeta \in \partial G\}$ and for which $p$ is continuous. For $q$ in $\partial G$, let $e^{i \phi(q)}$ be the positively oriented unit tangent to $\partial G$ at $q$, so that, in $U$, $e^{i \phi(p(z))}$ is continuous. It follows from (3.18) and Proposition 3.13 that there is a $\Lambda=\Lambda(\epsilon)$ such that

$$
\begin{equation*}
\left|z_{k}^{\prime}(s)-e^{i \phi\left(p\left(z_{k}(s)\right)\right)}\right| \leq \Lambda \sqrt{\left|z_{k}(s)-p\left(z_{k}(s)\right)\right|} \quad \text { for } \quad k \geq n_{0}, \quad s \in\left[\alpha_{k}, \beta_{k}\right] \tag{3.20}
\end{equation*}
$$

Bounds (3.18), (3.19), and (3.20) imply that the family $\left\{z_{k}^{\prime}(s)\right\}$ is uniformly bounded and equicontinuous (that is, there is a single modulus of continuity valid for all $z_{k}^{\prime}(s)$, $k \geq n_{0}$, on the respective $\left.\left[\alpha_{k}, \beta_{k}\right]\right)$. From this it follows that there are $\alpha, \beta$, and a sequence $\left\{k_{l}\right\}$ such that $\alpha_{k_{l}} \rightarrow \alpha$ and $\beta_{k_{l}} \rightarrow \beta$ and $z_{k_{l}}(s) \rightarrow z_{\epsilon}(s)$ uniformly (in the obvious sense), where $z_{\epsilon}$ is continuously differentiable and parameterizes an arc $C(\epsilon)$ which joins a point of $\partial N(a, \epsilon)$ to a point of $\partial N(b, \epsilon)$ in the part of $\overline{D_{0}}$ lying outside of both these circles. The arc $C(\epsilon)$ is simple, since otherwise there would be some $q \in(a, b) \backslash N(\{a, b\}, \epsilon)$ such that for arbitrarily small $\tau>0, L(G, q, \tau)$ intersects some $E_{k}$ more than once, which would contradict Proposition 3.13. Clearly, $\lambda(C(\epsilon)) \leq$ $M(G, K)$. The nested nature of the $D_{k}$ then implies that (at least for sufficiently small $\epsilon$ ) the entire sequence converges to $C(\epsilon)$. Also, it is clear that $C\left(\epsilon^{\prime}\right)$ is an extension of $C(\epsilon)$ for $\epsilon^{\prime}<\epsilon$. We have that $C=\cup\{C(\epsilon): \epsilon>0\}$, since $\operatorname{diam}\left(z_{k}\left(\left[0, \alpha_{k}\right]\right)\right)$ and $\operatorname{diam}\left(z_{k}\left(\left[\beta_{k}, \lambda\left(C_{k}\right)\right]\right)\right)$ tend to 0 uniformly in $k$ as $\epsilon \rightarrow 0$ by Proposition 3.6. It follows from $C=\cup\{C(\epsilon): \epsilon>0\}$ that $\lambda(C) \leq M(G, K)$ and that $C$ is a simple arc with endpoints $a, b$, and furthermore that $C$ is parameterized by a function $z(s)$ which is continuously differentiable on $(0, \lambda(C))$. That the two possible orderings of the points of $C \cap[a, b]$ coincide follows from the fact that $C$ is a simple arc and (3.15).

The existence and uniqueness of $J(t)$ is trivial when $z(t) \in G$. When $z(t) \in$ $(a, b)$ the existence of $J(t)$ follows from a straightforward compactness argument. In light of (3.20), for such $t$, any corresponding $J(t)$ must be orthogonal to $\partial G$ at $z(t)$, so that the uniqueness of $J(t)$ follows from Proposition 3.10. Bound (3.14) follows from (3.18).

We will refer to an extended characteristic $C$ joining $a, b \in \partial G$ as $a b$; points of $a b \cap \partial G$ will be called ,., • •, , •, , and contact points other than $a$ and $b$ will be called, , , ........ It is clear that $\theta$ can be continuously extended to $G \cup(a b \backslash\{a, b\})$. For what is to follow it is important to understand that if $\left(D_{0}, C_{0}\right)$ is an $i$-characteristic subdomain, then, in addition to the extended characteristics constructed above, $D_{0}$ might contain extended characteristics $C^{\prime}$ joining points $a^{\prime}<b^{\prime}$ arising from a sequence of $i$-characteristic subdomains $\left\{\left(D_{k}^{\prime}, C_{k}^{\prime}\right)\right\}$, where $C_{k}^{\prime}=a_{k}^{\prime} b_{k}^{\prime}$ with $a_{k+1}^{\prime} \leq a_{k}^{\prime}<b_{k}^{\prime} \leq b_{k+1}^{\prime}$ (where the order is with respect to $A_{0}=\operatorname{bot}\left(D_{0}\right)$, as above). Here the $C_{k}^{\prime}$ are contained in $D_{0}$, but the other part of the boundary of $D_{k}^{\prime}$ is $\partial G \backslash\left(a_{k}^{\prime}, b_{k}^{\prime}\right)$ (where here again the interval notation refers to the order on
$\left.A_{0}=\operatorname{bot}\left(D_{0}\right)\right)$. Note that if for such an extended characteristic $C^{\prime}, C^{\prime} \cap \partial G$ has points other than $a^{\prime}$ and $b^{\prime}$ (that is, if $C^{\prime}$ is not simply an elementary characteristic), then the contact points will not occur monotonically with respect to the order on $A_{0}$ when $C^{\prime}$ is traversed from $a^{\prime}$ to $b^{\prime}$. ... , . . . .. . . .,.............. $D_{0}$ the extended characteristics $C$ constructed originally will be referred to as ....., , and this other kind of extended characteristic $C^{\prime}$ with proper contact points will be said to be $, \ldots, \ldots$. We consider that an extended characteristic $a b$ exits $G$ at all of its contact points, and we use the terms "exits regularly" and "exits singularly" at $a$ or $b$ in the obvious fashion. Clearly, $a b$ exits regularly at its proper contact points.


$$
\text { , } \cdot, \quad z(s), 0 \leq s \leq L, \ldots z(0)=p \quad \phi(s)=\arg \left\{z^{\prime}(s)\right\}
$$

$$
\ldots \cdot \lim _{s \rightarrow 0} \phi(s)
$$

$$
j \ldots, \quad \epsilon>0, P(\epsilon, T)=\left\{s<\epsilon: \phi^{\prime}(s) \geq T\right\}
$$

$$
N(\epsilon, T)=\left\{s<\epsilon: \phi^{\prime}(s) \leq-T\right\}^{\prime} \quad, \quad, \epsilon, T>0, P(\epsilon, T) \quad, N(\epsilon, T)
$$

$$
\therefore, \ldots \ldots, \ldots, \operatorname{diam}(E(s)) \rightarrow 0, s \rightarrow 0 \ldots \ldots, \ldots, \ldots, \ldots)
$$

$$
\cdots \cdot p
$$

.. Assume to the contrary that $\lambda(P(\epsilon, T))>0$ for some $\epsilon_{0}, T_{0}>0, \lambda(P$ $\left.\left(\epsilon_{0}, T_{0}\right)\right)=0$, so that $\phi^{\prime}(s) \leq T_{0}$ a.e. on $\left(0, \epsilon_{0}\right]$. Then $\phi=\phi^{+}+\phi^{-}$on $\left(0, \epsilon_{0}\right]$, where $\phi^{+}$ is Lipschitz continuous and nondecreasing and $\phi^{-}$is continuous and nonincreasing. From this in turn it follows that either $\phi^{-}$has a finite limit as $s \rightarrow 0$ or it tends to $\infty$ as $s \rightarrow 0$, so that in fact the latter is the case since $C$ exits singularly. But this means that $C$ spirals around $p$, which is clearly impossible. Thus $P(\epsilon, T)$ must have positive measure for all $\epsilon, T>0$. One sees similarly that $N(\epsilon, T)$ has positive measure. That $\operatorname{diam}(E(s)) \rightarrow 0$ follows immediately from the characteristic length bound. To see that the last sentence of the statement is true, assume to the contrary that $E(\sigma)$ joins $z(\sigma)$ to $p$. Then, since distinct $j$-characteristics have no common point in $G$ and can only cross $C$ at one point in $G, E(s)$ exits at $p$ for $0<s \leq \sigma$. But this is impossible in light of Proposition 3.7 and the fact that both $P(\epsilon, 1)$ and $N(\epsilon, 1)$ have positive measure.

Let $\left(D, C_{0}\right)$ be a characteristic subdomain of $G$, and let $F \subset D \cup \operatorname{bot}(D)$ be a compact set for which $F \cap \operatorname{bot}(D) \neq \emptyset$. The family $\mathcal{C}(F)=\{C \in \mathcal{I}(D): F \preceq C\}$ is clearly linearly ordered with respect to the relation $\preceq$. From this it easily follows that there is a unique monotone extended $i$-characteristic $E_{0}=a b$ for which $F \cap \operatorname{bot}(D) \subset$ $[a, b]$ and $E_{0} \preceq C$ for all $C \in \mathcal{C}(F)$.
 $\min _{D}(F)$

In the statement and proof of the following proposition all order relations are with respect to $\left(D, C_{0}\right)$.

Proposition 3.17 (structure of $\left.\min _{D}(A \cup B)\right)$. . $\left(D, C_{0}\right)$, i.......
 $\cdot \mathcal{I}(D), \ldots U=\min _{D}(A \cup B)=e f, e<f$
(i) $U ., \ldots, \ldots, \cdots, \quad A, B$
 $e \leq a \leq b \leq f, \cdots, \cdots, 1, \cdots, \ldots, \cdots \cdots, \cdots$
(ii) $e a, \ldots, \ldots L^{\prime} \in \mathcal{I}(D)$, $\quad \cdots{ }^{\prime \prime} A \preceq L \preceq U, \ldots, \quad \preceq L$, , ...
 $\cdot$, , It follows from her , ,.. It follows from the hypotheses that $e<f$ (i.e., that $e \neq f$ ). We show that
if (i) does not hold, then at least one of (ii) or (iii) does. Let

$$
e^{\prime}=\sup \left\{z: z \in \operatorname{bot}(D) \cap \min _{D}(A \cup B), z \leq a_{1}\right\}
$$

and

$$
f^{\prime}=\inf \left\{z: z \in \operatorname{bot}(D) \cap \min _{D}(A \cup B), z \geq b_{2}\right\}
$$

Since (i) does not hold it is easy to see that the subarc $e^{\prime} f^{\prime}$ of $e f$ is a member of $\mathcal{C}(A \cup B)$, so that in fact $e^{\prime} f^{\prime}=e f$. Obviously, ef $\cap(A \cup B) \subset\{e, f\}$, since otherwise $e f$ would have to be $A$ or $B$. Let $w_{0}$ be any point of ef other than $e$ or $f$, and consider a small $j$-arc $E$ whose initial point is $w_{0}$, which extends to the right of $e f$ (that is, into the simply connected domain bounded by ef $\cup[e, f]$ ) and which is disjoint from $A \cup B$. Let $E$ be parameterized by $z=w(s), 0 \leq s \leq \lambda_{0}$, with $w\left(\lambda_{0}\right)=w_{0}$, and let $C(s)$ denote the elementary $i$-characteristic through $w(s)$. Note that

$$
\begin{equation*}
C\left(s_{1}\right) \preceq C\left(s_{2}\right) \quad \text { for } \quad s_{1} \leq s_{2} \tag{3.21}
\end{equation*}
$$

Let the left and right endpoints of $C(s)$ be $l(s)$ and $r(s)$. By the minimality of $e f$ it must be that for no $s \in\left(0, \lambda_{0}\right)$ can we have both $l(s) \leq a_{1}$ and $r(s) \geq$ $b_{2}$. From (3.21) it therefore follows that either for all $s \in\left(0, \lambda_{0}\right), l(s)>a_{1}$, or for all $s \in\left(0, \lambda_{0}\right), r(s)<b_{2}$. Assume the latter occurs. Then in fact $r(s) \leq b_{1}$ for all $s \in\left(0, \lambda_{0}\right)$, since otherwise $C(s)$ would cross $B$ in $D$, which is impossible since they are distinct elementary $i$-characteristics. Consider the $i$-characteristic subdomain $\left(D^{\prime}, C(0)\right)$ bounded by $C(0)$ and $\partial G \backslash(l(0), r(0))$. If we take any sequence $\left\{s_{k}\right\}$ in ( $0, \lambda_{0}$ ) which tends monotonically to $\lambda_{0}$, and consider the corresponding sequence of elementary $i$-characteristics $C_{k}=C\left(s_{k}\right)$ in $D^{\prime}$, it is clear that they will give rise to an extended $i$-characteristic $C^{\prime}=a b$ (with, as always, $a<b$ with respect to the order for $\operatorname{bot}(D)$ ), which is nonmonotone with respect to the characteristic subdomain $D$, which contains $e f$ as a subarc and for which $b \leq b_{1}$. Clearly, bf $\cap e f=\{f\}$, so that $b f \preceq e f$. If we let

$$
c^{\prime}=\sup \left\{z: z \in \operatorname{bot}(D) \cap b f, z \leq b_{1}\right\}
$$

and

$$
c^{\prime \prime}=\inf \left\{z: z \in \operatorname{bot}(D) \cap b f, z \geq b_{2}\right\}
$$

then $L=c^{\prime} c^{\prime \prime} \in \mathcal{I}(D)$, so that from the minimality of ef it follows that $c^{\prime} \geq a_{2}$ and we have conclusion (iii). In exactly the same manner one obtains conclusion (ii) in the case that $s \in\left(0, \lambda_{0}\right), l(s)>a_{1}$ for all $s \in\left(0, \lambda_{0}\right)$.

Comment 3.18.
(ii) ,... ......., ... ,


Proposition 3.20. , $p \in \partial G_{-}$,

.... This follows immediately from the Peano existence theorem for (local) solutions of the initial value problem $y^{\prime}=F(x, y), y\left(x_{0}\right)=y_{0}$ when $F$ is continuous in a neighborhood of $\left(x_{0}, y_{0}\right)$.

$$
\begin{aligned}
& \text { Definition 3.21. . } p \in \partial G \text {, •.., ..., ,..., } \theta \text {,.. - }
\end{aligned}
$$

$$
\begin{aligned}
& \text {.. singularity of type } 0 \text { (singularity of type } 1 \text { ) . p, } \theta \ldots, \ldots, \ldots, \ldots, \\
& \text {, . . . . .... } p_{\ldots}, \theta_{-}, \ldots, \ldots \text { singularity of type } 2 \cdot p
\end{aligned}
$$

The following proposition is needed to make use of fans of characteristics in what is to follow.

Proposition 3.22., . $C_{1}=p q_{1}, C_{2}=p q_{2}, ~-., \ldots, \ldots, \ldots, \ldots$, , ,



(i). . $\quad, \ldots . \quad d>0, \ldots \ldots ., \quad z \in N(p, d) \cap T \ldots, \ldots, \quad, \quad i$

- •,........ $z$,.., $p$
 Let $W$ be the set of all $z \in T$ for which the elementary $i$-characteristic $C(z)$ through $z$ does not exit at $p$. For $z \in W, C(z)$ has no points in common with either $C_{1} \backslash\left\{q_{1}\right\}$ or $C_{2} \backslash\left\{q_{2}\right\}$, so that both endpoints of $C(z)$ lie on $A$. For each $z \in W$, let $D(z)$ denote the interior of the domain bounded by $C(z)$ and the arc of $A$ whose endpoints are those of $C(z)$. For $w_{1}, w_{2} \in T, C\left(w_{1}\right) \cap T$ and $C\left(w_{2}\right) \cap T$ are either identical or disjoint, so that for $w_{1}, w_{2} \in W, D\left(w_{1}\right)$ and $D\left(w_{2}\right)$ are either nested or disjoint. Let $\xi=\frac{1}{2} \operatorname{dist}(p, A)>0$. If $z \in N\left(p, \frac{\xi}{2}\right) \cap W$, then it follows from Proposition 2.8(i) that $\mu(D(z)) \geq \eta \xi^{2}$ since $\lambda(C(z) \cap N(p, \xi)) \geq \xi$ and each of the $j$-arcs joining a point of $C(z) \cap N(p, \xi)$ to $A$ in $D(z)$ has length at least $\xi$. Thus if $z_{1}, \ldots, z_{n} \in N\left(p, \frac{\xi}{2}\right) \cap W$ are such that the corresponding $D\left(z_{k}\right)$ are disjoint, then $n \leq \frac{\mu(G)}{\eta \xi^{2}}$. If (i) is not true, a pigeonhole (area exhaustion) argument then shows that there is a sequence $\left\{z_{k}: k \geq 1\right\}$ of points of $W$ tending to $p$ such that $\left\{D\left(z_{k}\right)\right\}$ is an increasing sequence. But our extended characteristic construction then gives us a monotone extended characteristic $C$ (with respect to the characteristic subdomain bounded by $C\left(z_{1}\right)$ and the complement in $\partial G$ of the subarc of $A$ joining the endpoints of $C\left(z_{1}\right)$ ) for which $p \in C$. But the endpoints of $C$ are in $A$ since those of all the $D\left(z_{k}\right)$ are in $A$, so that $p$ is a proper contact point of $C$. Thus $C$ satisfies (ii).

Definition 3.23 ( $i$-fan) . ,., $\cdots_{1}, \theta_{-1}, \ldots, \cdots, i$-fan $. p \in \partial G_{-}, p_{-}$
 vertex ,... .,

Proposition 3.22 implies that if $C_{1}$ and $C_{2}$ are distinct elementary $i$-characteristics in $\mathcal{F}_{i}(p)$, then there is a $d>0$ such that all points of $N(p, d)$ between them belong to members of $\mathcal{F}_{i}(p)$, so that the interior of $\cup\left\{C: C \in \mathcal{F}_{i}(p)\right\}$ is nonempty. Furthermore, it follows from Proposition 3.7 that the $j$-characteristic through any point in the interior of $\cup\left\{C: C \in \mathcal{F}_{i}(p)\right\}$ is strictly concave towards the side facing $p$. These two facts in turn imply that if there are $i$-fans at $p_{1} \neq p_{2}$, then the interiors of $\cup\left\{C: C \in \mathcal{F}_{i}\left(p_{k}\right)\right\}, k=1,2$, must be disjoint. Since $\mu\left(\cup\left\{C: C \in \mathcal{F}_{i}(p)\right\}\right)>0$, we have the following.

Proposition 3.24. . . ... ,... . .... .. . ...... $i, ., \cdot, \cdot . . \cdot$
Proposition 3.25. ... .., , ..... .. .... . .... .

, . . Let $F$ be an extended $i$-characteristic which exits regularly at $p$. Without loss of generality we can assume that the positive direction along $\partial G$ at $p$ is that of the positive real axis. Let $C$ be a nontrivial arc of $F$ parameterized by $z=z(s)$, $0 \leq s \leq L$, with $z(0)=p$. Again, without loss of generality we can assume that $\gamma=\arg \left\{z^{\prime}(s)\right\}=\theta(z(s))$. We consider the following three possibilities separately.
(i) $\gamma \in\left(0, \frac{\pi}{2}\right) \cup\left(\frac{\pi}{2}, \pi\right)$. In this case we can assume that $C$ is an arc of an elementary $i$-characteristic exiting at $p$. To be specific, we assume that $\gamma \in\left(0, \frac{\pi}{2}\right)$. Let $q$ be an interior point of $C$. For any $\epsilon>0$ there exist nontrivial $j$-characteristic arcs $E^{+}=$ $E^{+}(\epsilon)$ and $E^{-}=E^{-}(\epsilon)$ emanating from $q$ to the right and left of $C$, respectively, such that $\lambda\left(\theta\left(E^{+} \cup E^{-}\right)\right)<\epsilon$. Since there is no fan at $p$, none of the $j$-characteristics through any point of $E^{+} \cup E^{-}$other than $q$ exits at $p$. Let $C(\epsilon)$ be an initial segment of $C$ such that $\lambda(\theta(C \backslash\{p\}))<\epsilon$. Let $\alpha<\gamma$; we show that $\theta(z) \rightarrow \gamma$ as $z \rightarrow p$ between $C$ and the ray $\arg \{z\}=\alpha$. It is easy to see that some initial segment of this ray (that is, the portion of the ray contained in $N(p, \xi)$ for some $\xi>0$ ) is covered by a collection $\mathcal{Q}(\epsilon)$ of characteristic quadrilaterals $Q$, one of whose $i$-sides is a subarc of $C(\epsilon)$ and one of whose $j$-sides is a translate of an initial subarc of $E^{+}(\epsilon)$. The quasi-HP property then implies that there is a $\delta=\delta(\epsilon)$ such that if $|z-p|<\delta$ and $z$ is between $C$ and the ray $\arg \{z\}=\alpha$, then $|\theta(z)-\gamma|<2 K \epsilon$. Since $\epsilon$ is arbitrary, $\theta(z) \rightarrow \gamma$ as $z \rightarrow p$ between $C$ and the ray. It is also clear that for sufficiently small $\epsilon$ the translate of $E^{-}$down to $p$ is a nontrivial initial arc of a $j$-characteristic $C^{\prime}$ which exits regularly at $p$ and which forms with $\partial G$ an acute angle of size $\frac{\pi}{2}-\gamma$. What we have shown in regard to $C$ now implies that if $\beta<\frac{\pi}{2}-\gamma$, then $\theta(z)+\frac{\pi}{2} \rightarrow \gamma+\frac{\pi}{2}$ as $z \rightarrow p$ between $C^{\prime}$ and the ray $\arg \{z\}=\pi-\beta$, so that $\theta(z) \rightarrow \gamma$ as $z \rightarrow p$ in that curvilinear sector. Finally, it is easy to see that $\theta(z) \rightarrow \gamma$ as $z \rightarrow p$ between $C$ and $C^{\prime}$. Since $\alpha<\gamma$ and $\beta<\frac{\pi}{2}-\gamma$ are arbitrary, we have the desired regularity at $p$. The case $\gamma \in\left(\frac{\pi}{2}, \pi\right)$ is handled in the same manner apart from minor changes of a notational nature. In the case that $\theta$ arises from the solution of a normal system it is clear from (ii) of Definition 1.1 that both $R_{i}(z)$ and $R_{j}(z)$ have limits as $z \rightarrow p$ in the sector $\alpha<\arg \{z\}<\beta$, so that the second conclusion is valid in this case.
(ii) $\gamma=\frac{\pi}{2}$. Here again we can take $C$ to be an arc of an elementary $i$-characteristic exiting at $p$ and proceed as in case (i). For any $\alpha<\frac{\pi}{2}$ it follows as in case (i) that $\theta(z) \rightarrow \gamma$ as $z \rightarrow p$ between $C$ and the ray $\arg \{z\}=\alpha$. Again it is immediate that the same holds in the curvilinear sector between $C$ and the ray $\arg \{z\}=\pi-\alpha$. The second conclusion is likewise immediate.
(iii) $\gamma \in\{0, \pi\}$. We deal with the case $\gamma=0$, the case $\gamma=\pi$ being essentially the same. Here we can define $E^{-}(\epsilon)$ as in case (i), but because there is no fan at $p$ the translate of $E^{-}(\epsilon)$ down to $p$ is a nontrivial arc of a $j$-characteristic which is orthogonal to $\partial G$ at $p$. This puts us in case (ii), so we are done.

Definition 3.26. . ....., ,.., $p \in \partial G_{-}, \ldots ., i$-singularity ., .,


The following is an immediate consequence of Proposition 3.15.
Proposition 3.27. ... , . . , $j$. . .... $C$... ....., . . $p$ .., $p_{\text {-, }}, i_{\text {に........ }}$

Proposition 3.28. ............., 2., , $i_{1}, \ldots, \ldots, i=1,{ }^{2}$
,... Let $C$ be any elementary $i$-characteristic, and let $D$ be the characteristic subdomain bounded by $C$ and the arc of $\partial G$ containing $p$. Let $E=e f=\min _{D}(\{p\})$. If $E=p$, we are done, so that $E=e f$ is a nontrivial extended characteristic. If $p \in E$, Proposition 3.25 implies that (i) $p \in\{e, f\}$, since extended characteristics exit regularly at their proper contact points. If $p \notin E$, the minimality of $E$ implies that (ii) $E$ is an elementary $i$-characteristic. We deal with possibility (i) first. Let $E$ be parameterized by $z(s), 0 \leq s \leq l$, with $z(0)=p$. Since $p$ is a singularity of type 2 , for no $\sigma>0$ is it true that $z((0, \sigma)) \subset G$. On the other hand, it follows from the regularity of $\partial G$ and Proposition 3.25 that for no $\sigma>0$ is it true that $z((0, \sigma)) \subset \partial G$. It is then clear that $E$ contains a sequence $\left\{C_{k}\right\}$ of subarcs which are elementary $i$-characteristics for which $\operatorname{diam}\left(C_{k}\right)$ and $\operatorname{dist}\left(C_{k}, p\right)$ tend to 0 as $k \rightarrow \infty$, so that $p$ is indeed an $i$-singularity. We finish by showing that possibility (ii) cannot occur; to do so we proceed as in the proof of Proposition 3.17. Let $w_{0}$ be any point of $E$ other than $e$ or $f$, and consider a small $j$-arc $J \subset G$, which extends from $w_{0}$ to the right of $E$ (i.e., into $D$ ). Let $J$ be parameterized by $w(s), 0 \leq s \leq \lambda_{0}$, with $w\left(\lambda_{0}\right)=w_{0}$, and let $C(s)=l(s) r(s)$ be the elementary $i$-characteristic through $w(s)$. As in the the proof of Proposition 3.17, it follows from the minimality of $E$ that either $l(s)>p$ for all $s \in\left(0, \lambda_{0}\right)$ or $r(s)<p$ for all $s \in\left(0, \lambda_{0}\right)$. Assume, for definiteness, that the latter occurs. By considering what happens as $s \rightarrow 0$ we obtain, as in that proof, a nonmonotone extended $i$-characteristic $a b$ (with $a<b$ with respect to the order on bot $(D)$ ) which contains ef as a proper subarc, for which $b<p$ and for which $b f \preceq e f$. But $p \notin b f$ by hypothesis, so that $b f$ must have a subarc $g h$ which is an elementary $i$-characteristic for which $g<p<h$, which contradicts the minimality of $E$.

The following is an immediate consequence of Propositions $3.25,3.27$, and 3.28 and Definitions 3.21 and 3.26.

(i) $p_{\text {-, }} \quad{ }^{\prime}, 0_{1}$-....... ... , -, .. . . ., .,



 ff. .. $0, \quad$... $\alpha<1$
Proposition 3.31 (type 1 singularities with fans). . $C$


$$
\begin{equation*}
\phi+\eta \leq \arg \left\{z^{\prime}(s)\right\} \leq \phi+\pi-\eta, \quad 0<s \leq l, \tag{3.2}
\end{equation*}
$$


,. $-\cdot . ., C, \ldots, 1, \ldots, i, \ldots . .$.
. For $0<\xi<\pi$, let $R(p, \xi)$ denote the (open) ray

$$
R(p, \xi)=\{z: \arg \{z-p\}=\xi\} .
$$

Without loss of generality we can assume that $\phi=0$. It follows immediately from hypothesis (3.22) that $C$ lies in the sector $\{z: \eta \leq \arg \{z-p\} \leq \pi-\eta\}$. The hypothesis that $\lim _{s \rightarrow 0} \arg \left\{z^{\prime}(s)\right\}$ does not exist implies that there is some $\delta, 0<\delta \leq \frac{\eta}{K+1}$, such
that for arbitrarily small $\sigma_{1}>\sigma_{2}>0$

$$
\begin{equation*}
\left|\arg \left\{z^{\prime}\left(\sigma_{1}\right)\right\}-\arg \left\{z^{\prime}\left(\sigma_{2}\right)\right\}\right| \geq 2 \delta \tag{3.23}
\end{equation*}
$$

For $0<s \leq l$, let $F(s)=a(s) b(s)$ be the elementary $j$-characteristic through $z(s)$. It follows from the last sentence of Proposition 3.15 that $a(l) \neq p \neq b(l)$. Let $D$ be the $j$-characteristic subdomain bounded by $F(l)$ and the arc of $\partial G$ joining $a(l)$ to $b(l)$ and containing $p$. Clearly, $F(s) \cap C \cap G=\{z(s)\}$, and $a(s)$ is nonincreasing and $b(s)$ is nondecreasing with respect to the order on $\operatorname{bot}(D)$. Since, by Proposition 3.15, $\operatorname{diam}(F(s)) \rightarrow 0$ as $s \rightarrow 0$, by replacing $C$ by a sufficiently short initial subarc we can assume that

$$
\begin{equation*}
R(p, \xi) \cap \partial D \subset F(l), \quad \frac{\delta}{2} \leq \xi \leq \pi-\frac{\delta}{2} \tag{3.24}
\end{equation*}
$$

Now consider any pair of numbers $\sigma_{1} \neq \sigma_{2}$ in $(0, l)$ for which (3.23) holds. Obviously, for at least one of them, call it $\sigma$, there must hold $\left|\arg \left\{z^{\prime}(\sigma)\right\}-\frac{\pi}{2}\right| \geq \delta$. Then $F(\sigma)$ must have a subarc $W=u v$ such that $\lambda(\theta(W))=\delta$ and $z(\sigma) \in\{u, v\}$. To see this, say, for example, that $\arg \left\{z^{\prime}(\sigma)\right\} \leq \frac{\pi}{2}-\delta$. If, along the arc of $F(\sigma)$ emanating to the left of $C$, the argument of the tangent were always within $\delta$ of its argument at $z(\sigma)$, then $F(\sigma)$ would never cross $R(p, \pi-\delta)$, and it would therefore not be able to exit $D$. An analogous argument may be used in the case that $\arg \left\{z^{\prime}(\sigma)\right\} \geq \frac{\pi}{2}+\delta$.

From this it follows that there is a sequence $s_{k} \rightarrow 0$ of such numbers $\sigma$ for all of which the corresponding $j$-arc $W_{k}=u_{k} v_{k}$ lies on one side of $C$ or the other. To be specific, say $u_{k}=z\left(s_{k}\right)$ and $W_{k}$ lies to the right of $C$. It follows from the quasiHP property that if $W^{\prime}=z(s) v$ is any translate of $W_{k}$ along $C$ in the direction of increasing $s$, then

$$
\delta / K \leq \lambda\left(\theta\left(W^{\prime}\right)\right) \leq K \delta
$$

From this and the fact that $\delta \leq \frac{\eta}{K+1}$ it follows in turn that for $s>s_{k}$, along any $i$-characteristic arc whose initial point is in $W_{k}$ and which is parallel to the subarc $z\left(s_{k}\right) z(s)$ of $C$, the inclination of the tangent is in the interval

$$
[\eta-K \delta, \pi-\eta+K \delta] \subset[(K+1) \delta-K \delta, \pi-(K+1) \delta+K \delta]=[\delta, \pi-\delta]
$$

For each $k$ let

$$
S_{k}=\left\{R(z, \xi): z \in W_{k} \text { and } \xi \in[\delta, \pi-\delta]\right\}
$$

Now $\operatorname{diam}\left(W_{k}\right) \leq \operatorname{diam}\left(F\left(s_{k}\right)\right)$ and the latter tends to 0 as $k \rightarrow \infty$, so that in light of (3.24) by eliminating a finite number of elements of $\left\{s_{k}\right\}$ and renaming we can assume that all the $R(z, \xi)$ in each of the $S_{k}$ meet $\partial D$ a point of $F$ before exiting $G$. From this it follows that the translates of $z\left(s_{k}\right) z(l)$ along $W_{k}$ all lie in $G$. This means that for any $s \in\left[s_{k}, l\right]$ the complete translate of $W_{k}$ along $C$ from $z\left(s_{k}\right)$ up to $z(s)$ belongs to $G$. For the translate $T_{k}$ of $W_{k}$ up to $z(l)$ we have that $z(l) \in T_{k} \subset F(l)$, and by the quasi-HP property $\lambda\left(\theta\left(T_{k}\right)\right) \geq \delta / K$. This bound implies that there is a positive lower bound on the length of the $T_{k}$. Thus $\cap\left\{T_{k}: k \geq 1\right\}=T$ is a nontrivial arc of $F(l)$, one of whose endpoints is $z(l)$. However, the translate of $T$ down to $z\left(s_{k}\right)$ is contained in $W_{k} \subset F\left(s_{k}\right)$. Since $\operatorname{dist}(F(s),\{p\}) \rightarrow 0$ as $s \rightarrow 0$, it follows that all $i$-characteristics through $T$ exit at $p$, and this establishes the existence of the desired fan.

We need the following elementary lemma.
Lemma 3.32. . $f$, ...................................
$\int_{0}^{T} f(x) d x=A>0 \quad$. ., , $\rho \in\left[0, \frac{1}{2}\right)$

$$
\lambda\left(\left\{\xi: f(\xi) \geq \rho \frac{A}{T} \quad \text { and } \quad \int_{0}^{\xi} f(x) d x \geq \rho A\right\}\right)>0
$$

$\ldots$... Let $f(x) \leq M$ a.e. on $[0, T]$, and let $Q=\left\{\xi: f(\xi) \geq \rho \frac{A}{T}\right\}$. Obviously, $\lambda(Q)>0$. Let $Q^{*}$ be the set of density points of $Q$, so that $\lambda\left(Q^{*}\right)=\lambda(Q)>0$. Let $\xi_{0}=\sup \left\{\xi: \xi \in Q^{*}\right\}$. If the set $Q^{*} \cap\left\{\xi: \int_{0}^{\xi} f(x) d x \geq \rho A\right\}$ had measure 0 , then for each $\delta>0$ there would be a point $\xi \in\left(\xi_{0}-\delta, \xi_{0}\right)$ for which $\int_{0}^{\xi} f(x) d x<\rho A$, so that

$$
\begin{aligned}
A & =\int_{0}^{\xi} f(x) d x+\int_{\xi}^{\xi_{0}} f(x) d x+\int_{\xi_{0}}^{T} f(x) d x<\rho A+\delta M+\left(T-\xi_{0}\right) \frac{\rho A}{T} \\
& <2 \rho A+\delta M<A
\end{aligned}
$$

for $\delta$ sufficiently small, so that $\lambda\left(Q^{*} \cap\left\{\xi: \int_{0}^{\xi} f(x) d x \geq \rho A\right\}\right)$ must be positive.
The following proposition plays a fundamental role in the proof of Main Theorem 2.2.

```
Proposition 3.33 (essentially singularity-free boundary arcs).
```
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E=p\mp@subsup{p}{}{\prime}, .. , , . , j,...,., .., !, , , \partialG . p, . . D ...
j\ldots...,.,...., , G\ldots...., E, , , A,. \partialG, . b\inA\capC
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```
~.., ..., , }
```

$\ldots$ Without loss of generality we may assume that $p=0$, that the positively oriented tangent to $\partial G$ at $p$ has the direction of the positive real axis, and that $A$ extends to the right of $p$. Let $C$ be parameterized by $z(s)=x(s)+i y(s)$, with $z(0)=p$. We shall introduce positive constants, which will depend only on $K$ and $\rho$. In most cases these constants will be denoted by the same symbol $B$, but the use of a single symbol to denote different constants will not cause confusion or be misleading since any statement in which $B$ plays a role will be valid if $B$ is taken to be any suitably large number and since this convention is used only finitely many times. The symbol $B_{1}$, on the other hand, will refer to a specific constant, which again depends only on $K$ and $\rho$ and which will have the same value every time it is used.

If we give $A$ in nonparametric form by $y=g(x)$, then

$$
\begin{equation*}
|g(x)| \leq \frac{x^{2}}{\rho} \quad \text { and } \quad\left|g^{\prime}(x)\right| \leq \frac{2 x}{\rho} \quad \text { for } \quad 0 \leq x \leq \frac{1}{10 \rho} \tag{3.25}
\end{equation*}
$$

Clearly, Proposition 3.12 holds for extended characteristics with the obvious wording changes. Any $j$-arc emanating to the left of $C$ from any point $z$ of the subarc $p b$ of $C$ will exit $G$ at a point of $F$, so that the length of any such $j$-arc is a least $\rho-|p-z|$. Since $\operatorname{dist}(z(s), \partial G) \leq|z(s)| \leq|s|$, it follows from Proposition 3.12 that $\left|\arg \left\{z^{\prime}(s)\right\}\right| \leq \frac{1}{2}$ for $0 \leq s \leq \frac{1}{B}$, so that for these values of $s$ we have

$$
\frac{1}{B} \leq x^{\prime}(s) \leq 1 \quad \text { and } \quad\left|y^{\prime}(s)\right| \leq 1
$$

and we can represent $C$ nonparametrically by $y=f(x)$, where $f(x(s))=y(s)$. For $0 \leq s \leq \frac{1}{B}$ we have

$$
\begin{aligned}
\left|f^{\prime}(x(s))\right| & =\left|\tan \left(\arg \left\{z^{\prime}(s)\right\}\right)\right| \leq 2\left|\arg \left\{z^{\prime}(s)\right\}\right| \leq B \sqrt{\operatorname{dist}(z(s), A)} \\
& \leq B \sqrt{|z(s)-x(s)|+\operatorname{dist}(x(s), A)} \leq B \sqrt{f(x(s))+x(s)^{2}}
\end{aligned}
$$

where the second inequality follows from Proposition 3.12 and the fourth inequality follows from the first bound of $(3.25)$ in the form $\operatorname{dist}(x(s), A)) \leq \frac{(x(s))^{2}}{\rho}$. Thus there is a $B_{1} \geq 1$ such that

$$
\begin{equation*}
\left|f^{\prime}(x)\right| \leq B_{1} \sqrt{|f(x)|+x^{2}} \quad \text { and } \quad|f(x)| \leq B_{1} x \quad \text { for } 0 \leq x \leq \frac{1}{B_{1}} \tag{3.26}
\end{equation*}
$$

For $0 \leq x \leq \frac{1}{B_{1}}$ we then have the following. In the first place,

$$
\left|f^{\prime}(x)\right| \leq B_{1} \sqrt{B_{1} x+x^{2}} \leq 2^{1 / 2} B_{1}^{3 / 2} x^{1 / 2}
$$

so that in fact $|f(x)| \leq \frac{2}{3} 2^{1 / 2} B_{1}^{3 / 2} x^{\frac{3}{2}}<B_{1}^{3 / 2} x^{\frac{3}{2}}$. Repeating this argument we have that $\left|f^{\prime}(x)\right| \leq 2^{1 / 2} B_{1}^{7 / 4} x^{\frac{3}{4}}$, so that in fact $|f(x)| \leq \frac{4}{7} 2^{1 / 2} B_{1}^{\frac{7}{4}} x^{\frac{7}{4}}<B_{1}^{\frac{7}{4}} x^{\frac{7}{4}}$, so that $\left|f^{\prime}(x)\right| \leq 2^{1 / 2} B_{1}^{\frac{15}{8}} x^{\frac{7}{8}}$, and so on. Thus, in fact,

$$
\begin{equation*}
|f(x)| \leq B_{1}^{2} x^{2} \quad \text { for } \quad 0 \leq x \leq \frac{1}{B_{1}} \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f^{\prime}(x)\right| \leq \sqrt{2} B_{1}^{2} x \quad \text { for } \quad 0 \leq x \leq \frac{1}{B_{1}} \tag{3.28}
\end{equation*}
$$

Before proceeding we remind the reader that each time the symbol $B$ appears, it may have a value larger than it did at its previous appearance. For any $t \in\left[0, \frac{1}{2 B}\right]$, let $J(t)$ be the $j$-half-characteristic emanating to the right of $C$ (that is, downwards) from $t+i f(t)=\alpha(t)$ and joining it to a point of $A$. Note that $J(t)$ will reduce to a single point if $\alpha(t) \in A$. Let $J(t)$ be given parametrically by $\zeta_{t}(s)$ with $\zeta_{t}(0)=\alpha(t)$. Let $t_{0}=$ $x_{0}^{2}$. Then, by (3.25) and (3.27), $\left|f\left(t_{0}\right)-g\left(t_{0}\right)\right| \leq B x_{0}^{4}$ for $0<x_{0} \leq \frac{1}{B}$. For notational convenience we can assume without loss of generality that $\arg \left\{z^{\prime}(s)\right\}=\theta(z(s))$. We show that, with an appropriately large value of $B, 0<x_{0} \leq \frac{1}{B}$ implies that

$$
\begin{equation*}
\left|\theta\left(\zeta_{t_{0}}\left(s_{1}\right)\right)-\theta\left(\zeta_{t_{0}}(0)\right)\right| \leq x_{0}=\sqrt{t_{0}} \tag{3.29}
\end{equation*}
$$

for every $\zeta_{t_{0}}\left(s_{1}\right) \in J\left(t_{0}\right)$. If this were not true, there would be an $s_{1} \in\left(0, \lambda\left(J\left(t_{0}\right)\right)\right)$ such that $\left|\theta\left(\zeta_{t_{0}}\left(s_{1}\right)\right)-\theta\left(\zeta_{t_{0}}(0)\right)\right|=x_{0}$. Let $s_{2}$ be the smallest number in $\left[0, s_{1}\right]$ for which $\left|\theta\left(\zeta_{t_{0}}\left(s_{2}\right)\right)-\theta\left(\zeta_{t_{0}}(0)\right)\right|=x_{0}$, so that

$$
\begin{equation*}
\lambda\left(\theta\left(\zeta_{t_{0}}\left(\left[0, s_{2}\right]\right)\right)\right) \leq 2 x_{0} \tag{3.30}
\end{equation*}
$$

By increasing $B$ if necessary, $t_{0}=x_{0}^{2}<\frac{1}{B^{2}}$ will be so small that

$$
\begin{equation*}
s_{2} \leq 2\left|f\left(t_{0}\right)-g\left(t_{0}\right)\right| \leq B x_{0}^{4} \tag{3.31}
\end{equation*}
$$

By the preceding lemma (with $\rho=\frac{1}{3}, T=s_{2}, A=x_{0}$ ) it then follows that there is an $s_{3} \in\left(0, s_{2}\right)$ for which

$$
\left|D \theta\left(\zeta_{t_{0}}\left(s_{3}\right)\right)\right| \geq \frac{x_{0}}{3 s_{2}} \geq \frac{1}{B x_{0}^{3}}
$$

and

$$
\begin{equation*}
\left|\theta\left(\zeta_{t_{0}}\left(s_{3}\right)\right)-\theta\left(\zeta_{t_{0}}(0)\right)\right| \geq \frac{x_{0}}{3} \tag{3.32}
\end{equation*}
$$

where the expressions inside the absolute values on the left-hand side of these last two bounds have the same sign. Let $R$ be the $i$-half-characteristic through $\zeta_{t_{0}}\left(s_{3}\right)$ emanating from $J(t)$ towards its concave side (that is, to the left of $J\left(t_{0}\right)$ if $d \arg \left\{\zeta_{t_{0}}^{\prime}(s)\right\} / d s$ is positive at $s_{3}$ and to the right if it is negative). It follows from the characteristic length bound (Proposition 2.5) that

$$
\begin{equation*}
\lambda(R) \leq B x_{0}^{3} \tag{3.33}
\end{equation*}
$$

We concentrate on the case that $R$ emanates to the left of $J\left(t_{0}\right)$; the opposite case is much easier to handle, as we indicate below. By (3.27), (3.31), and (3.33), $R$ exits $G$ at a point $g(\beta)$ with

$$
\begin{align*}
\beta & \leq t_{0}+\left|f\left(t_{0}\right)\right|+\left|\zeta_{t_{0}}(0)-\zeta_{t_{0}}\left(s_{3}\right)\right|+\lambda(R) \\
& \leq x_{0}^{2}+O\left(x_{0}^{3}\right) \leq 2 x_{0}^{2} \quad \text { for } \quad x_{0} \leq \frac{1}{B} \tag{3.34}
\end{align*}
$$

For $t \geq t_{0}$ let $\bar{J}(t)$ be the $j$-arc joining $\alpha(t) \in C$ to a point $r(t) \in R$, so that $\bar{J}\left(t_{0}\right)=\zeta_{t_{0}}\left(\left[0, s_{3}\right]\right)$. Obviously, $\bar{J}(t)$ is not defined for all $t \in\left[t_{0}, \frac{1}{2 B_{1}}\right]$, but, for any $t$ for which it is defined, $\bar{J}\left(t_{0}\right)$ and $\bar{J}(t)$ are the $j$-sides of a characteristic quadrilateral $Q(t)$, whose $i$-sides are the $\operatorname{arc} \alpha\left(t_{0}\right) \alpha(t)$ of $C$ and the $\operatorname{arc} \zeta_{t_{0}}\left(s_{3}\right) r(t)$ of $R$. From the $K$-quasi-HP property and (3.30) it follows that

$$
\begin{equation*}
\lambda(\theta(\bar{J}(t))) \leq K \lambda\left(\theta\left(\bar{J}\left(t_{0}\right)\right)\right) \leq K \lambda\left(\theta\left(\zeta_{t_{0}}\left(\left[0, s_{2}\right]\right)\right)\right) \leq 2 K x_{0} \tag{3.35}
\end{equation*}
$$

and by (3.28)

$$
\begin{equation*}
\lambda\left(\theta\left(\zeta_{t_{0}}\left(s_{3}\right) r(t)\right)\right) \leq K \lambda\left(\theta\left(\alpha\left(t_{0}\right) \alpha(t)\right)\right) \leq 2 K \tan ^{-1}(B t) \leq B t \tag{3.36}
\end{equation*}
$$

But for any $t \leq 10 x_{0}^{2}$ for which $J(t)$ is defined, we have from (3.25) and (3.28) that

$$
\begin{aligned}
\left|\theta\left(\zeta_{t}(s)\right)\right| & \leq \theta(\alpha(t))+2 K x_{0} \leq \tan ^{-1}(B t)+2 K x_{0} \\
& \leq 20 B x_{0}^{2}+2 K x_{0} \leq \frac{1}{100}
\end{aligned}
$$

for $x_{0} \leq \frac{1}{B}$. From this together with (3.34) it is clear that $g(\beta)$ is the endpoint of $\bar{J}\left(t_{1}\right)$ for some $t_{1} \in\left[x_{0}^{2}, 10 x_{0}^{2}\right]$. It follows from the quasi-HP property that $R$, when oriented from $\zeta_{t_{0}}\left(s_{3}\right)$ to $r\left(t_{1}\right)$, has a well-defined (one-sided) tangent, whose argument we denote by $\phi_{0}$. But then we have from (3.28), (3.32), (3.36), and the quasi-HP property that

$$
\phi_{0} \geq \frac{x_{0}}{3}-\left|\theta\left(\alpha\left(t_{0}\right)\right)\right|-B t_{1} \geq \frac{x_{0}}{2}-\theta\left(\alpha\left(x_{0}^{2}\right)\right)-10 B x_{0}^{2} \geq \frac{x_{0}}{3}-B x_{0}^{2}
$$

so that

$$
\begin{equation*}
\phi_{0} \geq \frac{x_{0}}{4} \tag{3.37}
\end{equation*}
$$

for $x_{0} \leq \frac{1}{B}$. By (3.25) and (3.24)

$$
\left|\tan ^{-1}\left(g^{\prime}(\beta)\right)\right| \leq\left|g^{\prime}(\beta)\right| \leq \frac{2 \beta}{\rho} \leq \frac{4}{\rho} x_{0}^{2} \quad \text { for } \quad x_{0} \leq \frac{1}{B}
$$

Taking into account the direction from which $R$ crosses $A$ at $g(\beta)$, one sees that $\phi_{0} \leq\left|\tan ^{-1}\left(g^{\prime}(\beta)\right)\right|$, which is a contradiction for $x_{0}<\min \left\{\frac{1}{B}, \frac{\rho}{17}\right\}$. If $R$ emanates to the right of $J\left(t_{0}\right)$, we get the same contradiction more easily because in that case we move back along $C$ towards $p$ and there are smaller bounds throughout. This establishes (3.29) for $x_{0} \leq \frac{1}{B}$ (with, of course, an appropriately large $B$ ).

Thus, for $\sqrt{t} \leq \frac{1}{B}, \lambda(\theta(J(t))) \leq \sqrt{t}$. From this together with (3.27) it follows that

$$
\begin{equation*}
|\theta(z)| \leq \sqrt{t}+B t \leq \frac{1}{100} \quad \text { for } \quad z \in J_{t}, \quad 0<t<\frac{1}{B} . \tag{3.38}
\end{equation*}
$$

Finally, after increasing $B$ if necessary, we have $\left|\tan ^{-1}\left(g^{\prime}(t)\right)\right| \leq \frac{1}{100}$ for $|t| \leq \frac{1}{B}$. Let $l_{t}=\lambda\left(J_{t}\right)$, and let $q(t)=\zeta_{t}\left(l_{t}\right) \in A$. We now show that $\left\{q(t): 0 \leq t \leq \frac{1}{B}\right\}$ is an $\operatorname{arc}$ of $A$, for which we have to only show that $q(t)$ is continuous on $\left(0, \frac{1}{B}\right)$. Clearly, we have from (3.38)

$$
\begin{equation*}
\left|\arg \left\{\frac{\partial \zeta_{t}(s)}{\partial s}\right\}+\frac{\pi}{2}\right| \leq \frac{1}{100} \quad \text { for } \quad t \leq \frac{1}{B} \quad \text { and } \quad 0 \leq s \leq \lambda(t) . \tag{3.39}
\end{equation*}
$$

If $l_{t_{0}}=0$, then what we have already shown implies that $l_{t} \rightarrow 0$ as $t \rightarrow t_{0}$, from which it immediately follows that $q(t) \rightarrow q\left(t_{0}\right)$ as $t \rightarrow t_{0}$. Thus consider a fixed $t_{0}$ for which $l_{t_{0}}>0$. Let $\delta>0$ be small, and let $s \in\left(l_{t_{0}}-\delta, l_{t_{0}}\right)$. Let the elementary $i$-characteristic through $\zeta_{t_{0}}(s)$ be parameterized by $z=w_{s}(\sigma)$ with $w_{s}(0)=\zeta_{t_{0}}(s)$. It is clear that there is some $\delta^{\prime} \in(0, \delta]$ such that for all $\sigma \in\left[-\delta^{\prime}, \delta^{\prime}\right], w_{s}(\sigma) \in J(t(\sigma))$ (where $t(\sigma)$ is some continuous function of $\sigma$ ) and $\left|\theta\left(w_{s}(\sigma)\right)-\theta\left(w_{s}(0)\right)\right| \leq \frac{1}{100}$. Then it is clear from (3.39) that for $|\sigma| \leq \delta^{\prime}, J(t(\sigma))$ intersects $A$ at a point within $2 \delta$ of $q\left(t_{0}\right)$. The desired continuity follows immediately since there is a positive $\delta^{\prime \prime}$ such that for $\left|t-t_{0}\right|<\delta^{\prime \prime}, J(t)$ intersects $w_{s}\left(\left(-\delta^{\prime}, \delta^{\prime}\right)\right)$.

From this and (3.38) it follows that, in fact, for $0<t<\frac{1}{B},|\theta(z)| \leq 2 \sqrt{t}$ for $z$ in the domain bounded by $J_{t}$ and the arcs of $C$ and $A$ with endpoints $p$ and $q(t)$. The desired conclusion now follows immediately from Propositions $3.24,3.25$, and 3.31 .

We end this section with a technical proposition to be used in the proof of the main theorem given in section 4. The numbers $\eta=\eta(K)$ and $\eta^{\prime}=\eta^{\prime}(K)$ arising here are those of Proposition 2.8.

Proposition 3.34 (trapped area bound). . . , , $1 \cdot \ldots, \eta_{1}=$ $\eta_{1}(K) \leq \min \{1, \eta(K)\} \ldots . ., \ldots, \cdot, \ldots, \cdot(D, V)^{\prime \prime}, i^{\prime \cdots} \cdot \cdots$ $\ldots, \quad, U=u_{1} u_{2} \in \mathcal{I}(D), \quad, \quad, \quad, \quad . \quad ., . . . .|p-q| \geq$ $\xi, \quad, p, q \in \operatorname{bot}(D), \ldots .\left[u_{1}, u_{2}\right] \subset[p, q] \ldots . . . . . . .$.
 $\cdots, \ldots, u^{\prime}<u_{1}^{\prime}, u^{\prime}>u_{2}, \ldots, \quad u=u_{1}, u=u_{2}$,

. For definiteness we assume that $u=u_{1}$, so that $u^{\prime}<u_{1}$. Let $V=v_{1} v_{2}$.
Let $U^{\prime}$ be parameterized by $w=w(s), 0 \leq s \leq L$, with $w(0)=u_{1}$, and for $s \in$ $[0, L)$ denote by $U(s) \preceq V$ the elementary $i$-characteristic containing $w(s)$, so that in particular $U(0)=U$. One of the endpoints $a(s)$ of $U(s)$ lies below $U^{\prime}$, and the other endpoint $b(s)$ is in $\left[v_{1}, v_{2}\right] \backslash\left(u_{1}, u_{2}\right)$. There are the following two possibilities.
A. The point $b(s) \geq u_{2}$ (i.e., lies to the right of $u_{2}$ ) for $0 \leq s<L$. In this case $U^{\prime} \preceq U(s)$, and consequently $\lambda(U(s)) \geq \xi$, for all $s \in[0, L)$, so that by second
area bound (Proposition 2.8(ii)) the area of $\cup\{U(s): 0<s<L\} \subset D^{\prime}$ is at least $\eta^{\prime} \frac{\pi}{4} \xi^{2}$.
B. There is some $s \in(0, L)$ for which $b(s) \leq u_{1}$. Since $b(0)=u_{2}$, there is a decreasing sequence $\left\{s_{k}\right\}$ tending to some $\sigma \in[0, L)$ such that $b(\sigma) \geq u_{2}$, but $b\left(s_{k}\right) \leq u_{1}$ for $k \geq 1$. But then there is a nonmonotone (with respect to $D$ ) extended $i$-characteristic $C$ joining $a_{0}=\lim _{k \rightarrow \infty} a\left(s_{k}\right)$ to a point $b_{0}=\lim _{k \rightarrow \infty} b\left(s_{k}\right) \leq a_{0} \leq u_{1}$ for which $b(\sigma)$ is a proper contact point. Then $C$ has subarcs $U(\sigma)=a(\sigma) b(\sigma)$ and $W=d e$, which are elementary $i$-characteristics and for which $U(\sigma) \preceq W$ and $U(\sigma) \cap W \subset\{b(\sigma)\}$, and where $d \in\left[v_{1}, u^{\prime}\right], e \in\left[b(\sigma), v_{2}\right]$. Since we therefore have $\left[u_{1}, u_{2}\right] \subset[d, e]$, we conclude that $\lambda(W) \geq|e-d| \geq \xi$. Regard $W$ as oriented from $e$ to $d$ and consider the subarc $W^{\prime}$ of $W$ of length $\frac{\bar{\xi}}{2}$ which starts at $e$, and for each $p \in W^{\prime}$ consider the $j$-arc $J(p)$ emanating to the left of $W$ and which joins $p$ to a point $q(p) \in \operatorname{bot}(D)$. Because $J(p)$ cannot intersect $C$ at any interior point of $C$ other than $p$, we have $d \leq q(p) \leq u_{1}$. Since the length of any curve joining $e$ to a point to the left of $u_{1}$ must be at least $\xi$, it follows that $\lambda(J(p)) \geq \frac{\xi}{2}$. The first area bound (Proposition 2.8(i)) then implies that

$$
\mu\left(\bigcup\left\{J(p): p \in W^{\prime}\right\}\right) \geq \eta \frac{\xi^{2}}{4}
$$

The conclusions of Cases A and B together imply that the area between $U$ and $V$ is at least $\min \left\{\eta \frac{\xi^{2}}{4}, \eta^{\prime} \frac{\pi}{4} \xi^{2}\right\}=\eta_{1} \xi^{2}$, where $\eta_{1}=\min \left\{\frac{\eta}{4}, \frac{\pi}{4} \eta^{\prime}\right\}$.
4. Proof of Main Theorem 2.2. The main ingredients in the proof are Proposition 3.33 about essentially singularity-free boundary arcs, Proposition 3.29, Proposition 3.17 regarding the structure of $\min _{D}(A \cup B)$, and the trapped area bound (Proposition 3.34). We also use the preservation of quasi-HP conditions under linear changes of variable, which allows one to normalize the arc one is working with to have any convenient length. In reference to a quasi-HP function $\theta$ on $G \in \mathcal{G}$, we will say that $E \subset \partial G$ is $, \ldots, \ldots, i_{\curvearrowleft, \ldots}, .$. , (abbreviated ESF- $i$ ) if it has at most countably many $i$-singularities of $\theta$. As is explained in detail in the final paragraph of the proof, it is enough to prove that there is a number $\tau=\tau(K)<1$ such that on any suitably small boundary arc the set of all $i$-singularities has Hausdorff dimension at most $\tau$. In the treatment of such arcs there is considerable freedom in the choice of the various explicitly given numerical constants that we use, and for the most part they are far bigger (or smaller) than necessary and have most often been chosen either for the sake of convenience or to avoid the necessity of going into careful geometric arguments. In the same vein, many of the bounds we give are far from being sharp, so that, if we state that the value of some expression is bounded below by 1 , it may be clear that it is in fact bounded below by a considerably larger number. Furthermore, in some instances we use symbols to denote numerical constants which could without much effort be determined explicitly.

Let $G \in \mathcal{G}(\rho)$, so that the unsigned curvature of $\partial G$ is everywhere at most $\frac{1}{\rho}$. For $p \in \partial G$ let $w(p)=e^{i \phi(p)}$ be the unit tangent to $\partial G$ (with positive orientation) at $p$. Let $\delta$ be any positive for which
(1) $\delta \leq \frac{\rho}{10000}$.

This implies in addition that
(2) on any arc $B$ of $\partial G$ of length $100 \delta, \lambda(w(B))<\frac{1}{100}$, and that
(3) for any point $p \in \partial G$ and any $r \leq 20 \delta, \partial N(p, r)$ meets $\partial G$ in two points, so that for such $r, N(p, r) \cap G$ is essentially a semidisk.

The corners of $\partial N(p, 9 \delta) \cap G$ can be replaced by circular arcs of radius $\frac{\delta}{90}$ and then smoothed at the joins to form a $C^{2}$ curve which is the boundary of a subdomain

$$
\Sigma=\Sigma(p, \delta) \subset N(p, 10 \delta) \cap G
$$

of $G$ with the following properties:
(1a) $\Sigma \in \mathcal{G}\left(\frac{\delta}{100}\right)$.
(2a) The $\operatorname{arc} N(p, 4 \delta) \cap \partial \Sigma$, to be referred to as the bottom of $\Sigma$, and which is an arc of $\partial G$, has unsigned curvature bounded above by $\frac{1}{10000 \delta}$.
(3a) $\mu(\Sigma) \leq 200 \delta^{2}$.
Now consider the $X=X(p)=\frac{1}{\delta}(\Sigma(p, \delta)-p)$ which has the following properties:
(1b) $X \in \mathcal{G}\left(\frac{1}{100}\right)$.
(2b) $B=N(p, 4) \cap \partial X$, to be referred as the bottom of $X$, is a $C^{2}$ arc on which the unsigned curvature is bounded above by $\frac{1}{10000}$.
(3b) $\mu(X) \leq 200$.
Note that what we call the bottom $B$ of $X$ is very close to a straight line segment of length 8 centered at the "midpoint" $p$ of what is close to being the straight portion of the boundary of a semidisk of radius 9 . Note also that by Proposition $2.3, \theta(p+\delta z)$ is a $K$-quasi-HP function on this $X(p)$. A domain $X$ having these three properties will be called a, , . ..........

Until the end of the proof of the main theorem we work exclusively with quasi-HP functions $\theta$ defined on a normalized domain $X$. It is clear from property (1b) that there is a universal constant $\gamma_{0} \in(0,1)$ such that for any such $X$

$$
\begin{equation*}
\left|z_{1}-z_{2}\right| \geq \gamma_{0} \operatorname{dist}_{\operatorname{arc}}\left(z_{1}, z_{2}\right) \quad \text { for } \quad z_{1}, z_{2} \in \partial X \tag{4.1}
\end{equation*}
$$

where $\operatorname{dist}_{\operatorname{arc}}\left(z_{1}, z_{2}\right)$ denotes the length of the shorter $\operatorname{arc}$ of $\partial X$ with endpoints $z_{1}, z_{2}$. We shall prove the following proposition from which, as we will subsequently show, the main theorem follows almost immediately. We stress that for an arc $F$ of the bottom of $X, \operatorname{diam}(F)$ is the distance between its endpoints.

```
    Proposition 4.1. . - , , , •, \(\cdot \Delta_{0}=\Delta_{0}(K)>0 \ldots . . . . \theta_{-}\),
```



```
    , .. . . . . . \(\Delta_{0}\)
```

, .... It is clear from Proposition 2.3 that we can assume that $p=0$ and that $w(p)=1$. We establish the desired conclusion as follows (once again, the constants chosen are unnecessarily big or small). Let $H_{0}$ be an integer for which

$$
H_{0} \geq \max \left\{\frac{10^{6}}{\gamma_{0}^{2} \eta_{1}}, 10000\right\}
$$

and let

$$
\epsilon_{0}=\bar{\eta}\left(K, \frac{\gamma_{0}}{10 H_{0}}\right)
$$

where $\eta_{1}=\eta_{1}(K)$ is the constant of the trapped area bound (Proposition 3.34) and $\bar{\eta}$ is the constant of Proposition 3.33 about essentially singularity-free boundary arcs; $H_{0}, \eta_{1}$, and $\epsilon_{0}$ depend solely on $K$. In particular we have

$$
\epsilon_{0} \leq \frac{\gamma_{0}}{10 H_{0}}<\frac{1}{10 H_{0}} \leq \frac{1}{10^{5}}
$$

Our strategy will be to show that there is some constant $\gamma_{1}=\gamma_{1}(K)$ such that the assumption that

$$
\begin{equation*}
\text { the bottom } B \text { of } X \text { has no ESF- } i \text { arc of diameter } \epsilon_{0} \tag{4.2}
\end{equation*}
$$

leads to the conclusion that the bottom of $X$ has an ESF- $i$ arc of diameter $\frac{\epsilon_{0}}{10^{\circ}}$ or one of diameter $\gamma_{1}$, so that $B$ has an ESF- $i$ arc of diameter $\Delta_{0}=\min \left\{\frac{\epsilon_{0}}{10^{6}}, \gamma_{1}\right\}$. This underlying assumption (4.2) will be in force throughout and will be used many times.

The proof the existence of such a $\Delta_{0}$ is divided into three steps.
. . 1. There is an elementary $i$-characteristic $C_{0}=\bar{a} \bar{b}$ which has the following properties:
(i) $|\bar{b}-\bar{a}| \geq 1$.
(ii) At least one of $\bar{a}, \bar{b}$ lies in $B$.

Comment 4.2.


We begin the proof of Step 1 by noting that by (4.2) there is an $i$-singularity on $B$ within $\epsilon_{0}$ of the left endpoint of $B$, so that there is an elementary $i$-characteristic $C_{0}^{\prime}$ which joins two points of $B$, both of which are within $2 \epsilon_{0}$ of the left endpoint of $B$. We work with the right half $B_{R}$ of $B$; the endpoints of $B_{R}$ are 0 and a point $d$ to the right of 0 , with $|d|=4$. In light of our assumption (4.2), it follows that there are two elementary $i$-arcs $F_{1}=a_{1} a_{2}$ and $F_{2}=b_{1} b_{2}$ joining points of $B_{R}$ such that

$$
\left|a_{1}-a_{2}\right|, \quad\left|b_{1}-b_{2}\right|<\frac{1}{H_{0}}
$$

and

$$
\frac{1}{H_{0}}<\operatorname{dist}\left(F_{1}, 0\right), \quad \operatorname{dist}\left(F_{2}, d\right)<\frac{2}{H_{0}} .
$$

Consider the characteristic subdomain ( $D, C_{0}^{\prime}$ ) for which bot $(D)$ contains the $\partial X \backslash B$, so that the only part of $X$ not in $D$ is the union of $C_{0}^{\prime}$ and the interior of the (small) subdomain bounded by $C_{0}^{\prime}$ and the arc of $B$ which joins its endpoints.
, . $\cdots, \cdot, \cdots, \cdots, \cdot \cdot, \cdot \cdot \cdot, \quad, \quad \operatorname{bot}(D)$. We apply 'Proposition 3.17 to $\min _{D}\left(F_{1} \cup F_{2}\right)$ with $A=F_{1}$ and $B=F_{2}^{\prime}$ and examine in turn each of the three cases of its conclusion.
(i). If there were a contact point $p$ of $\min _{D}\left(F_{1} \cup F_{2}\right)$ between $F_{1}$ and $F_{2}$ for which

$$
\operatorname{dist}\left(F_{1}, p\right), \quad \operatorname{dist}\left(F_{2}, p\right)>\frac{1}{H_{0}},
$$

then Proposition 3.33 would imply that there is an ESF- $i$ subarc of $B_{R}$ of diameter $\epsilon_{0}$, contrary to (4.2). Thus, for every contact point $p$ of $\min _{D}\left(F_{1} \cup F_{2}\right)$ between $F_{1}$ and $F_{2}$, one of

$$
\operatorname{dist}\left(F_{1}, p\right) \leq \frac{1}{H_{0}} \quad \text { or } \quad \operatorname{dist}\left(F_{2}, p\right) \leq \frac{1}{H_{0}}
$$

must hold. Say for definiteness that the former holds for some contact point $p$ between $F_{1}$ and $F_{2}$, and let $\bar{a}$ be the rightmost such point. Then it is clear that $\min _{D}\left(F_{1} \cup F_{2}\right)$ has an elementary subcharacteristic $C_{0}$ joining $\bar{a} \in B$ to a point $\bar{b} \in \operatorname{bot}(D)$, where $\bar{b}$ is either between $F_{1}$ and $F_{2}$ but within $\frac{1}{H_{0}}$ of $F_{2}$ or to the right of $F_{2}$ (with respect to the order on $\operatorname{bot}(D))$. In either event, $|\bar{b}-\bar{a}| \geq 1$. The case $\operatorname{dist}\left(F_{2}, p\right) \leq \frac{1}{H_{0}}$ is handled similarly.

For the other two cases we let $a, b, e, f, U$, and $L$ be as in the conclusion of Proposition 3.17. Furthermore, let the left and right endpoints of $C_{0}^{\prime}$ be $l$ and $r$ (with respect to the order on $\operatorname{bot}(D)$, so that since $\operatorname{bot}(D)$ is very close to a segment of $\mathbb{R}$, $l$ lies to the right of $r$ in the usual sense).
(ii). Let $\alpha$ and $\beta$ be the left and right endpoints of $L$. If $|\beta-\alpha| \geq 1$, then we can take $L$ for $C_{0}$ since $\alpha$ is to the left of $F_{1}$ and therefore is in $B$. Thus we may assume that $|\beta-\alpha|<1$. Starting at $a$ and traversing $\partial X$ in the negative direction the indicated points occur in the following order: $a, \beta, a_{2}, a_{1}, \alpha, e, l, r, f, b$ (with some equalities possible). If $|e-f|<1$, then the arc $e \alpha$ joins $e, \alpha \in B$ and $|e-\alpha| \geq 2$. It is then easy to see that either $e \alpha$ has a proper contact point $g$ for which $|g-e|$, $|g-\alpha|>\frac{1}{H_{0}}$, which (in light of Proposition 3.33) would violate (4.2), or e $e \alpha$ has a subarc $C_{0}$ which is an elementary $i$-characteristic with the desired properties. Thus we need only consider what happens if $|e-f| \geq 1$. But in this case $C_{0}=e f$ has the desired properties since it is an elementary $i$-characteristic and $e \in B$.
(iii). Here we assume that we are not simultaneously in Case (ii), since were that so we would be done. The point $b$ is obviously between $F_{1}$ and $F_{2}$, but, since we are not in Case (ii), $a$ is between $l$ and $F_{1}$. Let $L=p q$, with $p<q$. If $|b-p| \geq \frac{1}{H_{0}}$, then, again by Proposition $3.33, B$ would have an ESF- $i$ arc of diameter $\epsilon_{0}$ contradicting (4.2). Thus we can assume that $|b-p|<\frac{1}{H_{0}}$. If $|p-q|<1$, then we will have $|b-a|>1$ and we can take for $C_{0}$ any elementary $i$-characteristic closely approximating the extended characteristic $a b$ (recall the construction of extended characteristics in section 3 ), since its endpoints can be made arbitrarily close to $a$ and $b$, and consequently can be chosen to lie in $B$. On the other hand, if the distance between $p$ and $q$ is at least 1 , then we can take $C_{0}$ to be the elementary $i$-characteristic $p q$, since $p \in B$. Thus we are done with Step 1.

Step 1 implies that there is a subarc $P$ of $\partial X$ and an elementary $i$-characteristic $C_{0}=\bar{a} \bar{b}$ with $\bar{b}-\bar{a} \geq 1$ joining the two endpoints of $P$ such that $P$ contains a subarc $I$ of $B$, the distance between whose endpoints is at least 1 and one of whose endpoints is an endpoint of $C_{0}$. To be specific we assume that the left endpoint of $I$ is the one $I$ has in common with $C_{0}$. We shall henceforth work with the characteristic subdomain ( $D_{0}, C_{0}$ ) bounded by $P \cup C_{0}$, so that in particular all order related statements will refer to the order on $\operatorname{bot}\left(D_{0}\right)=P$, unless otherwise indicated. We give $P$ the usual arc length parameterization $z=z(s), 0 \leq s \leq L$, with increasing $s$ corresponding to the positive orientation on $\partial X$ and such that $z(0)$ is the left endpoint of $I$. Obviously, $z([0,1]) \subset I$. By the bound of $\frac{1}{10000}$ on the unsigned curvature of $B$ it is clear that

$$
\begin{equation*}
\left|z\left(s_{2}\right)-z\left(s_{1}\right)\right| \geq \frac{9}{10}\left|s_{2}-s_{1}\right| \quad \text { for } \quad z\left(s_{1}\right), z\left(s_{2}\right) \in I \tag{4.3}
\end{equation*}
$$

(Obviously, a constant considerably closer to 1 than $\frac{9}{10}$ would also work here.) We also observe that for $\alpha, \beta \in \operatorname{bot}\left(D_{0}\right)$

$$
\begin{equation*}
|\beta-\alpha| \geq \gamma_{0} \min \left\{1, \lambda\left(\left[\alpha^{\prime}, \beta^{\prime}\right]\right)\right\} \quad \text { for all }\left[\alpha^{\prime}, \beta^{\prime}\right] \subset[\alpha, \beta] . \tag{4.4}
\end{equation*}
$$

This follows from (4.1) and the fact that one of the arcs of $\partial X$ joining $\alpha$ to $\beta$ contains
[ $\left.\alpha^{\prime}, \beta^{\prime}\right]$ and the other contains the endpoints of $C_{0}$, the distance between which is at least 1 . It is also easy to see that

$$
\begin{equation*}
\operatorname{dist}(z(0), P \backslash B) \geq 1 \tag{4.5}
\end{equation*}
$$

. , 2. There is a subarc $J=p q$ of $I$ with $|q-p| \geq \frac{1}{40}$ such that $p$ and $q$ are joined by an elementary $i$-characteristic in $D_{0}$.

To establish this we again use an argument based on the case that results when Proposition 3.17 is applied. However, for this step this proposition must be applied, in conjunction with the trapped area bound (Propositions 3.34), in a sequential manner. By our underlying assumption (4.2) there are elementary $i$-characteristics $A_{1}, \ldots, A_{H_{0}} \in \mathcal{I}\left(D_{0}\right)$ for which the arc $I_{k} \subset I \subset \operatorname{bot}\left(D_{0}\right)$ joining the endpoints of $A_{k}$ lies in the middle third of $z\left(\left[\frac{k-1}{H_{0}}, \frac{k}{H_{0}}\right]\right)$ (i.e., lies in $\left.z\left(\left[\frac{k-\frac{2}{3}}{H_{0}}, \frac{k-\frac{1}{3}}{H_{0}}\right]\right)\right), 1 \leq k \leq H_{0}$. Note that by (4.3)

$$
\begin{equation*}
\operatorname{dist}\left(I_{k_{1}}, I_{k_{2}}\right) \geq \frac{9}{10 H_{0}}\left(\left|k_{2}-k_{1}\right|-\frac{1}{3}\right) \tag{4.6}
\end{equation*}
$$

Assume inductively that we have elementary $i$-characteristics $C_{k}, 0 \leq k \leq t$, such that $C_{k}$ envelopes only $A_{l(k)}, A_{l(k)+1}, \ldots, A_{r(k)}$, but none of the other $A_{n}$, such that

$$
\begin{gathered}
C_{0} \succeq C_{1} \succeq \cdots \succeq C_{t} \\
1=l(0) \leq l(1) \leq \cdots \leq l(t)<r(t) \leq r(t-1) \leq \cdots \leq r(0)=H_{0}
\end{gathered}
$$

and such that $r(k)-l(k)$ is strictly decreasing and satisfies

$$
\begin{equation*}
r(k)-l(k) \geq \frac{H_{0}}{3}, \quad 0 \leq k \leq t \tag{4.7}
\end{equation*}
$$

We apply Proposition 3.17 with $A=A_{l(t)}$ and $B=A_{r(t)}$ to analyze $C=\min _{D_{0}}\left(A_{l(t)} \cup\right.$ $\left.A_{r(t)}\right)$ and consider separately each of the three cases in the conclusion of that proposition. More specifically, we will show three things: first, that if Case (iii) does not occur, either we will have obtained the desired $J$ (and will therefore stop) or we will be able to produce $C_{t+1}$ with

$$
\begin{equation*}
r(t+1)-l(t+1)=r(t)-l(t)-1 \tag{4.8}
\end{equation*}
$$

second, that when Case (iii) occurs we have the desired $J$; and third, that Case (iii) will have to occur long before (4.7) can be violated.
(i). There can be no contact points of $C$ between $A_{l(t)+1}$ and $A_{r(t)-1}$, since, were there to be such a point $p$, the distance from $p$ to each of the endpoints of $C$ would, by (4.6), have to be at least $\frac{9}{10 H_{0}}\left(\frac{2}{3}\right)>\frac{1}{10 H_{0}}$, so that we can apply Proposition 3.33 to conclude that there is an ESF- $i$ arc of diameter $\epsilon_{0}$ on $B$, which contradicts (4.2). If there is a contact point of $C$ between $A_{r(t)-1}$ and $A_{r(t)}$, we will have obtained the desired conclusion because in that case $C$ would have to have a subarc $E$ which is an elementary $i$-characteristic with left endpoint to the left of $A_{l(t)+1}$ and right endpoint between $A_{r(t)-1}$ and $A_{r(t)}$, so we stop the process here, Step 2 having been established with $J=E$ in light of (4.7). If there is no contact point of $C$ between $A_{r(t)-1}$ and $A_{r(t)}$, then there is a contact point of $C$ between $A_{l(t)}$ and $A_{l(t)+1}$ and $C$ has a subarc $C_{t+1}$ which is an elementary characteristic whose left endpoint is between $A_{l(t)}$ and $A_{l(t)+1}$ and whose right endpoint lies to the right of $A_{r(t)}$. We have $l(t+1)=l(t)+1$ and $r(t+1)=r(t)$, so that (4.8) holds.

For the other two cases we use the notation of Proposition 3.17, namely $L, U, e f$, and $a b$, where $e f=U=C=\min _{D_{0}}\left(A_{l(t)} \cup A_{r(t)}\right)$.
(ii) ..., , (iii). Because we are not in Case (iii), $b$ lies to the right of $A_{r(t)}$. We have that $a$ is between $A_{l(t)}$ and $A_{l(t)+1}$, since otherwise $|e-a| \geq \frac{9}{10 H_{0}}\left(\frac{2}{3}\right)>$ $\frac{1}{10 H_{0}}$, by (4.6), and then, since $[e, a] \subset[e, b]$,

$$
|e-b| \geq \gamma_{0} \min \{1, \lambda([e, a])\} \geq \gamma_{0} \min \{1,|e-a|\}>\frac{\gamma_{0}}{10 H_{0}}
$$

by (4.4), so that by Proposition 3.33 applied to the contact point $e$ there is an ESF- $i$ arc of diameter $\epsilon_{0}$ on $B$, which contradicts (4.2). From the definition of extended characteristics it follows that there are elementary $i$-characteristics $U^{\prime}=a^{\prime} b^{\prime} \preceq U$ with $a^{\prime}$ and $b^{\prime}$ arbitrarily close to $a$ and $b$, respectively. The point $a^{\prime}$ can therefore be taken to lie between $A_{l(t)}$ and $A_{l(t)+1}$, and $b^{\prime}$ can be taken to lie to the right of $A_{r(t)}$. In this case we let $C_{t+1}$ be any such $U^{\prime}$ and set $l(t+1)=l(t)+1$ and $r(t+1)=r(t)$, so that we again have (4.8).
(iii). We will show that the first time this case occurs we will have obtained the desired conclusion of Step 2. Thus we assume that when we apply Proposition 3.17 to produce $C=\min _{D_{0}}\left(A_{l(t)} \cup A_{r(t)}\right)$ we are in Case (iii). Now we can only say that $a$ lies somewhere to the right of the left endpoint of $C_{t}$ and that $f$ lies somewhere to the right of $A_{r(t)}$, but, since we cannot use Proposition 3.33 to any effect (because $f$ is not necessarily in $B$ ), we cannot conclude, in analogy with the preceding case, that $b$ lies between $A_{r(t)-1}$ and $A_{r(t)}$. If $f \in B$, then by (4.3) and (4.7) it follows that $|f-e| \geq \frac{1}{6}$. On the other hand, if $f \notin B$, then since $f \in P$, (4.5) implies that $|f-z(0)| \geq 1$. Since by (4.7), $|e-z(0)|<\frac{7}{10}$, we have that $|f-e| \geq \frac{3}{10}$. Therefore, no matter what, $|f-e| \geq \frac{1}{6}$. Let $D^{\prime}$ be the subdomain of $D_{0}$ bounded by $a b \cup[a, b]$. It follows immediately from (4.3) that $\lambda([a, b]) \leq \frac{10}{9}|b-a|$. From the definition of extended characteristics it follows that for any $\epsilon>0$ there are elementary $i$-characteristics $E$ inside $D^{\prime}$, joining points of $a^{\prime}, b^{\prime} \in[a, b]$ and containing points $e^{\prime}$ and $f^{\prime}$ which are within $\epsilon$ of $a, b, e, f$, respectively. But it follows from Proposition 3.6 that

$$
\frac{1}{6}-2 \epsilon \leq\left|f^{\prime}-e^{\prime}\right| \leq \operatorname{diam}\left(e^{\prime} f^{\prime}\right) \leq \operatorname{diam}\left(a^{\prime} b^{\prime}\right) \leq 5 \lambda\left(\left[a^{\prime}, b^{\prime}\right]\right) \leq \frac{50}{9}\left|b^{\prime}-a^{\prime}\right|
$$

so that with $\epsilon$ appropriately small we see that $\left|b^{\prime}-a^{\prime}\right|>\frac{1}{40}$. But taking $\epsilon$ sufficiently small, the corresponding $E$ will serve as the desired $J$.

Thus either we stop at $t$ with the desired $J$ or go on to $t+1$, the latter occurring only if we are in Case (i) or if we are in Case (ii) but not Case (iii). We now show that we must actually arrive at Case (iii) long before (4.7) can be violated. Say that we have arrived at $t=T<\frac{H_{0}}{3}$. Let $T^{\prime}=\left[\frac{T}{2}\right]$. At least one of the following two things must have occurred:
(A) At least $T^{\prime}$ of the times that we passed from $t$ to $t+1$ we will have done so because we are in Case (i) and there is a proper contact point $p_{t}$ of $\min _{D_{0}}\left(A_{l(t)} \cup A_{r(t)}\right)$ between $A_{l(t)}$ and $A_{l(t)+1}$ and $p_{t}$ is the left endpoint of $C_{t+1}$.
(B) At least $T^{\prime}$ of the times that we passed from $t$ to $t+1$ we will have done so because we are in Case (ii) but not Case (iii).

We deal with possibility (A) first. Say $k_{1}<k_{2}$ are two values of $t$ for which we are in Case (i). Let $C^{\prime}$ be the elementary $j$-characteristic, one of whose endpoints is $p_{k_{2}}$. Let its second endpoint be $p^{\prime}$. If $C^{\prime}$ were to cross $C_{k_{1}+1}$, then, since a $j$-characteristic can have at most one point in common with an $i$-characteristic, the other endpoint of
$C^{\prime}$ would lie to the left of $A_{l\left(k_{1}\right)}$ or to the right of $A_{r\left(k_{1}\right)}$, and the distance between its endpoints would, by (4.6), have to be at least $\frac{9}{10 H_{0}}\left(\frac{2}{3}\right)>\frac{1}{2 H_{0}}$. However (as we have seen happen before), by (4.7) together with Proposition $3.33, B$ would then have an ESF- $i$ arc of diameter $\epsilon_{0}$, contradicting (4.2). Thus $C^{\prime}$ does not cross $C_{k_{1}+1}$, so that $p^{\prime} \in \operatorname{bot}\left(D_{0}\right)$. If $\alpha, \beta$ are points of $\operatorname{bot}\left(D_{0}\right)$ with $\alpha$ lying to the left of $C_{k_{2}+1}$ and $\beta$ to its right, then $\lambda(\alpha \beta) \geq \frac{1}{4}$ since $T<\frac{H_{0}}{3}$, so that by (4.4)

$$
\begin{equation*}
|\beta-\alpha| \geq \frac{\gamma_{0}}{4} \tag{4.9}
\end{equation*}
$$

If $p^{\prime}$ lies to the right of $C_{k_{2}+1}$, then each point of $C_{k_{2}+1} \cap X$ is joined to a point in $\operatorname{bot}\left(D_{0}\right)$ to the right of $C_{k_{2}+1}$ by a $j$-half-characteristic lying between $C_{k_{2}+1}$ and $C^{\prime} \preceq C_{k_{1}+1}$. Then a simple argument (which was used in the proof of Proposition 3.34) based on Proposition 2.8(i) and the fact that for each point of the first half of $C_{k_{2}+1}$, which has length at least $\frac{\gamma_{0}}{8}$, the corresponding $j$-half-characteristic has length at least $\frac{\gamma_{0}}{8}$ shows that the area between $C_{k_{2}+1}$ and $C_{k_{1}+1}$ must be at least $\eta\left(\frac{\gamma_{0}}{8}\right)^{2}=$ $\frac{\eta \gamma_{0}^{2}}{64} \geq \frac{\eta_{1} \gamma_{0}^{2}}{64}$. If, on the other hand, $p^{\prime}<p_{k_{2}}$, then $\left|\Delta \theta\left(C^{\prime}\right)\right| \geq \frac{\pi}{4}$. Also, as we just saw, (4.9) holds for all $\alpha, \beta \in \operatorname{bot}\left(D_{0}\right)$ with $\alpha$ lying to the left of $C_{k_{2}+1}$ and $\beta$ to its right. Thus by the trapped area bound (Proposition 3.34) it follows that the area between $C_{k_{2}+1}$ and $C_{k_{1}+1}$ is at least $\frac{\eta_{1} \gamma_{0}^{2}}{16}>\frac{\eta_{1} \gamma_{0}^{2}}{64}$, so that this lower bound holds no matter which side of $C_{k_{2}+1}$ the point $p^{\prime}$ lies on. But then $\frac{\left(T^{\prime}-1\right) \eta_{1} \gamma_{0}^{2}}{64} \leq \mu(X) \leq 200$, so that $T^{\prime} \leq \frac{12800}{\gamma_{0}^{2} \eta_{1}}+1$. This in turn means that $T \leq \frac{30000}{\gamma_{0}^{2} \eta_{1}}<\frac{H_{0}^{64}}{10}\left(\right.$ since $\gamma_{0}$ and $\eta_{1}$ are both in $(0,1))$.

Possibility (B) is handled in a similar manner. Say $k_{1}<k_{2}$ are two values of $t$ for which we are in Case (ii) but not in Case (iii) when passing from $C_{t}$ to $C_{t+1}$. From the construction of $C_{k_{1}+1}$ we have that $U=\min _{D_{0}}\left(A_{l\left(k_{1}\right)} \cup A_{r\left(k_{1}\right)}\right)=u_{1} u_{2}$ is a subarc of a nonmonotone extended $i$-characteristic $W$ which has another subarc $S$ which is also an elementary $i$-characteristic for which $S \preceq U$ and $A_{l\left(k_{1}\right)} \preceq S$. It follows in addition from that construction that $S$ precedes $C_{k_{1}+1} \preceq U$, so that in particular $S$ precedes $A_{k}$ for all $k \geq l\left(k_{1}\right)+1$. There is an elementary $j$-characteristic $S^{\prime}$ which joins $u_{1}$ to a point $u^{\prime} \in\left[u_{1}, u_{2}\right]$. It follows immediately from (4.7) and (4.4) that $\left|u_{2}-u_{1}\right| \geq \frac{\gamma_{0}}{4}$. We claim that $S^{\prime} \cap D_{0} \cap C_{k_{2}+1}=\emptyset$. To see this, assume to the contrary that $z \in S^{\prime} \cap D_{0} \cap C_{k_{2}+1}$. It then follows from (4.4) and (4.6) that $\left|u^{\prime}-u_{1}\right| \geq \frac{9 \gamma_{0}}{10 H_{0}}\left(\frac{2}{3}\right)>\frac{\gamma_{0}}{2 H_{0}}$, so that by Proposition 3.33, $B$ would have an ESF- $i$ arc of diameter a least $\epsilon_{0}$ in contradiction to our underlying assumption (4.2). Now we apply the trapped area bound to the $i$-characteristic subdomain $\left(D_{1}, C_{k_{2}+1}\right)$, where $D_{1}$ is bounded by the curve made up of $C_{k_{2}+1}$ together with $\partial X \backslash\left(\alpha_{1}, \alpha_{2}\right)$, where $\alpha_{1}<\alpha_{2}$ are the endpoints of $C_{k_{2}+1}$ (that is, $D_{1}$ is the part of $X$ that remains when the part of $D_{0}$ on and below $C_{k_{2}+1}$ is removed). In particular $S^{\prime} \backslash\left\{u_{1}, u^{\prime}\right\} \subset D_{1}$ and $U \in \mathcal{I}\left(D_{1}\right)$. It is also clear from (4.7) and (4.4) that (4.9) holds for $\alpha$ and $\beta$ in $\operatorname{bot}\left(D_{1}\right)$ on opposite sides of $C_{k_{1}+1}$. For the same reason that $S^{\prime} \cap D_{0} \cap C_{k_{2}+1}=\emptyset$, we have that $u^{\prime}$ must lie between $u$ and $\alpha_{1}$ with respect to the order on $\operatorname{bot}\left(D_{0}\right)$. This means that both endpoints of $S^{\prime}$ are in $B$, so that we clearly have $\Delta \theta\left(S^{\prime}\right) \geq \frac{\pi}{4}$. It also means that with respect to the order on $\operatorname{bot}\left(D_{1}\right), u_{1}$ lies between $u^{\prime}$ and $u_{2}$. We can now apply the trapped area proposition (with $\left(D_{1}, C_{k_{2}+1}\right)$ playing the role of $(D, V)$ ) to deduce that the area between $U$ and $C_{k_{2}+1}$ is bounded below by $\frac{\eta_{1} \gamma_{0}^{2}}{16}$, so that this same lower bound holds for the area between $C_{k_{1}}$ and $C_{k_{2}+1}$. If the values of $t$ in question are $t_{1}<t_{2}<\cdots<t_{T^{\prime}}$, and if $R_{k}$ is the region between $C_{t_{k}}$ and $C_{t_{k+1}+1}$, then $R_{1}, R_{3}, \ldots$
are disjoint, so that

$$
\left(\frac{T^{\prime}-2}{2}\right) \frac{\eta_{1} \gamma_{0}^{2}}{16} \leq \mu(X) \leq 200
$$

and therefore $T^{\prime} \leq \frac{6400}{\gamma_{0}^{2} \eta_{1}}+2$. Thus, as in the case that (A) holds, we again have $T<\frac{H_{0}}{10}$. This concludes the proof of Step 2.
$\cdots, 3$. Now we work with the $J=p q \subset I$, with $|q-p| \geq \frac{1}{40}$, whose endpoints are joined by a $C=p q \in \mathcal{I}\left(D_{0}\right)$. Clearly, there are two points $a_{1}, a_{2} \in J$ such that if we consider $X_{k}=\Sigma\left(a_{k}, \frac{1}{10^{6}}\right), k=1,2$, where the $\Sigma$ (as defined in the third paragraph of this section) are with respect to the normalized domain $X$ with which we are now working, then
$10^{6}\left(X_{k}-a_{k}\right)$ is a normalized domain, $k=1,2$,
$\operatorname{dist}\left(X_{k},\{p, q\}\right\} \geq \frac{1}{500}, k=1,2$,
$\operatorname{dist}\left(X_{1}, X_{2}\right) \geq \frac{1}{500}$, and
the bottoms of ${ }_{X}{ }_{1}$ and $X_{2}$ are in $J$.
By what we have shown it then follows that either the bottom one of $X_{1}$ or $X_{2}$ has an ESF- $i$ of length $\frac{\epsilon_{0}}{10^{6}}$, in which case we have reached the desired conclusion, or for both $k=1$ and $k=2$ the bottom of $X_{k}$ has a subarc $p_{k} q_{k}$, with

$$
\begin{equation*}
\left|q_{k}-p_{k}\right| \geq \frac{1}{4 \cdot 10^{7}} \tag{4.10}
\end{equation*}
$$

whose endpoints are joined by an elementary $i$-characteristic $C_{k}$. In this latter case, since $C$ joins the endpoints of $J, C_{k} \preceq C, k=1,2$, we can apply Proposition 3.17 to $\max _{D^{\prime}}\left(C_{1} \cup C_{2}\right)$, where $D^{\prime}$ is the characteristic subdomain bounded by $C \cup[p, q]$. But in light of the above conditions satisfied by the $X_{k}$ and (4.10), and since all contact points of $\max _{D^{\prime}}\left(C_{1} \cup C_{2}\right)$ are in $J$, Proposition 3.33 immediately implies that there is a $\gamma_{1}=\gamma_{1}(K)$ for which $J$ has an ESF- $i$ arc of $J$ of diameter $\gamma_{1}$. Thus we have proved that the bottom of a normalized domain has an ESF- $i$ arc of length $\Delta_{0}=\min \left\{\frac{\epsilon_{0}}{10^{6}}, \gamma_{1}\right\}$.
, !.... . . . . . It follows from the opening discussion and the proposition we have just proved that there are $\delta_{0}=\delta_{0}(G), \alpha_{0}=\alpha_{0}(K) \in(0,1)$ such that any arc $B$ of $\partial G$ of diameter at most $\delta_{0}$ has an ESF- $i$ subarc $B^{\prime}$, for which $\operatorname{diam}\left(B^{\prime}\right)>\alpha_{0} \operatorname{diam}(B)$. It is then clear that there are numbers $\xi_{0}=\xi_{0}(K)$, $\tau_{0}=\tau_{0}(K)$, both in $(0,1)$, such that every arc $B$ with $\operatorname{diam}(B) \leq \delta_{0}$ has two disjoint subarcs $B_{1}$ and $B_{2}$ for which

$$
\begin{gathered}
\left(\operatorname{diam}\left(B_{1}\right)\right)^{\tau_{0}}+\left(\operatorname{diam}\left(B_{2}\right)\right)^{\tau_{0}}<\xi_{0}(\operatorname{diam}(B))^{\tau_{0}} \\
\operatorname{diam}\left(B_{1}\right), \operatorname{diam}\left(B_{2}\right)<\left(1-\alpha_{0}\right) \operatorname{diam}(B) \\
B \backslash\left(B_{1} \cup B_{2}\right) \text { is ESF- } i
\end{gathered}
$$

Let $\operatorname{diam}(B) \leq \delta_{0}$. We start with two such $\operatorname{arcs} B_{1}$ and $B_{2}$ corresponding to $B$, then we apply the same fact to each of these to get four arcs of diameter $l_{1}, \ldots, l_{4}<\left(1-\alpha_{0}\right)^{2}$ for which $\sum l_{k}^{\tau_{0}}<\xi_{0}^{2} \delta_{0}^{\tau_{0}}$, and such that the complement of their union is ESF- $i$, then we do so again to get eight arcs of length at most $\left(1-\alpha_{0}\right)^{3}$ for which the corresponding $\sum l_{k}^{\tau_{0}}$ is less than $\xi_{0}^{3} \delta_{0}^{\tau_{0}}$ and for which the complement of their union is ESF- $i$, and so on. At the $n$th stage we have $2^{n} \operatorname{arcs} B_{k}^{(n)}$ for which $\sum_{k}\left(\operatorname{diam}\left(B_{k}^{(n)}\right)\right)^{\tau_{0}}<\xi_{0}^{n} \delta_{0}^{\tau_{0}}$, which tends to 0 , and for which $B \backslash\left(\cup_{k} B_{k}^{(n)}\right)$ is ESF- $i$. At this stage the diameter of
the largest of the $2^{n}$ arcs is at most $\left(1-\alpha_{0}\right)^{n}$ ．But then $B$ is the union of a set of $\tau_{0}$－dimensional Hausdorff measure 0 and a set that has at most countably many $i$－ singularities．In light of Proposition 3.29 and the fact that there are at most countably many vertices of fans on $\partial G$（Proposition 3．24）it follows that the set of singularities on $B$ ，and therefore the set of singularities on all of $\partial G$ ，has Hausdorff dimension at most $\tau_{0}$ ．This finishes the proof of the main theorem．

$$
\begin{aligned}
& \text { Corollary 4.3. . } \Theta \text {, , ., , . . . .. ., } \tau=\tau(\Theta)<1, \ldots \\
& \ldots, \ldots, \ldots, \ldots, \ldots, \ldots \subset \mathbb{C}, \ldots, \ldots, \ldots, \ldots \ldots, \ldots, \ldots, R_{1}, \Theta_{1,} G
\end{aligned}
$$

$$
\begin{aligned}
& \text {-. ハー, • , .• } \tau \\
& \text {... This is an immediate consequence of the main theorem and Propositions } \\
& 3.20 \text { and 3.25. }
\end{aligned}
$$

5．Construction of solutions with singularity sets of positive Hausdorff dimension．Although we have chosen to carry out our construction in $\mathbb{H}$ to avoid cumbersome arguments，suitable，largely straightforward changes will allow an anal－ ogous procedure to be carried out in any smoothly bounded domain．Throughout this section $\Theta$ will denote any fixed normal system．We begin with a brief discussion of characteristic initial value problems for $\Theta$ since our construction largely proceeds by joining together solutions of appropriate instances of such problems in domains sharing a boundary characteristic．

Let $C_{k}$ be $C^{\infty}$ curves parameterized by $z_{k}(s), 0 \leq s \leq l_{k}, k=1,2$ ，for which $z_{i}(0)=z_{j}(0)$ and for which $z_{i}^{\prime}(0)$ and $z_{j}^{\prime}(0)$ are mutually orthogonal．（In fact $l_{k}$ can be infinite，as is the case，for example，when $C_{k}$ is a ray．）We want to construct a solution of the normal system $\Theta$ for which $C_{k}$ is an $k$－characteristic arc，$k=1,2$ ．From the definition of normal system，for any $\rho_{1}$ there is a discrete set of values $\rho_{2}$ such that $e^{i \theta\left(\rho_{1}, \rho_{2}\right)}$ and $i e^{i \theta\left(\rho_{1}, \rho_{2}\right)}$ are tangent at $z_{1}(0)$ to $C_{1}$ and $C_{2}$ ，respectively．Given any such ．．．．．．．．．$\rho=\left(\rho_{1}, \rho_{2}\right)$ there are unique continuous functions $R_{k}(s)$ such that $e^{i \theta\left(\rho_{1}^{\prime}, R_{2}^{\prime}(s)\right)}$ and $i e^{i \theta\left(R_{1}(s), \rho_{2}\right)}$ are tangent to $C_{1}$ and $C_{2}$ at the points $z_{1}(s)$ and $z_{2}(s)$ ，respectively．For $t=\left(t_{1}, t_{2}\right)$ we define

$$
\bar{R}(t)=\left(R_{1}\left(t_{2}\right), R_{2}\left(t_{1}\right)\right), \quad 0 \leq t_{k} \leq l_{k}, \quad k=1,2
$$

and

$$
\bar{\theta}(t)=\theta\left(R_{1}\left(t_{2}\right), R_{2}\left(t_{1}\right)\right), \quad 0 \leq t_{k} \leq l_{k}, \quad k=1,2
$$

We seek $\zeta:\left[0, l_{1}\right] \times\left[0, l_{2}\right] \rightarrow \mathbb{C}$ ，where $\zeta(t)=\xi(t)+i \eta(t)$ ，for which $e^{i \bar{\theta}(t)}$ and $i e^{i \bar{\theta}(t)}$ are tangent to the curves $\zeta\left(\left[0, l_{1}\right], t_{2}\right)$ and $\zeta\left(t_{1},\left[0, l_{2}\right]\right)$ ，respectively，at the point $\zeta(t)$ and which satisfies the initial conditions

$$
\begin{equation*}
\zeta\left(t_{1}, 0\right)=z_{1}\left(t_{1}\right) \quad \text { and } \quad \zeta\left(t_{2}, 0\right)=z_{2}\left(t_{2}\right) \tag{5.1}
\end{equation*}
$$

The tangency condition can be written as the linear hyperbolic system

$$
\begin{equation*}
\cos \bar{\theta} \frac{\partial \eta}{\partial t_{1}}-\sin \bar{\theta} \frac{\partial \xi}{\partial t_{1}}=0, \quad \sin \bar{\theta} \frac{\partial \eta}{\partial t_{2}}+\cos \bar{\theta} \frac{\partial \xi}{\partial t_{2}}=0 \tag{5.2}
\end{equation*}
$$

The problem（5．2）with initial conditions（5．1）is well posed and has a $C^{\infty}$ solu－ tion $\bar{\theta}$ for any $C^{\infty}$ initial curves $C_{1}$ and $C_{2}$ ．First consider the case in which the $\zeta(t)=\zeta\left(C_{1}, C_{2}, \rho, t\right)$ determined in this manner has an everywhere nonzero Jacobian
determinant and is globally one-to-one. We then have a solution to the system $\Theta$ in $\zeta\left(\left[0, l_{1}\right] \times\left[0, l_{2}\right]\right)$, which is a characteristic quadrilateral, given by

$$
\begin{equation*}
R(\zeta(t))=\bar{R}(t) \tag{5.3}
\end{equation*}
$$

We refer to this solution as $R\left(C_{1}, C_{2}, \rho, z\right)$ and to the characteristic quadrilateral in which it is defined as $Q\left(C_{1}, C_{2}, \rho\right)$. Even if $\zeta$ is not one-to-one on $\left[0, l_{1}\right] \times\left[0, l_{2}\right]$, then (5.3) gives a multivalued solution of $\Theta$ on any domain $\zeta(E)$, provided that $\zeta$ is a local diffeomorphism on $E$. Let $i$ and $j$ be such that $\arg \left\{z_{j}^{\prime}(0)\right\}=\arg \left\{z_{i}^{\prime}(0)\right\}+\frac{\pi}{2}$. It is a well-known property of the characteristic initial value problem for genuinely nonlinear systems that if $\frac{d \arg \left\{z^{\prime}(t)\right\}}{d t} \leq 0$ on $\left[0, l_{i}\right]$ and $\frac{d \arg \left\{z_{z}^{\prime}(s)\right\}}{d s} \geq 0$ on $\left[0, l_{j}\right]$, then $\zeta$ will be locally diffeomorphic on $\left[0, l_{1}\right] \times\left[0, l_{2}\right]$. This is simply a reflection of the fact that, in light of the quasi-HP nature of the the associated inclination function and the length monotonicity property (Proposition 2.7), under these hypotheses the curvature of $j$-characteristics will not blow up as one moves along $i$-characteristics away from the convex side of a $j$-characteristic $C$, and analogously when the roles of $i$ and $j$ are interchanged. We note that this property holds in the particular case in which one of the initial characteristics is a line segment or ray. We also note that it holds even if one or both of the initial curves is not a simple arc, so that $\zeta$ will be a local homeomorphism if, for example, one of these curves is a circle covered several times.

We next need to discuss briefly the smooth adjunction of line segments and circles to $C^{\infty}$ curves in a specific, constructive fashion; this is another essential element of the construction process. Let $C$ be a $C^{\infty}$ curve parameterized by $Z(s), 0 \leq s \leq l+\delta$. We want to perform the adjunction with no change in $Z$ on $[0, l]$. Let $\kappa_{0}$ be any number. It is clear that there is an operator $F\left(Z, l, \delta, \kappa_{0}, \tau\right)$ such that $w=F\left(Z, l, \delta, \kappa_{0}, \tau\right) \in$ $C^{\infty}([0, \infty))$ has the following properties:
(i) $w(s)=Z(s), 0 \leq s \leq l$.
(ii) If $w^{\prime}(s)=e^{i \phi(s)}$, then $\phi(s)=(s-l-\delta) \kappa_{0}+\tau, s \geq l+\delta$.

It is clear how this can be done. Indeed, if $Z^{\prime}(s)=e^{i \alpha(s)}$ on $[0, l+\delta]$, we let $\beta(s)$ be the continuous function which coincides with $\alpha(s)$ on $[0, l+\delta / 3]$, which is given by $(s-l-\delta) \kappa_{0}+\tau$ for $s \geq l+2 \delta / 3$ and is linear on $[l+\delta / 3, l+2 \delta / 3]$. We let $\sigma$ be a specific nonnegative $C^{\infty}$ function on $\mathbb{R}$ with support in $(-1,1)$ and $\int_{-\infty}^{\infty} \sigma(s) d s=1$ and then convolve $\beta(s)$ with $\frac{10}{\delta} \sigma\left(\frac{10 s}{\delta}\right)$. The desired $w=F\left(Z, l, \delta, \kappa_{0}, \tau\right)$ is defined by with $w^{\prime}(s)=e^{i \beta(s)}, w(0)=Z(0)$. We note that if $C$ is convex to the right (left) and $\kappa_{0}, \tau-\kappa_{0} \delta / 3-\alpha(l+\delta / 3) \geq 0(\leq 0)$, then the curve given by $F\left(Z, l, \delta, \kappa_{0}, \tau\right)$ is concave towards the same side as $C$.

We now introduce notation and terminology to be used in our construction. We denote by $\mathcal{C L}$ the family of $C^{\infty}$ arcs with initial and terminal straight subarcs. Let $\mathcal{S}(\epsilon)$ denote the class of $C^{\infty}$ curves parameterized by $z=z(s), 0 \leq s \leq L$, with the following properties:
(i) $\Im\{z(0)\}=\Im\{z(L)\}=-\epsilon$.
(ii) $\arg \left\{z^{\prime}(0)\right\}=\frac{\pi}{2}+\epsilon$ and $\arg \left\{z^{\prime}(L)\right\}=-\left(\frac{\pi}{2}+\epsilon\right)$.
(iii) $\frac{d \arg \left\{z^{\prime}(s)\right\}}{d s} \leq 0,0 \leq s \leq L$.
(iv) $C \subset N(\partial N(0,1) \cap \mathbb{H}, 2 \epsilon)$.
(v) $C \in \mathcal{C} \mathcal{L}$.

For $t>0$ and $\alpha \in \mathbb{R}$ we denote $\{t S+\alpha: S \in \mathcal{S}(\epsilon)\}$ by $\mathcal{S}(\epsilon, t, \alpha)$. If $C$ is any arc joining $a<b$ in $\overline{\mathbb{H}}, B(C)$ will denote the set whose boundary is $C \cup[a, b]$. For two such arcs $C_{1}, C_{2}$ with $C_{1} \subset B\left(C_{2}\right)$ we denote the closure of $B\left(C_{2}\right) \backslash B\left(C_{1}\right)$ by
$E\left(C_{1}, C_{2}\right)$. In what follows we will often deal with a $C^{\infty}$ solution $R$ defined only in a neighborhood in $B(C)$ of $C$, where $C$ is an $i$-arc of $R$ (by which we mean that $R$ can be extended to a $C^{\infty}$ solution in a two-sided neighborhood of $C$ and that $C$ is an $i$-arc of this extension). In this case we shall call $C \mathrm{a}_{1, \ldots, \ldots}, \ldots, \ldots$ of $R$. An $i$-characteristic $C$ of a solution $R$ will be said to satisfy the, .., , , , . . , ,....., (OSC) if the $j$-characteristics passing through each point $c \in C$ all contain a straight line subarc containing $c$ in its interior; obviously, it is enough for a single point $c \in C$ to have this property for the OSC to hold. We extend the use of the term OSC in the obvious manner to apply to one-sided characteristics. If $D$ is a domain separated into two subdomains $D_{1}$ and $D_{2}$ by an $\operatorname{arc} C$, and $R^{(1)}$ and $R^{(2)}$ are $C^{\infty}$ solutions in these domains, respectively, for which $C$ is a one-sided $i$-characteristic satisfying the OSC, then together $R^{(1)}$ and $R^{(2)}$ give a $C^{\infty}$ solution in all of $D$. Our construction uses this simple fact, which allows for the smooth pasting together of solutions of characteristic initial value problems in contiguous domains.

Next we discuss a specific class of characteristic initial value problems in which one of the initial characteristics is a ray. Let $C$ be parameterized by $z(s)$ satisfying

$$
\begin{equation*}
D \arg \left\{z^{\prime}(s)\right\} \leq 0, \quad 0 \leq s \leq L, \quad \text { with } \Im\{z(0)\}, \quad \Im\{z(L)\}<0 \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\arg \left\{z^{\prime}(0)\right\} \geq \frac{\pi}{2}+\epsilon \quad \text { and } \quad \arg \left\{z^{\prime}(L)\right\} \leq-\left(\frac{\pi}{2}+\epsilon\right) \tag{5.5}
\end{equation*}
$$

and consider the solution of the initial characteristic value problem where $C_{i}=C$ and $C_{j}$ is a ray orthogonal to $C$ at $z(0)$ and emanating to the left of $C$. Then the $j$-characteristics of any corresponding solution are all rays orthogonal to $C_{i}$ and the $i$-characteristics are the orthogonal trajectories of this family of rays, and in fact are the curves $C(r), r>0$, parameterized by $z(t)+r z^{\prime}(t) i, 0 \leq t \leq L$. As $r$ tends to $\infty$ the $C(r)$ tend to arcs of a circle of radius $r$ and radian measure $\arg \left\{z^{\prime}(0)\right\}-\arg \left\{z^{\prime}(L)\right\}$.

We next construct two special $C^{\infty} \operatorname{arcs} U_{i}$, where it is understood that the $\epsilon$ referred to below is some sufficiently small positive number. The arc $U_{1}$, parameterized by $u_{1}(s), 0 \leq s \leq \lambda_{1}$ will have the following properties:
(i) $D \arg \left\{u_{1}^{\prime}(s)\right\} \leq 0,0 \leq s \leq \lambda_{1}$.
(ii) $\Im\left\{u_{1}(0)\right\}=-\epsilon$ and $u_{1}\left(\lambda_{1}\right) \in \mathbb{R}$.
(iii) $U_{1} \in \mathcal{C} \mathcal{L}$.
(iv) $u_{1}^{\prime}(0)=e^{i\left(\frac{\pi}{2}+\epsilon\right)}$.
(v) $u_{1}^{\prime}(s)=e^{-i \pi / 4}, \lambda_{1}-d \leq s \leq \lambda_{1}$ for some $d>0$.
(vi) $U_{1} \cap N(0,2)=\emptyset$.
(vii) Let any $C^{\prime}$ be any curve in $\mathcal{S}(\epsilon)$, and let $\alpha=\alpha(C)$ be such that the initial point of $C=C^{\prime}+\alpha \in \mathcal{S}(\epsilon, 1, \alpha)$ is $p=-1-\epsilon i$. Let $\rho \in \mathbb{R}^{2}$ be such that $i e^{i \theta(\rho)}$ is tangent to $C$ at its left endpoint $p$. Then there is a solution to the system $\Theta$ in $E(C)=E\left(C \cap \mathbb{H}, U_{1} \cap \mathbb{H}\right)$ for which $R(p)=\rho$, for which $C$ is a 2-characteristic and $U_{1}$ is an 1-characteristic, and for which both $C$ and $U_{1}$ satisfy the OSC.

We stress that the idea is that for the appropriate translate $C$ of , $C^{\prime} \in \mathcal{S}(\epsilon)$ and any admissible value $\rho$ of $R$ at the initial point (i.e., left endpoint) $c_{l}$ of $C$ we have a solution in the domain $E\left(C \cap \mathbb{H}, U_{1} \cap \mathbb{H}\right)$. If we can construct such a curve, it is obvious that it will have a right-hand counterpart $U_{2}$, having properties corresponding to (i)-(vii). In regard to (. ), $U_{2}$ will terminate in a line segment of slope $\frac{\pi}{4}$ at its left end. In regard to (vii), $U_{2}$ and $C$ will be 2 - and 1-characteristics, respectively, and the initial value $\rho$ will be the value of $R$ at the, .. endpoint of $C$, which in any
case determines its value at the right endpoint of $C$ since the total curvature of $C$ is exactly $\pi+2 \epsilon$. For lack of a better term we shall refer to $U_{1}$ and $U_{2}$ as ., , , 1

2 . for the system $\Theta$. It is clear that translates $U_{i}+\alpha, \alpha \in \mathbb{R}$ of $U_{i}$ have an analogous universal property.

We show that such a $U_{1}$ exists, the existence of $U_{2}$ being identical apart from trivial details. Let $A \leq\left|\frac{\partial \theta}{\partial R_{k}}\right| \leq B$ on $\mathbb{R}^{2}$ (as in the definition of normal system), so that the net of characteristics of any solution of the system $\Theta$ in a domain $G$ is a $K$-quasi-HP net on $G$ with $K=\frac{B}{A}$. Let $W$ be any $C^{\infty}$ arc parameterized by $w(s)$, $0 \leq s \leq L$, for which $D \arg \left\{w^{\prime}(s)\right\} \leq 0$ and which has total curvature $-\Delta<0$. Let $V \in \mathcal{C} \mathcal{L}$ be parameterized by $v(s), 0 \leq s \leq 1$, with $v(0)=w(0), v^{\prime}(0)=i w^{\prime}(0)$, for which $0 \geq D \arg \left\{v^{\prime}(s)\right\} \geq-\delta$. One easily show that for any admissible corner value $\rho$ the characteristic coordinate mapping $\zeta(V, W, \rho, t)$ is a local diffeomorphism on all of the corresponding characteristic coordinate rectangles $S=[0,1] \times[0, L]$ for all such $W$, provided that $\delta K(L+K \Delta)<1$. To do so, one simply subdivides $S$ into small subrectangles and solves the corresponding initial value problem piece by piece, the key point being that the length change estimate (Proposition 2.5) implies that no blow-up will occur (that is, the Jacobian determinant will never vanish). Indeed, in light of the convexity of $W$ the lengths of its translates increase, while in light of the concavity of $V$ the lengths of its translates decrease. The characteristic length bound as applied to the translates of $W$ shows that they all have length at most $L+K \Delta$, so that by the characteristic length bound the lengths of the translates of $V$ will remain bounded away from 0 if $\delta K(L+K \Delta)<1$. We start with $W=W_{0}, V=V_{0}$ and inductively define $\rho_{k+1}$ to be the value of $R\left(V_{k}, W_{k}, \rho_{k}, \zeta\left(V_{k}, W_{k}, \rho_{k},(1,0)\right)\right)$, that is, the value of $R\left(V_{k}, W_{k}, \rho_{k}, p\right)$, where $p$ is the the final endpoint of $V_{k}$, and we define $W_{k+1}$ to be the final translate of $W_{k}$ along $V_{k}$ to the end of $V_{k}$, that is, $W_{k+1}=$ $\zeta\left(V_{k}, W_{k}, \rho_{k},\left(1,\left[0, L_{k}\right]\right)\right)$, where $L_{k}=\lambda\left(W_{k}\right)$. By the foregoing $L_{k+1} \leq L_{k}+K \Delta$, and the total curvature of $V_{k}$ can be any $-\delta_{k}$, for which $0 \leq \delta_{k} \leq \frac{1}{2 K\left(L_{k}+K \Delta\right)}$. We obviously have $L_{k} \leq L_{0}+k K \Delta$, so that the only restriction on $\delta_{k}$ is $0 \leq \delta_{k} \leq$ $\frac{1}{2 K\left(L_{0}+(k+1) K \Delta\right)}$, this upper bound obviously being the general term of a divergent series for $\Delta>0$. Let $\epsilon=\frac{1}{100}$, so that if $W_{0}=C$, where $C$ is the appropriate translate of any element of $\mathcal{S}(\epsilon)$ as indicated in (vii), then $\pi-\frac{1}{10} \leq \lambda\left(W_{0}\right) \leq \pi+\frac{1}{10}$ and $\Delta=\pi+\epsilon$. Clearly, there is some positive integer $M$ such that for some sufficiently small $\eta \in\left(0, \frac{\pi}{4}\right)$ there is a curve $V$, the union of $V_{0}, \ldots, V_{M}$, parameterized by $v(s)$, $0 \leq s \leq M$, such that $V$ terminates in a straight line segment whose initial point is in $\mathbb{H}$ and whose slope is $-\tan \eta$. We note that by reducing the size of $\epsilon$ if necessary, we can assume that the first subarc $V_{0}$ of $V \subset V^{1}$ intersects $\mathbb{R}$ at a point $v_{0}(s)$ for which $\arg \left\{v_{1}^{\prime}(s)\right\} \in\left(-\pi,-\pi+\delta_{0}\right) \subset\left(-\pi,-\frac{3 \pi}{4}\right)$. In addition, we can allow the length of the final straight segment of $V$ to be as large as we want, so that we can take the imaginary part of the terminal point of $V$ to be $-\epsilon$. We emphasize that $V$ is independent of $W_{0}$. We next extend $V$ at its right end by smoothly adjoining a ray with slope exactly $-\frac{\pi}{4}$ (by means of $F\left(v, \lambda(V)-\frac{\epsilon}{2}, \frac{\epsilon}{2}, 0,-\frac{\pi}{4}\right)$, as described above, where $v(s)$ parameterizes $V$ ); this extended curve will be called $V^{1}$. We now consider the characteristic initial value problem with $V^{1}$ as the 1 -arc and, as the 2 -arc, a segment $A$ of length $r$ orthogonal to it at its initial point and emanating to the left of $V^{1}$. Because $V^{1}$ satisfies the OSC, the solution so generated will be $C^{\infty}$ in the domain made up of $E\left(C \cap \mathbb{H}, V^{1} \cap \mathbb{H}\right)$ together with translates of $A$ around $V^{1}$. Note that the corresponding solution is constant in the quarter-plane made up of all the translates of $A$ emanating from points on the ray in which $V^{1}$ ends. From this it is clear that for $r=\lambda(A)$ sufficiently large, an appropriate subarc of the translate $V^{1}(r)$
of $V^{1}$ to the outer endpoint of $A$ has properties (i), (v), (vi), and (vii). Properties (ii), (iii), and (iv) can be achieved in the following manner. First, we take $r$ so large that at the left intersection point of $V^{1}(r)$ with $\mathbb{R}$ the angle formed by $V^{1}(r)$ is within $\frac{\epsilon}{4}$ of $\frac{\pi}{2}$. Then we remove the arc of $V^{1}(r)$ joining its initial point to a point with imaginary part between $-\frac{\epsilon}{2}$ and 0 and at which the direction of the tangent vector is within $\frac{\epsilon}{2}$ of $\frac{\pi}{2}$. Finally, we can use the operator $F$ to smoothly adjoin an arc to the remaining part of $V^{1}(r)$ in such a way that (ii), (iii), and (iv) hold. The resulting curve is our $U_{1}$. Note that in (vii) we do not require the solution to bear any particular relation to the part of $U_{1}$ that lies in the lower half-plane.

The left and right endpoints of $U_{1}$ will be called $e_{1}$ and $m_{1}$; the left and right endpoints of $U_{2}$ will be called $m_{2}$ and $e_{2}$ ( $m$ for middle and $e$ for end, for reasons to be made clear momentarily). It is clear that $U_{1}$ depends solely on $\Theta$ and the parameter $\epsilon$ and that once these have been fixed, the solution $R$ generated in $E(C)$ depends on $C$ but that its values on $U_{1}$ depend only on $\rho=R\left(c_{l}\right), c_{l}$ being the left endpoint of $C$; analogous statements hold for $U_{2}$. For $\rho \in \mathbb{R}^{2}$ we denote by $f_{k}(\rho)$ the value of this solution $R$ at $m_{k}$. We also observe that in the case of $U_{1}$ we always have

$$
\begin{equation*}
\theta\left(f_{1}(\rho)\right)-\theta(\rho)=\theta\left(m_{1}\right)-\theta\left(c_{l}\right)=-\left(\frac{5 \pi}{4}+\epsilon\right) \tag{5.6}
\end{equation*}
$$

As indicated above, in the case of $U_{2}$ we still take as $\rho$ the value of $R$ at the left endpoint $c_{l}$ of the initial curve $C$ used in the above construction which, as we have pointed out, uniquely determines the value of $R$ at the right endpoint of $C$ since the total curvature of all arcs in the family $\mathcal{S}(\epsilon)$ is $\pi+2 \epsilon$. Here we have that

$$
\begin{equation*}
\theta\left(f_{2}(\rho)\right)-\theta(\rho)=\theta\left(m_{2}\right)-\theta\left(c_{l}\right)=-(\pi+2 \epsilon)+\left(\frac{5 \pi}{4}+\epsilon\right)=\frac{\pi}{4}-\epsilon \tag{5.7}
\end{equation*}
$$

The $f_{k}$ are continuous functions of $\rho$ and there is a number $B_{0}$ (that depends only on the bounds on the $\frac{\partial \theta}{\partial R_{k}}$ associated with $\Theta$ ) such that

$$
\begin{equation*}
\left\|f_{k}(\rho)-\rho\right\| \leq B_{0}, \quad \rho \in \mathbb{R}^{2}, \quad k=1,2 \tag{5.8}
\end{equation*}
$$

where the norm is just the Euclidean norm in $\mathbb{R}^{2}$ (actually, any norm will do). Both the continuity and the bound come from the simple observation that on any $i$-characteristic, $R_{i}$ is constant and $R_{j}$ is a Lipschitz continuous function of the tangent inclination (with the Lipschitz constant depending solely on the system $\Theta$ ).

For our next step we consider translates $U_{1}^{\prime}=U_{1}-m_{1}$ and $U_{2}^{\prime}=U_{2}-m_{2}$ which have the common point 0 . Note that $U_{1}^{\prime}$ and $U_{2}^{\prime}$ are orthogonal to each other at 0 and so can be used as initial curves for a characteristic initial value problem, $U_{k}^{\prime}$ being a $k$-arc. For $\epsilon$ sufficiently small (so that $U_{1}$ and $U_{2}$ are virtually orthogonal to the horizontal line $\Im\{z\}=-\epsilon$ at $e_{1}$ and $e_{2}$, respectively) convexity considerations easily show that for any admissible corner value $\rho=R(0)$ the mapping $\zeta\left(U_{1}^{\prime}, U_{2}^{\prime}, \rho, t\right)$ is one-to-one on the corresponding characteristic coordinate rectangle. To see that this is indeed the case, note that since the change in $\theta$ from the left end of $U_{1}^{\prime}$ to the right end of $U_{2}^{\prime}$ is $-\left(\frac{3 \pi}{2}+2 \epsilon\right)$ (that is, the change in $\theta$ along $U_{1}^{\prime}+$ the change in $\theta$ along $U_{2}^{\prime}$, both from left to right, is $\left.-\left(\frac{3 \pi}{2}+2 \epsilon\right)\right)$, the total change along the top two sides of the characteristic quadrilateral is also $-\left(\frac{3 \pi}{2}+2 \epsilon\right)$. The resulting solution $R_{\rho}(z)=R\left(U_{1}^{\prime}, U_{2}^{\prime}, \rho, z\right)$ and the quadrilateral $Q_{\rho}=Q\left(U_{1}^{\prime}, U_{2}^{\prime}, \rho\right)$ itself depend solely on $\rho=R(0)$. Note also that because $U_{1}^{\prime}, U_{2}^{\prime} \in \mathcal{C} \mathcal{L}$, the other two sides of $Q_{\rho}$ also belong to $\mathcal{C} \mathcal{L}$.

Next we next show how we can produce curves $X_{k} \in \mathcal{S}\left(\epsilon, t_{k}, \alpha_{k}\right)$, such that $B\left(X_{k} \cap \overline{\mathbb{H}}\right) \supset Q_{\rho} \cap \mathbb{H}$, and a solution in $B\left(X_{k} \cap \overline{\mathbb{H}}\right) \backslash\left(Q_{\rho} \cap \mathbb{H}\right)$ which gives a $C^{\infty}$ extension of $R_{\rho}$ for which $X_{k}$ is a one-sided $k$-arc which satisfies the OSC. We show how to get $X_{2}$, the case of $X_{1}$ being identical apart from obvious details.

First, we extend $U_{2}^{\prime}$ on the right by continuously adjoining a circle of radius $\frac{\epsilon}{10}$ lying in the open lower half-plane by using $F\left(\bar{u}_{2}-m_{2}, \lambda\left(U_{2}\right)-\delta, \delta, \frac{10}{\epsilon},-\left(\frac{\pi}{2}+\epsilon\right)\right)$, where $\bar{u}_{2}$ parameterizes $U_{2}$ from left to right (i.e., with $\bar{u}_{2}(0)=m_{2}$ ) and where $\delta$ is so small that $\bar{u}_{2}\left(\left[\lambda\left(U_{2}\right)-\delta, \lambda\left(U_{2}\right)\right]\right)$ is a line segment. This in turn allows us to extend the other 2-side of $Q_{\rho}$ rightwards and eventually downwards (in light of the quasi-HP property) until it gets to a point $p$ for which $\Im\{p\}=-\frac{\epsilon}{2}$; call this extended 2 -side $T$. The corresponding solution is defined in the simply covered domain $E=E\left(U_{1}^{\prime} \cup U_{2}^{\prime}, T^{\prime}\right)$, where $T^{\prime}$ is the subarc of $T$ which joins a point of $\mathbb{R}$ to the left of $U_{1}^{\prime}$ to a point of $\mathbb{R}$ to the right of $U_{2}^{\prime}$. This means that if we change $T$ below $\mathbb{R}$ to form a new curve $T_{2}$, which we subsequently use as the 2 -arc for a characteristic initial value problem with a straight initial 1-arc outside of $E$, then the solution is compatible with the restriction to $E$ of the solution we have so far. Using an appropriate instance of the operator $F$, we obtain an extension $T_{2}$ of $T$ by smoothly adjoining to $T$ at its right end a segment in such a way that the argument of the tangent at the right endpoint of $T_{2}$ is less than or equal to $-(\pi / 2+\epsilon)$. Obviously, $T_{2} \in \mathcal{C} \mathcal{L}$. It is also clear from the construction that $T_{2}$ depends solely on $\rho=R(0)$ and that all derivatives of its arc length parameterization depend continuously on $\rho$. This outside curve $T_{2}$ clearly satisfies the hypotheses (5.4) and (5.5) of the straight line characteristic initial value construction. Using a straight 1-arc of length $r_{0}$ we therefore obtain an "almost circular" 2-arc $S$ parallel $T_{2}$ which is contained in $N\left(0,(1+\epsilon / 2) r_{0}\right) \backslash\left(0,(1-\epsilon / 2) r_{0}\right)$. Let $q_{1}<q_{2}$ be the points of $S \cap \mathbb{R}$. By choosing $r_{0}$ sufficiently large we can be certain that the interior angles of this $S$ at $q_{1}$ and $q_{2}$ are within $\frac{\epsilon}{2}$ of $\frac{\pi}{2}$. Simple curvature considerations show that there is a single, sufficiently large value of $r_{0}$ that works for all admissible corner values $\rho=R(0)$. Let $p_{1}, p_{2} \in T_{2}$ lie on the straight 1-characteristics which terminate at $q_{1}$ and $q_{2}$, respectively. It is clear that for the solution our process has generated, $R\left(p_{1}\right)$ and $R\left(p_{2}\right)$ are continuous functions of $\rho$ which, moreover, satisfy bounds of the form (5.8) (with $f_{k}(\rho)$ replaced by $R\left(p_{k}\right)$ and with an appropriate $\left.B_{0}\right)$. The solution is defined and $C^{\infty}$ in the part of $\mathbb{H}$ between $U_{1}^{\prime} \cup U_{2}^{\prime}$ and $S$, and $S$ is a 2 -characteristic arc satisfying the OSC. Finally, we smoothly alter $S$ below $\mathbb{R}$ to obtain an $S^{\prime}$ such that for appropriate $\xi=\xi(\rho)$, the arc $X_{2}=\xi S^{\prime}$ belongs to $\mathcal{S}(\epsilon)$. If $x_{l}$ is the left endpoint of $X_{2}$, then $g_{2}(\rho)=R\left(x_{l}\right)$ is a continuous function of $\rho$, and similarly for the value $g_{1}(\rho)$ of $R$ at the left endpoint of the analogously constructed $X_{1}$. Here again one easily sees that in the case of $X_{2}$

$$
\begin{equation*}
\theta\left(g_{2}(\rho)\right)-\theta(\rho)=\frac{3 \pi}{4}+\epsilon-\frac{\pi}{2}=\frac{\pi}{4}+\epsilon \tag{5.9}
\end{equation*}
$$

and in the case of $X_{1}$ that

$$
\begin{equation*}
\theta\left(g_{1}(\rho)\right)-\theta(\rho)=\frac{3 \pi}{4}+\epsilon \tag{5.10}
\end{equation*}
$$

Let $U=U_{1}^{\prime} \cup U_{2}^{\prime}$. By the universal property of $U_{1}^{\prime}$, for appropriate $t^{(2)}$ and $\alpha^{(2)}$ we can use $t^{(2)} X_{2}+\alpha^{(2)}$ as the 2-arc under $U_{1}^{\prime}$ (see property (vii) in the discussion of the universal arcs given above), and similarly we can use some $t^{(1)} X_{1}+\alpha^{(1)}$ as the 1-arc under $U_{2}$. These $t^{(k)} X_{k}+\alpha^{(k)}$ in turn come from $t^{(k)} U+\alpha^{(k)}$. If we perform the construction of $X_{k}$ using the value $\rho^{(k)}$ of $R$ at the center $\alpha^{(k)}$ of $t^{(k)} U+\alpha^{(k)}$,
then the value of $R$ at the left endpoint of $X_{k}$ is $g_{k}\left(\rho^{(k)}\right)$, so that the value of the solution $R$ (corresponding to property (vii) of universal arcs) in the part of the $B\left(U_{j}^{\prime}\right)$ between $t^{(i)} U+\alpha^{(i)}$ and $U_{j}^{\prime}$ at 0 is $f_{j}\left(g_{i}\left(\rho^{(i)}\right)\right)$. We claim that there is a $\rho^{(i)}$ for which $f_{j}\left(g_{i}\left(\rho^{(i)}\right)\right)$ is any given admissible corner value $\rho_{0}$ for the characteristic initial value problem with 1- and $2-\operatorname{arcs} U_{1}$ and $U_{2}$. To see that such a $\rho^{(i)}$ exists in the case that $i=2, j=1$, for example, note that from (5.6) and (5.9) we have that

$$
\begin{aligned}
\theta\left(f_{1}\left(g_{2}\left(\rho^{(2)}\right)\right)\right)-\theta\left(\rho^{(2)}\right) & =\theta\left(f_{1}\left(g_{2}\left(\rho^{(2)}\right)\right)\right)-\theta\left(g_{2}\left(\rho^{(2)}\right)\right)+\theta\left(g_{2}\left(\rho^{(2)}\right)\right)-\theta\left(\rho^{(2)}\right) \\
& =-\left(\frac{5 \pi}{4}+\epsilon\right)+\frac{\pi}{4}+\epsilon=-\pi
\end{aligned}
$$

Thus, given $\rho_{0}$, the point $\rho^{(2)}$ must lie on the curve

$$
\begin{equation*}
\theta(R)=\theta\left(\rho_{0}\right)+\pi \tag{5.11}
\end{equation*}
$$

in the $R$-plane. The level curves $\theta(R)=\theta_{0}$ in the $R$-plane are the graphs $R_{i}=$ $h_{i, \theta_{0}}\left(R_{j}\right)$ of monotone functions, for which $h_{i, \theta_{0}}^{\prime}$ are uniformly bounded and uniformly bounded away from 0 . Thus as $\rho^{(2)}$ moves along the curve (5.11) it follows from the continuity of $f_{1}$ and $g_{2}$ and the bound (5.8) and the corresponding bound for the $g_{k}$ that $f_{1}\left(g_{2}\left(\rho^{(2)}\right)\right)$ traces out the entire curve $\theta(R)=\theta\left(\rho_{0}\right)$, so that there is indeed a (unique) $\rho^{(1,2)}$ for which $f_{1}\left(g_{2}\left(\rho^{(2)}\right)\right)=\rho_{0}$. The case of $f_{2}\left(g_{1}\left(\rho^{(1)}\right)\right)=\rho_{0}$ is handled in the same manner, using (5.7) and (5.10) instead of (5.6) and (5.9).

It is now clear that we can iterate this construction to produce a solution $R^{*}=$ $\left(R_{1}^{*}, R_{2}^{*}\right)$ in $B\left(U_{1}^{\prime} \cap \overline{\mathbb{H}}\right) \cup B\left(U_{2}^{\prime} \cap \overline{\mathbb{H}}\right)$, and, in fact, a solution in all of $\mathbb{H}$, by appropriately extending the solution we have in $X_{1}$ (or in $X_{2}$, for that matter). More specifically, the solution in $B\left(U_{1}^{\prime} \cap \overline{\mathbb{H}}\right) \cup B\left(U_{2}^{\prime} \cap \overline{\mathbb{H}}\right)$ is obtained by placing a suitable similar copy of the form $t U+\alpha$ under each of $U_{k}^{\prime}$ in the way described and then under each of the corresponding $t U_{k}^{\prime}+\alpha$ smaller similar copies of the form $t U+\alpha$ (with a smaller value of $t$, of course). At the $n$th stage (where we regard the initial $U$ as corresponding to the 0th stage) we have $2^{n}$ disjoint similar copies $U_{l}^{(n)}, 1 \leq l \leq 2^{n}$, of $U$. Let $I_{l}^{(n)}$ be the interval of $\mathbb{R}$ joining the left and right endpoints of $U_{l}^{(n)} \cap \overline{\mathbb{H}}$. It is an immediate consequence of the shape of the $U_{k}^{\prime}$ that (once $\epsilon$ has been fixed) there is a constant $\delta_{1}=\delta_{1}(\Theta)>0$ such that for all points $p \in I_{l}^{(n)}$

$$
\lambda\left(\theta\left(R^{*}\left(\left\{z: \delta_{1}<\arg \{z-p\}<\pi-\delta_{1}, z \in U_{l}^{(n)} \cap \mathbb{H}\right\}\right)\right)\right) \geq \delta_{1}
$$

Since, on $U_{i}^{\prime}, \theta$ and $R_{j}$ are bi-Lipschitz functions of each other, it follows that there are $r_{1}=r_{1}(\Theta), \delta_{2}=\delta_{2}(\Theta)>0$ such that for all $p \in I_{l}^{(n)}$ the range of $R_{k}^{*}$ in

$$
N\left(r_{1}^{n}, p\right) \cap\left\{z: \delta_{1}<\arg \{z-p\}<\pi-\delta_{1}\right\}
$$

is an interval of length at least $\delta_{2}, k=1,2$. Let $M^{(n)}=\cup\left\{I_{l}^{(n)}: 1 \leq l \leq 2^{n}\right\}$. Then $M=\cap\left\{M^{(n)}: n \geq 1\right\}$ consists entirely of boundary singularities of the solution $R^{*}$ that we have constructed. To those who have read about Cantor sets it is probably obvious that $M$ has positive Hausdorff dimension, but for completeness we include an appropriately modified version of the argument given by Falconer [F] for the classical excluded middle third case.

First of all, it is clear from the self-similar nature of the construction that there is a number $\gamma \in(0,1)$ such that the minimum distance between the $2^{n}$ intervals
making up the set $M^{(n)}$ is bounded below by $\gamma^{n}$. We show that the $\tau$-dimensional Hausdorff measure of $M$ is positive, where $\tau$ is defined by

$$
\gamma^{\tau}=\frac{1}{2}
$$

Let $\left\{G_{k}\right\}$ be an open cover of $M$, which we can assume to be finite since $M$ is compact. Let $\max \left\{\operatorname{diam}\left(G_{k}\right)\right\}<1$. For each $k$ there is a nonnegative integer $l=l(k)$ such that

$$
\gamma^{l+1} \leq \operatorname{diam}\left(G_{k}\right)<\gamma^{l}
$$

From the definition of $\gamma$ it follows that such a $G_{k}$ can have a nonempty intersection with at most one of the intervals that make up $M^{(l)}$. Consequently, for $p \geq l(k)$ at most $2^{p-l(k)}$ of the intervals making up $M^{(p)}$ can have a nonempty intersection with such a $G_{k}$. For each $p \geq l=l(k)$ we therefore have

$$
2^{p-l}=\frac{2^{p}}{2^{l}}=\frac{2^{p}\left(\gamma^{l+1}\right)^{\tau}}{2^{l} \gamma^{\tau l} \gamma^{\tau}} \leq \frac{2^{p}\left(\operatorname{diam}\left(G_{k}\right)\right)^{\tau}}{\left(2 \gamma^{\tau}\right)^{l} \gamma^{\tau}}
$$

Let $p$ be so large that $\min \left\{\operatorname{diam}\left(G_{k}\right)\right\} \geq \gamma^{p+1}$, so that $p \geq l(k)$ for all $k$. Since there are $2^{p}$ intervals in $M^{(p)}$, if we denote by $N_{k}$ the number of intervals touched by $G_{k}$, then

$$
2^{p} \leq \sum_{k} N_{k} \leq \sum_{k} \frac{2^{p}\left(\operatorname{diam}\left(G_{k}\right)\right)^{\tau}}{\left(2 \gamma^{\tau}\right)^{l(k)} \gamma^{\tau}}=\sum_{k} \frac{2^{p}\left(\operatorname{diam}\left(G_{k}\right)\right)^{\tau}}{\gamma^{\tau}}
$$

so that

$$
\sum_{k}\left(\operatorname{diam}\left(G_{k}\right)\right)^{\tau} \geq \gamma^{\tau}=\frac{1}{2}
$$

This means that the $\tau$-dimensional Hausdorff measure of $M$ is at least $\frac{1}{2}$, so that $M$ has Hausdorff dimension at least $\tau$.
6. A few concluding remarks. We briefly discuss some of the issues and problems suggested by the foregoing. In the first place, it would be interesting to determine whether Corollary 4.3 is true for genuinely nonlinear systems (see the definitions of the terms "system" and "genuinely nonlinear" between relations (1.4) and (1.5)) which are not necessarily normal. Probably, though, some hypothesis in the spirit of (ii) of Definition 1.1 as well as some bound like

$$
\epsilon<\left|\theta_{1}(R)-\theta_{2}(R)\right|<\pi-\epsilon \quad \text { for all } R \in \mathbb{R}^{2}
$$

is necessary, so that, using the approach of section 5 , or otherwise, one might try to construct a solution of a $2 \times 2$ genuinely nonlinear hyperbolic system not satisfying one or the other or both of these conditions and which has a set of boundary singularities of Hausdorff dimension 1. In a wider context one can ask if Corollary 4.3 has any counterparts for an appropriate class of sufficiently nonlinear $n \times n$ planar hyperbolic systems. In reference to normal systems, our analysis leaves open the question of whether in a half-plane $\mathbb{H}$, for example, there can be a solution for which the set of boundary singularities of type 1 has positive Hausdorff dimension. Corresponding to such a solution there would have to be set $A \subset \partial G$ of positive Hausdorff dimension such that for each $a \in A$ there is a characteristic $C_{a}$ exiting at $a$ but for which
hypothesis (3.22) of Proposition 3.31 does not hold. Also open is the question of whether the word "nontangential" is necessary in the conclusion of Main Theorem 2.2.

As we shall show elsewhere, the ideas of section 5 can be used to construct in an arbitrary Jordan domain cps-mappings with arbitrary (distinct) principal stretch factors which have infinitely many isolated singularities, and in fact these singularities can be of spiral type (see [G3] for the classification of isolated singularities of cpsmappings). This raises the question of how such singularities can be distributed, and in this regard we conjecture that there is some absolute constant $\gamma>1$ such that if $\left\{a_{n}\right\}$ is the sequence of isolated singularities of any cps-mapping in any smoothly bounded Jordan domain for which $\left\{\operatorname{dist}\left(a_{n}, \partial G\right)\right\}$ is nonincreasing, then

$$
\begin{equation*}
\sum_{n} \operatorname{dist}\left(a_{n}, \partial D\right) \gamma^{n}<\infty \tag{6.1}
\end{equation*}
$$

Note that this was shown with $\gamma=1$ in [G3, Corollary 4.1]. More generally, there are other $2 \times 2$ genuinely nonlinear systems for which there exist corresponding unambiguously defined nets of characteristics which have isolated singularities, and for any such system one could attempt to obtain a classification of such singularities along the lines of [G3] and seek a bound of type (6.1) on their density.
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#### Abstract

Coherent structures, such as solitary waves, appear in many physical problems, including fluid mechanics, optics, quantum physics, and plasma physics. A less studied setting is found in geophysics, where highly viscous fluids couple to evolving material parameters, modeling partially molten rock, magma, in the Earth's interior. Solitary waves are also found here, but the equations lack useful mathematical structures such as an inverse scattering transform or even a variational formulation. A common question in all of these applications is whether or not these structures are stable to perturbation. We prove that the solitary waves in this earth science setting are asymptotically stable and accomplish this without any preexisting Lyapunov stability. This holds true for a family of equations, extending beyond the physical parameter space. Furthermore, this extends existing results on well-posedness to data in a neighborhood of the solitary waves.
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1. Introduction. Coherent structures, such as solitary waves, appear in many physical problems, including fluid mechanics, optics, quantum physics, and plasma physics. A less studied setting is found in geophysics, where highly viscous fluids couple to evolving material parameters, modeling partially molten rock, magma, in the Earth's interior. Solitary waves are also found here, but the equations lack the useful structures such as an inverse scattering transform or even a variational formulation.

A important question in all of these applications is whether or not the coherent structures are stable to perturbation. We prove that the solitary waves in this earth science setting are asymptotically stable and accomplish this without any preexisting Lyapunov stability.
1.1. Magma: Porous flow in a viscously deformable media. Models of magma in the Earth's interior couple Stokes flow of the viscous melt to the slow, creeping deformation of the porous rock. These force-balance equations couple to transport equations for the volume fraction of melt, the porosity. Formulations may be found in $[5,20,35,36,41]$. Nonlinearity appears in fluxes and through the material properties, the permeability and viscosity of the porous, deformable rock, which depend nonlinearly on the porosity. Consequently, such models are known, from computations, to feature localization and generate coherent structures; see $[1,2,3,15,35,36,41,42,43,44,51]$. The physical assumptions and their implications will be discussed in a forthcoming review article [39].

Under certain assumptions (small fluid fraction, absence of large-scale shear, no melting, etc.), such a system reduces to a single scalar equation for the porosity's
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Fig. 1. Solitary waves colliding and propagating in an experiment with honey. From Figure 1 of [37]. Reprinted by permission from Macmillan Publishers Ltd.
evolution [2, 3, 41, 42]. The $d$-dimensional equation is

$$
\begin{equation*}
\partial_{t} \phi+\partial_{z}\left(\phi^{n}\right)-\nabla \cdot\left[\phi^{n} \nabla\left(\phi^{-m} \partial_{t} \phi\right)\right]=0, \quad \mathbf{x} \in \mathbb{R}^{d}, t>0 \tag{1.1}
\end{equation*}
$$

with the boundary conditions that $\phi(\mathbf{x}, t) \rightarrow 1$ as $|\mathbf{x}| \rightarrow \infty . \nabla=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)$ for $d=3$ and $\nabla=\left(\partial_{x}, \partial_{z}\right)$ for $d=2$. The nonlinearity $n$ comes from the relationship between the permeability, $K$, and the porosity of the rock, $K \propto \phi^{n} . m$ relates to the bulk viscosity, $\zeta$, to the porosity of the rock, $\zeta \propto \phi^{-m}$. In the physical regime, these exponents have values $2 \leq n \leq 3$ and $0 \leq m \leq 1[12,13,20,31,35,36,45,46,52]$.

Equation (1.1) appears elsewhere in earth science as a model for convective mantle plumes. Manifesting themselves as hot spots at the surface, these plumes transport warm buoyant material. Examples include the Hawaiian Island chain and Iceland. Modeled as the flow of a viscous fluid up a conduit embedded in a higher viscosity medium, an equation of the form (1.1) was derived in [24]. There, the equation is onedimensional $(d=1)$, the exponents are $(n, m)=(2,1)$, and the dependent variable $\phi$ is the cross-sectional area of the pipe.

Numerical simulations of (1.1) in one, two, and three dimensions were performed in $[2,3,35,36,51]$, where stable, radially symmetric, solitary traveling waves were observed. In [23], it was shown that in one dimension, solitary waves, $U_{c}(x-c t)$, in excess of the reference state, $\phi \equiv 1$, exist for $n>1$. In the context of conduit flow, discussed in the preceding paragraph, analogue experiments using viscous syrups appear in $[24,37,49]$; robust solitary waves appeared as predicted; see Figure 1.
1.2. Stability of solitary waves. We consider (1.1) in one dimension,

$$
\begin{equation*}
\partial_{t} \phi+\partial_{x}\left(\phi^{n}\right)-\partial_{x}\left[\phi^{n} \partial_{x}\left(\phi^{-m} \partial_{t} \phi\right)\right]=0, \quad \lim _{|x| \rightarrow \infty} \phi(x, t)=1, \tag{1.2}
\end{equation*}
$$

where the $z$ coordinate has been relabeled $x$. A cursory explanation for the solitary waves' stability may be found in [50]. Under a small amplitude scaling, (1.2) is, to leading order, governed by the Korteweg-de Vries (KdV) equation. Since KdV solitons


FIG. 2. The largest solitary wave in (a) travels faster than smaller solitary waves and dispersive waves behind it. In the frame of this wave, the rest of the solution appears to move leftward, as in (b).
are stable, on a timescale for which KdV approximates (1.2) its solitary waves should also be stable.

Based on observations of numerical experiments, we expect a slightly perturbed solitary wave to evolve into another wave with similar amplitude and phase. It will be accompanied by some small amplitude dispersive waves and, perhaps, another solitary wave of smaller amplitude. The leading wave will outrun these other disturbances, cease interacting with them, and stabilize.

Some intuition for this stability may be found in two properties. First, taller solitary waves travel with greater speed, $c$, than smaller ones. In the frame of the largest solitary wave, $y=x-c t$, the other waves travel leftward. Second, in the frame of the leading solitary wave, small perturbations of the reference state, $\phi(x, t)=$ $1+\psi(x-c t, t)$ and $|\psi| \ll 1$, evolve under the linear flow

$$
\partial_{t} \psi-c \partial_{y} \psi+n \partial_{y} \psi-\partial_{y}^{2} \partial_{t} \psi+c \partial_{y}^{3} \psi=0
$$

The dispersion relation and group velocity are

$$
\omega(k)=\frac{n k}{1+k^{2}}-c k, \quad \omega^{\prime}(k)=n \frac{1-k^{2}}{\left(1+k^{2}\right)^{2}}-c
$$

Since the solitary waves of (1.2) that we study travel with speed $c>n>1$, both phase and group velocities are negative for all $k$. Therefore, small dispersive waves also travel leftward. These two mechanisms are diagrammed in Figure 2, and we will exploit them to prove the main theorems.

As the system is conservative, perturbations, such as a small solitary wave, will not vanish in a translation invariant norm. A suitable norm will register leftward motion as decay. We will use exponentially weighted norms, in the frame of the leading solitary wave. These norms are defined in section 1.4.

Several paths to proving stability are available. One method is to seek constants of motion that can be combined into a metric centered at the solitary wave. Since the metric is time independent, if the perturbation is initially small, it will remain so. This elegant method relies on the calculus of variations, and for equations such as KdV and nonlinear Schrödinger (NLS) it may be used to prove orbital stability [4, $8,47,48]$. A solitary wave, $U_{c}$, is said to be orbitally stable if for data sufficiently close to it

$$
\inf _{y \in \mathbb{R}}\left\|u(t)-U_{c}(\cdot+y)\right\|_{X}<\delta \quad \text { for all } t
$$

for some $\delta>0$ and an appropriate norm $\|\cdot\|_{X}$. Typically, the norm is equivalent to $L^{2}(\mathbb{R})$ or $H^{1}(\mathbb{R})$.

However, in general, (1.2) lacks a sufficient number of conservation laws for this approach. Indeed, in [3], the authors searched for an additional conservation law, in hopes of proving orbital stability [7]. There are many such equations, including some of the Boussinesq systems [29] and many of the "compacton" equations [32], which also lack such structure, yet appear, in numerical experiments, to possess stable solitary waves. Note that when $n+m=0,(1.2)$ is Hamiltonian, and we have investigated this, proving orbital stability in [40]. We wish to consider the general case, which includes the physically interesting cases $(n, m)=(2,1)$ and $(3,0)$.

Another approach to stability is to linearize the problem $u_{t}=N\left(u, u_{x}, u_{x x}, \ldots\right)$ about a solitary wave and establish linear stability. Then one seeks a way to perturbatively "boost" this to prove stability for the nonlinear flow. This may rely on direct spectral analysis of the linearized evolution operator. We employ this method, following the work of Pego and Weinstein [28, 29] and Miller and Weinstein [21]. Through this, we prove that the solitary waves are asymptotically stable, our main result. By this we mean that in an appropriate norm, $\|\cdot\|_{Y}$,

$$
\left\|u(t)-U_{c}\right\|_{Y} \rightarrow 0 \quad \text { as } t \rightarrow+\infty
$$

for data sufficiently close to $U_{c}$.
We note that another method recently appeared in the work of Martel and Merle [19]. Without linearizing, the authors employ a virial inequality to directly prove asymptotic stability of generalized KdV solitary waves in $H_{\text {loc }}^{1}(\mathbb{R})$.

Our problem is an example of an equation for which one can prove asymptotic stability in the absence of orbital stability. Upon reflection, it is clear that the asymptotic stability of generalized KdV and Benjamin-Bona-Mahony (BBM) solitary waves could have been proven without using the orbital stability results.
1.3. Main results and outline. The main results are as follows.

THEOREM 1.1. There exists $c_{\star}>n$ such that for all $c_{0} \in\left(n, c_{\star}\right]$, if $\phi_{c_{0}}\left(x-\theta_{0}\right)$ is a solitary wave solution of (1.2), then there exist constants $K_{*}>0, \epsilon_{*}>0$, and $a>0$, such that for $\epsilon \leq \epsilon_{*}$, if

$$
\left\|v_{0}\right\|_{H^{1}}+\left\|e^{a x} v_{0}\right\|_{H^{1}} \leq \epsilon
$$

then
(a) (1.2) has a solution with data $\phi_{0}(x)=\phi_{c_{0}}\left(x+\theta_{0}\right)+v_{0}(x)$ for all time;
(b) there exist $c_{\infty}, \theta_{\infty}, K_{*}$, and $\kappa>0$ such that

$$
\begin{align*}
\left\|\phi(\cdot, t)-\phi_{c_{\infty}}\left(\cdot-c_{\infty} t+\theta_{\infty}\right)\right\|_{H^{1}} & \leq K_{*} \epsilon,  \tag{1.3}\\
\left\|e^{a x}\left[\phi\left(\cdot+c_{\infty} t-\theta_{\infty}, t\right)-\phi_{c_{\infty}}(\cdot)\right]\right\|_{H^{1}} & \leq K_{*} \epsilon e^{-\kappa t},  \tag{1.4}\\
\left|c_{\infty}-c_{0}\right|+\left|\theta_{\infty}-\theta_{0}\right| & \leq K_{*} \epsilon . \tag{1.5}
\end{align*}
$$

Corollary 1.2. Let $n+m=0$. If $\partial_{c} \mathcal{N}\left[\phi_{c}\right]>0$, $\mathcal{N}$ defined in (2.8), then Theorem 1.1 holds for all $c>c_{\star}$, except for a discrete set with no accumulation point.

Remark 1.3. For general $n>1$, Theorem 1.1 is limited to $c \leq c_{\star}$ because we are only able to rigorously treat the spectrum of a linear operator perturbatively. This can be extended by a numerical computation of the spectrum. See sections 3.3-3.4.

The feature of (1.2) that allows us to prove nonlinear stability from the linear stability is a nonnegative invariant, denoted $\mathcal{N}[\phi]$, and defined in (2.8). The Taylor expansion of $\mathcal{N}$ about a solitary wave is

$$
\mathcal{N}\left[\phi_{c}+v\right]=\mathcal{N}\left[\phi_{c}\right]+\left\langle\delta \mathcal{N}\left[\phi_{c}\right], v\right\rangle+\left\langle\delta^{2} \mathcal{N}\left[\phi_{c}\right] v, v\right\rangle+O\left(\|v\|_{H^{1}}^{3}\right)
$$

The first variation does not vanish and the second variation is not a positive definite quadratic form. However, in the frame of the solitary wave, the perturbation $v$ is migrating to $-\infty$. Therefore

$$
\left\langle\delta \mathcal{N}\left[\phi_{c}\right], v\right\rangle \rightarrow 0 \quad \text { as } t \rightarrow+\infty
$$

The second variation may be decomposed as $\delta^{2} \mathcal{N}\left[\phi_{c}\right]=P+Q, P$ a positive quadratic form and $Q=Q(x)$ a localized function. Then since the perturbation moves leftward

$$
\begin{aligned}
& \langle P v, v\rangle \geq \kappa^{2}\langle v, v\rangle \\
& \langle Q v, v\rangle \rightarrow 0 \quad \text { as } t \rightarrow+\infty
\end{aligned}
$$

Asymptotically,

$$
\|v\|_{H^{1}} \leq K \Delta \mathcal{N}, \quad \Delta \mathcal{N}=\left|\mathcal{N}\left[\phi_{c}+v\right]-\mathcal{N}\left[\phi_{c}\right]\right|
$$

giving a Lyapunov-type bound on the perturbation. Control of $\Delta \mathcal{N}$ is essential in using this estimate to prove nonlinear stability. Though we rely on the invariance of $\mathcal{N}$, if $\Delta \mathcal{N}$ were merely bounded in terms of the data, it would be sufficient.

However, more is needed to formalize this into a proof, notably a sense in which the perturbation recedes from the solitary wave. This is accomplished by analyzing the spectrum of the linearized evolution operator in a weighted space, in which the perturbation will decay.

The plan of the proof is as follows:
(I) In section 2 we review properties of (1.2) and establish regularity properties of the solitary waves.
(II) In section 3, we prove that the linearized operator, $A_{a}$, has the property that there exists $\varepsilon>0$ such that

$$
\sigma\left(A_{a}\right) \cap\{\Re \lambda \geq-\varepsilon\}=\{0\}
$$

and zero is an eigenvalue of algebraic multiplicity two.
(III) In section 4, we prove

$$
\|w(t)\|_{H^{1}}=\left\|e^{A_{a} t} w_{0}\right\|_{H^{1}} \leq K e^{-b t}\left\|w_{0}\right\|_{H^{1}}
$$

for appropriate $w_{0}, K$, and $b$ positive constants.
(IV) In section 5, we make several estimates, including a formalization of the Lyapunov bound. We also formulate equations for the speed and phase parameters of the solitary wave $(c(t), \theta(t))$, coupling them to the infinite-dimensional system for the perturbation.
(V) In section 6, we prove the main results, asymptotic stability and global existence of data near a solitary wave solution.
Some remarks are made in section 7, and additional details are located in the appendices.
1.4. Notation. Generic constants will typically be denoted by the capital letters $K, M$, and $N$, sometimes with tildes, overlines, or primes. Subscripts, such as $M_{\gamma}$, may appear in order to indicate that $M$ depends on $\gamma$. We avoid using $C$ as a generic constant, as $c$ appears throughout the paper as the speed parameter, and an operator $C(\lambda)$ appears in section 3.

Functions will typically live in spaces $H^{k}(\mathbb{R})=W^{1, k}(\mathbb{R}), k$ a nonnegative integer, the spaces of square integrable functions with square integrable (weak) derivatives up to order $k$. We will frequently omit writing $\mathbb{R}$. The $L^{p}(\mathbb{R})$ spaces will also appear, in particular $L^{2}$ and $L^{\infty}$. While we write $\|f\|_{H^{k}}$ for the norm of a function in $H^{k}$, we only write $\|f\|_{p}$ for the norm of a function in $L^{p}$.

We will be interested in functions in the exponentially weighted space,

$$
H_{a}^{k}=\left\{u: e^{a x} u(x) \in H^{k}\right\}
$$

for $k=0,1,2, \ldots$, and $a>0$ with associated norm

$$
\|u\|_{H_{a}^{k}}=\left\|e^{a x} u\right\|_{H^{k}} .
$$

We also define the norm

$$
\|f\|_{H^{1} \cap H_{a}^{1}} \equiv\|f\|_{H^{1}}+\|f\|_{H_{a}^{1}} .
$$

The exponential weight will always be a positive number; we will often omit the assumption $a>0$ in statements.

Frequently, we will have an operator $T$ defined on a weighted space, $H_{a}^{k}$, but wish to make computations in the unweighted space. To $T$ we associate $T_{a}=e^{a x} T e^{-a x}$, an operator on $H^{k}$. For the differentiation operator, $\partial_{x} \mapsto D_{a}=\partial_{x}-a$.

## 2. Preliminaries.

2.1. Properties of the equation in a weighted space. Much of the analysis involves studying (1.2) in an exponentially weighted space. We therefore state the following extension of the well-posedness results obtained in [38] for $H^{k}$ spaces.

Theorem 2.1 (local existence in time and continuous dependence upon data). Given $0<a<1$, let $\phi_{0}(x)$ satisfy

$$
\begin{gather*}
\left\|\phi_{0}-1\right\|_{H^{1} \cap H_{a}^{1}} \leq R<\infty,  \tag{2.1}\\
\inf _{x} \phi_{0}(x) \geq \alpha_{0}>0,  \tag{2.2}\\
\inf _{x} \phi_{0}(x)^{m}-a^{2} \phi_{0}(x)^{n} \geq \beta_{0}>0 . \tag{2.3}
\end{gather*}
$$

Then there exist $T_{\text {local }}>0$ and $\phi(x, t)-1 \in C^{1}\left(\left[0, T_{\text {local }}\right), H^{1} \cap H_{a}^{1}\right)$, a solution of (1.2) with data $\phi_{0}$, satisfying

$$
\begin{gather*}
\|\phi(\cdot, t)-1\|_{H^{1} \cap H_{a}^{1}} \leq 2 R,  \tag{2.4}\\
\inf _{x} \phi(x, t) \geq \frac{1}{2} \alpha_{0},  \tag{2.5}\\
\inf _{x} \phi(x, t)^{m}-a^{2} \phi(x, t)^{n} \geq \frac{1}{2} \beta_{0} \tag{2.6}
\end{gather*}
$$

for $t<T_{\text {local }}$.

Moreover, there is a maximal time of existence $T_{\max }$, such that if $T_{\max }<\infty$, then

$$
\begin{equation*}
\lim _{t \rightarrow T_{\max }}\|\phi(\cdot, t)-1\|_{H^{1} \cap H_{a}^{1}}+\left\|\frac{1}{\phi(\cdot, t)}\right\|_{\infty}+\left\|\frac{1}{\phi(\cdot, t)^{m}-a^{2} \phi(\cdot, t)^{n}}\right\|_{\infty}=\infty \tag{2.7}
\end{equation*}
$$

Remark 2.2. When $a=0,(2.3)$ is unnecessary; this case was treated in [38]. The importance of this condition for $a>0$ will be discussed in section 2.3.

ThEOREM 2.3. Given $0<a<1$, let $\phi^{(j)}-1 \in C^{1}\left([0, T] ; H^{1} \cap H_{a}^{1}\right), j=1$, 2 , be two solutions of (1.2) such that

$$
\begin{aligned}
\left\|\phi^{(j)}(\cdot, t)-1\right\|_{H^{1} \cap H_{a}^{1}} & \leq R<\infty \\
\inf _{x} \phi^{(j)}(x, t) & \geq \alpha_{0}>0, \\
\inf _{x}\left(\phi(x, t)^{(j)}\right)^{m}-a^{2}\left(\phi(x, t)^{(j)}\right)^{n} & \geq \beta_{0}>0 .
\end{aligned}
$$

There exists a constant $K=K\left(R, \alpha_{0}, \beta_{0}, a\right)$, such that

$$
\left\|\phi^{(1)}(\cdot, t)-\phi^{(2)}(\cdot, t)\right\|_{H^{1} \cap H_{a}^{1}} \leq e^{K t}\left\|\phi_{0}^{(1)}-\phi_{0}^{(2)}\right\|_{H^{1} \cap H_{a}^{1}} \quad \text { for } t \leq T
$$

Additionally, (1.2) possesses the conservation law

$$
\mathcal{N}[\phi]= \begin{cases}\int\left(\frac{1}{2} \phi^{-2 m} \phi_{x}^{2}+\phi \log (\phi)-\phi+1\right) d x & \text { if } n+m=1  \tag{2.8}\\ \int\left(\frac{1}{2} \phi^{-2 m} \phi_{x}^{2}+\phi-1-\log (\phi)\right) d x & \text { if } n+m=2 \\ \int\left(\frac{1}{2} \phi^{-2 m} \phi_{x}^{2}+\frac{\phi^{2-n-m}-1+(n+m-2)(\phi-1)}{(n+m-1)(n+m-2)}\right) d x & \text { for all other } n \text { and } m\end{cases}
$$

$\mathcal{N}$ is well defined for $\phi$ bounded from below away from zero and $\|\phi-1\|_{H^{1}}<\infty$. It is also locally convex about $\phi \equiv 1$. See section 3 of [38] for details.

Remark 2.4. The physical significance of $\mathcal{N}$ remains elusive. In the Hamiltonian case, $n+m=0, \mathcal{N}$ revealed itself to be the generalized momentum of the equation [40].
2.2. Solitary waves and their analytic properties. Let us review the properties of the solitary waves associated with (1.2). In particular, we identify their decay and regularity properties and introduce the KdV scaling for later use.

Substituting the traveling wave ansatz, $\phi_{c}(x, t)=\phi_{c}(x-c t)$, into (1.2) with boundary conditions

$$
\begin{equation*}
\lim _{y \rightarrow \pm \infty} \phi_{c}(y)=1, \quad \lim _{y \rightarrow \pm \infty} \partial_{y}^{j} \phi_{c}(y)=0 \quad \text { for } j=1,2, \ldots \tag{2.9}
\end{equation*}
$$

we have, after one integration,

$$
\begin{equation*}
-c\left(\phi_{c}-1\right)+\phi_{c}^{n}-1+c \phi_{c}^{n} \partial_{y}\left(\phi_{c}^{-m} \partial_{y} \phi_{c}\right)=0 \tag{2.10}
\end{equation*}
$$

Letting $u_{c}=1-\phi_{c}, u_{c}$ satisfies

$$
\begin{equation*}
-c u_{c}+\left(u_{c}+1\right)^{n}-1+c\left(u_{c}+1\right)^{n} \partial_{y}\left(\left(u_{c}+1\right)^{-m} \partial_{y} u_{c}\right)=0 \tag{2.11}
\end{equation*}
$$

Equation (2.10) may also be integrated up to a first order equation,

$$
\begin{equation*}
\frac{1}{2} \phi_{c}^{-2 m}\left(\partial_{x} \phi_{c}\right)^{2}-F_{1}\left(\phi_{c} ; c\right)=0 \tag{2.12}
\end{equation*}
$$

after applying the boundary condition $\phi_{c} \rightarrow 1$ at $\pm \infty . F_{1}$ depends on the particular exponents:

$$
F_{1}(x ; c)= \begin{cases}\frac{x^{1-n}-1}{1-n}+\left(1-\frac{1}{c}\right) \frac{x^{-n}-1}{n}-\frac{1}{c} \log (x) & \text { if } m=1  \tag{2.13}\\ x-1-\left(1-\frac{1}{c}\right) \log (x)-\frac{1}{c} \frac{x^{n}-1}{c} & \text { if } n+m=1 \\ \log (x)+\left(1-\frac{1}{c}\right)\left(\frac{1}{x}-1\right)-\frac{1}{c} \frac{x^{n-1}-1}{n-1} & \text { if } n+m=2 \\ \frac{x^{2-n-m}-1}{2-n-m}-\left(1-\frac{1}{c}\right) \frac{x^{1-n-m}-1}{1-n-m}-\frac{1}{c} \frac{x^{1-m}-1}{1-m} & \text { otherwise }\end{cases}
$$

Using (2.12), an equivalent second order, self-adjoint equation for the solitary waves is

$$
\begin{align*}
F_{2}\left(\phi_{c} ; c\right) & =-\partial_{x}^{2} \phi_{c}  \tag{2.14}\\
F_{2}(x ; c) & =x^{m-n}\left[-(x-1)+c^{-1}\left(x^{n}-1\right)-2 m x^{n-m-1} F_{1}(x ; c)\right] \tag{2.15}
\end{align*}
$$

Let us introduce the KdV scaling. Define

$$
\begin{equation*}
\gamma=\sqrt{\frac{c-n}{c}} \tag{2.16}
\end{equation*}
$$

Applying the scalings,

$$
\begin{equation*}
\xi=\gamma(x-c t), \quad u_{c}(y)=\frac{\gamma^{2}}{n-1} U(\xi(y) ; \gamma) \tag{2.17}
\end{equation*}
$$

(2.11) becomes

$$
\begin{equation*}
-U+\frac{1}{2} U^{2}+\partial_{\xi}^{2} U=O\left(\gamma^{2}\right) \tag{2.18}
\end{equation*}
$$

Remark 2.5. The parameter $\gamma,(2.16)$, will be used throughout the paper. Because it uniquely maps $c \in(n, \infty)$ onto ( 0,1 ), we will use $c$ and $\gamma$ interchangeably.

We summarize what is known about (2.11) and (2.18) in the following two results.
THEOREM 2.6. For any $c>n>1$, (2.11) has a unique positive, even solution $u_{c}$, going to zero at $\pm \infty$. In the KdV scaling, (2.18), $U$ is real analytic in the arguments $(\xi, \gamma) \in \mathbb{R} \times[0,1)$. When $\gamma=0$

$$
U(\xi ; 0)=U_{\star}(\xi)=3 \operatorname{sech}^{2}\left(\frac{1}{2} \xi\right)
$$

Furthermore, for $\gamma$ in any compact subset of $[0,1)$

$$
\partial_{\xi}^{j} U(\xi ; \gamma) e^{ \pm \xi}(\operatorname{sign}(\xi))^{j} \rightarrow K_{j}(\gamma) \quad \text { as } \xi \rightarrow \pm \infty \text { for } j=0,1,2
$$

Corollary 2.7. Given a compact interval $\left[0, \gamma_{0}\right] \subset[0,1)$, there exists a constant $K$ such that for all $\gamma \in\left[0, \gamma_{0}\right]$,

$$
\begin{align*}
\left|\partial_{\xi}^{j} U(\xi ; \gamma)\right| & \leq K e^{-|\xi|} \quad \text { for } j=0,1,2,-\infty<\xi<\infty  \tag{2.19}\\
\quad\left|\partial_{y}^{j} u_{c}(y)\right| & \leq K \frac{\gamma^{2+j}}{n-1} e^{-\gamma|y|} \quad \text { for } j=0,1,2,-\infty<y<\infty \tag{2.20}
\end{align*}
$$

Proof. From [23], solitary waves exist, provided $c>n>1$ and $m \in \mathbb{R}$. Writing the problem as a two-dimensional dynamical system, we may apply the stable manifold theorem about the hyperbolic point $(0,0)$ to deduce the exponential decay, as in [29, Theorem 2.1, Corollary 2.2].

Remark 2.8. When the parameter $\gamma$ is small, $\phi_{c}$ is in the regime of small amplitude, long waves, where KdV appears as the leading order equation in a perturbation expansion of (1.2), as in [50].

Corollary 2.9. For each $c>n>1$, the solitary wave solution, $\phi_{c}-1$, lies in $H^{\infty}(\mathbb{R})$. Furthermore, there exists $\sigma_{0}>0$ such that the solitary wave $\phi_{c}$ may be analytically continued off the real axis into the strip $\left\{z:|\Im z|<\sigma_{0}\right\}$.

Proof. This is a consequence of Corollary 2.7 and [9, Corollary 4.1.6]; see Appendix A.1.

Corollary 2.10. Given a solitary wave $\phi_{c}$, $c>n$, assume $0<a<\gamma$. Then $\phi_{c}-1 \in H_{a}^{\infty}$.

Corollary 2.11. Let $n>1$.
(a) The mapping $c \mapsto \phi_{c}-1$ is $C^{1}\left((n, \infty) ; H^{2}\right)$. In fact the mapping is analytic.
(b) The mapping $c \mapsto \phi_{c}-1$ is analytic, and, for fixed $x, c \mapsto \phi_{c}(x)$ is an analytic function of $c$.
(c) Given $a<\frac{1}{2}$, the mapping is also $C^{1}\left(\left(n /\left(1-4 a^{2}\right), \infty\right) ; H^{2} \cap H_{a}^{2}\right)$.

Proof. All parts are proved using the implicit function theorem, applied to the functional

$$
\mathcal{F}[c, u]=\partial_{x}^{2} u+F_{2}(1+u ; c)
$$

See Appendix A. 2 for details and [6] for a statement and proof of the implicit function theorem for analytic mappings.
2.3. Remarks and assumptions on the exponential weight. We see in Theorem 2.1 and Corollary 2.11 that the particular exponential weight restricts what data and which solitary waves will be permissible. For the solitary wave result, this restriction comes from the decay rate associated with the speed; see Corollary 2.7.

In the case of the existence theorem, (1.2) may be written as

$$
\begin{align*}
\partial_{t} \phi & =-\left\{I-\partial_{x}\left[\phi^{n} \partial_{x}\left(\phi^{-m} \cdot\right)\right]\right\}^{-1} \partial_{x}\left(\phi^{n}\right) \\
& =-\phi^{m}\left\{\phi^{-m}\left[I-\partial_{x}\left(\phi^{n} \partial_{x}\left(\phi^{-m} \cdot\right)\right)\right]^{-1}\right\} \partial_{x}\left(\phi^{n}\right)  \tag{2.21}\\
& =-\phi^{m} H_{\phi}^{-1} \partial_{x}\left(\phi^{n}\right)
\end{align*}
$$

The operator $H_{\phi}$ is

$$
\begin{equation*}
H_{\phi}=\phi(x)^{m}-\partial_{x}\left(\phi(x)^{n} \partial_{x} \cdot\right) \tag{2.22}
\end{equation*}
$$

This is a bounded operator on $L^{2} \rightarrow H^{1}$, provided $\phi$ is continuous and bounded from below away from zero. However, the exponential weight introduces a second constraint. Consider solving $H_{\phi} u=f, f \in L_{a}^{2}$, for $u \in H_{a}^{1}$. Letting $g=e^{a x} f$ and $v=e^{a x} u$, this is equivalent to solving

$$
\left[\phi^{m}-D_{a}\left(\phi^{n} D_{a}\right)\right] v=g, \quad v \in H^{1}
$$

Multiplying by $v$ and integrating by parts,

$$
\int\left(\phi^{m}-a^{2} \phi^{n}\right) v^{2}+\phi^{n}\left(\partial_{x} v\right)^{2} d x=\int g v d x
$$

A unique solution exists, provided $a$ and $\phi$ satisfy $\inf _{x} \phi(x)^{m}-a^{2} \phi(x)^{n}>0$; this is condition (2.3).

We invert these restrictions; given a solitary wave of speed $c$, we will assume that $a$ is sufficiently small so that these, and other, properties hold. There are three restrictions in what follows.

Let

$$
\begin{equation*}
a_{1}=\frac{1}{3} \gamma(c) . \tag{2.23}
\end{equation*}
$$

$\phi_{c}-1$ will then be in $H_{a_{1}}^{2}$ and $H_{2 a_{1}}^{2}$, as will all solitary waves of nearby speed. Let

$$
\begin{equation*}
a_{2}=\frac{1}{2} \inf _{x} \phi_{c}(x)^{(m-n) / 2} \tag{2.24}
\end{equation*}
$$

Then for an $a \leq \min \left\{a_{1}, a_{2}\right\}, \phi_{c}$ will satisfy (2.3), with

$$
\inf _{x} \phi_{c}(x)^{m}-a^{2} \phi_{c}(x)^{n} \geq \frac{3}{4} \inf _{x} \phi_{c}(x)^{m}>0 .
$$

Hence, the solitary waves will live in a set on which the existence theorem applies. Moreover, for all data $\phi_{0}$ sufficiently close to $\phi_{c}$ in the $H^{1}$ norm, an analogous lower bound will exist.

Remark 2.12. $\inf _{x} \phi_{c}(x)^{(m-n) / 2}$ is related to a physical length scale known as the compaction length [20]. This length, $\delta_{\text {comp. }}$, is given by

$$
\delta_{\text {comp. }}(x)=\sqrt{\phi(x)^{n-m}} .
$$

It measures the distances over which there will be geometrical rearrangement of the material, appearing macroscopically as changes in $\phi$, in response to viscous stresses.

The stipulation $a<\inf _{x} \phi(x)^{(m-n) / 2}$ may be interpreted as requiring the length scale associated with the exponential weight, $a^{-1}$, to never be smaller than this intrinsic, spatially varying length. However, we draw no physical conclusions from this observation.

Finally, there is a constraints related to the essential spectrum of a linear operator, discussed in section 3. Let

$$
\begin{equation*}
a_{3}=\sqrt{\frac{2 c}{n+2 c+\sqrt{n(n+8 c)}}} \sqrt{\frac{c-n}{c}} . \tag{2.25}
\end{equation*}
$$

This will ensure that for any $a \leq a_{3}$, the essential spectrum is located in a specific part of the complex plane. Let

$$
\begin{equation*}
a_{\star}(c)=\min \left\{a_{1}(c), a_{2}(c), \frac{1}{2} a_{3}(c)\right\} \tag{2.26}
\end{equation*}
$$

Then for any $a \leq a_{\star}(c)$, all of these properties will be satisfied for $\phi$ sufficiently close in $H^{1}$ to $\phi_{c}$.
2.4. Ansatz and linearization. Given a perturbed solitary wave solution, $\phi$, of (1.2), assume that there exists decomposition of $\phi$ into a (time-dependent) solitary wave of some speed $c(t)$ and phase $\theta(t)$ and a perturbation, $v$; this decomposition's
existence will be proved in section 5.1. Transforming our coordinate system into the frame of this modulating solitary wave,

$$
\begin{align*}
& y(x, t)=x-\int_{0}^{t} c(s) d s+\theta(t)  \tag{2.27}\\
& \phi(x, t)=\phi_{c(t)}(y(x, t))+v(y(x, t), t)=\phi_{c}(y, t)+v(y, t) \tag{2.28}
\end{align*}
$$

The perturbation, $v$, is governed by

$$
\begin{equation*}
\partial_{t} v=A_{c} v-\dot{\theta} \partial_{y} v-\dot{c} \partial_{c} \phi_{c}-\dot{\theta} \partial_{y} \phi_{c}+\mathcal{F}_{1}\left[v ; \phi_{c}\right] \tag{2.29}
\end{equation*}
$$

where

$$
\begin{align*}
A_{c} v & =\phi_{c}^{m} H_{\phi_{c}}^{-1} \partial_{y} L_{c} v  \tag{2.30}\\
L_{c} v & =-c \phi_{c}^{n} \partial_{y}^{2}\left(\phi_{c}^{-m} v\right)+\left[c-n \phi_{c}^{-1}+c n\left(\phi_{c}^{-1}-1\right)\right] v \tag{2.31}
\end{align*}
$$

and (B.6) gives the definition of $\mathcal{F}_{1}\left[v ; \phi_{c}\right]$, composed of terms nonlinear in $v$. We make two remarks about (2.29). First, the linear operator $A_{c}$ is time dependent; $c=c(t)$, and we would prefer to work with a time-independent linear operator. Second, the appearance of the term $\dot{\theta} \partial_{y} v$ will prove problematic for studying the equation in $H^{1}$.

The first problem is addressed by adding and subtracting $A_{c_{0}}$, and considering the difference $A_{c}-A_{c_{0}}$ as another perturbation of the linear flow. To remove the $\partial_{y} v$ term, we introduce a renormalized time,

$$
\begin{equation*}
\tau=c_{0}^{-1}\left[\int_{0}^{t} c(s) d s-\theta(t)\right] . \tag{2.32}
\end{equation*}
$$

The asymptotic stability proof of BBM required a similar transformation [21]. In addition, the problem will be considered in the weighted space $H_{a}^{1}$, with $w(y, t)=$ $e^{a y} v(y, t)$. All together, we have the following.

Proposition 2.13 (perturbation equation). The perturbation to a solitary wave of speed $c_{0}$ associated with the ansatz in (2.28), $v$, and its weighted perturbation $w=$ $e^{a y} v$ evolves according to the equations in $t$ - and $\tau$-time, respectively.

$$
\begin{align*}
&(2.33) \partial_{t} v \\
&(2.34) A_{c} v-\dot{\theta} \partial_{y} v-\dot{c} \partial_{c} \phi_{c}-\dot{\theta} \partial_{y} \phi_{c}+\mathcal{F}_{1}\left[v ; \phi_{c}\right] \\
&(2.35) A_{c, a} w-\dot{\theta}\left(\partial_{y}-a\right) w-e^{a y}\left(\dot{c} \partial_{c} \phi_{c}+\dot{\theta} \partial_{y} \phi_{c}\right)+\mathcal{G}_{1}\left[w, v ; \phi_{c}\right]  \tag{2.34}\\
& c_{0}-\frac{c_{0}}{c-\dot{\theta}}\left(c \partial_{c} \phi_{c}+\dot{\theta} \partial_{y} \phi_{c}\right)+S\left[c_{0}, c, \dot{\theta}\right] v+\frac{c_{0}}{c-\dot{\theta}} \mathcal{F}_{1}\left[v ; \phi_{c}\right]  \tag{2.35}\\
&(2.36)=A_{c_{0}, a} w-\frac{c_{0}}{c-\dot{\theta}} e^{a y}\left(\dot{c} \partial_{c} \phi_{c}+\dot{\theta} \partial_{y} \phi_{c}\right)+S_{a}\left[c_{0}, c, \dot{\theta}\right] w+\frac{c_{0}}{c-\dot{\theta}} \mathcal{G}_{1}\left[w, v ; \phi_{c}\right]  \tag{2.36}\\
&=A_{c_{0}, a} w+\mathcal{G}\left[w, v ; c_{0}, c, \dot{\theta}\right]
\end{align*}
$$

The operator $S$ and the terms $\mathcal{F}_{1}$ and $\mathcal{G}_{1}$ are given explicitly in Appendix B.
Proof. $\mathcal{G}_{1}$ is obtained from $\mathcal{F}_{1}$ by substituting $e^{-a y} w$ for one of the $v$ 's; $e^{a y} \mathcal{F}_{1}$ $\left[v ; \phi_{c}\right]=\mathcal{G}_{1}\left[e^{a y} v, v ; \phi_{c}\right]$. The details appear in Appendix B.

Note: From here on, we assume $c_{0}$ to be fixed and will suppress its appearance in the linear operators $A_{c_{0}}$ and $A_{c_{0}, a}$.
3. Spectral properties of the linearized operator. In this section we analyze the spectrum of $A$ and $A_{a}$. We will use $c$ in place of $c_{0}$ and $x$ in place of $y$ as the independent variable.

$$
\begin{align*}
A Y & =\lambda Y  \tag{3.1}\\
A & =\left\{I-\partial_{x}\left[\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} \cdot\right)\right]\right\}^{-1} \partial_{x} L_{c}  \tag{3.2}\\
L_{c} & =-c \phi_{c}^{n} \partial_{x}^{2}\left(\phi_{c}^{-m} \cdot\right)+\left[c-n \phi_{c}^{-1}+c n\left(\phi_{c}^{-1}-1\right)\right]  \tag{3.3}\\
A_{a} & =e^{a x} A e^{-a x} \tag{3.4}
\end{align*}
$$

Our goal is to prove that the linearized problem is asymptotically stable: $\left\|e^{A_{a} t} w_{0}\right\|_{H^{1}} \rightarrow$ 0 as $t \rightarrow+\infty$. We will actually show something much stronger, that this convergence to zero happens exponentially fast. Our strategy is that of Pego and Weinstein [28, 29] and Miller and Weinstein [21]. We will

1. identify the essential spectrum of $A_{a}$ by showing it to be a relatively compact perturbation of a constant coefficient operator;
2. rule out the point spectrum (eigenvalues of finite multiplicity) of $A_{a}$ for $|\lambda|$ sufficiently large via an operator estimate;
3. use the Evans function, an infinite-dimensional analogue of the characteristic polynomial, to rule out nonzero point spectra of $A_{a}$ in the set of "small" $\lambda$, which will be compact;
4. show decay in time of the $C_{0}$-semigroup $e^{A_{a} t}$ associated with $A_{a}$.

The spectral analysis is handled in this section, and the semigroup theory in the following section.

The principle result of this section is as follows.
Theorem 3.1 (spectrum of linearized operator).
(a) Let $a \in\left(0, a_{\star}(\gamma)\right]$. The essential spectrum of $A_{a}$ denoted by $\sigma_{\text {ess }}\left(A_{a}\right)$ is a curve lying in the open left half-plane, with rightmost point $-\omega$,

$$
\begin{equation*}
-\omega=\max \left\{\Re z \mid z \in \sigma_{\mathrm{ess}}\left(A_{a}\right)\right\}<0 \tag{3.5}
\end{equation*}
$$

(b) There exist $\gamma_{\star} \in(0,1)$ and $\hat{\vartheta}>0$ such that for each $\gamma \in\left(0, \gamma_{\star}\right]$ and $a \in$ $\left(\gamma \hat{\vartheta}, a_{\star}(\gamma)\right]$, there exists $\varepsilon(\gamma, a)>0$ such that the only eigenvalue of $A_{a}$ with $\Re \lambda \geq-\varepsilon$ is $\lambda=0$, and this is an eigenvalue of algebraic multiplicity two.
(c) In the Hamiltonian case, $n+m=0$, part (b) may be extended for $\gamma \in\left(\gamma_{\star}, 1\right)$ to all but a discrete set with no accumulation point.
The spectrum is pictured in Figure 3.
3.1. Essential spectrum. We make use of the definition of the essential spectrum of an operator from [33, 34], which states that for a closed, densely defined operator $A$ on a Banach space $X$,

$$
\begin{equation*}
\sigma_{\mathrm{ess}}(A)=\bigcap_{C \in \mathcal{K}(X)} \sigma(A+C) \tag{3.6}
\end{equation*}
$$

where $\mathcal{K}(X)$ denotes the set of compact operators on $X$. Other definitions are possible and well known; see Chapter IX of [10] for a discussion of how these definitions relate to one another.
$\sigma(A) \backslash \sigma_{\text {ess }}(A)$ then consists of point spectra. This is so because, by Theorem 7.27 of [34], if $\lambda$ is not in the essential spectrum, then $\lambda I-A$ is Fredholm with index zero.


Fig. 3. The spectrum of the operator $A_{a}$. The only eigenvalue with $\Re \lambda \geq-\varepsilon$ is $\lambda=0$.
Hence, it has a closed range and a finite kernel. Therefore, it must be an eigenvalue of finite multiplicity.

To prove Theorem 3.1 (a), we express $A_{a}$ as a perturbation of a constant coefficient operator, $A_{a}^{\infty}$, obtained by setting $\phi_{c}(x)$ equal to its asymptotic state, 1 :

$$
\begin{equation*}
A_{a}^{\infty}=\left(I-D_{a}^{2}\right)^{-1} D_{a}\left(-c D_{a}^{2}+c-n\right) \tag{3.7}
\end{equation*}
$$

The difference between $A_{a}$ and $A_{a}^{\infty}$, given explicitly in (B.16), may be shown to be an $A_{a}^{\infty}$-compact operator. Hence, $A_{a}$ is a relatively compact perturbation of $A_{a}^{\infty}$ and

$$
\sigma_{\mathrm{ess}}\left(A_{a}\right)=\sigma_{\mathrm{ess}}\left(A_{a}^{\infty}\right)
$$

Upon examination of the Fourier symbol of $A_{a}^{\infty}$, the essential spectrum of $A_{a}$ is

$$
\begin{equation*}
\sigma_{\mathrm{ess}}\left(A_{a}\right)=\left\{\frac{(i \ell-a)\left(-c(i \ell-a)^{2}+c-n\right)}{1-(i \ell-a)^{2}}, \quad \ell \in \mathbb{R}\right\} \tag{3.8}
\end{equation*}
$$

and

$$
-\omega=\max \left\{\Re z \mid z \in \sigma_{\mathrm{ess}}\left(A_{a}\right)\right\}=-a c+\frac{a n}{1-a^{2}}<0
$$

$\sigma_{\text {ess }}\left(A_{a}\right)$ lies in the open left half-plane if $0<a<\gamma$. This set is pictured in Figure 3.
In addition, for $0<a \leq a_{\star}<a_{3}, a_{3}$ defined by (2.25), the spectrum moves rightward as $a \rightarrow 0$. This is because $a_{3}$ is the value for which $-\omega$ is leftmost in $\mathbb{C}$, maximizing the rate of decay of $e^{a y}$ as $y \rightarrow-\infty$.
3.2. Large eigenvalues. As in [21], we will study the eigenvalues of $A_{a}$ by considering separately a large $|\lambda|$ regime and a small $|\lambda|$ regime.

Rewriting the linear operator $A_{a}$ as

$$
\begin{align*}
A_{a}= & c \phi_{c}^{m} D_{a}\left(\phi_{c}^{-m} \cdot\right)-n \phi_{c}^{m} H_{\phi_{c}, a}^{-1} D_{a}\left(\phi_{c}^{-1} \cdot\right)  \tag{3.9}\\
& +c m \phi_{c}^{m} H_{\phi_{c}, a}^{-1}\left(\phi_{c}^{-1} \partial_{y} \phi_{c} \cdot\right)+c n \phi_{c}^{m} H_{\phi_{c}, a}^{-1} D_{a}\left[\left(\phi_{c}^{-1}-1\right) \cdot\right]
\end{align*}
$$

we note that $\lambda$ is an $L^{2}$ eigenvalue of $A_{a}$ if and only if it is also an $L^{2}$ eigenvalue of $\tilde{A}_{a}=\phi_{c}^{-m} A_{a} \phi_{c}^{m}$, given by

$$
\begin{align*}
\tilde{A}_{a}= & c D_{a}-n H_{\phi_{c}, a}^{-1} D_{a}\left(\phi_{c}^{m-1} \cdot\right)  \tag{3.10}\\
& +c m H_{\phi_{c}, a}^{-1}\left(\phi_{c}^{m-1} \partial_{y} \phi_{c} \cdot\right)+c n H_{\phi_{c}, a}^{-1} D_{a}\left[\phi_{c}^{m}\left(\phi_{c}^{-1}-1\right) \cdot\right] .
\end{align*}
$$

We will rule out eigenvalues of $\tilde{A}_{a}$, thus ruling them out for $A_{a}$. This is equivalent to studying $A_{a}$ in a space weighted by $\phi_{c}^{-m}(x)$, a strictly positive, smooth, and bounded function. $\tilde{A}_{a}$ is also a relatively compact perturbation of $\tilde{A}_{a}^{\infty}=A_{a}^{\infty}$; they share the same essential spectrum.

Let the operator $C(\lambda)$ satisfy

$$
C(\lambda)=\left(\lambda I-\tilde{A}_{a}^{\infty}\right)^{-1}\left(\tilde{A}_{a}-\tilde{A}_{a}^{\infty}\right)
$$

Proposition 3.2.
(a) The operator $C(\lambda)$ is compact for $\lambda$ not in $\sigma_{\text {ess }}$. In particular, $C(\lambda)$ is compact for all $\lambda$ with $\Re \lambda>-\omega$.
(b) For any $\lambda \in \mathbb{C} \backslash \sigma_{\text {ess }}\left(A_{a}\right)$, we have that $\lambda$ is an eigenvalue of $A_{a}$ if and only if $1 \in \sigma(C(\lambda))$.
(c) Let $\lambda \in \mathbb{C} \backslash \sigma_{\text {ess }}\left(A_{a}\right)$. A sufficient condition for $\lambda$ not to be an eigenvalue of $A_{a}$ is that $\|C(\lambda)\|<1$, with norm either $L^{2}$ or $H^{1}$, depending on which space is under consideration.
Proof. Using the equivalence of eigenvalues of $A_{a}$ and $\tilde{A}_{a}$, parts (b) and (c) will follow once (a) is established; see [21]. The Fourier symbol of $\left(\lambda I-\tilde{A}_{a}^{\infty}\right)^{-1}$ is

$$
\frac{1-(\imath \ell-a)^{2}}{\lambda\left(1-(\imath \ell-a)^{2}\right)-(\imath \ell-a)\left(-c(\imath \ell-a)^{2}+c-n\right)} .
$$

This operator is bounded for $\lambda$ not in the essential spectrum. The difference, given explicitly in (B.17), is a sum of Hilbert-Schmidt compact operators composed with bounded operators on $L^{2} \rightarrow L^{2}$; hence $C(\lambda)$ is compact on this space.

For $C(\lambda)$ to be a compact operator on $H^{1} \rightarrow H^{1}$, it will be sufficient to prove that

$$
\left(I-\partial_{x}^{2}\right)^{1 / 2} C(\lambda)\left(I-\partial_{x}^{2}\right)^{-1 / 2}=\left(\lambda I-\tilde{A}_{a}^{\infty}\right)^{-1}\left(I-\partial_{x}^{2}\right)^{1 / 2}\left(\tilde{A}_{a}-\tilde{A}_{a}^{\infty}\right)\left(I-\partial_{x}^{2}\right)^{-1 / 2}
$$

is compact on $L^{2} \rightarrow L^{2} .\left(\lambda I-A_{a}^{\infty}\right)_{\tilde{A}}^{-1}$ is still bounded, and by commuting operators, it may be proven that $\left(I-\partial_{x}^{2}\right)^{1 / 2}\left(\tilde{A}_{a}-\tilde{A}_{a}^{\infty}\right)\left(I-\partial_{x}^{2}\right)^{-1 / 2}$ is compact.

Proposition 3.3. Let $\delta \in(0,1)$ be fixed.
(a) Let $c_{\star}>n$ and

$$
\begin{equation*}
\hat{\vartheta} \in\left(0, \sup _{c \in\left(n, c_{\star}\right]} a_{\star}(c) / \gamma(c)\right) \tag{3.11}
\end{equation*}
$$

Then there exists $M=M\left(c_{\star}, \hat{\vartheta}\right)>0$ such that for $c \in\left(n, c_{\star}\right]$ and $a \in$ $\left(\gamma(c) \hat{\vartheta}, a_{\star}(c)\right]$, if

$$
\Re \lambda \geq-\frac{1}{2} a c \gamma^{2}
$$

and at least one of

$$
\begin{aligned}
|\Im \lambda| & >c M \gamma^{3} \\
\Re \lambda & >c M \gamma^{3}
\end{aligned}
$$

holds, then $\|C(\lambda)\|_{L^{2} \rightarrow L^{2}}<1-\delta$.
(b) This result also holds for $\|C(\lambda)\|_{H^{1} \rightarrow H^{1}}$.

Proof. If $M \geq 1$, then by the assumptions on $\Re \lambda$ and $\Im \lambda, \lambda$ is not in $\sigma_{\text {ess }}\left(A_{a}\right)$; hence we may apply Proposition 3.2 (a) to conclude that $C(\lambda)$ is a compact operator. If the norm of $C(\lambda)$ is less than one, part (c) of that proposition will imply it is not an eigenvalue; we seek an $M \geq 1$ for which $\|C(\lambda)\|$ can be made sufficiently small.

Let $\gamma_{0}=\gamma\left(c_{\star}\right)$. For all $(\gamma, a)$ in $\left\{(\gamma, a) \mid \gamma \in\left[0, \gamma_{0}\right], a \leq a_{\star}(\gamma)\right\}$, there exist $K_{1}$ and $K_{2}$ such that

$$
\begin{aligned}
\|C(\lambda)\|_{L^{2} \rightarrow L^{2}} \leq & \left\|\left(\lambda I-A_{a}^{\infty}\right)^{-1} H_{1, a}^{-1} D_{a}\right\|_{L^{2} \rightarrow L^{2}}\left(c K_{1} \gamma^{2}\right) \\
& +\left\|\left(\lambda I-A_{a}^{\infty}\right)^{-1} H_{1, a}^{-1}\right\|_{L^{2} \rightarrow L^{2}}\left(c K_{2} \gamma^{3}\right)
\end{aligned}
$$

This comes from expanding the difference $\tilde{A}_{a}-\tilde{A}_{a}^{\infty}$ and commutating operators; see (B.17). $\left(\lambda I-A_{a}^{\infty}\right)^{-1} H_{1, a}^{-1} D_{a}$ and $\left(\lambda I-A_{a}^{\infty}\right)^{-1} H_{1, a}^{-1}$ are constant coefficient operators and we will treat them in Fourier space.

Thus, if we can prove that, for $\lambda$ satisfying the hypotheses,

$$
\begin{aligned}
& \sup _{\ell \in \mathbb{R}}\left|\frac{(\imath \ell-a) c K_{1} \gamma^{2}}{\lambda\left[1-(\imath \ell-a)^{2}\right]-(\imath \ell-a)\left[-c(\imath \ell-a)^{2}+c \gamma^{2}\right]}\right|<\frac{1-\delta}{2}, \\
& \sup _{\ell \in \mathbb{R}}\left|\frac{c K_{2} \gamma^{3}}{\lambda\left[1-(\imath \ell-a)^{2}\right]-(\imath \ell-a)\left[-c(\imath \ell-a)^{2}+c \gamma^{2}\right]}\right|<\frac{1-\delta}{2},
\end{aligned}
$$

we will be done.
Introducing the scalings $\lambda=c \Lambda \gamma^{3}, \ell=\gamma \xi$, and $a=\gamma \vartheta$, this is equivalent to identifying $M \geq 1$ such that when $\Re \Lambda \geq-\frac{1}{2} \vartheta$ and $\Re \Lambda>M$ or $|\Im \Lambda|>M$ then both

$$
\begin{align*}
& \sup _{\xi \in \mathbb{R}}\left|\frac{(\imath \xi-\vartheta) K_{1}}{\Lambda\left[1-\gamma^{2}(\imath \xi-\vartheta)^{2}\right]-(\imath \xi-\vartheta)\left[-(\imath \xi-\vartheta)^{2}+1\right]}\right|<\frac{1-\delta}{2}  \tag{3.12}\\
& \sup _{\xi \in \mathbb{R}}\left|\frac{K_{2}}{\Lambda\left[1-\gamma^{2}(\imath \xi-\vartheta)^{2}\right]-(\imath \xi-\vartheta)\left[-(\imath \xi-\vartheta)^{2}+1\right]}\right|<\frac{1-\delta}{2} \tag{3.13}
\end{align*}
$$

are satisfied. By our assumption on $a, \vartheta \in(\hat{\vartheta}, 1)$.
Squaring both sides, (3.12) and (3.13) may be rewritten as two polynomial inequalities, $P_{1}(\Im \Lambda, \Re \Lambda, \xi)>0$ and $P_{2}(\Im \Lambda, \Re \Lambda, \xi)>0$, respectively. We will show that
for appropriately chosen $\Lambda$, the inequalities hold for all $\xi . P_{1}$ and $P_{2}$ are treated similarly. We study $P_{2}$ :

$$
\begin{aligned}
P_{2}(\Im \Lambda, \Re \Lambda, \xi) & =\alpha(\Im \Lambda)^{2}+\beta \Im \Lambda+\eta_{1}(\Re \Lambda)^{2}+\eta_{2} \Re \Lambda+\eta_{3} \\
\alpha & =\gamma^{2} \xi^{4}+2 \xi^{2} \gamma^{2}\left(1+\gamma^{2} \vartheta^{4}\right)+\left(1-\gamma^{2} \vartheta^{2}\right)^{2} \\
\beta & =-2 \xi^{5} \gamma^{2}-2 \xi^{3}\left(1+\gamma^{2}\left(1+2 \vartheta^{2}\right)\right)-2 \xi\left(1+\left(-3+\gamma^{2}\right) \vartheta^{2}+\gamma^{2} \vartheta^{4}\right) \\
\eta_{1} & =\alpha \\
\eta_{2} & =2 \vartheta \xi^{4} \gamma^{2}+2 \vartheta \xi^{2}\left(3+\gamma^{2}\left(-1+2 \vartheta^{2}\right)\right)+2 \vartheta\left(1-\vartheta^{2}\right)\left(1-\gamma^{2} \vartheta^{2}\right) \\
\eta_{3} & =\xi^{6}+\vartheta^{2}\left(1-\vartheta^{2}\right)^{2}+\xi^{4}\left(2+3 \vartheta^{2}\right)+\xi^{2}\left(1+3 \vartheta^{4}\right)-\varpi^{2} \\
\varpi & =2 K_{2} /(1-\delta)
\end{aligned}
$$

Using analysis similar to that for $P_{1}$ in [21], we first consider $P_{2}$ as quadratic in $\Im \Lambda .{ }^{1}$ Examining its discriminant,

$$
\begin{aligned}
\operatorname{discriminant}= & \gamma^{4}\left[-4 \xi^{8}\left(\vartheta+\gamma^{2} \Re \Lambda\right)^{2}+O\left(\xi^{6}\right)\right] \\
& +\gamma^{2}\left[-24 \vartheta^{2} \xi^{6}+O\left(\xi^{4}\right)\right] \\
& -36 \xi^{4} \vartheta^{3}+O\left(\xi^{2}\right)
\end{aligned}
$$

If $0 \geq \Re \Lambda \geq-\vartheta / 2$, then there exists $M_{0}>0$ such that for all $\Im \Lambda, \gamma \in\left[0, \gamma_{0}\right]$, $\vartheta \in(\hat{\vartheta}, 1)$, and $|\xi|>M_{0}$ the discriminant is negative and $P_{2}>0$. Furthermore, since the coefficient $\alpha$ is always positive, there exists $R_{1}>0$ such that $P_{2}>0$ when $\gamma \in\left[0, \gamma_{0}\right],|\Im \Lambda|>R_{1}, 0 \geq \Re \Lambda \geq-\vartheta / 2$, and $|\xi| \leq M_{0}$.

For $\gamma \in\left[0, \gamma_{0}\right]$ and $\vartheta \in(\hat{\vartheta}, 1)$, both $\eta_{1}$ and $\eta_{2}$ are positive; if $P_{2}(\Im \Lambda, \Re \Lambda, \xi)>0$, then $P_{2}(\Im \Lambda, \Re \Lambda+K, \xi)>0$ for any $K>0$. Therefore, $P_{2}>0$ for all $\xi$ if $\gamma \in\left[0, \gamma_{0}\right]$, $|\Im \Lambda|>R_{1}$, and $\Re \Lambda \geq-\vartheta / 2$. Also, $P_{2}>0$ for $|\xi|>M_{0}$ and all $\Im \Lambda$ if $\Re \Lambda \geq-\vartheta / 2$.

We must still treat the case of $|\Im \Lambda| \leq R_{1}$ and $|\xi| \leq M_{0}$ simultaneously. Consider $P_{2}$ as quadratic in $\Re \Lambda$. $\eta_{1}$ and $\eta_{2}$ are positive for all $\xi$, and $\eta_{3}$ is bounded from below. Therefore there is some $R_{2}>0$ such that $P_{2}>0$ for all $\xi$ if $\gamma \in\left[0, \gamma_{0}\right],|\Im \Lambda| \leq R_{1}$, and $\Re \Lambda>R_{2}$. Thus, for any $\vartheta \in(\hat{\vartheta}, 1), \gamma_{0} \in\left[0, \gamma_{0}\right]$, there exist $R_{1}>0$ and $R_{2}>0$ such that $P_{2}>0$ for all $\xi$ if

$$
\begin{gathered}
\gamma \in\left[0, \gamma_{0}\right], \\
\Re \Lambda \geq-\vartheta / 2, \\
|\Im \Lambda| \leq R_{1} \quad \text { or } \quad \Re \Lambda>R_{2} .
\end{gathered}
$$

For $C(\lambda): H^{1} \rightarrow H^{1}$, the proof is similar, with constants $\tilde{K}_{1}$ and $\tilde{K}_{2}$ in place of $K_{1}$ and $K_{2}$.

[^67]3.3. Small eigenvalues: The Evans function. In this section we rule out eigenvalues of $A_{a}$ in the set $|\lambda| \leq M \gamma^{3}$. This is done using the Evans function, an analytic function that vanishes at eigenvalues of $A_{a}$. The Evans function, $D=$ $D(\lambda ; \gamma)$, is constructed for the eigenvalue problem using particular solutions of an associated dynamical system,
\[

$$
\begin{align*}
& \dot{\mathbf{y}}=B(x, \lambda, \gamma) \mathbf{y}  \tag{3.14}\\
& \mathbf{y}=O\left(e^{\mu_{1} x}\right) \quad \text { as } x \rightarrow+\infty \tag{3.15}
\end{align*}
$$
\]

and the adjoint system,

$$
\begin{align*}
& \dot{\mathbf{z}}=-\mathbf{z} B(x, \lambda, \gamma)  \tag{3.16}\\
& \mathbf{z}=O\left(e^{\mu_{1} x}\right) \quad \text { as } x \rightarrow-\infty \tag{3.17}
\end{align*}
$$

$\mu_{1}$ will be the eigenvalue of smallest real part of $B^{\infty}$, the limit as $x \rightarrow \pm \infty$ of $B$. When certain conditions, described in Theorem 3.4, are met, the Evans function exists and may be explicitly defined as

$$
\begin{equation*}
D(\lambda ; \gamma)=\mathbf{z}(x ; \lambda, \gamma) \cdot \mathbf{y}(x ; \lambda, \gamma) \tag{3.18}
\end{equation*}
$$

The idea is to measure the angle between the subspace of solutions decaying at $+\infty$ with the subspace decaying at $-\infty$; hence the appearance of the dot product. The Evans function has an equivalent formulation in terms of the determinant of the fundamental solution of (3.14). For a more complete discussion of the Evans function, see [27].

Theorem 3.4 (see [27, 29]). Let $\Omega$ be a simply connected subset of $\mathbb{C}^{2}$. Suppose that the system (3.14) satisfies the following hypotheses:
(i) $B: \mathbb{R} \times \Omega \rightarrow \mathbb{C}^{n \times n}$ is continuous in $(x, \lambda, \gamma)$ and analytic in $(\lambda, \gamma)$ for fixed $x$.
(ii) $B^{\infty}(\lambda, \gamma)=\lim _{x \rightarrow \pm \infty} B(x, \lambda, \gamma)$ exists for all $(\lambda, \gamma) \in \Omega$. The limit is attained uniformly on compact subsets of $\Omega$.
(iii) The integral

$$
\int_{-\infty}^{\infty}\left\|B(x, \lambda, \gamma)-B^{\infty}(\lambda, \gamma)\right\| d x
$$

converges for all $(\lambda, \gamma) \in \Omega$ and the convergence is uniform on compact subsets of $\Omega$.
(iv) For every $(\lambda, \gamma) \in \Omega$, the matrix $B^{\infty}(\lambda, \gamma)$ has a unique eigenvalue of smallest real part, which is simple, denoted $\mu_{1}$.
Then $D(\lambda ; \gamma)$ is well defined and analytic on $\Omega$, such that $D(\lambda ; \gamma)=0$ if and only if 3.14 has a solution $\mathbf{y}(x)$ satisfying (3.15) and

$$
\begin{equation*}
\mathbf{y}(x)=o\left(e^{\mu_{1} x}\right) \quad \text { as } x \rightarrow-\infty \tag{3.19}
\end{equation*}
$$

3.3.1. The KdV Evans function. In the case of the $K d V$ equation, the eigenvalue problem may be scaled to

$$
\begin{equation*}
\partial_{x} L_{\mathrm{KdV}} Y=\partial_{x}\left(-\partial_{x}^{2} Y+Y-3 \operatorname{sech}^{2}\left(\frac{1}{2} x\right) Y\right)=\Lambda Y \tag{3.20}
\end{equation*}
$$

Because the speed parameter has been scaled out, there is only one eigenvalue parameter, $\Lambda$.

Making the identification

$$
\begin{equation*}
\mathbf{y}=\left(Y, \quad \partial_{x} Y, \quad L_{\mathrm{KdV}} Y\right)^{T} \tag{3.21}
\end{equation*}
$$

we see that $\mathbf{y}$ satisfies the dynamical system

$$
\begin{align*}
\dot{\mathbf{y}} & =B_{\mathrm{KdV}}(x, \Lambda) \mathbf{y}  \tag{3.22}\\
B_{\mathrm{KdV}}(x, \Lambda) & =\left(\begin{array}{ccc}
0 & 1 & 0 \\
1-3 \operatorname{sech}\left(\frac{1}{2} x\right)^{2} & 0 & -1 \\
\Lambda & 0 & 0
\end{array}\right) \tag{3.23}
\end{align*}
$$

A complete description of the associated Evans may be found in [28]. We summarize as follows.

Theorem 3.5 (the KdV Evans function).
(a) The Evans function $D_{\mathrm{KdV}}(\Lambda)$ associated with (3.20) is given by

$$
D_{\mathrm{KdV}}(\Lambda)=\left(\frac{\mu_{1}(\Lambda)+1}{\mu_{1}(\Lambda)-1}\right)^{2}
$$

where $\mu_{1}(\Lambda)$ denotes the root of $\mu^{3}-\mu+\Lambda=0$ of minimal real part.
(b) The domain of $D_{\mathrm{KdV}}(\Lambda)$ is the slit complex plane

$$
\Delta_{\mathrm{KdV}}=\mathbb{C} \backslash\left(-\infty,-\sqrt{\frac{4}{27}}\right]
$$

(c) The essential spectrum of $A_{\mathrm{KdV}}: L_{a}^{2} \rightarrow L_{a}^{2}$ is a curve contained entirely in the domain $\{\lambda: \Re \lambda<-\epsilon\}$ for some $\epsilon>0$. Furthermore, if $\Delta_{\mathrm{KdV}}^{+}(a)$ denotes the component of $\mathbb{C} \backslash \sigma_{\mathrm{ess}}\left(A_{\mathrm{KdV}}\right)$ that contains the right half-plane, then $D_{\mathrm{KdV}}(\Lambda)$ has no zeros in $\Delta_{\mathrm{KdV}}^{+}(a)$ except for a zero of multiplicity two at $\Lambda=0$.
3.3.2. The Evans function applied. The eigenvalue problem $A Y=\lambda Y$,

$$
\left\{I-\partial_{x}\left[\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} \cdot\right)\right]\right\}^{-1} \partial_{x}\left\{-c \phi_{c}^{n} \partial_{x}^{2}\left(\phi_{c}^{-m} \cdot\right)+\left[c-n \phi_{c}^{-1}+c n\left(\phi_{c}^{-1}-1\right)\right]\right\} Y=\lambda Y
$$

is equivalent to

$$
\begin{equation*}
\partial_{x} L_{c} Y-\lambda\left[I-\partial_{x}\left(\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} \cdot\right)\right)\right] Y=0 \tag{3.24}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\mathbf{y}=\left(\phi_{c}^{-m} Y, \quad \partial_{x}\left(\phi_{c}^{-m} Y\right), \quad L_{c} Y+\lambda \phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} Y\right)\right)^{T} \tag{3.25}
\end{equation*}
$$

y solves the dynamical system

$$
\begin{align*}
\dot{\mathbf{y}} & =B(x, \lambda, c) \mathbf{y},  \tag{3.26}\\
B(x, \lambda, c) & =\left(\begin{array}{ccc}
0 & 1 & 0 \\
c^{-1} \phi_{c}^{m-n}\left[c-n \phi_{c}^{-1}+c n\left(\phi_{c}^{-1}-1\right)\right] & \lambda / c & -c^{-1} \phi_{c}^{-n} \\
\lambda \phi_{c}^{m} & 0 & 0
\end{array}\right) . \tag{3.27}
\end{align*}
$$

The matrix $B$ may be decomposed as $B=B^{\infty}(\lambda, c)+R(x, \lambda, c)$.

$$
\begin{align*}
& B^{\infty}(\lambda, c)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
\gamma^{2} & \lambda / c & -c^{-1} \\
\lambda & 0 & 0
\end{array}\right),  \tag{3.28}\\
& R(x, \lambda, \gamma)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
c^{-1} \phi_{c}^{m-n}\left[c-n \phi_{c}^{-1}+c n\left(\phi_{c}^{-1}-1\right)\right]-\gamma^{2} & 0 & -c^{-1}\left(\phi_{c}^{-n}-1\right) \\
\lambda\left(\phi_{c}^{m}-1\right) & 0 & 0
\end{array}\right) . \tag{3.29}
\end{align*}
$$

Also note that for the corresponding adjoint eigenvalue problem

$$
\begin{equation*}
-L_{c}^{\star} \partial_{x} W-\lambda\left[I-\phi_{c}^{-m} \partial_{x}\left(\phi_{c}^{n} \partial_{x} \cdot\right)\right] W=0 \tag{3.30}
\end{equation*}
$$

under the identifications

$$
\begin{equation*}
\mathbf{z}=\left(-c \partial_{x}\left(\phi_{c}^{n} \partial_{x} W\right)-\lambda \phi_{c}^{n} \partial_{x} W, \quad c \phi_{c}^{n} \partial_{x} W, \quad W\right) \tag{3.31}
\end{equation*}
$$

z solves

$$
\begin{equation*}
\dot{\mathbf{z}}=-\mathbf{z} B(x, \lambda, \gamma) \tag{3.32}
\end{equation*}
$$

Theorem 3.6 (properties of the Evans function).
(a) The Evans function is defined and analytic on the set $\Omega \subset \mathbb{C}^{2}$,

$$
\begin{equation*}
\Omega=\left\{(\lambda, \gamma) \mid \gamma \in(0,1) \text { and } \lambda \in \Omega_{\gamma}\right\} \tag{3.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\Omega_{\gamma}=\left\{\lambda \mid \Re \lambda>-\lambda_{0}\right\} \backslash\left(-\lambda_{0},-\lambda_{\text {cut }}(\gamma)\right] \tag{3.34}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda_{\mathrm{cut}} & =\sqrt{\frac{1}{8}} \sqrt{8 c^{2}+20 c n-n^{2}-8 c \sqrt{n^{2}+8 c n}-n \sqrt{n^{2}+8 c n}} \\
& =\frac{2}{3 \sqrt{3}} n \gamma^{3}+\frac{8}{9 \sqrt{3}} n \gamma^{5}+O\left(\gamma^{7}\right) \tag{3.35}
\end{align*}
$$

and $\lambda_{0}=n \sqrt{27 / 16}$.
(b) Given $(\lambda, \gamma) \in \Omega$ and $a \leq a_{\star}(\gamma)$, if $\lambda$ is to the right of $\sigma_{\text {ess }}\left(A_{a}\right)$, then the following are equivalent:

- $D(\lambda ; \gamma)=0$.
- $\lambda$ is an $L^{2}$ eigenvalue of $A_{a}$.
(c) For such zeros of $D$, the algebraic multiplicity of $\lambda$ as an eigenvalue of $A_{a}$ is equal to the order of $\lambda$ as a zero of $D(\lambda ; \gamma)$.
(d) $D(0 ; \gamma)=\partial_{\lambda} D(0 ; \gamma)=0$, and hence it is an eigenvalue of algebraic multiplicity at least two.

Remark 3.7. With this construction, for $\Re \lambda<0, \lambda \in \Omega_{\gamma}$, the characteristic polynomial, (3.36), not only has a unique root of minimal real part, but all roots have distinct real part as well. This is stronger than is needed.

Remark 3.8. $\lambda_{\text {cut }}$ is labeled as such because there is a branch cut in the Evans function there.

Remark 3.9. The eigenvalue at the origin is related to the solitary waves being a two-parameter (speed and phase) family of solutions of (1.2). The presence of the corresponding bound states, explicitly given in Proposition 3.23, could lead to a weak instability of algebraic growth in $t$. However, we will project out these modes by allowing our leading order solitary wave to modulate its speed and phase.

Proof of Theorem 3.6. Part (a) requires the verification of the hypotheses of Theorem 3.4 for this system. Applying the properties of the $\phi_{c}$ and Corollaries 2.9 and 2.11, and through examination of $(3.27), B$ is clearly continuous in its three arguments for $\lambda \in \mathbb{C}$ and $c \geq n$. In addition, for fixed $x$, it will be analytic in $(\lambda, c)$, or, equivalently, $(\lambda, \gamma)$. Thus property (i) of Theorem 3.4 holds.

By Corollary 2.7, the limiting matrix $B^{\infty}$ exists and $B-B^{\infty}$ is in $L^{1}$. This will be uniform on compact subsets of $\mathbb{C} \times[0,1$ ), establishing properties (ii) and (iii) of Theorem 3.4.

Lastly, we must verify the existence of $\mu_{1}$, the unique eigenvalue of minimal real part. We divide this into two parts, $\Re \lambda \geq 0$ and $\Re \lambda<0$. The characteristic polynomial, $\mathcal{P}(\mu)$, of $B^{\infty}$ is

$$
\begin{equation*}
c \mathcal{P}(\mu)=(\lambda-c \mu)\left(1-\mu^{2}\right)+n \mu . \tag{3.36}
\end{equation*}
$$

Following the analysis in section 2(c) of [27] for a similar polynomial in the case of generalized BBM, one confirms that property (iv) holds for $\Re \lambda \geq 0$ and all $\gamma$, and hence the Evans function exists in $\{\Re \lambda \geq 0\} \times[0,1)$.

Using the analysis in [21] for Theorem 2.7 of the polynomial, one can conclude the existence of some $\lambda_{1}>0$ and identify $\widetilde{\Omega}(\gamma)$, such that for all $\gamma \in(0,1)$, a unique root of minimal real part exists for $\lambda$ in the set

$$
\left\{\lambda: \quad \Re \lambda<-\lambda_{1}\right\} \backslash\left(-\lambda_{1},-\widetilde{\Omega}(\gamma)\right]
$$

Alternatively, we give a more precise analysis of (3.36) in Appendix C that yields values of $\lambda_{0}$ and $\widetilde{\Omega}$ given in the proposition. This concludes the proof of part (a).

To prove part (b), we need a lemma regarding the location of $\sigma_{\text {ess }}\left(A_{a}\right)$.
Lemma 3.10. Let $\gamma \in(0,1)$ and $a \leq a_{\star}(\gamma)$. Let $\Omega_{+}=\Omega_{+}(\gamma, a)$ denote the component of $\mathbb{C} \backslash \sigma_{\text {ess }}\left(A_{a}\right)$ containing the origin. Then for $\lambda \in \Omega_{+} \cap \Omega_{\gamma}$, the roots of the characteristic polynomial satisfy the relation

$$
\begin{equation*}
\Re \mu_{1}<-a<\Re \mu_{j \neq 1} \tag{3.37}
\end{equation*}
$$

Proof. By inspection, if $\lambda \in \sigma_{\text {ess }}\left(A_{a}\right)$, there is a root $\mu_{j}$ of (3.36) with $\Re \mu_{j}=-a$. Conversely, if there is a root with real part $-a$, then $\lambda$ is in the essential spectrum. Hence the characteristic polynomial has a root with real part $-a$ if and only if $\lambda \in$ $\sigma_{\text {ess }}\left(A_{a}\right)$

As noted in $[27$, section $2(c)]$, for large $|\lambda|$, the roots of the characteristic polynomial (3.36) are

$$
-1+O\left(|\lambda|^{-1}\right), \quad 1+O\left(|\lambda|^{-1}\right), \quad \lambda / c+O\left(|\lambda|^{-1}\right)
$$

So for large $\lambda$ in the right half-plane, (3.37) holds because $a<1$. Now suppose for some $\lambda \in \Omega_{+} \cap \Omega_{\gamma}$ the inequality were false. Because the $\Re \mu_{j}$ depend continuously on $\lambda$, equality would have to hold for some $\lambda$, but then it must be that $\lambda \in \sigma_{\text {ess }}\left(A_{a}\right)$, which we have assumed is not the case. $\quad \square$

We now prove part (b) of Theorem 3.6. If $D(\lambda ; \gamma)=0$, then there is a solution to the ODE, $\dot{\mathbf{y}}=B \mathbf{y}$, such that

$$
\mathbf{y}(x)=O\left(e^{\mu_{1} x}\right) \quad \text { as } x \rightarrow+\infty \quad \text { and } \quad \mathbf{y}(x)=o\left(e^{\mu_{1} x}\right) \quad \text { as } x \rightarrow-\infty
$$

Hence, by Part 1(d) of Proposition 1.6 of [27], for sufficiently small $\epsilon$,

$$
\mathbf{y}(x)=O\left(e^{\mu_{\star} x+\epsilon|x|}\right) \quad \text { as } x \rightarrow-\infty
$$

Letting $W(x)=e^{a x} \phi_{c}(x)^{m} y_{1}(x)$,

$$
W(x)=O\left(e^{\left(\mu_{\star}+a\right) x+\epsilon|x|}\right) \quad \text { as } x \rightarrow-\infty \quad \text { and } \quad W(x)=O\left(e^{\left(\mu_{1}+a\right) x}\right) \quad \text { as } x \rightarrow+\infty
$$

From (3.37), $\mu_{1}+a<0<\mu_{\star}+a$, so $W$ will decay exponentially fast at $\pm \infty$. Hence it is an $L^{2}$ solution to the eigenvalue problem $A_{a} W=\lambda W$.

Conversely, if we have an $L^{2}$ eigenfunction, then it must satisfy

$$
W(x)=O\left(e^{\left(\mu_{1}+a\right) x}\right) \quad \text { as } x \rightarrow+\infty \quad \text { and } \quad W(x)=o\left(e^{\left(\mu_{1}+a\right) x}\right) \quad \text { as } x \rightarrow-\infty
$$

$Y(x)=e^{-a x} W(x)$ will then satisfy (3.24) in a classical sense, although it may not be in $L^{2}$. However it will satisfy the necessary decay estimates on $\mathbf{y}$, constructed from $Y$ as in (3.25), such that $D(\lambda ; \gamma)=0$. This concludes the proof of part (b).

The proof of part (c) follows that of Lemma 2.9 from [28]. First, it is proved that if, for a given $\gamma, \lambda$ is a zero of order $k$ of $D(\lambda ; \gamma)$, then $\lambda$ is an $L^{2}$ eigenvalue of $A_{a}$ of algebraic multiplicity at least $k$. It is then shown that it cannot have algebraic multiplicity greater than $k$. We omit repeating these details. Part (d) is then a consequence of (c) and the calculations in Appendix D that $D(0 ; \gamma)=\partial_{\lambda} D(0 ; \gamma)=0$ for all $\gamma$.

Remark 3.11. For $\Re \lambda \leq 0$ with $D(\lambda ; \gamma)=0$, it is likely, but not proved, that $\lambda$ is not an $L^{2}$ eigenvalue of $A$.
3.3.3. The Evans function in the $K d V$ scaling. We now introduce $D_{\star}(\Lambda ; \gamma)$, the Evans function for (3.24) under the KdV scalings introduced in section 2.2:

$$
\begin{equation*}
\xi=\gamma x, \quad \lambda=c \Lambda \gamma^{3}, \quad \phi_{c}(x)=1+\frac{\gamma^{2}}{n-1} U(\xi(x) ; \gamma) \tag{3.38}
\end{equation*}
$$

The eigenvalue problem is now

$$
\begin{align*}
\partial_{\xi} L_{\gamma} Y= & \partial_{\xi}\left[-\left(1+\frac{\gamma^{2}}{n-1} U\right)^{n} \partial_{\xi}^{2}\left(\left(1+\frac{\gamma^{2}}{n-1} U\right)^{-m} \cdot\right)\right] Y \\
& +\partial_{\xi}\left[\left(1+\frac{\gamma^{2}}{n-1} U\right)^{-1}(1-U)\right] Y  \tag{3.39}\\
= & \Lambda\left[I-\gamma^{2} \partial_{\xi}\left(\left(1+\frac{\gamma^{2}}{n-1} U\right)^{n} \partial_{\xi}\left(\left(1+\frac{\gamma^{2}}{n-1} U\right)^{-m} \cdot\right)\right)\right] Y
\end{align*}
$$

Recall that $U=U(\xi ; \gamma)$ is the solution of (2.18), and for $\gamma=0, U=U_{\star}$, the KdV soliton.

We can construct a dynamical system formulation of (3.39), defining the vector $\mathbf{Y}$ as

$$
\mathbf{Y}=\left(\begin{array}{c}
\left(1+\frac{\gamma^{2}}{n-1} U\right)^{-m} Y  \tag{3.40}\\
\partial_{\xi}\left[\left(1+\frac{\gamma^{2}}{n-1} U\right)^{-m} Y\right] \\
L_{\gamma} Y+\gamma^{2} \Lambda\left(1+\frac{\gamma^{2}}{n-1} U\right)^{n} \partial_{\xi}\left[\left(1+\frac{\gamma^{2}}{n-1} U\right)^{-m} Y\right]
\end{array}\right)
$$

which satisfies

$$
\begin{equation*}
\dot{\mathbf{Y}}=B_{\star}(\xi, \Lambda, \gamma) \mathbf{Y} \tag{3.41}
\end{equation*}
$$

$$
\begin{align*}
& B_{\star}(\xi, \Lambda, \gamma)  \tag{3.42}\\
& \quad=\left(\begin{array}{ccc}
0 & 1 & 0 \\
\left(1+\frac{\gamma^{2}}{n-1} U(\xi ; \gamma)\right)^{m-n-1}(1-U(\xi ; \gamma)) & \gamma^{2} \Lambda & -\left(1+\frac{\gamma^{2}}{n-1} U(\xi ; \gamma)\right)^{-n} \\
\Lambda\left(1+\frac{\gamma^{2}}{n-1} U(\xi ; \gamma)\right)^{m} & 0 & 0
\end{array}\right)
\end{align*}
$$

As $\xi \rightarrow \infty$, the matrix is

$$
B_{\star}^{\infty}(\Lambda, \gamma)=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{3.43}\\
1 & \gamma^{2} \Lambda & -1 \\
\Lambda & 0 & 0
\end{array}\right)
$$

which has the characteristic polynomial

$$
\begin{equation*}
P_{\star}(\nu ; \Lambda, \gamma)=\nu^{3}-\gamma^{2} \Lambda \nu^{2}-\nu+\Lambda \tag{3.44}
\end{equation*}
$$

A few remarks about the scaled problem. The assumptions stated in Theorem 3.4 remain the same, except now the matrix under inspection is $B_{\star}$, with eigenvalue parameters $(\Lambda, \gamma) . \mathbf{Y}$ and $\mathbf{y}$ are related:

$$
\mathbf{y}(x)=\left(\begin{array}{c}
Y_{1}(\xi(x)) \\
\gamma Y_{2}(\xi(x)) \\
c \gamma^{2} Y_{3}(\xi(x))
\end{array}\right)
$$

At $\gamma=0,(3.39)$ is

$$
\partial_{\xi} L_{0} Y=\partial_{\xi}\left[-\partial_{\xi}^{2} Y+\left(1-U_{\star}(\xi ; 0) Y\right]=\Lambda Y\right.
$$

the KdV eigenvalue problem, (3.20), and

$$
B_{\star}(\xi, \Lambda, 0)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1-U_{\star}(\xi) & 0 & -1 \\
\Lambda & 0 & 0
\end{array}\right)
$$

is the matrix for the KdV dynamical system.

Proposition 3.12 (scaled Evans function).
(a) $D_{\star}(\Lambda ; \gamma)$ is defined and analytic on the set $\Delta \subset \mathbb{C}^{2}$,

$$
\begin{equation*}
\Delta=\left\{(\Lambda, \gamma) \mid \gamma \in[0,1) \text { and } \lambda \in \Delta_{\gamma}\right\} \tag{3.45}
\end{equation*}
$$

where, for $\gamma>0$,

$$
\begin{aligned}
\Delta_{\gamma}= & \left\{\Lambda \left\lvert\, \Re \Lambda>-\frac{\lambda_{0}}{c \gamma^{3}}\right.\right\} \backslash\left(-\frac{\lambda_{0}}{c \gamma^{3}},-\frac{\lambda_{\mathrm{cut}}(\gamma)}{c \gamma^{3}}\right] \\
= & \left\{\Lambda \left\lvert\, \Re \Lambda>-\gamma^{-3} \sqrt{\frac{27}{16}}+O\left(\gamma^{-1}\right)\right.\right\} \\
& \backslash\left(-\gamma^{-3} \sqrt{\frac{27}{16}}+O\left(\gamma^{-1}\right),-\sqrt{\frac{4}{27}}+O\left(\gamma^{2}\right)\right]
\end{aligned}
$$

$\lambda_{0}$ and $\widetilde{\Omega}$ are as defined by Theorem 3.6. When $\gamma=0$,

$$
\Delta_{0}=\Delta_{\mathrm{KdV}}=\mathbb{C} \backslash(-\infty,-\sqrt{4 / 27}]
$$

(b) For fixed $\gamma \in(0,1)$ and $\Lambda \in \Delta_{\gamma}$,

$$
D_{\star}(\Lambda ; \gamma)=D\left(c \Lambda \gamma^{3} ; \gamma\right)
$$

(c) For $\Lambda \in \Delta_{0}$,

$$
D_{\star}(\Lambda ; 0)=D_{\operatorname{KdV}}(\Lambda)
$$

Proof. The proof of these statements follows that of Proposition 2.8 in [21] and Theorems 4.9-4.11 of [29].

Proof of part (a). For $\gamma>0$, as in Theorem 3.6, we must identify a set in $\mathbb{C}^{2}$ in which the hypotheses of Theorem 3.4 are valid. Parts (i)-(iii) are obvious as the solitary wave $U(\xi ; \gamma)$ decays exponentially in $\xi$ and, for fixed $\xi$, will be analytic in $\gamma$. We are left to verify part (iv). The characteristic polynomial of $B_{\star}^{\infty}$ is (3.44). As noted in [21], the roots of $P_{\star}$ are related to those of $P,(3.36)$, by

$$
\mu(\lambda, \gamma)=\gamma \nu(\Lambda, \gamma)
$$

So $P_{\star}$ will have a unique root of minimal real part for a given $\Lambda$ and $\gamma$ when $P$ has such a unique root for $\lambda=c \Lambda \gamma^{3}$. Therefore, for $\gamma \in(0,1)$, if $\Lambda$ is in the set

$$
\Delta_{\gamma}=\frac{1}{c \gamma^{3}} \Omega_{\gamma}
$$

(iv) will be satisfied. If $\gamma=0$, (3.41) and (3.42) coincide with the KdV system, for which $\Delta_{0}=\mathbb{C} \backslash(-\infty,-\sqrt{4 / 27}]$. Clearly, as $\gamma \rightarrow 0, \Delta_{\gamma}$ limits to $\Delta_{0}$.

Proof of part (b). From part (a), $\lambda=c \Lambda \gamma^{3} \in \Omega_{\gamma}$ and, by construction,

$$
\begin{aligned}
& y_{1}(x, \lambda, \gamma) \sim e^{\mu_{1} x} \quad \text { as } x \rightarrow+\infty \\
& Y_{1}(\xi, \Lambda, \gamma) \sim e^{\nu_{1} \xi} \quad \text { as } \xi \rightarrow+\infty
\end{aligned}
$$

At $\xi=\gamma x, \mu_{1}=\gamma \nu_{1}, \lambda=c \Lambda \gamma^{3}, y_{1}(x, \lambda, \gamma)=Y_{1}(\xi, \Lambda, \gamma)$. Using the transmission coefficient interpretation of the Evans function, we then have

$$
\begin{gathered}
\mathbf{y}(x, \lambda, \gamma) \sim D(\lambda ; \gamma) e^{\mu_{1} x}\left(1, \quad \mu_{1}, \quad \lambda / \mu_{1}\right)^{T} \quad \text { as } x \rightarrow-\infty \\
\mathbf{Y}(\xi, \Lambda, \gamma) \sim D_{\star}(\Lambda ; \gamma) e^{\nu_{1} \xi}\left(1, \quad \nu_{1}, \quad \Lambda / \nu_{1}\right)^{T} \quad \text { as } \xi \rightarrow-\infty
\end{gathered}
$$

implying

$$
D\left(c \Lambda \gamma^{3} ; \gamma\right)=D_{\star}(\Lambda ; \gamma)
$$

Proof of part (c). Trivially, when $\gamma=0$, this is the KdV Evans function problem exactly.

Proposition 3.13. Let $\varepsilon_{2} \in(0, \sqrt{4 / 27})$ and $M>0$. Set

$$
\mathcal{O}=\left\{\Re \Lambda \geq-\varepsilon_{2}, \quad|\Lambda|<M\right\}
$$

Then for all $\gamma$ sufficiently small, $\mathcal{O} \subset \Delta_{\gamma}$ and

$$
\lim _{\gamma \rightarrow 0} D_{\star}(\Lambda ; \gamma)=D_{\star}(\Lambda ; 0)=D_{\mathrm{KdV}}(\Lambda)
$$

with uniform convergence for $\Lambda \in \mathcal{O}$.
Proof. Clearly, for $\gamma$ sufficiently close to zero, $\mathcal{O} \subset \Delta_{\gamma}$. Since $\mathcal{O}$ is compact and $D_{\star}$ is analytic in both arguments,

$$
\sup _{\Lambda \in \mathcal{O}}\left|D_{\star}(\Lambda ; \gamma)-D_{\star}(\Lambda ; 0)\right|
$$

may be made arbitrary small by taking $\gamma$ sufficiently close to zero.
THEOREM 3.14. There exist $\gamma_{\star} \in(0,1)$ and $\hat{\vartheta}>0$ such that for all $\gamma \in\left(0, \gamma_{\star}\right]$ and $a \in\left(\gamma \hat{\vartheta}, a_{\star}(\gamma)\right]$, there exists $\varepsilon=\varepsilon(\gamma, a)>0$, such that

- the only eigenvalue of $A_{a}$ with $\Re \lambda \geq-\varepsilon$ is $\lambda=0$, with algebraic multiplicity two;
- the only zero of $D(\lambda ; \gamma)$ with $\Re \lambda \geq-\varepsilon$ is $\lambda=0$, a root of order two.

Proof. Adapting the proof of Theorem 2.1 in [21] we break a half-plane into two parts: a bounded set about the origin and its unbounded complement. The operator estimates from Proposition 3.3 will rule out eigenvalues in the unbounded part, and the Evans function in the KdV scaling will control eigenvalues in the bounded part.

Let us apply Proposition 3.3 (a) with $\delta=1 / 4, c_{\star}=4 n$, and

$$
\hat{\vartheta}=\frac{1}{4} \sup _{c \in\left(n, c_{\star}\right]} \frac{a_{\star}(c)}{\gamma(c)}
$$

Then there exists $M>0$, such that for any $c \in(n, 4 n], a \in\left(\gamma \hat{\vartheta}, a_{\star}(\gamma)\right]$, and $\lambda \in \Omega_{\mathrm{U}}$,

$$
\Omega_{\mathrm{U}}=\left\{\lambda: \Re \lambda \geq-\frac{1}{2} a c \gamma^{2}, \quad|\lambda|>c M \gamma^{3}\right\}
$$

$\|C(\lambda)\|_{L^{2} \rightarrow L^{2}}<1$. By Proposition $3.2(\mathrm{c})$, such $\lambda$ cannot be $L^{2}$ eigenvalues of $A_{a}$.
Using this $M$, let $\varepsilon_{2}=\frac{1}{4}$ and set

$$
\mathcal{O}=\left\{\Lambda: \Re \Lambda \geq-\varepsilon_{2}, \quad|\Lambda| \leq M\right\}
$$

Define

$$
m=\min \left\{\left|D_{\mathrm{KdV}}(\Lambda)\right| \min \Lambda \in \partial \mathcal{O}\right\}
$$

By Proposition 3.13 , there exists a $\gamma_{\star} \leq 1 / 2$ such that for all $\gamma \in\left[0, \gamma_{\star}\right]$,

$$
\left|D_{\star}(\Lambda ; \gamma)-D_{\star}(\Lambda ; 0)\right|=\left|D_{\star}(\Lambda ; \gamma)-D_{\mathrm{KdV}}(\Lambda)\right|<m \quad \text { for all } \Lambda \in \partial \mathcal{O}
$$

By Theorem 3.5, the only root of $D_{\mathrm{KdV}}$ in $\mathcal{O}$ is at $\Lambda=0$, with multiplicity two. Applying Rouché's theorem (see, for example, [16, 17]), for all $\gamma \in\left[0, \gamma_{\star}\right], D_{\star}(\cdot, \gamma)$ and $D_{\mathrm{KdV}}$ have the same number of roots in $\mathcal{O}$. By Proposition 3.12 (b), if $\gamma \in\left(0, \gamma_{\star}\right]$ and $\Lambda \in \mathcal{O}, D_{\star}(\Lambda ; \gamma)=D\left(c \Lambda \gamma^{3} ; \gamma\right)$; therefore on the set $\Omega_{\mathrm{B}}$,

$$
\Omega_{\mathrm{B}}=c \gamma^{3} \mathcal{O}=\left\{\lambda: \Re \Lambda \geq-\varepsilon_{2} c \gamma^{3}, \quad|\lambda| \leq c M \gamma^{3}\right\}
$$

$D(\lambda ; \gamma)$ also has only two zeros. Theorem 3.6 (d) asserts that these two roots are at the origin, corresponding to an eigenvalue of algebraic multiplicity two. By Theorem 3.6 (b), $A_{a}$ then has no nonzero $L^{2}$ eigenvalues in $\Omega_{\mathrm{B}}$.

Combining $\Omega_{\mathrm{U}}$ and $\Omega_{\mathrm{B}}$, if we set
then by Theorem $3.6(\mathrm{~b}), \lambda=0$ is both the only eigenvalue of $A_{a}$ and the only root of $D(\lambda ; \gamma)$ with $\Re \lambda \geq-\varepsilon$.

Corollary 3.15. For $\gamma \in\left(0, \gamma_{\star}\right], \partial_{c} \mathcal{N}\left[\phi_{c}\right] \neq 0$.
Proof. This is a consequence the preceding theorem and the relation $\partial_{\lambda}^{2} D(0 ; \gamma) \propto$ $\partial_{C} \mathcal{N}\left[\phi_{c}\right]$; see Appendix D.
3.4. The Evans function beyond the $K d V$ scaling. For $\gamma>\gamma_{\star}$, one may compute the Evans function numerically to assert that a given $\lambda$ is not an eigenvalue. Moreover, the winding number of the image of the Evans function evaluated on the line $\Re \lambda=-\lambda_{1}<0$ equals the number of zeros in the set $\Re \lambda>-\lambda_{1}$. Therefore, one might evaluate the Evans function on such a line and exam the plot, as we do in Figures 4 and 5.

These plots indicate that $\lambda=0$ is the only zero in the closed right half-plane for the values of $c, n$, and $m$ under consideration. Up to the acceptance of these numerics, this extends Theorem 3.14. Note that we do not evaluate out to $-\lambda_{1}+\imath \infty$, but merely compute at sufficiently large values of $\lambda$ such that we are near the asymptotic value of the Evans function. It may be proven that there exists $D_{\infty}(\gamma)$ such that

$$
\lim _{|\lambda| \rightarrow \infty, \lambda \in \Omega} D(\lambda ; \gamma)=D_{\infty}(\gamma)
$$

A further numerical computation will reveal that this value is nonzero.
In the Hamiltonian case, $n+m=0$, an analytical result is possible for $\gamma>\gamma_{\star}$. The linearized operator, $A$, may be written as $A=J_{c} L_{c}$,

$$
\begin{align*}
J_{c} & =\left[I-\partial_{x}\left(\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{n} \cdot\right)\right)\right]^{-1} \partial_{x}, & J_{c}^{\star}=-J_{c}  \tag{3.47}\\
L_{c} & =-c \phi_{c}^{n} \partial_{x}^{2}\left(\phi_{c}^{n}\right)+\left(c-n \phi_{c}^{-1}+c n\left(\phi_{c}^{-1}-1\right)\right), & L_{c}^{\star}=L_{c} \tag{3.48}
\end{align*}
$$

This structure permits an extension of Theorem 3.14 beyond the KdV regime, given below in Theorem 3.21. However, this is absent for general $n$ and $m$.


FIG. 4. $D(\cdot ; c=4)$ evaluated on a portion of the strip $\Re \lambda=-1 / 5$. Since $D(\bar{\lambda})=\overline{D(\lambda)}$ we only compute $\Im \lambda>0$, and then reflect; this is the dashed curve. The curve wraps around the origin, marked by $x$, twice. In this case, $n=3$ and $m=0$.


FIG. 5. $D(\cdot ; c=8)$ evaluated on a portion of the strip $\Re \lambda=-1$. Since $D(\bar{\lambda})=\overline{D(\lambda)}$ we only compute $\Im \lambda>0$, and then reflect; this is the dashed curve. The curve wraps around the origin, marked by $x$, twice. In this case, $n=3$ and $m=0$.

Remark 3.16. This section is the only place where the analyticity of the Evans function in the $\gamma$ argument is used. In turn, this is the only place requiring analyticity of $\phi_{c}$ in $c$ from Corollary 2.11 (b). For the results in the preceding section, joint continuity of $D(\lambda ; \gamma)$ in its two arguments is sufficient.

Lemma 3.17. In the Hamiltonian case, the following are equivalent for $\Re \lambda \geq 0$, $a \leq a_{\star}(\gamma)$ :

- $\lambda$ is an $L^{2}$ eigenvalue of $A$.
- $D(\lambda ; \gamma)=0$.

Proof. For $\Re \lambda>0$, we know that $\mu_{\star}=\min \left\{\Re \mu_{2}, \Re \mu_{3}\right\}>0$, so an eigenfunction, having submaximal growth at $-\infty$, must decay exponentially fast. This is very similar to the relation in the case of the weighted operator from Theorem 3.6 (b).

For $\Re \lambda=0$, the proof relies on the $J L$ structure of the operator $A$. See the proof of [27, Theorem 3.6].

Lemma 3.18. If $\lambda$ is a nonzero purely imaginary eigenvalue, then $\partial_{\lambda} D(\lambda ; \gamma) \neq 0$.
Proof. The proof is by contradiction. Let $Y+$ be the corresponding eigenfunction, $A Y^{+}=\lambda Y^{+}$. It may be proven that the subspace $\mathcal{Y}=\operatorname{span}\left\{Y^{+}, \overline{Y^{+}}\right\}$satisfies

$$
\left\langle L_{c} u, v\right\rangle=0 \quad \text { for all } u, v \in \mathcal{Y}
$$

As $\mathcal{Y} \cap \operatorname{ker}\left(L_{c}\right)=\{0\}$, we may apply Lemma 3.3 of [27] to conclude $\operatorname{dim} \mathcal{Y} \leq 1$, a contradiction. See Lemma 3.3 from [28] for details.

LEMMA 3.19 (monotonicity of functional analytically confirmed for $n=2$ ). In the Hamiltonian case, assuming $\partial_{c} \mathcal{N}\left[\phi_{c}\right] \neq 0$ for all $c$, then for all $c$, there are no eigenvalues with $\Re \lambda>0$.

Proof. By Theorem 3.14, the result holds for $c \leq c_{\star}$. We argue by contradiction to extend it beyond $c_{\star}$. Assume for some $\gamma_{0}>\gamma_{\star}$ that there exists $\lambda_{0}, \Re \lambda_{0}>0$, such that $D\left(\lambda_{0} ; \gamma_{0}\right)=0$. If $\Im \lambda_{0} \neq 0$, then $D\left(\overline{\lambda_{0}} ; \gamma_{0}\right)=0$ and there would be two eigenvalues in the right half-plane. But by Theorem 3.1 of [27], $A=J_{c} L_{c}$ has no more eigenvalues (counting multiplicity) with $\Re \lambda>0$ than $L_{c}$ does with $\Re \lambda<0$. As is discussed in [40], $L_{c}$ has exactly one negative eigenvalue; this is a contradiction, so $\lambda_{0}$ is real.

Because the number of zeros in the right half-plane is at most one, counting multiplicity, we know $\partial_{\lambda} D\left(\lambda_{0} ; \gamma_{0}\right) \neq 0$. Applying the implicit function theorem, we get an analytic function, $\lambda(\gamma)$, defined in a neighborhood of $\gamma_{0}$, such that $\lambda\left(\gamma_{0}\right)=\lambda_{0}$ and $D(\lambda(\gamma) ; \gamma)=0$.

Let $\mathcal{O}$ be the maximal domain of analyticity of $\lambda(\gamma)$. In a sufficiently small neighborhood of $\gamma_{0}, \Re \lambda(\gamma)>0$. For real-valued $\gamma$ in this neighborhood, we must have, by the above argument about complex-conjugates, that $\Im \lambda(\gamma)=0$. Considering the power series expansion of $\lambda(\gamma)$, about $\gamma_{0}, \lambda(\gamma)$ will be real-valued for real-valued $\gamma \in \mathcal{O}$.

Let

$$
\gamma_{1}=\inf \left\{\gamma \in\left(\gamma_{\star} / 2, \gamma_{0}\right) \cap \mathcal{O} \mid D(\lambda(\gamma) ; \gamma)=0\right\}
$$

For all $\gamma \in\left[\gamma_{1}, \gamma_{0}\right]$, we must have $\lambda(\gamma)>0$. Suppose this is not the case. Then, by continuity, for some $\gamma$, we must have $\lambda(\gamma)=0$. But this would imply that $\lambda=0$ was a root of multiplicity three, contradicting the assumption on $\mathcal{N}$, which ensures it is a root of multiplicity two.
$\lambda(\gamma)$ may be analytically continued down till at least $\gamma_{\star} / 2$. If not, then $\gamma_{1}>$ $\gamma_{\star} / 2$ and $\partial_{\lambda} D\left(\lambda\left(\gamma_{1}\right) ; \gamma_{1}\right) \neq 0$ since this root must be simple. Therefore we could apply the implicit function theorem again and extend $\lambda(\gamma)$ below $\gamma_{1}$, contradicting its minimality.

But then $D\left(\lambda\left(\gamma_{\star}\right) ; \gamma_{\star}\right)=0$, and $\lambda\left(\gamma_{\star}\right)>0$, contradicting Theorem 3.14. $\quad$.
Remark 3.20. An analogous result may be found in Theorem 3.4 [27] for generalized KdV and generalized BBM . However, the argument there is very different because it may be proven that $D(\lambda) \rightarrow 1$ as $|\lambda| \rightarrow \infty$. This does not hold for the Evans function associated with (1.2), due to the appearance of a nonlinearity in the dispersive term.

ThEOREM 3.21 (monotonicity of functional analytically confirmed for $n=2$ ). In the Hamiltonian case, assuming $\partial_{c} \mathcal{N}\left[\phi_{c}\right] \neq 0$ for all $c$, Theorem 3.14 may be extended to all $\gamma \in\left(\gamma_{\star}, 1\right)$, except for a discrete set whose only possible accumulation point is $\gamma=1$.

Proof. By Lemma 3.19, if Theorem 3.4 were false for some $\gamma>\gamma_{\star}$, it would be due to a zero appearing on the imaginary axis. We will prove by contradiction that the set

$$
\begin{equation*}
E=\left\{\gamma \in[0,1) \mid \text { there exists } \beta>0 \text { such that } D_{\star}(\imath \beta ; \gamma)=0\right\} \tag{3.49}
\end{equation*}
$$

has no accumulation points. We consider only positive $\beta$ 's because if $\imath \beta$ is a root, then so is $-\imath \beta$. This follows the proofs of Theorem 3.6 of [28] and Theorem 2.1 of [21].

Assuming $E$ has a limit point, there exists a sequence, $\gamma_{j} \in E, \gamma_{j} \rightarrow \gamma_{0} \in E$ as $j \rightarrow \infty$. Taking a subsequence if necessary, $\gamma_{j}$ and $\gamma_{0}$ are bounded away from $\gamma=1$. We will now rule out large eigenvalues, and then argue by contradiction to rule out small eigenvalues.

Applying Proposition 3.3 to this range of $\gamma$ values, there will exist $M>0$, such that the corresponding $\beta_{j}>0$ must satisfy $\beta_{j} \leq M$. Taking a subsequence if necessary, $\beta_{j} \rightarrow \beta_{0}, \beta_{0} \leq M, D_{\star}\left(\imath \beta_{j} ; \gamma_{j}\right)=0$, and, by continuity, $D_{\star}\left(\imath \beta_{0} ; \gamma_{0}\right)=0$.

Note that $\beta_{0} \neq 0 . \Lambda=0$ is always a root of order at least two. The assumption $\partial_{c} \mathcal{N}\left[\phi_{c}\right] \propto \partial_{\lambda}^{2} D(0 ; \gamma)=\left(c^{2} \gamma^{6}\right)^{-1} \partial_{\Lambda}^{2} D_{\star}(0 ; \gamma) \neq 0$ forces it to be a root of order exactly two. But $\beta_{0}=0$ would imply that it was a zero of at least four, a contradiction.

Applying Lemma 3.18, $\partial_{\Lambda} D_{\star}\left(\imath \beta_{j} ; \gamma_{j}\right) \neq 0$ and $\partial_{\Lambda} D_{\star}\left(\imath \beta_{0} ; \gamma_{0}\right) \neq 0$. By the implicit function theorem, there is an analytic function $\Lambda_{0}(\gamma)$ defined in a neighborhood of $\gamma_{0}$, such that $\Lambda_{0}\left(\gamma_{0}\right)=\imath \beta_{0}$ and $D_{\star}\left(\Lambda_{0}(\gamma) ; \gamma\right)=0$. By considering the power series expansion of $\Lambda_{0}(\gamma)$ about $\gamma_{0}$, we see, by taking $\gamma_{j}$ sufficiently close to $\gamma_{0}$, that $\Lambda_{0}(\gamma)$ is purely imaginary for real $\gamma$ in its maximal domain of analyticity, $\mathcal{O}$.

Let

$$
\gamma_{1}=\inf \left\{\gamma \in\left[0, \gamma_{0}\right) \cap \mathcal{O} \mid D_{\star}\left(\Lambda_{0}(\gamma) ; \gamma\right)=0\right\}
$$

For all $\gamma \in\left[\gamma_{1}, \gamma_{0}\right]$, we must have $\Im \Lambda_{0}(\gamma)>0$. If not, then by continuity there would exist $\gamma \in\left(\gamma_{1}, \gamma_{0}\right)$, for which $\Lambda_{0}(\gamma)=0$, yielding a contradiction as before.

Suppose $\gamma_{1}>0$. $\Im \Lambda_{0}\left(\gamma_{1}\right)>0$ because, if not, then by continuity there would exist $\gamma \in\left(\gamma_{1}, \gamma_{0}\right)$, for which $\Lambda_{0}(\gamma)=0$, leading to a contradiction again. Therefore, we may be sure that $\partial_{\Lambda} D_{\star}\left(\Lambda_{0}\left(\gamma_{1}\right) ; \gamma_{1}\right) \neq 0$. We may then apply the implicit function theorem, allowing us to continue $\Lambda_{0}$ below $\gamma_{1}$, another contradiction. Therefore $\gamma_{1}=0$. But then $\Im \Lambda_{0}(0)>0$ and $0=D_{\star}\left(\Lambda_{0}(0) ; 0\right)=D_{\mathrm{KdV}}\left(\Lambda_{0}(0)\right)$, a contradiction.

Remark 3.22. This result is limited by our inability to analytically evaluate the functional $\mathcal{N}\left[\phi_{c}\right]$. The authors were similarly stymied in [40], where the orbital stability of the solitary waves relies on proving $\partial_{c} \mathcal{N}\left[\phi_{c}\right]>0$. Here, as there, one may numerically evaluate the functional and observe its monotonicity in the speed argument. See [40] for the case $n=2$.

This result, along with (3.8) and Theorem 3.14, completes the proof of Theorem 3.1.

### 3.5. The generalized kernel.

Proposition 3.23. Let $c>n, a \leq a_{\star}(c)$ and assume $\partial_{c} \mathcal{N}\left[\phi_{c}\right] \neq 0$. Define
$\tilde{\xi}_{1}=\partial_{x} \phi_{c}$,
$\tilde{\xi}_{2}=\partial_{c} \phi_{c}$,
$\tilde{\eta}_{1}=\Theta\left[I-\phi_{c}^{-m} \partial_{x}\left(\phi_{c}^{n} \partial_{x} \cdot\right)\right] \int_{-\infty}^{x}\left(L_{c}^{\star}\right)^{-1}\left[I-\phi_{c}^{-m} \partial_{x}\left(\phi_{c}^{n} \partial_{x} \cdot\right)\right] \int_{-\infty}^{x} \frac{\partial_{x} \phi_{c}}{\phi_{c}^{n+m}} d x$,
$\tilde{\eta}_{2}=\Theta\left[I-\phi_{c}^{-m} \partial_{x}\left(\phi_{c}^{n} \partial_{x} \cdot\right)\right] \int_{-\infty}^{x} \frac{\partial_{x} \phi_{c}}{\phi_{c}^{n+m}} d x$,
$\Theta=\left(\partial_{c} \mathcal{N}\left[\phi_{c}\right]\right)^{-1}$.
For $j=1,2$, set

$$
\xi_{j}=e^{a y} \tilde{\xi}_{j} \quad \text { and } \quad \eta_{j}=e^{-a y} \tilde{\eta}_{j} .
$$

Then $\left\{\xi_{1}, \xi_{2}\right\}$ and $\left\{\eta_{1}, \eta_{2}\right\}$ are biorthogonal bases for $\operatorname{ker}_{g}\left(A_{a}\right)$ and $\operatorname{ker}_{g}\left(A_{a}^{\star}\right),\left\langle\xi_{i}, \eta_{j}\right\rangle=$ $\delta_{i j}$. They satisfy the relations

$$
\begin{array}{ll}
A_{a} \xi_{1}=0, & A_{a}^{\star} \eta_{2}=0 \\
A_{a} \xi_{2}=-\xi_{1}, & A_{a}^{\star} \eta_{1}=-\eta_{2}
\end{array}
$$

Proof. It is easy to verify $A \tilde{\xi}_{1}=0, A \tilde{\xi}_{2}=-\xi_{1}$, and $A^{\star} \tilde{\eta}_{2}=0$.

$$
\operatorname{ker}\left(L_{c}^{\star}\right)=\operatorname{span}\left\{\phi_{c}^{-n-m} \partial_{x} \phi_{c}\right\}
$$

The kernel is orthogonal to $\tilde{\eta}_{2}$ because $\tilde{\eta}_{2}$ is an even function, while the kernel is odd. Therefore, $\tilde{\eta}_{1}$ is well defined and $A^{\star} \tilde{\eta}_{1}=-\tilde{\eta}_{2}$.
4. Semigroup decay. The following result proves the convective stability of solitary waves under the linearized flow. As we will do in section 6, this may be employed to prove full nonlinear stability.

ThEOREM 4.1 (linearized stability). Assume $\gamma \in(0,1)$, $a \leq a_{\star}(\gamma)$, and there exists $\varepsilon>0$ such that $\lambda=0$ is the only eigenvalue of $A_{a}$ with $\Re \lambda \geq-\varepsilon$. Then the initial-value problem

$$
\begin{aligned}
w_{t} & =A_{a} w \\
w(0) & =w_{0} \in H^{1} \cap \operatorname{ker}_{\mathrm{g}}\left(A_{a}^{\star}\right)^{\perp}
\end{aligned}
$$

has a unique solution $w(t)=e^{A_{a} t} w_{0} \in C_{0}\left([0, \infty) ; H^{1}\right)$ with

$$
\begin{equation*}
\|w(t)\|_{H^{1}} \leq C e^{-b t}\left\|w_{0}\right\|_{H^{1}} \tag{4.1}
\end{equation*}
$$

for some $C>0$ and $b>0$.
Remark 4.2. There exists a $b_{\max }>0$ such that (4.1) will hold for all $b \in\left(0, b_{\max }\right)$. In particular, for $\gamma \in\left(0, \gamma_{\star}\right]$ and $a \in\left(\gamma \hat{\vartheta}, a_{\star}(\gamma)\right], b_{\max } \geq \varepsilon$; see Theorem 3.1.

Proof of Theorem 4.1. This is based on a result due to Prüss [30].
Theorem 4.3. Let $B$ be the infinitesimal generator of a $C_{0}$-semigroup on a Hilbert space $Z$. Let $b>0$. If there exists $M>0$ such that

$$
\left\|(\lambda I-B)^{-1}\right\|_{Z \rightarrow Z} \leq M \quad \text { for all } \Re \lambda>-b,
$$

then $\left\|e^{B t}\right\|_{Z \rightarrow Z} \leq e^{-b t}$.

Following the approach in [21] for Proposition 3.1, we first show that $A_{a}$ is the infinitesimal generator of a $C_{0}$-semigroup on $H^{1}$. Examining the Fourier symbol of $A_{a}^{\infty}, A_{a}^{\infty}$ is such a semigroup. As (B.16) shows, $A_{a}-A_{a}^{\infty}$ is a bounded operator, so we may apply Theorem 3.1.1 of [25], which states that bounded perturbations of infinitesimal generators are also infinitesimal generators.

Consider the Hilbert space

$$
Z=H^{1} \cap \operatorname{ker}_{\mathrm{g}}\left(A_{a}^{\star}\right)^{\perp}
$$

equipped with the $H^{1}$ norm and the operator

$$
B=\left.A_{a}\right|_{Z}
$$

the restriction of $A_{a}$ to $Z . B$ inherits from $A_{a}$ that it is the infinitesimal generator of a $C_{0}$-semigroup on $Z$. Also note that $\sigma(B)=\sigma\left(A_{a}\right) \backslash\{0\}$ by Theorem III- 6.17 of [14].

Recall from Theorem 3.1 that $\sigma_{\text {ess }}\left(A_{a}\right)$ is contained in left half-plane, and all points in $\sigma\left(A_{a}\right) \backslash \sigma_{\text {ess }}\left(A_{a}\right)$ are eigenvalues of finite multiplicity. By the assumption on the spectrum of $A_{a}$, the spectrum of $B$ is contained in the open left half-plane.

We will now prove there exists a uniform bound on resolvent of $B$ for $\Re \lambda>-b$ for some $b>0$. For $\lambda \in \rho(B)$,

$$
(\lambda I-B)^{-1}=\left.\left(\lambda I-A_{a}\right)^{-1}\right|_{Z}
$$

so

$$
\left\|(\lambda I-B)^{-1}\right\|_{Z \rightarrow Z} \leq\left\|\left(\lambda I-A_{a}\right)^{-1}\right\|_{H^{1} \rightarrow H^{1}}
$$

The resolvent of $A_{a}$ may be written as

$$
\left(\lambda I-A_{a}\right)^{-1}=(I-C(\lambda))^{-1}\left(\lambda I-A_{a}^{\infty}\right)^{-1}
$$

with $C(\lambda)$ as defined in Proposition 3.2. Since $\Re \sigma_{\text {ess }}\left(A_{a}\right) \leq-\omega<0$, we must have $b<\omega$. Then, for $\Re \lambda \geq-b$, the Fourier symbol of $\left(\lambda I-A_{a}^{\infty}\right)^{-1}$ is uniformly bounded, so

$$
\left\|\left(\lambda I-A_{a}^{\infty}\right)^{-1}\right\|_{H^{1} \rightarrow H^{1}} \leq M^{\prime} \quad \text { for some } M^{\prime}>0
$$

By Proposition 3.3 , for $\Re \lambda \geq-b \geq-\frac{1}{2} a c \gamma^{2}$, there exists $R^{\prime}>0$ such that

$$
\left\|(I-C(\lambda))^{-1}\right\|_{H^{1} \rightarrow H^{1}} \leq 2 \quad \text { for }|\lambda|>R^{\prime}
$$

Therefore,

$$
\left\|(\lambda I-B)^{-1}\right\|_{Z \rightarrow Z} \leq\left\|\left(\lambda-A_{a}\right)^{-1}\right\|_{H^{1} \rightarrow H^{1}} \leq 2 M^{\prime} \quad \text { for } \Re \lambda \geq-b \text { and }|\lambda|>R^{\prime}
$$

For $|\lambda| \leq R^{\prime}$ and $\Re \lambda \geq-\varepsilon, B$ has no eigenvalues. $B$ is a closed operator, and therefore $(\lambda I-B)^{-1}$ is holomorphic on this compact set (see Theorem III-6.7 of [14]) giving the bound

$$
\left\|(\lambda I-B)^{-1}\right\|_{Z \rightarrow Z} \leq M^{\prime \prime} \quad \text { for some } M^{\prime \prime}>0
$$

Hence for all $\Re \lambda \geq-\min \{b, \varepsilon\}$,

$$
\left\|(\lambda-B)^{-1}\right\|_{Z \rightarrow Z} \leq \max \left\{2 M^{\prime}, M^{\prime \prime}\right\}
$$

and we may apply Theorem 4.3.
5. Prelude to nonlinear stability. We need three results about our system before we can prove Theorem 1.1. First, we establish a criterion for when a decomposition of $\phi$ into a modulating solitary wave and a perturbation is possible. Then we derive equations for the evolution of the parameters associated with this modulating solitary wave. Finally, we relate the $H^{1}$ norm to the $H_{a}^{1}$ norm of the perturbation.
5.1. Local existence of decomposition and continuation principles. In analyzing the weighted perturbation $w$, we wish to treat the nonlinear terms perturbatively, with the leading order behavior governed by the linear operator $A_{a}$. As noted in Proposition 3.23, the operator has a two-dimensional kernel. To prevent the appearance of secular terms, the perturbation must be orthogonal to $\operatorname{ker}_{\mathrm{g}}\left(A_{a}^{\star}\right)$; this reveals how the decomposition of $\phi$ into a perturbation and a modulated solitary wave, (2.28), occurs. This follows the strategy of [26] and [21].

Proposition 5.1. Let $c_{0}>n, a \leq a_{\star}\left(c_{0}\right)$, and $t_{1}>0$. Given $\delta_{1}>0$, there exists $\delta_{0}>0$ such that for any $\phi-1 \in C^{1}\left(\left[0, t_{1}\right] ; H^{1} \cap H_{a}^{1}\right)$ satisfying

$$
\begin{equation*}
\sup _{t \leq t_{1}}\left\|e^{a\left(\cdot+\theta_{0}\right)}\left(\phi(\cdot, t)-\phi_{c_{0}}\left(\cdot-c_{0} t+\theta_{0}\right)\right)\right\|_{H^{1}} \leq \delta_{0} \quad \text { for some } \theta_{0} \in \mathbb{R} \tag{5.1}
\end{equation*}
$$

there exists a unique mapping $t \mapsto(\theta(t), c(t))$ in $C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right)$ such that

$$
\begin{gather*}
\sup \left|\theta(t)-\theta_{0}\right|+\sup |\dot{\theta}(t)|+\sup \left|c(t)-c_{0}\right|+\sup |\dot{c}(t)| \leq \delta_{1}, \quad t \leq t_{1}  \tag{5.2}\\
\mathcal{T}_{k}[\phi-1, \theta, c]=\left\langle\phi(x, t)-\phi_{c(t)}(y), \tilde{\eta}_{j}(y)\right\rangle=0 \quad \text { for } j=1,2 \text { and } t \in\left[0, t_{1}\right] \tag{5.3}
\end{gather*}
$$

where $y=x-\int_{0}^{t} c(s) d s+\theta(t)$.
The number $\delta_{0}$ may be chosen as a decreasing function of $t_{1}$.
Proof. The proof is via the implicit function theorem. In this context, the Banach spaces are $C^{1}\left(\left[0, t_{1}\right] ; H_{a}^{1}\right)$ and $C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right)$, the latter space equipped with the norm

$$
\sup _{t \leq t_{1}}|\theta(t)|+\sup _{t \leq t_{1}}|\dot{\theta}(t)|+\sup _{t \leq t_{1}}|c(t)|+\sup _{t \leq t_{1}}|\dot{c}(t)|
$$

The functional is

$$
\mathcal{T}=\left(\mathcal{T}_{1}, \mathcal{T}_{2}\right)^{T}: C^{1}\left(\left[0, t_{1}\right] ; H_{a}^{1}\right) \times C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right) \rightarrow C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right)
$$

and it is $C^{1}$ in its arguments, permitting the use of the implicit function theorem.
Setting

$$
\mathbf{U}_{0}=\left(\phi_{c_{0}}\left(x-c_{0} t\right)-1, \quad 0, \quad c_{0}\right)
$$

we see $\mathcal{T}\left[\mathbf{U}_{0}\right]=0$. The Fréchet derivative at $\mathbf{U}_{0}$ is

$$
\begin{align*}
D \mathcal{T} & {\left[\mathbf{U}_{0}\right] } \\
& \left.\begin{array}{cc}
\delta \phi, & \delta \theta, \quad \\
& \delta c
\end{array}\right)  \tag{5.4}\\
& =\binom{\left\langle e^{a\left(x-c_{0} t\right)} \delta \phi(x, t), \eta_{1}\left(x-c_{0} t\right)\right\rangle-\int_{0}^{1} \delta c(s) d s+\delta \theta(t)}{\left\langle e^{a\left(x-c_{0} t\right)} \delta \phi(x, t), \eta_{2}\left(x-c_{0} t\right)\right\rangle+\delta c(t)} .
\end{align*}
$$

The derivative acting on the $(\theta, c)$ is $\left(\begin{array}{cc}I & -B \\ 0 & I\end{array}\right),(B f)(t)=\int_{0}^{t} f(s) d s$. This block operator has a bounded inverse on $C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right) \rightarrow C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right)$. By the implicit function theorem, there exists $\delta_{0}>0$, such that if

$$
\sup _{t \leq t_{1}}\left\|\phi\left(\cdot-\theta_{0}, t\right)-\phi_{c_{0}}\left(\cdot-c_{0} t\right)\right\|_{H_{a}^{1}}<\delta_{0} \quad \text { for some } \theta_{0} \in \mathbb{R},
$$

then there exists a mapping in $C^{1}\left(\left[0, t_{1}\right] ; \mathbb{R}^{2}\right), t \mapsto(\tilde{\theta}(t), c(t))$, satisfying

$$
\begin{gathered}
\sup |\tilde{\theta}(t)|+\sup |\dot{\tilde{\theta}}(t)|+\sup \left|c(t)-c_{0}\right|+\sup |\dot{c}(t)|<\delta_{1} \quad \text { for } t \leq t_{1} \\
\left.\mathcal{T}\left[\phi\left(\cdot-\theta_{0}, t\right)\right)-1, \tilde{\theta}(t), c(t)\right]=0 \quad \text { for } t \leq t_{1}
\end{gathered}
$$

Defining $\theta(t)=\tilde{\theta}(t)+\theta_{0}$, and applying the change of variables $x \mapsto \tilde{x}+\theta_{0}$, we obtain the form given in (5.1), (5.2), and (5.3).

Finally, because our norms are taken as the supremum over $t \leq t_{1}$, if $\delta_{0}$ works for $t_{1}$, then it will also work for any $t_{2} \leq t_{1}$. This allows $\delta_{0}$ to be constructed as a decreasing function of $t_{1}$.

PROPOSITION 5.2. Let $c_{0}>n, a \leq a_{\star}\left(c_{0}\right)$ and assume $\phi-1 \in C^{1}\left(\left[0, T_{\max }\right]\right.$; $\left.H^{1} \cap H_{a}^{1}\right), T_{\max }>0$ solves (1.2).

Given $\delta_{1}>0$, there exist $\delta_{0}>0$ and $\delta_{0}^{\prime}>0$, such that for any $t_{0} \in\left[0, T_{\max }\right)$, if the decomposition of $\phi, v(y, t)=\phi(x, t)-\phi_{c(t)}(y), y=x-\int_{0}^{t} c(s) d s+\theta(t)$, and $(\theta, c) \in C^{1}\left(\left[0, t_{0}\right] ; \mathbb{R}^{2}\right)$ satisfies

$$
\begin{gather*}
\sup _{t \leq t_{0}}\|v(t)\|_{H_{a}^{1}} \leq \delta_{0} / 3  \tag{5.5}\\
\sup _{t \leq t_{0}}\left|c(t)-c_{0}\right| \leq \delta_{0}^{\prime}  \tag{5.6}\\
\mathcal{T}[\phi-1, \theta, c](t)=0 \quad \text { for } t \in\left[0, t_{0}\right], \tag{5.7}
\end{gather*}
$$

then there is a unique extension of $(\theta, c)$ in $C^{1}\left(\left[0, t_{0}+t_{\star}\right] ; \mathbb{R}^{2}\right)$ for some $t_{\star}>0$ such that

$$
\begin{align*}
& \quad \mathcal{T}[\phi-1, \theta, c](t)=0 \quad \text { for } t \leq t_{0}+t_{\star} \leq T_{\max }  \tag{5.8}\\
& \sup \left|\theta(t)-\theta\left(t_{0}\right)\right|+\sup |\dot{\theta}(t)|  \tag{5.9}\\
& +\sup \left|c(t)-c\left(t_{0}\right)\right|+\sup |\dot{c}(t)| \leq \delta_{1}, \quad t \in\left[t_{0}, t_{0}+t_{\star}\right]
\end{align*}
$$

Proof. This follows the proof of Proposition 5.2 in [28], although we are forced to modify it as we do not know a priori that a solution exists for all time.

Given $\delta_{1}$, let $\delta_{0}>0$ be the value from Proposition 5.1 with $t_{1}=\frac{1}{2}\left(T_{\max }-t_{0}\right)$. Set $\tilde{\phi}(x, t)=\phi\left(x, t+t_{0}\right), \theta_{1}=-\int_{0}^{t_{0}} c(s) d s+\theta\left(t_{0}\right)$. Let $\delta_{0}^{\prime}$ be sufficiently small such that

$$
\begin{equation*}
\left\|\phi_{c^{\prime}}-\phi_{c_{0}}\right\|_{H^{1} \cap H_{a}^{1}} \leq \delta_{0} / 3 \quad \text { for all } c^{\prime} \text { such that } \quad\left|c^{\prime}-c_{0}\right| \leq \delta_{0}^{\prime} \tag{5.10}
\end{equation*}
$$

Then, since

$$
\begin{aligned}
\left\|e^{a\left(\cdot+\theta_{1}\right)}\left(\tilde{\phi}(0)-\phi_{c_{0}}\left(\cdot+\theta_{1}\right)\right)\right\|_{H^{1}} \leq & \left\|e^{a\left(\cdot+\theta_{1}\right)}\left(\tilde{\phi}(0)-\phi_{c_{1}}\left(\cdot+\theta_{1}\right)\right)\right\|_{H^{1}} \\
& +\left\|e^{a\left(\cdot+\theta_{1}\right)}\left(\phi_{c_{1}}\left(\cdot+\theta_{1}\right)-\phi_{c_{0}}\left(\cdot+\theta_{1}\right)\right)\right\|_{H^{1}} \\
& =\left\|v\left(t_{0}\right)\right\|_{H_{a}^{1}}+\left\|\phi_{c_{1}}-\phi_{c_{0}}\right\|_{H_{a}^{1}} \leq \frac{2}{3} \delta_{0}
\end{aligned}
$$

we have

$$
\begin{aligned}
\left\|e^{a\left(\cdot+\theta_{1}\right)}\left(\tilde{\phi}(t)-\phi_{c_{0}}\left(\cdot-c_{0} t+\theta_{1}\right)\right)\right\|_{H^{1}} \leq & \left\|e^{a\left(\cdot+\theta_{1}\right)}(\tilde{\phi}(t)-\tilde{\phi}(0))\right\|_{H^{1}}+\frac{2}{3} \delta_{0} \\
& =e^{a \theta_{1}}\left\|\phi\left(t+t_{0}\right)-\phi\left(t_{0}\right)\right\|_{H^{1} \cap H_{a}^{1}}+\frac{2}{3} \delta_{0}
\end{aligned}
$$

As $\phi$ is continuous in time, there exists a $t_{\star} \leq t_{1}$, such that

$$
\sup _{t \leq t_{*}}\left\|e^{a\left(\cdot+\theta_{1}\right)}\left(\tilde{\phi}(t)-\phi_{c_{0}}\left(\cdot-c_{0} t+\theta_{1}\right)\right)\right\|_{H^{1}} \leq \delta_{0}
$$

Therefore, $\tilde{\phi}$ satisfies the hypotheses of Proposition 5.1. We have a unique $(\tilde{\theta}(t), \tilde{c}(t))$ with $(\tilde{\theta}(0), \tilde{c}(0))=\left(\theta\left(t_{0}\right), c\left(t_{0}\right)\right)$. This gives us the extension $(\theta(t), c(t))=\left(\tilde{\theta}\left(t-t_{0}\right)-\right.$ $\left.\theta_{0}+\theta\left(t_{0}\right), \tilde{c}\left(t-t_{0}\right)\right)$ for $t \in\left[t_{0}, t_{0}+t_{\star}\right]$ and (5.9) will hold.
5.2. Modulation equations. Given that the perturbation must be orthogonal to $\operatorname{ker}_{\mathrm{g}}\left(A_{a}^{\star}\right)$, the associated constraints give a pair of ODEs, coupled to the perturbation, giving a complete system of three equations for the three dependent variables.

Let $P$ denote the projection onto $\operatorname{ker}_{\mathrm{g}}\left(A_{a}^{\star}\right)$. Assuming this space is two-dimensional, we use the biorthogonal bases given in Proposition 3.23 to define projection onto this space and its complement,

$$
\begin{align*}
& P=\left\langle\eta_{1}, \cdot\right\rangle \xi_{1}+\left\langle\eta_{2}, \cdot\right\rangle \xi_{2}  \tag{5.11}\\
& Q=I-P \tag{5.12}
\end{align*}
$$

The secular terms are excised from the perturbation equation, (2.36), by requiring that

$$
\begin{align*}
w_{\tau} & =A_{a} w+Q \mathcal{G}  \tag{5.13}\\
P \mathcal{G} & =0  \tag{5.14}\\
\operatorname{Pw}(\tau=0) & =0 . \tag{5.15}
\end{align*}
$$

Constraint (5.14) corresponds to

$$
\begin{equation*}
\left\langle\eta_{j}, \mathcal{G}\right\rangle=0 \quad \text { for } j=1,2 \tag{5.16}
\end{equation*}
$$

These two equations govern $c(t)$ and $\theta(t)$, completing our system.
Defining $p_{1}(y, t)=\partial_{y} \phi_{c(t)}(y)-\partial_{y} \phi_{c_{0}}(y)$ and $p_{2}(y, t)=\partial_{c} \phi_{c(t)}(y)-\partial_{c} \phi_{c_{0}}(y)$, the derived system is

$$
\left(\begin{array}{cc}
1+\left\langle\tilde{\eta}_{1}, p_{1}\right\rangle & \left\langle\tilde{\eta}_{1}, p_{2}\right\rangle  \tag{5.17}\\
\left\langle\tilde{\eta}_{2}, p_{1}\right\rangle & 1+\left\langle\tilde{\eta}_{2}, p_{2}\right\rangle
\end{array}\right)\binom{\dot{\theta}}{\dot{c}}=\frac{c-\dot{\theta}}{c_{0}}\binom{\left\langle\eta_{1}, S_{a}\left[c_{0}, c, \dot{\theta}\right] w\right\rangle}{\left\langle\eta_{2}, S_{a}\left[c_{0}, c, \dot{\theta}\right] w\right\rangle}+\binom{\left\langle\eta_{1}, \mathcal{G}_{1}\right\rangle}{\left\langle\eta_{2}, \mathcal{G}_{1}\right\rangle}
$$

However, the right-hand side still has $\dot{\theta}$ dependence. Observe that

$$
\begin{align*}
\frac{c-\dot{\theta}}{c_{0}} S_{a}\left[c_{0}, c, \dot{\theta}\right] w= & c m  \tag{5.18}\\
+ & {\left[\frac{c}{c_{0}} n \partial_{y} \log \left(\frac{\phi_{c_{0}}}{\phi_{c}}\right)\right] w-\dot{\theta} m \partial_{y} \log \left(\phi_{c_{0}}\right) w } \\
& -n \phi_{c}^{m} H_{c_{0}, a}^{-1} D_{a}\left[\left(\phi_{c_{0}, a}^{-1} D_{a}\left[\left(\phi_{c}^{-1}\left(\phi_{c_{0}}^{-1}-1\right)\right) \cdot c\left(\phi_{c}^{-1}-1\right)\right) \cdot\right]\right] w \\
- & \frac{\dot{\theta}}{c_{0}} \phi_{c_{0}}^{m} H_{\phi_{c_{0}}, a}^{-1} D_{a}\left[\left(\phi_{c_{0}}^{-1}-c_{0}\left(\phi_{c_{0}}^{-1}-1\right)\right) \cdot\right] w \\
- & c m\left[\phi_{c_{0}}^{m} H_{\phi_{c_{0}}, a}^{-1}\left[\partial_{y}\left(\log \phi_{c_{0}}\right) \cdot\right]-\phi_{c}^{m} \mathcal{H}_{\phi_{c}, a}^{-1}\left[\partial_{y}\left(\log \phi_{c}\right) \cdot\right]\right] w \\
+ & \dot{\theta} m \phi_{c_{0}}^{m} H_{\phi_{c_{0}, a}}^{-1}\left[\partial_{y}\left(\log \phi_{c_{0}}\right) \cdot\right] w
\end{align*}
$$

Defining

$$
\begin{align*}
\widetilde{S}_{a}= & \widetilde{S}_{a}^{1}+\widetilde{S}_{a}^{2}+\widetilde{S}_{a}^{3}  \tag{5.19}\\
\widetilde{S}_{a}^{1}= & c m\left(\phi_{c_{0}}^{-1} \partial_{y} \phi_{c_{0}}-\phi_{c}^{-1} \partial_{y} \phi_{c}\right)  \tag{5.20}\\
\widetilde{S}_{a}^{2}= & n\left\{\frac{c}{c_{0}} \phi_{c_{0}}^{m} H_{\phi_{c_{0}, a}^{-1}}^{-1} D_{a}\left[\left(\phi_{c_{0}}^{-1}-c_{0}\left(\phi_{c_{0}}^{-1}-1\right)\right) \cdot\right]\right.  \tag{5.21}\\
& \left.\quad-\phi_{c}^{m} H_{\phi_{c}, a}^{-1} D_{a}\left[\left(\phi_{c}^{-1}-c\left(\phi_{c}^{-1}-1\right)\right) \cdot\right]\right\} \\
& \widetilde{S}_{a}^{3}=  \tag{5.22}\\
& -c m\left[\phi_{c_{0}}^{m} H_{\phi_{c_{0}}, a}^{-1}\left(\phi_{c_{0}}^{-1} \partial_{y} \phi_{c_{0}} \cdot\right)-\phi_{c}^{m} H_{\phi_{c}, a}^{-1}\left(\phi_{c}^{-1} \partial_{y} \phi_{c} \cdot\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
T_{a}= & -m \phi_{c_{0}}^{-1} \partial_{y} \phi_{c_{0}}-c_{0}^{-1} \phi_{c_{0}}^{m} H_{\phi_{c_{0}}, a}^{-1} D_{a}\left[\left(\phi_{c_{0}}^{-1}-c_{0}\left(\phi_{c_{0}}^{-1}-1\right)\right) \cdot\right] \\
& +m \phi_{c_{0}}^{m} H_{\phi_{c_{0}}, a}^{-1}\left(\phi_{c_{0}}^{-1} \partial_{y} \phi_{c_{0}} \cdot\right) \tag{5.23}
\end{align*}
$$

the right-hand side of (5.17) may be written as

$$
\binom{\left\langle\eta_{1}, \widetilde{S}_{a} w\right\rangle}{\left\langle\eta_{2}, \widetilde{S}_{a} w\right\rangle}+\dot{\theta}\binom{\left\langle\eta_{1}, T_{a} w\right\rangle}{\left\langle\eta_{2}, T_{a} w\right\rangle}+\binom{\left\langle\eta_{1}, \mathcal{G}_{1}\right\rangle}{\left\langle\eta_{2}, \mathcal{G}_{1}\right\rangle}
$$

Equation(5.17) may be solved algebraically so that $\dot{\theta}$ appears only on the left-hand side,

$$
\begin{align*}
\mathcal{B}(t)\binom{\dot{\theta}}{\dot{c}} & =\left(\begin{array}{cc}
1+\left\langle\tilde{\eta}_{1}, p_{1}\right\rangle-\left\langle\eta_{1}, T_{a} w\right\rangle & \left\langle\tilde{\eta}_{1}, p_{2}\right\rangle \\
\left\langle\tilde{\eta}_{2}, p_{1}\right\rangle-\left\langle\eta_{2}, T_{a} w\right\rangle & 1+\left\langle\tilde{\eta_{2}}, p_{2}\right\rangle
\end{array}\right)\binom{\dot{\theta}}{\dot{c}} \\
& =\binom{\left\langle\eta_{1}, \widetilde{S}_{a} w\right\rangle}{\left\langle\eta_{2}, \widetilde{S}_{a} w\right\rangle}+\binom{\left\langle\eta_{1}, \mathcal{G}_{1}\right\rangle}{\left\langle\eta_{2}, \mathcal{G}_{1}\right\rangle} \tag{5.24}
\end{align*}
$$

where $\mathcal{B}(t)=I+O\left(\left|c(t)-c_{0}\right|\right)+O\left(\|w\|_{L^{2}}\right)$; for sufficiently small $\left|c(t)-c_{0}\right|+\|w\|_{L^{2}}$, $\mathcal{B}$ is invertible. Thus we have equations for $\dot{\theta}$ and $\dot{c}$, closing the system for $(v, c, \theta)$.

Remark 5.3. In (5.24), we see that when $\mathcal{B}(t)$ is inverted, the right-hand side of the system is continuous in $t$. Therefore, provided $c(t), \theta(t)$, and $w(t)$ are continuous in $t, c(t)$ and $\theta(t)$ will actually be $C^{1}$.
5.3. Lyapunov bound. Using the functional $\mathcal{N}[\phi]$, defined in (2.8), we have the following.

Proposition 5.4. Let $c_{0}>n, a \leq a_{\star}\left(c_{0}\right)$, and let $\phi(x, t)$ be a solution to (1.2) in $C^{1}\left([0, T] ; H^{1} \cap H_{a}^{1}\right)$ with data

$$
\phi_{0}=\phi_{c_{0}}\left(x+\theta_{0}\right)+v_{0}(x), \quad \theta_{0} \in \mathbb{R}
$$

Assume the decomposition $\phi(x, t) \rightarrow(v(y, t), \theta(t), c(t))$ exists for $t \leq T$ and

$$
\begin{gathered}
\left|c(t)-c_{0}\right|+\|v(\cdot, t)\|_{H^{1}} \leq \delta_{1}<1 \quad \text { for } t \leq T \\
\left.\partial_{c} \mathcal{N}\left[\phi_{c}\right]\right|_{c=c_{0}} \neq 0
\end{gathered}
$$

Then there exist constants $K$ and $K^{\prime}$ such that

$$
\begin{gather*}
\|v\|_{H^{1}}^{2}\left(1-K^{\prime}\|v\|_{H^{1}}\right) \leq K\left(|\Delta \mathcal{N}|+\|w\|_{L^{2}}+\|w\|_{L^{2}}^{2}\right.  \tag{5.25}\\
\left.\quad+\left|c(t)-c_{0}\right|+\left|c(t)-c_{0}\right|^{2}+\left|c(t)-c_{0}\right|^{3}\right) \\
\Delta \mathcal{N}=\mathcal{N}\left[\phi_{c(t)}+v\right]-\mathcal{N}\left[\phi_{c_{0}}\right]
\end{gather*}
$$

Remark 5.5. This proposition, which relates the unweighted norm of the perturbation to the weighted norm, is where the invariance of $\mathcal{N}$ is particularly useful. In [29], the Boussinesq equations lacked such an invariant; thus, only linear stability was proven. Strictly speaking, it would be sufficient for $\Delta \mathcal{N}$ to be bounded in terms of the data; the conservation of $\mathcal{N}$ is not essential, though it is helpful.

Proof. Taylor expanding $\mathcal{N}$ about a solitary wave with perturbation $z$, we obtain

$$
\mathcal{N}\left[\phi_{c_{0}}+z\right]=\mathcal{N}\left[\phi_{c_{0}}\right]+\left\langle\delta \mathcal{N}\left[\phi_{c_{0}}\right], z\right\rangle+\frac{1}{2}\left\langle\delta^{2} \mathcal{N}\left[\phi_{c_{0}}\right] z, z\right\rangle+O\left(\|z\|_{H^{1}}^{3}\right)
$$

From [38], the first and second variations are

$$
\begin{align*}
\left\langle\delta \mathcal{N}\left[\phi_{c_{0}}\right], z\right\rangle= & \int\left(\frac{1-\phi_{c_{0}}^{1-n-m}}{n+m-1}+m \phi_{c_{0}}^{-2 m-1}\left(\partial_{x} \phi_{c_{0}}\right)^{2}-\partial_{x}^{2} \phi_{c_{0}}^{-2 m} \phi_{c_{0}}\right) z d x  \tag{5.26}\\
= & \Theta^{-1}\left\langle\tilde{\eta}_{2}, z\right\rangle \\
\left\langle\delta^{2} \mathcal{N}\left[\phi_{c_{0}}\right] z, z\right\rangle= & \int\left(\phi_{c_{0}}^{-n-m}-m(1+2 m) \phi_{c_{0}}^{-2 m-2}\left(\partial_{x} \phi_{c_{0}}\right)^{2}\right) z^{2} d x \\
& +\int\left(2 m \phi_{c_{0}}^{-2 m-1} \partial_{x}^{2} \phi_{c_{0}}\right) z^{2} d x+\int \phi_{c_{0}}^{-2 m}\left(\partial_{x} z\right)^{2} d x \tag{5.27}
\end{align*}
$$

where $\tilde{\eta}_{2}$ and $\Theta$ are as defined in Proposition 3.23.
Take $z(y, t)=\phi_{c(t)}(y)-\phi_{c_{0}}(y)+v(y, t)=\phi(x, t)-\phi_{c_{0}}(y)$. Then

$$
\begin{align*}
\left\langle\delta \mathcal{N}\left[\phi_{c_{0}}\right], z\right\rangle & =\left\langle\Theta^{-1} \tilde{\eta}_{2}, z(y, t)\right\rangle \\
& =\Theta^{-1}\left\langle\tilde{\eta}_{2}, \phi_{c(t)}(y)-\phi_{c_{0}}(y)\right\rangle+\Theta^{-1}\left\langle\tilde{\eta}_{2}, v(y, t)\right\rangle \tag{5.28}
\end{align*}
$$

Using the continuity of $c \mapsto \phi_{c}-1$,

$$
\begin{equation*}
\Theta^{-1}\left\langle\tilde{\eta}_{2}, \phi_{c(t)}(y)-\phi_{c_{0}}(y)\right\rangle \leq K\left|c(t)-c_{0}\right| \tag{5.29}
\end{equation*}
$$

The term with the perturbation, $v$, may be bounded by

$$
\begin{equation*}
\Theta^{-1}\left\langle\tilde{\eta}_{2}, v(y, t)\right\rangle=\Theta^{-1}\left\langle\eta_{2}, w(y, t)\right\rangle \leq \Theta^{-1}\left\|\eta_{2}\right\|_{L^{2}}\|w\|_{L^{2}} \leq K\|w\|_{L^{2}} \tag{5.30}
\end{equation*}
$$

Now we bound the second variation. For brevity, let

$$
\Phi_{c_{0}}=-m(1+2 m) \phi_{c_{0}}^{-2 m-2}\left(\partial_{x} \phi_{c_{0}}\right)^{2}+2 m \phi_{c_{0}}^{-2 m-1} \partial_{x}^{2} \phi_{c_{0}}
$$

Then

$$
\begin{align*}
\left\langle\delta^{2} \mathcal{N}\left[\phi_{c_{0}}\right] z, z\right\rangle= & \int \phi_{c_{0}}^{-2 m}\left(\partial_{x} z\right)^{2}+\phi_{c_{0}}^{-n-m} z^{2}+\int \Phi_{c_{0}} z^{2} \\
\geq & K\|z\|_{H^{1}}^{2}+\left\langle\Phi_{c_{0}},\left(\phi_{c(t)}-\phi_{c_{0}}\right)^{2}\right\rangle \\
& +2\left\langle\Phi_{c_{0}},\left(\phi_{c(t)}-\phi_{c_{0}}\right) v\right\rangle+\left\langle\Phi_{c_{0}}, v^{2}\right\rangle  \tag{5.31}\\
\geq & K_{1}\|v\|_{H^{1}}^{2}-K_{2}\left|c(t)-c_{0}\right|^{2} \\
& -K_{3}\left|c(t)-c_{0}\right|-K_{4}\left\langle\Phi_{c_{0}} e^{-a y}, w^{2}\right\rangle
\end{align*}
$$

We would like $\Phi_{c_{0}} e^{-2 a y} \in L^{\infty}$, so that the last term may be estimated by $\|w\|_{L^{2}}^{2}$. Since $a \leq a_{\star}(\gamma)<\frac{1}{2} \gamma$, we may do this.

Lastly, we have the remainder term $\mathcal{R}\left[\phi_{c_{0}}, z\right]$. Because of the a priori bound on $\|v\|_{H^{1}}$, this may be estimated as

$$
\begin{equation*}
\left|\mathcal{R}\left[\phi_{c_{0}}, z\right]\right| \leq K\|z\|_{H^{1}}^{3} \leq K\left(\left|c(t)-c_{0}\right|^{3}+\|v\|_{H^{1}}^{3}\right) \tag{5.32}
\end{equation*}
$$

Combining these estimates, (5.29), (5.30), (5.31), and (5.32), gives us

$$
\begin{aligned}
\|v\|_{H^{1}}^{2}\left(1-D\|v\|_{H^{1}}\right) \leq & K\left(|\Delta \mathcal{N}|+\left|c(t)-c_{0}\right|+\left|c(t)-c_{0}\right|^{2}+\left|c(t)-c_{0}\right|^{3}\right) \\
& +K\left(\|w\|_{L^{2}}+\|w\|_{L^{2}}^{2}\right) .
\end{aligned}
$$

6. Proof of main results. Before proving Theorem 1.1, we make an a priori estimate.

### 6.1. A priori estimates.

Proposition 6.1. Let $c_{0}>n, a \leq a_{\star}\left(c_{0}\right)$, and assume there exists $\varepsilon>0$ such that
$\sigma\left(A_{a}\right) \cap\{\Re \lambda \geq-\varepsilon\}=\{0\}, \quad \lambda=0$ is an eigenvalue of algebraic multiplicity two.
Let $T>0$. There exist $\delta_{\star} \in(0,1)$ and $K_{\star} \geq 1$ such that if the $\phi(x, t)-1 \in$ $C^{1}\left([0, T] ; H^{1} \cap H_{a}^{1}\right)$ solves (1.2) and satisfies, for $t \leq T$,

$$
\begin{align*}
& \inf _{x} \phi(x, t) \geq \alpha_{0}>0  \tag{6.1}\\
& \inf _{x} \phi(x, t)^{m}-a^{2} \phi(x, t)^{n} \geq \beta_{0}>0 \tag{6.2}
\end{align*}
$$

and furthermore
(i) the decomposition $\phi(x, t) \mapsto(v(y, t), c(t), \theta(t))$ exists for $t \leq T$;
(ii) for $t \leq T$

$$
\begin{align*}
& \sqrt{|\Delta \mathcal{N}|}+\sqrt{\|w(t)\|_{H^{1}}}+\sqrt{\left|c(t)-c_{0}\right|} \\
& \quad+\left|\theta(t)-\theta_{0}\right|+\left|1-\frac{c_{0}}{c(t)-\dot{\theta}(t)}\right|+\|v(t)\|_{H^{1}} \leq \delta_{\star} \tag{6.3}
\end{align*}
$$

(iii) the data satisfies

$$
\begin{equation*}
\sqrt{\left|c(0)-c_{0}\right|}+\left|\theta(0)-\theta_{0}\right|+\sqrt{|\Delta \mathcal{N}|}+\sqrt{\|w(0)\|_{H^{1}}} \leq \epsilon<\delta_{\star} \tag{6.4}
\end{equation*}
$$

then for $t \in[0, T]$,

$$
\begin{equation*}
\sqrt{e^{\kappa t}\|w(t)\|_{H^{1}}}+\sqrt{\left|c(t)-c_{0}\right|}+\left|\theta(t)-\theta_{0}\right|+\left|1-\frac{c_{0}}{c(t)-\dot{\theta}(t)}\right|+\|v(t)\|_{H^{1}} \leq K_{\star} \epsilon \tag{6.5}
\end{equation*}
$$

with $\kappa=\kappa\left(\alpha_{0}, \beta_{0}, \delta_{\star}\right) \in\left(0, b_{\max }\right)$.
Proof. The strategy for proving this proposition is to show that the left-hand side of (6.5) may be estimated in terms of their data, (6.4), using (6.3). This largely follows the proof in [21], with a few changes. The need to estimate $\left|1-c_{0} /(c-\dot{\theta})\right|$ in terms of the data will require use of the modulation equations, (5.24), to control $\dot{\theta}$, and to control $\|w\|_{H^{1}}$, we will need to work in $\tau$-time. Thus we make the following estimates.

Temporal change of variables. First, let us assume that $\delta_{\star} \leq \frac{1}{2}$. Then, since $c_{0}>n>1, \frac{1}{2} c_{0} \leq c(t) \leq \frac{3}{2} c_{0}$. Furthermore, this initial choice of $\delta_{\star}$ ensures

$$
\frac{1}{2} \leq \frac{c_{0}}{c(t)-\dot{\theta}(t)}=\frac{d \tau}{d t} \leq \frac{3}{2}
$$

so the change of variables $\tau=\tau(t)$ is well defined.
Time derivatives of modulation parameters. Examining (5.24), $\mathcal{B}(t)=I+O(\mid c(t)-$ $\left.c_{0} \mid\right)+O\left(\|w\|_{L^{2}}\right)$; so there exists $\delta_{\mathcal{B}}>0$ such that for $\delta_{\star} \leq \delta_{\mathcal{B}}, \mathcal{B}(t)$ will be invertible. Therefore

$$
\begin{equation*}
|\dot{\theta}(t)|+|\dot{c}(t)| \leq\left|\mathcal{B}(t)^{-1}\right|\left(\left\|\widetilde{S}_{a} w\right\|_{L^{2}}+\left\|\mathcal{G}_{1}\right\|_{L^{2}}\right)_{L^{2}} \leq K_{1}\left(\left|c-c_{0}\right|+\|v\|_{H^{1}}\right)\|w\|_{L^{2}} \tag{6.6}
\end{equation*}
$$

permitting the estimate

$$
\begin{equation*}
|\dot{\theta}(t)|+|\dot{c}(t)| \leq K_{1} \delta_{\star}^{3} \tag{6.7}
\end{equation*}
$$

As terms of the form $1 /(c-\dot{\theta})$ will appear, we will assume that

$$
\delta_{\star} \leq\left(\frac{1}{2 K_{1}}\right)^{1 / 3}=\delta_{\theta}
$$

so $|\dot{\theta}| \leq \frac{1}{2}$, and this quotient will be well defined and bounded.
Weighted perturbation. In $\tau$-time, $\|w(\tau)\|_{H^{1}}$ is

$$
w(\tau)=e^{A_{a} \tau} w(\tau(t=0))+\int_{\tau(0)}^{\tau} e^{A_{a}(\tau-s)} Q \mathcal{G}(s) d s
$$

By the semigroup decay estimate of Theorem 4.1, there exist $K_{2}>0$ and $b_{\max }>0$ such that

$$
\|w(\tau)\|_{H^{1}} \leq K_{2} e^{-b \tau}\|w(\tau(0))\|_{H^{1}}+K_{2} \int_{\tau(0)}^{\tau} e^{-b(\tau-s)}\|Q \mathcal{G}(s)\|_{H^{1}} d s
$$

for any $b \in\left(0, b_{\max }\right)$. Estimating $\mathcal{G}$, we obtain

$$
\begin{align*}
\|\mathcal{G}\|_{H^{1}} \leq & K\left[\left|\frac{c_{0}}{c-\dot{\theta}}\right|(|\dot{\theta}|+|\dot{c}|)+\left(\left|c-c_{0}\right|+\left|1-\frac{c_{0}}{c-\dot{\theta}}\right|\right)\|w\|_{H^{1}}\right] \\
& +K\left[\left|\frac{c_{0}}{c-\dot{\theta}}\right|\|v\|_{H^{1}}\|w\|_{H^{1}}\right]  \tag{6.8}\\
\leq & K_{3} \delta_{\star}\|w\|_{H^{1}} .
\end{align*}
$$

We have made use of (6.6) to control $\dot{\theta}$ and $\dot{c}$ in terms of $\|w\|_{H^{1}}$.
Therefore,

$$
\begin{equation*}
\|w(\tau)\|_{H^{1}} \leq K_{2} e^{-b \tau}\|w(\tau(0))\|_{H^{1}}+K_{2} K_{3} \delta_{\star} \int_{\tau(0)}^{\tau} e^{-b(\tau-s)}\|w(s)\|_{H^{1}} d s \tag{6.9}
\end{equation*}
$$

Defining $\psi(s)=e^{b s}\|w(s)\|_{H^{1}}$, (6.9) becomes

$$
\psi(\tau) \leq K_{2}\|w(0)\|_{H^{1}}+K_{2} K_{3} \delta_{\star} \int_{\tau(0)}^{\tau} \psi(s) d s
$$

for which we may apply Gronwall's inequality to get

$$
\begin{equation*}
\|w(\tau)\|_{H^{1}} \leq K_{2}\|w(\tau(0))\|_{H^{1}} e^{-\left(b-K_{2} K_{3} \delta_{\star}\right)(\tau-\tau(0))} \tag{6.10}
\end{equation*}
$$

So for $\delta_{\star}$ small enough, $b-K_{2} K_{3} \delta_{\star}>0$ and we induce decay in the $H^{1}$ norm of $w$. In particular, suppose that $\delta_{\star} \leq \delta_{b}=\frac{1}{2} b /\left(K_{2} K_{3}\right)$ and let

$$
b^{\prime}=b-K_{2} K_{3} \delta_{\star}
$$

We then return to $t$-time,

$$
\tau-\tau(0)=\frac{1}{c_{0}} \int_{0}^{t} c(s) d s+\frac{1}{c_{0}}(\theta(0)-\theta(t)) \geq \frac{1}{c_{0}}\left(c_{0}-\delta_{\star}\right) t-2 \frac{\delta_{\star}}{c_{0}}
$$

Therefore,

$$
\begin{equation*}
\|w(t)\|_{H^{1}} \leq \tilde{K}_{2}\|w(t=0)\|_{H^{1}} e^{-\kappa t} \tag{6.11}
\end{equation*}
$$

with $\kappa=\frac{1}{2} b^{\prime}$. We now have $e^{\kappa t}\|w\|_{H^{1}}$ estimated in terms of the data.
Unweighted perturbation. Applying this to Proposition 5.4, we have the estimate

$$
\begin{align*}
\|v(t)\|_{H^{1}} \leq & K\left(\sqrt{|\Delta \mathcal{N}|}+\sqrt{\left|c(t)-c_{0}\right|}+\left|c(t)-c_{0}\right|+\left|c(t)-c_{0}\right|^{3 / 2}\right) \\
& +K\left(\sqrt{\|w(t)\|_{L^{2}}}+\|w(t)\|_{H^{1}}\right)  \tag{6.12}\\
\leq & K\left(\sqrt{|\Delta \mathcal{N}|}+\sqrt{\left|c(t)-c_{0}\right|}\left(1+\delta_{\star}+\delta_{\star}^{2}\right)+\sqrt{\|w(t)\|_{L^{2}}}\left(1+\delta_{\star}\right)\right) \\
\leq & K\left(\sqrt{|\Delta \mathcal{N}|}+\sqrt{\left|c(t)-c_{0}\right|}+\sqrt{\|w(0)\|_{L^{2}}}\right)
\end{align*}
$$

If we had control of $\sqrt{\left|c(t)-c_{0}\right|}$, then we would also control $\|v(t)\|_{H^{1}}$ in terms of the data.

Deviation in $c$ from $c_{0}$. Estimating $\left|c(t)-c_{0}\right|$ using (6.6) and (6.11), we get

$$
\begin{aligned}
\left|c(t)-c_{0}\right| \leq & \left|c(0)-c_{0}\right|+\int_{0}^{t}|\dot{c}(s)| d s \leq\left|c(0)-c_{0}\right| \\
& +\int_{0}^{t} K_{1}\left(\left|c(s)-c_{0}\right|+\|v(s)\|_{H^{1}}\right)\|w(s)\|_{L^{2}} d s \\
\leq & \left|c(0)-c_{0}\right|+K_{1} \delta_{\star} \int_{0}^{t}\|w(s)\|_{H^{1}} d s \leq\left|c(0)-c_{0}\right| \\
& +K_{1} \delta_{\star} \int_{0}^{t} K_{2}\|w(t 0)\|_{H^{1}} e^{-\kappa s} d s \\
\leq & \left|c(0)-c_{0}\right|+K_{1} K_{2} \delta_{\star}\|w(0)\|_{H^{1}} / \kappa .
\end{aligned}
$$

So we now have $\left|c(t)-c_{0}\right|$ in terms of data, which we rewrite as

$$
\begin{equation*}
\sqrt{\left|c(t)-c_{0}\right|} \leq K_{4}\left(\sqrt{\left|c(0)-c_{0}\right|}+\sqrt{\| w\left(0 \|_{H^{1}}\right.}\right) \tag{6.13}
\end{equation*}
$$

which in turn gives

$$
\begin{equation*}
\|v(t)\|_{H^{1}} \leq K_{5}\left(\sqrt{|\Delta \mathcal{N}|}+\sqrt{\left|c(0)-c_{0}\right|}+\sqrt{\|w(0)\|_{H^{1}}}\right) \tag{6.14}
\end{equation*}
$$

Deviation in $\theta$ from $\theta_{0}$. As with the speed parameter,

$$
\begin{aligned}
\left|\theta(t)-\theta_{0}\right| \leq & \left|\theta(0)-\theta_{0}\right|+\int_{0}^{t}|\dot{\theta}(s)| d s \leq\left|\theta(0)-\theta_{0}\right| \\
& +\int_{0}^{t} K_{1}\left(\left|c(s)-c_{0}\right|+\|v(s)\|_{H^{1}}\right)\|w(s)\|_{L^{2}} d s \\
\leq & \left|\theta(0)-\theta_{0}\right|+K_{1} \delta_{\star} \int_{0}^{t}\|w(s)\|_{H^{1}} d s \leq\left|c(0)-c_{0}\right| \\
& +K_{1} \delta_{\star} \int_{0}^{t} K_{2}\|w(t 0)\|_{H^{1}} e^{-\kappa s} d s \\
\leq & \left|\theta(0)-\theta_{0}\right|+K_{1} K_{2} \delta_{\star}\|w(0)\|_{H^{1}} / \kappa .
\end{aligned}
$$

This is rewritten as

$$
\begin{equation*}
\left|\theta(t)-\theta_{0}\right| \leq K_{7}\left(\left|\theta(0)-\theta_{0}\right|+\sqrt{\| w\left(0 \|_{H^{1}}\right.}\right) \tag{6.15}
\end{equation*}
$$

Another estimate on the temporal change of variables.

$$
\left|1-\frac{c_{0}}{c-\dot{\theta}}\right| \leq \frac{\left|c-c_{0}\right|+|\dot{\theta}|}{|c-\dot{\theta}|} \leq 2\left(\left|c-c_{0}\right|+|\dot{\theta}|\right)
$$

Then using (6.6) and (6.13)

$$
\begin{align*}
\left|1-\frac{c_{0}}{c-\dot{\theta}}\right| & \leq K\left(\sqrt{\left|c(0)-c_{0}\right|}+\|w(t)\|_{H^{1}}\right) K \leq\left(\left|c(0)-c_{0}\right|+K_{2}\|w(0)\|_{H^{1}}\right)  \tag{6.16}\\
& \leq K_{6}\left(\sqrt{\left|c(0)-c_{0}\right|}+\sqrt{\|w(0)\|_{H^{1}}}\right) .
\end{align*}
$$

Combining (6.11), (6.13), (6.14), (6.15), and (6.16), we have (6.5) with $\delta_{\star}=$ $\min \left\{\frac{1}{2}, \delta_{\mathcal{A}}, \delta_{b}, \delta_{\tau}, \delta_{\theta}\right\}, K_{\star}=\max \left\{\tilde{K}_{2}, K_{4}, K_{5}, K_{6}, K_{7}\right\}$.
6.2. Main result. We now prove Theorem 1.1. Let $c_{\star}$ and $\hat{\vartheta}$ be as in Theorem $3.1(\mathrm{~b})$. Take $c_{0} \in\left(n, c_{\star}\right]$ and $a \in\left(\gamma \hat{\vartheta}, a_{\star}\left(c_{0}\right)\right]$. By Theorem 3.1 (b), there exists $\varepsilon>0$ such that the only eigenvalue of $A_{c_{0}, a}$ with $\Re \lambda \geq-\varepsilon$ is at the origin. Thus we satisfy the first assumption of Proposition 6.1.

Define $\mathcal{T}$ to be the set of nonnegative numbers, $T$, such that, given $c_{0}, a$, and $v_{0} \in H^{1} \cap H_{a}^{1}$,

- a solution exists, $\phi-1 \in C\left([0, T), H^{1} \cap H_{a}^{1}\right)$, satisfying
(6.17) $\inf _{x} \phi(x, t) \geq \frac{1}{4}=\alpha_{0}>0$,

$$
\begin{equation*}
\inf _{x}\left(\phi(x, t)^{m}-a^{2} \phi(x, t)^{n}\right) \geq \frac{1}{4} \inf _{x}\left(\phi_{c_{0}}(x)^{m}-a^{2} \phi_{c_{0}}(x)^{n}\right)=\beta_{0}>0 \tag{6.18}
\end{equation*}
$$

- a decomposition of $\phi$ into $(v(y(x, t), t), \theta(t), c(t))$ exists for $t \in[0, T)$;
- (6.3) holds for $t \in[0, T)$.

Set $T_{*}=\sup \mathcal{T}$. We will first show that there exists $\epsilon_{*}>0$, such that for $\epsilon \leq \epsilon_{*}$, if

$$
\left\|v_{0}\right\|_{H^{1}}+\left\|v_{0}\right\|_{H_{a}^{1}} \leq \epsilon
$$

then $T_{*}>0$. This will be proved using the continuous dependence upon the data. Using Proposition 6.1, we will then prove $T_{*}=\infty$.

Let $\delta_{\star}$ and $K_{\star}$ be as in Proposition 6.1.
The most difficult part of the proof will be ensuring the persistence of (6.3). Consider that, at $t=0$, the left-hand side of that equation may be estimated with

$$
\begin{align*}
\operatorname{LHS}(t=0) \leq & |\Delta \mathcal{N}|+\left\|v_{0}\right\|_{H^{1}}+\left\|\partial_{y} \phi_{c_{0}}\right\|_{H^{1}}\left|\theta_{0}-\theta(0)\right| \\
& +\sqrt{\left|c(0)-c_{0}\right|}+\left|\theta(0)-\theta_{0}\right|+\left\|\phi_{c_{0}}-\phi_{c(0)}\right\|_{H^{1}} \\
& +\left|1-\frac{c_{0}}{c(0)-\dot{\theta}(0)}\right|+\sqrt{e^{a \theta(0)}\left\|v_{0}\right\|_{H_{a}^{1}}}  \tag{6.19}\\
& +\sqrt{\left\|\partial_{y} \phi_{c_{0}}\right\|_{H_{a}^{1}}\left|\theta_{0}-\theta(0)\right|}+\sqrt{\left\|\phi_{c_{0}}-\phi_{c(0)}\right\|_{H_{a}^{1}}}
\end{align*}
$$

There exists a choice of $\delta^{\prime}$ and $\epsilon^{\prime}$ such that if

$$
\begin{gather*}
\left|c(0)-c_{0}\right|+|\dot{c}(0)|+\left|\theta(0)-\theta_{0}\right|+|\dot{\theta}(0)| \leq \delta^{\prime}  \tag{6.20}\\
\left\|v_{0}\right\|_{H^{1} \cap H_{a}^{1}} \leq \epsilon^{\prime} \tag{6.21}
\end{gather*}
$$

then the right-hand side of (6.19) will be bounded by $\frac{1}{2} \delta_{\star}$. Set $\delta_{1}=\min \left\{\frac{1}{4}, \delta^{\prime}\right\}$. From Propositions 5.1 and 5.2 , let $\delta_{0}, \delta_{0}^{\prime}$ be the corresponding values for $\delta_{1}$.

There exists $\epsilon_{\text {exist }} \in(0,1)$ such that if $\left\|v_{0}\right\|_{H^{1} \cap H_{a}^{1}} \leq \epsilon_{\text {exist }}$, then

$$
\begin{aligned}
& \inf _{x}\left[\phi_{c_{0}}\left(x+\theta_{0}\right)+v_{0}(x)\right] \geq 2 \alpha_{0} \\
& \inf _{x}\left[\left(\phi_{c_{0}}\left(x+\theta_{0}\right)+v_{0}(x)\right)^{m}-a^{2}\left(\phi_{c_{0}}\left(x+\theta_{0}\right)+v_{0}(x)\right)^{n}\right] \geq 2 \beta_{0}
\end{aligned}
$$

By Theorem 2.1, there exist $t_{1}>0$ and a solution in $C^{1}\left(\left[0, t_{1}\right], H^{1} \cap H_{a}^{1}\right)$ satisfying (6.17) and (6.18). Furthermore, we will have the a priori $H^{1} \cap H_{a}^{1}$ bound that

$$
\sup _{t \leq t_{1}}\|\phi(t)-1\|_{H^{1} \cap H_{a}^{1}} \leq 2\left\|\phi_{c_{0}}\left(\cdot+\theta_{0}\right)+v_{0}-1\right\|_{H^{1} \cap H_{a}^{1}} \leq 2\left(\left\|\phi_{c_{0}}-1\right\|+1\right)
$$

Set

$$
\begin{equation*}
\epsilon_{1}=\min \left\{\epsilon_{\text {exist }}, \epsilon^{\prime}, \frac{1}{2} e^{-a \theta_{0}} \delta_{0}\right\} \tag{6.22}
\end{equation*}
$$

and let $\left\|v_{0}\right\| \leq \epsilon_{1}$. As noted, the solution exists, satisfying (6.17) and (6.18), until at least $t_{1}>0$. At $t=0$,

$$
\| e^{a\left(\cdot+\theta_{0}\right)}\left(\phi_{0}-\phi_{c_{0}}\left(\cdot+\theta_{0}\right)\left\|_{H^{1}} \leq e^{a \theta_{0}}\right\| v_{0} \|_{H^{1}} \leq \frac{1}{2} \delta_{0}\right.
$$

so by the continuity of $\phi$ in time, we have

$$
\| e^{a\left(\cdot+\theta_{0}\right)}\left(\phi(t)-\phi_{c_{0}}\left(\cdot-c_{0} t+\theta_{0}\right) \|_{H^{1}} \leq \delta_{0} \quad \text { for some } t_{2} \in\left(0, t_{1}\right)\right.
$$

Therefore the decomposition exists, with the $\delta_{1}$ bound on the modulation parameters, up till $t_{2}>0$.

Also at $t=0$, using the $\delta_{1}$ bound on the parameters,

$$
\begin{equation*}
\sqrt{|\Delta \mathcal{N}|}+\sqrt{\|w(0)\|_{H^{1}}}+\sqrt{\left|c(0)-c_{0}\right|}+\left|1-\frac{c_{0}}{c(0)-\dot{\theta}(0)}\right|+\|v(0)\|_{H^{1}} \leq \frac{1}{2} \delta_{\star} . \tag{6.23}
\end{equation*}
$$

All of these terms are continuous in time, and there exists some $t_{3} \in\left(0, t_{2}\right) 2$, for which this remains smaller than $\delta_{\star}$. Therefore, for $\epsilon_{*} \leq \epsilon_{1}, t_{3} \in \mathcal{T}$ and $T_{*}>0$.

Continuing to infinity. A few more constraints on $\epsilon_{*}$ are needed to continue out to $t=\infty$. There exists $\epsilon_{\alpha \beta}$ such that for $\epsilon \leq \epsilon_{\alpha \beta}$, if

$$
\sqrt{\left|c-c_{0}\right|}+\|v\|_{H^{1}} \leq \epsilon
$$

then

$$
\begin{aligned}
& \inf _{y}\left[\phi_{c}(y)+v(y)\right] \geq \alpha_{0} \\
& \inf _{y}\left[\left(\phi_{c}(y)+v_{0}(y)\right)^{m}-a^{2}\left(\phi_{c}(y)+v_{0}(y)\right)^{n}\right] \geq \beta_{0}
\end{aligned}
$$

Let $\epsilon_{2}>0$ be so small that

$$
\begin{equation*}
K_{\star} \epsilon_{2}=\min \left\{\frac{\delta_{\star}}{3}, \sqrt{\delta_{0} / 3}, \sqrt{\delta_{0}^{\prime}}, \frac{1}{2} \epsilon_{\alpha \beta}\right\} \tag{6.24}
\end{equation*}
$$

and set

$$
\begin{equation*}
\epsilon_{*}=\min \left\{\epsilon_{1}, \epsilon_{2}\right\} \tag{6.25}
\end{equation*}
$$

Now, assume $\left\|v_{0}\right\|_{H^{1} \cap H_{a}^{1}} \leq \epsilon \leq \epsilon_{*}$. As above, for this data we will have $T_{*}>0$. Assume $T_{*}<\infty$. For any $T<T_{*}$, on the interval $[0, T]$, the solution exists with (6.17) and (6.18), as does the decomposition, and (6.3) holds.

Then

$$
\begin{aligned}
\|\phi(t)-1\|_{H^{1} \cap H_{a}^{1}} & \leq \max \left\{1, e^{a\left(\int_{0}^{t} c(s) d s-\theta(t)\right)}\right\}\left(\left\|\phi_{c(t)}-1\right\|_{H^{1} \cap H_{a}^{1}}+\|v(t)\|_{H^{1} \cap H_{a}^{1}}\right) \\
& \leq e^{a\left(\left(c_{0}+\delta_{\star}\right) T_{*}+\left|\theta_{0}\right|+\delta_{\star}\right)}\left(\sup _{\left|c-c_{0}\right| \leq \delta_{\star}}\left\|\phi_{c}-1\right\|_{H^{1} \cap H_{a}^{1}}+\delta_{\star}+\delta_{\star}^{2}\right)<\infty
\end{aligned}
$$

and this bound is uniform in $T<T_{*}$. By assumption, (6.17) and (6.18) hold for $t \in[0, T]$, uniformly in $T<T_{*}$, which may written as

$$
\left\|\frac{1}{\phi(\cdot, t)}\right\|_{L^{\infty}} \leq \frac{1}{\alpha_{0}}<\infty \quad \text { and } \quad\left\|\frac{1}{\phi(\cdot, t)^{m}-a^{2} \phi(\cdot, t)^{n}}\right\|_{L^{\infty}} \leq \frac{1}{\beta_{0}}<\infty
$$

Therefore, according to (2.7), $\phi(x, t)$ may be extended beyond $T_{*}$ by some amount $t_{2}>0$. Hence, if $T_{*} \neq \infty$, it must be a failure for either the decomposition to continue to exist or for (6.3) to hold.

Again using the Proposition 6.1 and our choice of $\epsilon_{*}$,

$$
\|w(\cdot, t)\|_{H_{a}^{1}} \leq \delta_{0} / 3 \quad \text { and } \quad\left|c(t)-c_{0}\right| \leq \delta_{0}^{\prime} \quad \text { for all } t \leq T, \text { uniformly in } T<T_{*} .
$$

Since $\phi$ exists until at least $T_{*}+t_{2}$, we may apply Proposition 5.2 to extend the decomposition for some amount $t_{\star} \leq t_{2}$ also beyond $T_{*}$.

By assumption,

$$
\sqrt{\left|c(t)-c_{0}\right|}+\|v(t)\|_{H^{1}} \leq K_{\star} \epsilon_{*} \leq \frac{1}{2} \epsilon_{\alpha \beta} \quad \text { for } t<T_{*} .
$$

Again, by continuity, these remain bounded by $\epsilon_{\alpha \beta}$ until some time $t_{3} \in\left(0, t_{\star}\right)$ beyond $T_{*}$, so (6.17) and (6.18) also persist beyond $T_{*}$.

We may now apply Proposition 6.1 past $T_{*}$. This gives

$$
\sqrt{\|w(\cdot, t)\|_{H^{1}}}+\sqrt{\left|c(t)-c_{0}\right|}+\left|\theta(t)-\theta_{0}\right|+\left|1-\frac{c_{0}}{c(t)-\dot{\theta}(t)}\right|+\|v(\cdot, t)\|_{H^{1}} \leq K_{\star} \epsilon_{*} \leq \frac{1}{3} \delta_{\star}
$$

for $t \leq T<T_{*}$. As $\sqrt{|\Delta \mathcal{N}|}$ is time invariant and smaller than $\frac{1}{2} \delta_{\star}$,

$$
\begin{aligned}
& \sqrt{|\Delta \mathcal{N}|}+\sqrt{\|w(\cdot, t)\|_{H^{1}}}+\sqrt{\left|c(t)-c_{0}\right|}+\left|\theta(t)-\theta_{0}\right| \\
& \quad+\left|1-\frac{c_{0}}{c(t)-\dot{\theta}(t)}\right|+\|v(\cdot, t)\|_{H^{1}} \leq K_{\star} \epsilon_{*} \leq \frac{5}{6} \delta_{\star}
\end{aligned}
$$

for $t \leq T$, uniformly in $T<T_{*}$. But all of these functions are continuous for $t \in$ $\left[0, T_{*}+t_{3}\right]$; so for some $t_{4}>0$, this expression remains bounded by $\delta_{\star}$. This contradicts $T_{*}<\infty$. So a solution exists for all time satisfying (6.17), (6.18), along with a decomposition and (6.3).

Since we may then apply Proposition 6.1 for all time, we will always have (6.5). By virtue of $K_{\star} \epsilon_{*}<\delta_{\star} \leq \delta_{\mathcal{B}}$, we will be able to invert the matrix $\mathcal{B}(t)$ for the modulation equations, (5.24). Therefore $|\dot{c}(t)|+|\dot{\theta}(t)| \leq K \epsilon e^{-\kappa t}$ and

$$
\lim _{t \rightarrow \infty} c(t)=c_{\infty}
$$

exists, and if we define

$$
\lim _{t \rightarrow \infty}\left(\theta(t)+\int_{0}^{t}\left(c(s)-c_{\infty}\right) d s\right)=\theta_{\infty}
$$

then

$$
\begin{aligned}
& \left\|\phi(\cdot, t)-\phi_{c_{\infty}}\left(\cdot-c_{\infty} t+\theta_{\infty}\right)\right\|_{H^{1}} \\
& \quad \leq K_{\star} \epsilon+\left\|\phi_{c_{\infty}}\left(\cdot-c_{\infty} t+\theta_{\infty}\right)-\phi_{c(t)}\left(\cdot-\int_{0}^{t} c(s) d s+\theta(t)\right)\right\|_{H^{1}} \\
& \quad \leq K_{\star} \epsilon+K\left|c(t)-c_{\infty}\right|+\left\|\partial_{y} \phi_{c_{\infty}}\right\|_{H^{1}}\left|\theta(t)+\int_{0}^{t}\left(c(s)-c_{\infty}\right) d s-\theta_{\infty}\right| \\
& \quad \leq K_{*} \epsilon
\end{aligned}
$$

Similarly

$$
\left\|\phi\left(\cdot+c_{\infty} t-\theta_{\infty}, t\right)-\phi_{c_{\infty}}\right\|_{H_{a}^{1}} \leq K_{*} \epsilon e^{-\kappa t}
$$

6.3. Remarks. This proof is equally applicable in the Hamiltonian case, $n+m=$ 0 , for values of $c$ not in the discrete set, $E$, of points for which $A_{a}$ has an imaginary eigenvalue.
7. Summary and discussion. We have thus shown that in the space $H^{1} \cap H_{a}^{1}$, the solitary waves are asymptotically stable. This dovetails with an extension of global existence to data in a neighborhood of the solitary waves. In the Hamiltonian case, we can extend it beyond $c_{\star}$ via analytic continuation, as was done in [21], and this is analytically verified for $n=2$, with computations in [40] suggesting it is true for all $n>1$. Furthermore, to the extent that we will accept a computation of the Evans function as proof, our result generalizes to large amplitude solitary waves with $c>c_{\star}$.

To our knowledge, this is the first result for which asymptotic stability is established for a conservative PDE in the absence of a variational principle.

Open problems include a weakening of the assumption of exponential decay on the perturbation. This might be accomplished through the use of an algebraic spatial weight, which would require the perturbation to decay algebraically rapidly. Yet less restrictive would be to use the approach of Merle and his colleagues [11, 18, 19, 22]. However, there is a tradeoff in both of these approaches: weakening the assumption on the spatial decay rate of the perturbation also weakens what can be proved about the rate at which the perturbation decays in time.

Finally we remark that the multidimensional case of (1.1) is wide open. While there is no existence theory for the two- and three-dimensional problems, perhaps a similar approach, of working in a neighborhood of a solitary wave, could be applied proving both existence and stability.

## Appendix A. Properties of solitary waves.

A.1. Analyticity. Here we provide a proof of Corollary 2.9. Let us restate the crucial theorem.

Theorem A. 1 (Corollary 4.1.6 of [9]). Suppose that $f$ is a solution of the convolution equation $f=K * G(f)$ such that $f \in L^{2} \cap L^{\infty}$ and $\lim _{|x| \rightarrow \infty} f(x)=0$. If the Fourier transform $\hat{K}$ of the integral kernel $K$ satisfies the decay condition $|\hat{K}(\xi)| \leq A_{1}\left(1+A_{2}|\xi|^{m}\right)$ for some constants $A_{1}, A_{2}>0$ and $m \geq 1$, and $G$ is an infinitely differentiable function whose domain contains the range $R(f)$ of $f$, having all its derivatives bounded on $R(f)$ and satisfying the condition $G(0)=0$, then $f, G(f) \in H^{\infty}$. In addition, if $G$ is an analytic function on an open set $U$ containing $R(f), G$ is continuous up to the boundary of $\partial U$ of $U$, and

$$
\begin{equation*}
\mathrm{d}(\partial U, R(f))>\|K\|_{L^{2}}, \tag{A.1}
\end{equation*}
$$

then there exists a constant $\sigma_{0}>0$ such that $f$ and $G(f)$ both have analytic extensions to the strip $\left\{z \in \mathbb{C}:|\Im z|<\sigma_{0}\right\}$.

Let $u_{c}=\phi_{c}-1$. By Theorem 2.6 and Corollary 2.7, $u_{c}$ is positive, in $L^{\infty} \cap L^{2}$, and decays exponentially fast at $\pm \infty$. Using (2.14) and (2.15), the equation may be written as

$$
\begin{equation*}
-\gamma^{2} u_{c}+\partial_{x}^{2} u_{c}+\int_{0}^{u_{c}} \partial_{\tau}^{3} F_{2}(1+\tau ; c) \frac{\left(u_{c}+1-\tau\right)^{2}}{2} d \tau=0 \tag{A.2}
\end{equation*}
$$

Define

$$
\begin{equation*}
G(z)=\int_{0}^{z} \partial_{\tau}^{3} F_{2}(1+\tau ; c) \frac{(z+1-\tau)^{2}}{2} d \tau \tag{A.3}
\end{equation*}
$$

Taking a Fourier transform of (A.2), the equation is

$$
-\gamma^{2} \widehat{u_{c}}(\xi)-\xi^{2} \widehat{u_{c}}(\xi)+\widehat{G\left(u_{c}\right)}(\xi)=0
$$

This becomes the nonlinear convolution equation

$$
\begin{align*}
u_{c}(x) & =K * G\left(u_{c}\right)(x)  \tag{A.4}\\
\hat{K}(\xi) & =\frac{1}{\gamma^{2}+\xi^{2}} \tag{A.5}
\end{align*}
$$



FIG. 6. A plot of a possible domain $U$ and the range of $u_{c}, R\left(u_{c}\right)$. Note that the distance between these sets as drawn is the distance into the left-hand side of the complex plane that $U$ extends, and that any such ovoid will be acceptable as long as it stays to the right of $\Re z=-1$.

For purposes of satisfying (A.1), let us take $\tilde{K}(x)=\alpha K(x)$ and $\tilde{G}(z)=\alpha^{-1} G(z)$ for $\alpha>0$, where $\alpha$ is to be determined. Under this trivial scaling, $u_{c}=\tilde{K} * \tilde{G}\left(u_{c}\right)$.
$\widehat{\tilde{K}}$ satisfies the decay estimate for Theorem A.1. $\tilde{G}(z)$ will have a singularity at $z=-1$ but is otherwise analytic. The range of $u_{c}$ is the finite segment

$$
R\left(u_{c}\right)=\left[0, u_{\max }\right]
$$

and $\tilde{G}$ is infinitely differential there, with all derivatives bounded. $G(0)=0$. Hence, the first part of Theorem A. 1 applies: $u_{c}$ and $\tilde{G}\left(u_{c}\right)$ are in $H^{\infty}$.

Now, consider the set $U$ in Figure 6. In this figure, $\mathrm{d}\left(\partial U, R\left(u_{c}\right)\right)$ is the distance $U$ stretches into the left half-plane:

$$
\|\tilde{K}\|_{2}=\alpha \sqrt{\frac{\pi}{2}} \gamma^{-3 / 2}
$$

Picking $\alpha$ so small that the norm is less than 1 , we can find a $U$ such that distance between $\partial U$ and $R\left(u_{c}\right)$ exceeds $\|\tilde{K}\|_{2}$, satisfying (A.1) and proving analyticity in a strip.
A.2. Continuity as a function of speed. Consider the functional

$$
\begin{equation*}
\mathcal{F}[c, u]=\partial_{x}^{2} u+F_{2}(1+u ; c) \tag{A.6}
\end{equation*}
$$

as a mapping from $H^{2} \times \mathbb{R} \rightarrow L^{2}$. The solitary wave $u_{c}=\phi_{c}-1$ satisfies $\mathcal{F}\left[c, u_{c}\right]=0$. Using this functional, we prove Corollary 2.11 via the implicit function theorem. Given a particular $\hat{c}>n$, set $\hat{u}=u_{\hat{c}}$.

Let $H_{\text {even }}^{2}$ and $L_{\text {even }}^{2}$ be the subspaces of $H^{2}$ and $L^{2}$, respectively, of only even functions. Define the sets

$$
\begin{aligned}
M_{0} & =\left(\hat{c}-\frac{\hat{c}-n}{2}, \hat{c}+\frac{\hat{c}-n}{2}\right) \subset \mathbb{R} \\
N_{0} & =\left\{u \in H_{\text {even }}^{2}: \quad\|u-\hat{u}\|_{H^{2}} \leq \frac{1}{2}\right\} \subset H_{\text {even }}^{2} \\
Z & =L_{\text {even }}^{2}
\end{aligned}
$$

Note that set $M_{0}$ is bounded away from zero and all of the functions in $N_{0}$ are uniformly bounded from below by $\frac{1}{2}$. Therefore $\mathcal{F}$ is well defined on $M_{0} \times N_{0}$ and will be a $C^{1}$ mapping on this set into $Z$.

Set

$$
\begin{aligned}
T & =\frac{\delta \mathcal{F}}{\delta c}[\hat{c}, \hat{u}]=\partial_{c} F_{2}(1+\hat{u} ; \hat{c}) \\
S & =\frac{\delta \mathcal{F}}{\delta u}[\hat{c}, \hat{u}]=\partial_{x}^{2}+\partial_{u} F_{2}(1+\hat{u} ; \hat{c})
\end{aligned}
$$

$T$ and $S$ are bounded operators on $\mathbb{R} \rightarrow L_{\text {even }}^{2}$ and $H_{\text {even }}^{2} \rightarrow L_{\text {even }}^{2}$, respectively.
Let $f \in L_{\text {even }}^{2}$ and consider the problem $S u=f$. As an elliptic problem, this has a solution, provided $f \perp \operatorname{ker}\left(S^{\dagger}\right)$. Note that $S \partial_{x} \hat{u}=0 . S$ is self-adjoint, has smooth coefficients, and is in one spatial dimension; this is the unique element of the kernel. But $\partial_{x} \hat{u}$ is an odd function, hence $f$ is orthogonal to it and the equation has a solution $u$ satisfying a bound

$$
\|u\|_{H^{2}} \leq K\|u\|_{L^{2}}
$$

Because the coefficients in $S$ and the right-hand side, $f$, are all even functions, $\tilde{u}(x)=$ $u(-x)$ also solves $S u=f$. By the uniqueness of the solution, $u=\tilde{u}$, so $u$ is an even function. Therefore $u \in H_{\text {even }}^{2}$ and the map $S: H_{\text {even }}^{2} \rightarrow L_{\text {even }}^{2}$ is onto with bounded inverse.

The kernel of $S$, restricted to $u \in H_{\text {even }}^{2}$, is trivial, so the implicit function theorem may be applied to conclude the existence of a function $\mathcal{G}: M_{1} \rightarrow H_{\text {even }}^{2}, \hat{c} \in M_{1} \subset M_{0}$, such that

$$
\mathcal{F}[c, \mathcal{G}(c)]=0
$$

for all $c \in M_{1}$. The mapping $\mathcal{G}$ is $C^{1}$. For any such $c$,

$$
\partial_{x}^{2} \mathcal{G}(c)+F_{2}(\mathcal{G}(c)+1 ; c)=0
$$

This is just the solitary wave equation. Therefore $\mathcal{G}(c)=u_{c}=\phi_{c}-1$, and the mapping $c \mapsto \phi_{c}-1$ is $C^{1}\left(\mathbb{R} ; H^{2}\right)$. The analyticity of the mapping may be proven by checking the analyticity of $\mathcal{F}$ in a neighborhood of $(\hat{c}, \hat{u})$.

To prove continuity in $H^{2} \cap H_{a}^{2}$, the proof is similar. Fixing $a<\frac{1}{2}$, and taking $\hat{c} \in\left(n /\left(1-4 a^{2}\right), \infty\right)$, we let $M_{a}=M_{0} \cap\left(n /\left(1-4 a^{2}\right), \infty\right), N_{a}=N_{0} \cap H_{a}^{2}$, and $Z_{a}=$ $Z \cap L_{a}^{2}$. We must check that $S: H_{\text {even }}^{2} \cap H_{a}^{2} \rightarrow L_{\text {even }}^{2} \cap L_{a}^{2}$ is onto with bounded inverse. This is accomplished using the previous result and studying $S_{a}=D_{a}^{2}+\partial_{u} F_{2}(1+\hat{u} ; \hat{c})$ on $H_{\text {even }}^{2} \rightarrow L_{\text {even }}^{2}$.

Appendix B. Perturbation expansions. Here we provide some explicit calculations, including those for Proposition 2.13.

Note the expansions

$$
\begin{aligned}
\phi^{n} & =\phi_{c}^{n}+n \phi_{c}^{n-1} v+f_{n}\left[\phi_{c}, v\right] v \\
\phi^{m} & =\phi_{c}^{m}+m \phi_{c}^{m-1} v+f_{m}\left[\phi_{c}, v\right] v, \\
f_{p}[a, b] & =\int_{0}^{1}\left[p(a+\tau b)^{p-1}-p a^{p-1}\right] d \tau
\end{aligned}
$$

and

$$
\begin{align*}
H_{\phi}^{-1}= & H_{\phi_{c}}^{-1}-H_{\phi_{c}}^{-1} B\left[n \phi_{c}^{n-1} v+f_{n}\left[\phi_{c}, v\right] v, m \phi_{c}^{m-1} v+f_{m}\left[\phi_{c}, v\right] v\right] H_{\phi_{c}}^{-1} \\
& +H_{\phi_{c}}^{-1} B\left[\phi^{n}-\phi_{c}^{n}, \phi^{m}-\phi_{c}^{m}\right]\left(H_{\phi}^{-1}-H_{\phi_{c}}^{-1}\right)  \tag{B.1}\\
\text { (B.2) } \quad B[a, b] u= & -\partial_{x}\left(a \partial_{x} u\right)+b u
\end{align*}
$$

Recall (1.2),

$$
\partial_{t} \phi=\dot{c} \partial_{c} \phi_{c}+(\dot{\theta}-c) \partial_{y} \phi_{c}+(\dot{\theta}-c) \partial_{y} v+v_{t}=-\left(\phi_{c}+v\right)^{n} H_{\phi_{c}+v}^{-1} \partial_{y}\left(\phi_{c}+v\right)^{n}
$$

Using the above expansions and the solitary wave equation, $c \partial_{y} \phi_{c}=\phi_{c}^{m} H_{\phi_{c}}^{-1} \partial_{y}\left(\phi_{c}^{n}\right)$, this may be expanded into

$$
\begin{align*}
v_{t}= & \phi_{c}^{m} H_{\phi_{c}}^{-1} \partial_{y}\left[-c \phi_{c}^{n} \partial_{y}^{2}\left(\phi_{c}^{-m} v\right)+c v-n \phi_{c}^{n-1} v-c n \phi_{c}^{n-1} \partial_{y}\left(\phi_{c}^{-m} \partial_{y} \phi_{c}\right) v\right]  \tag{B.3}\\
& -\dot{\theta} \partial_{y} v-\dot{c} \partial_{c} \phi_{c}-\dot{\theta} \partial_{y} \phi_{c}  \tag{B.4}\\
& -f_{m}\left[\phi_{c}, v\right] v H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}\right)+m \phi_{c}^{m-1} v H_{\phi_{c}}^{-1}\left(H_{\phi}-H_{\phi_{c}}\right) H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right) \\
& -m \phi_{c}^{m-1} v H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}-\phi_{c}^{n}\right)-\phi_{c}^{m} H_{\phi_{c}}^{-1} \partial_{y}\left(f_{n}\left[\phi_{c}, v\right] v\right) \\
& +\phi_{c}^{m} H_{\phi_{c}}^{-1} B\left[f_{n}\left[\phi_{c}, v\right] v, f_{m}\left[\phi_{c}, v\right] v\right] H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right)  \tag{B.5}\\
& -\phi_{c}^{m} H_{\phi_{c}}^{-1} B\left[n \phi_{c}^{n-1} v, m \phi_{c}^{m-1} v\right] H_{\phi_{c}}^{-1}\left(H_{\phi}-H_{\phi_{c}}\right) H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right) \\
& +\phi_{c}^{m} H_{\phi_{c}}^{-1} B\left[n \phi_{c}^{n-1} v, m \phi_{c}^{m-1} v\right] H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}-\phi_{c}^{n}\right)
\end{align*}
$$

(B.3) is a linear term. (B.4) will decay to zero as $\theta(t)$ and $c(t)$, the modulating parameters, approach their asymptotic limits. (B.5) is purely nonlinear in $v$.

We define $\mathcal{F}_{1}\left[v ; \phi_{c}\right]$, the term nonlinear in $v$, as

$$
\begin{align*}
\mathcal{F}_{1}\left[v ; \phi_{c}\right]= & -f_{m}\left[\phi_{c}, v\right] v H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}\right)+m \phi_{c}^{m-1} v H_{\phi_{c}}^{-1}\left(H_{\phi}-H_{\phi_{c}}\right) H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right) \\
& -m \phi_{c}^{m-1} v H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}-\phi_{c}^{n}\right)-\phi_{c}^{m} H_{\phi_{c}}^{-1} \partial_{y}\left(f_{n}\left[\phi_{c}, v\right] v\right) \\
& +\phi_{c}^{m} H_{\phi_{c}}^{-1} B\left[f_{n}\left[\phi_{c}, v\right] v, f_{m}\left[\phi_{c}, v\right] v\right] H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right)  \tag{B.6}\\
& -\phi_{c}^{m} H_{\phi_{c}}^{-1} B\left[n \phi_{c}^{n-1} v, m \phi_{c}^{m-1} v\right] H_{\phi_{c}}^{-1}\left(H_{\phi}-H_{\phi_{c}}\right) H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right) \\
& +\phi_{c}^{m} H_{\phi_{c}}^{-1} B\left[n \phi_{c}^{n-1} v, m \phi_{c}^{m-1} v\right] H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}-\phi_{c}^{n}\right) .
\end{align*}
$$

The operator $S$ is given by

$$
\begin{align*}
S\left[c_{0}, c, \dot{\theta}\right]= & m c_{0}\left(\phi_{c_{0}}^{-1} \partial_{y} \phi_{c_{0}}-\frac{c}{c-\dot{\theta}} \phi_{c}^{-1} \partial_{y} \phi_{c}\right) \\
& +n \phi_{c_{0}}^{m} H_{c_{0}}^{-1} \partial_{y}\left[\left(\phi_{c_{0}}^{-1}-c_{0}\left(\phi_{c_{0}}^{-1}-1\right)\right) \cdot\right] \\
& -\frac{n c_{0}}{c-\dot{\theta}} \phi_{c}^{m} H_{\phi_{c}}^{-1} \partial_{y}\left[\left(\phi_{c}^{-1}-c\left(\phi_{c}^{-1}-1\right)\right) \cdot\right]  \tag{B.7}\\
& -c_{0} m\left\{\phi_{c_{0}}^{m} H_{\phi_{c_{0}}}^{-1}\left[\phi_{c_{0}}^{-1} \partial_{y} \phi_{c_{0}} \cdot\right]-\frac{c}{c-\dot{\theta}} \phi_{c}^{m} H_{\phi_{c}}^{-1}\left[\phi_{c}^{-1} \partial_{y} \phi_{c} \cdot\right]\right\}
\end{align*}
$$

Finally, the terms making up $\mathcal{G}_{1}$ from (2.36):

$$
\begin{equation*}
\mathcal{G}_{1}=\tilde{\mathcal{G}}_{1}+\tilde{\mathcal{G}}_{2}+\tilde{\mathcal{G}}_{3}+\tilde{\mathcal{G}}_{4}+\tilde{\mathcal{G}}_{5}+\tilde{\mathcal{G}}_{6}+\tilde{\mathcal{G}}_{7} \tag{B.8}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\mathcal{G}}_{1}=-f_{m}\left[\phi_{c}, v\right] w H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}\right) \tag{B.9}
\end{equation*}
$$

(B.10) $\quad \tilde{\mathcal{G}}_{2}=m \phi_{c}^{m-1} w H_{\phi_{c}}^{-1}\left(H_{\phi}-H_{\phi_{c}}\right) H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right)$,
(B.11) $\quad \tilde{\mathcal{G}}_{3}=-m \phi_{c}^{m-1} w H_{\phi_{c}}^{-1} \partial_{y}\left(n \phi_{c}^{n-1} v+f_{n}\left[\phi_{c}, v\right] v\right)$,
(B.12) $\quad \tilde{\mathcal{G}}_{4}=-\phi_{c}^{m} H_{\phi_{c}, a}^{-1} D_{a}\left(f_{n}\left[\phi_{c}, v\right] w\right)$,
(B.13) $\quad \tilde{\mathcal{G}}_{5}=\phi_{c}^{m} H_{\phi_{c}, a}^{-1} B_{a}\left[f_{n}\left[\phi_{c}, v\right] w, f_{m}\left[\phi_{c}, v\right] w\right] H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right)$,
(B.14) $\tilde{\mathcal{G}}_{6}=-\phi_{c}^{m} H_{\phi_{c}, a}^{-1} B_{a}\left[n \phi_{c}^{n-1} w, m \phi_{c}^{m-1} w\right] H_{\phi_{c}}^{-1}\left(H_{\phi}-H_{\phi_{c}}\right) H_{\phi}^{-1} \partial_{y}\left(\phi^{n}\right)$,

$$
\begin{equation*}
\tilde{\mathcal{G}}_{7}=\phi_{c}^{m} H_{\phi_{c}, a}^{-1} B_{a}\left[n \phi_{c}^{n-1} w, m \phi_{c}^{m-1} w\right] H_{\phi_{c}}^{-1} \partial_{y}\left(\phi^{n}-\phi_{c}^{n}\right) . \tag{B.15}
\end{equation*}
$$

The difference between $A_{a}$ and $A_{a}^{\infty}$ may be written as

$$
\begin{align*}
A_{a}-A_{a}^{\infty}= & -c m \phi_{c}^{-1} \partial_{y} \phi_{c}-\left(\phi_{c}^{m}-1\right) H_{\phi_{c}, a}^{-1} D_{a}\left(n \phi_{c}^{n-1} \cdot\right) \\
& +c m \phi_{c}^{m} H_{\phi_{c}, a}^{-1}\left(\phi_{c}^{-1} \partial_{y} \phi_{c} \cdot\right)-c n \phi_{c}^{m} H_{\phi_{c}, a}^{-1} D_{a}\left[\left(1-\phi_{c}^{-1}\right) \cdot\right]  \tag{B.16}\\
& +H_{1, a}^{-1} D_{a}\left[n\left(1-\phi_{c}^{n-1}\right) \cdot\right]+H_{1, a}^{-1}\left(\phi_{c}^{m}-1\right) H_{\phi_{c}, a}^{-1} D_{a}\left(n \phi_{c}^{n-1} \cdot\right) \\
& +H_{1, a}^{-1} D_{a}\left(1-\phi_{c}^{n}\right) D_{a} H_{\phi_{c}, a}^{-1} D_{a}\left(n \phi_{c}^{n-1} \cdot\right)
\end{align*}
$$

In the space weighted by $\phi_{c}(x)^{-m}$, this difference is

$$
\begin{align*}
\tilde{A}_{a}-\tilde{A}_{a}^{\infty}= & n H_{1, a}^{-1} D_{a}\left[\left(1-\phi_{c}^{m-1}\right) \cdot\right]+n H_{1, a}^{-1} D_{a}\left(\phi_{c}^{m}-1\right) H_{1, a}^{-1}\left(\phi_{c}^{m-1} \cdot\right) \\
& -n H_{1, a}^{-1}\left[D_{a}\left(\phi_{c}^{m}-1\right)\right] H_{1, a}^{-1}\left(\phi_{c}^{m-1} \cdot\right) \\
& -n H_{1, a}^{-1}\left(\phi_{c}^{m}-1\right) H_{1, a}^{-1}\left(\phi_{c}^{m}-1\right) H_{\phi_{c}, a}^{-1} D_{a}\left(\phi_{c}^{m-1} \cdot\right) \\
& +n H_{1, a}^{-1}\left(\phi_{c}^{m}-1\right) H_{1, a}^{-1} D_{a}\left(\phi_{c}^{n}-1\right) D_{a} H_{\phi_{c}, a}^{-1} D_{a}\left(\phi_{c}^{m-1} \cdot\right) \\
& -n H_{1, a}^{-1} D_{a}\left(\phi_{c}^{n}-1\right) D_{a} H_{\phi_{c}, a}^{-1} D_{a}\left(\phi_{c}^{m-1} \cdot\right)+c m H_{1, a}^{-1}\left(\phi_{c}^{m-1} \partial_{y} \phi_{c} \cdot\right)  \tag{B.17}\\
& +c m H_{1, a}^{-1}\left(\phi_{c}^{m}-1\right) H_{\phi_{c}, a}^{-1}\left(\phi_{c}^{m-1} \partial_{y} \phi_{c} \cdot\right) \\
& -c m H_{1, a}^{-1} D_{a}\left(\phi_{c}^{n}-1\right) D_{a} H_{\phi_{c}, a}^{-1}\left(\phi_{c}^{m-1} \partial_{y} \phi_{c} \cdot\right) \\
& +c n H_{1, a}^{-1} D_{a}\left[\phi_{c}^{m}\left(\phi_{c}^{-1}-1\right) \cdot\right] \\
& +c n H_{1, a}^{-1}\left(\phi_{c}^{m}-1\right) H_{\phi_{c}, a}^{-1} D_{a}\left[\phi_{c}^{m}\left(\phi_{c}^{-1}-1\right) \cdot\right] \\
& -c n H_{1, a}^{-1} D_{a}\left(\phi_{c}^{n}-1\right) D_{a} H_{\phi_{c}, a}^{-1} D_{a}\left[\phi_{c}^{m}\left(\phi_{c}^{-1}-1\right) \cdot\right] .
\end{align*}
$$

Appendix C. Analysis of the characteristic polynomial. In this section we prove that $(3.36),(\lambda-c \mu)\left(1-\mu^{2}\right)+n \mu=0$, has a unique root of minimal real part on a slit half-plane

$$
\left\{\lambda: \Re \lambda>-\lambda_{0}\right\} \backslash\left(-\lambda_{0},-\tilde{\Omega}(\gamma)\right] .
$$

There are two ways that this could be false: there could be either a multiple root or two roots with the same real part, but differing imaginary parts. As previously
noted, we will have a unique root of minimal real part for $\lambda$ in the closed right halfplane, so we need only concern ourselves with $\Re \lambda<0$.

We will identify a portion of the domain $\Re \lambda<0$ for which there are neither multiple roots nor complex roots with the same real part. Note that this is a stricter condition than is needed, as the polynomial could have a double root for some $\lambda$, where the third root of $P(\mu)$ has a smaller real part than the multiple root.

Note that $P( \pm 1)$ never vanishes, and hence $P(\mu)=0$ is equivalent to $R(\mu)=\lambda$, where

$$
\begin{equation*}
R(\mu)=c \mu+\frac{n \mu}{\mu^{2}-1} \tag{C.1}
\end{equation*}
$$

C.1. Roots of order greater than one. We start with the possibility of a double or triple root, as this is very easy to rule out. If $\mu$ is a multiple root, then in addition to $R(\mu)=\lambda$, we will also have

$$
\frac{d R}{d \mu}=c-n \frac{1+\mu^{2}}{\left(1-\mu^{2}\right)^{2}}=0
$$

which has solutions

$$
\mu=-\sqrt{\frac{2 c+n \pm \sqrt{8 c n+n^{2}}}{2 c}}
$$

We have ignored the roots with a + sign in front, as these will correspond to positive $\lambda$. Note that they are all real, and hence $\lambda$ will also be real.

The $\lambda$ one gets from the root

$$
\mu_{+}=-\sqrt{\frac{2 c+n+\sqrt{8 c n+n^{2}}}{2 c}} \leq-\frac{3 \sqrt{3}}{2} n
$$

is decreasing in $c$. The other root,

$$
\mu_{-}=-\sqrt{\frac{2 c+n-\sqrt{8 c n+n^{2}}}{2 c}}
$$

will map to $\lambda$ values

$$
\begin{equation*}
\lambda\left(\mu_{-}\right)=-\sqrt{\frac{1}{8}} \sqrt{8 c^{2}+20 c n-n^{2}-8 c \sqrt{n^{2}+8 c n}-n \sqrt{n^{2}+8 c n}} \tag{C.2}
\end{equation*}
$$

It can be checked that for $c>n>1, R\left(\mu_{+}\right)<R\left(\mu_{-}\right)$. Therefore, for $\lambda>-\widetilde{\Omega}(c)$, with

$$
\begin{equation*}
\widetilde{\Omega}(c)=\sqrt{\frac{1}{8}} \sqrt{8 c^{2}+20 c n-n^{2}-8 c \sqrt{n^{2}+8 c n}-n \sqrt{n^{2}+8 c n}} \tag{C.3}
\end{equation*}
$$

$P(\mu)$ cannot have a multiple root.
C.2. Roots of differing imaginary part. If $\mu_{1}=\alpha+\imath \beta_{1}$ and $\mu_{2}=\alpha+\imath \beta_{2}$ are two roots of $P$, then

$$
R\left(\alpha+\imath \beta_{1}\right)=R\left(\alpha+\imath \beta_{2}\right)
$$

After matching real and imaginary parts in this expression, the three unknowns, $\alpha, \beta_{1}, \beta_{2}$, must satisfy the two equations

$$
\begin{align*}
\Re \lambda & =c \alpha+\frac{n \alpha\left(-1+\alpha^{2}+\beta_{1}^{2}\right)}{\left(-1+\alpha^{2}\right)^{2}+2\left(1+\alpha^{2}\right) \beta_{1}^{2}+\beta_{1}^{4}} \\
& =c \alpha+\frac{n \alpha\left(-1+\alpha^{2}+\beta_{2}^{2}\right)}{\left(-1+\alpha^{2}\right)^{2}+2\left(1+\alpha^{2}\right) \beta_{2}^{2}+\beta_{2}^{4}}  \tag{C.4}\\
\Im \lambda & =c \beta_{1}-\frac{n \beta_{1}\left(1+\alpha^{2}+\beta_{1}^{2}\right)}{\left(-1+\alpha^{2}\right)^{2}+2\left(1+\alpha^{2}\right) \beta_{1}^{2}+\beta_{1}^{4}} \\
& =c \beta_{2}-\frac{n \beta_{2}\left(1+\alpha^{2}+\beta_{2}^{2}\right)}{\left(-1+\alpha^{2}\right)^{2}+2\left(1+\alpha^{2}\right) \beta_{2}^{2}+\beta_{2}^{4}} \tag{C.5}
\end{align*}
$$

Solving the (C.4) for $\beta_{2}^{2}$ in terms of $\alpha$ and $\beta_{1}$, there are two families of solutions:

$$
\begin{align*}
& \beta_{2}^{2}=\beta_{1}^{2}  \tag{C.6}\\
& \beta_{2}^{2}=\frac{\left(1-\alpha^{2}\right)\left(3+\beta_{1}^{2}+\alpha^{2}\right)}{\alpha^{2}+\beta_{1}^{2}-1} \tag{C.7}
\end{align*}
$$

Without loss of generality, we assume $\beta_{1} \neq 0$.
Recall that $\lambda$ is imaginary if and only if $P(\mu)$ has a purely imaginary root; hence the condition $\Re \lambda<0$ ensures $\alpha \neq 0$. Then (C.7) implies $0<|\alpha| \leq 1$. Furthermore, if $|\alpha|=1$, then either the roots are conjugate or $\beta_{2}=0$. But if $\beta_{2}=0$, then $\mu_{2}=1$, which we know is not a root of $P(\mu)$.
C.2.1. Complex conjugates. When $\beta_{1}=-\beta_{2}=\beta$, (C.5) implies that $\lambda$ is real and

$$
\begin{equation*}
c-\frac{n\left(1+\alpha^{2}+\beta^{2}\right)}{\left(-1+\alpha^{2}\right)^{2}+2\left(1+\alpha^{2}\right) \beta^{2}+\beta^{4}}=0 \tag{C.8}
\end{equation*}
$$

which has roots $\beta^{2}$,

$$
\begin{equation*}
\beta^{2}=-1-\alpha^{2}+\frac{n}{2 c} \pm \frac{\sqrt{n^{2}+16 c^{2} \alpha^{2}}}{2 c} \tag{C.9}
\end{equation*}
$$

We may immediately rule out the negative root for $\beta^{2}$. For $\beta^{2}>0, \alpha^{2}$ must satisfy

$$
\begin{equation*}
1+\frac{n}{2 c}-\frac{\sqrt{n^{2}+24 c}}{2 c}<\alpha^{2}<1+\frac{n}{2 c}+\frac{\sqrt{n^{2}+24 c}}{2 c} \tag{C.10}
\end{equation*}
$$

Using (C.4),

$$
\lambda(\alpha)=\frac{n+8 c \alpha^{2}-\sqrt{n^{2}+16 c^{2} \alpha^{2}}}{4 \alpha}
$$

Since we are concerned only with $\lambda<0$ here, $\alpha$ must, in addition to (C.10), satisfy

$$
\begin{equation*}
\frac{n+8 c \alpha^{2}-\sqrt{n^{2}+16 c^{2} \alpha^{2}}}{4 \alpha}<0 \tag{C.11}
\end{equation*}
$$

When $\alpha>0$, (C.11) requires

$$
0<\alpha^{2}<\frac{c-n}{4 c}
$$

But $\frac{1}{4}(c-n) / c<1+n /(2 c)-\sqrt{n^{2}+24 c} /(2 c)$, so complex conjugate roots with $\alpha>0$ are not possible with $\lambda$ in the left half-plane.

When $\alpha<0$, (C.11) requires

$$
\alpha<-\frac{1}{2} \sqrt{\frac{c-n}{c}}
$$

to satisfy (C.11). Consider $\alpha$ in the interval

$$
\left[-\sqrt{1+\frac{n}{2 c}-\frac{\sqrt{n^{2}+8 c n}}{2 c}},-\frac{1}{2} \sqrt{\frac{c-n}{c}}\right)
$$

In this interval, there will not be complex conjugate roots, as it violates (C.10).
$\lambda$, as a function of $\alpha$, is negative and increasing on this interval. For $\lambda$ in the image of this interval, we may completely rule out complex conjugate roots. The image of this interval is

$$
\lambda\left(\left[-\sqrt{1+\frac{n}{2 c}-\frac{\sqrt{n^{2}+8 c n}}{2 c}},-\frac{1}{2} \sqrt{\frac{c-n}{c}}\right)\right)=[-\widetilde{\Omega}(c), 0)
$$

Hence, for $0>\lambda>-\tilde{\Omega}$, one may rule out both multiple roots and complex conjugates.
C.2.2. Nonconjugate complex roots. Consider the case of complex roots with the same real part, but imaginary parts such that $\left|\beta_{1}\right| \neq\left|\beta_{2}\right|$. Squaring both sides of (C.5) and plugging in (C.7) for $\beta_{2}^{2}$, we get a sixth order polynomial in $\beta_{1}^{2}$. The roots, as functions of $\alpha$, are

$$
\begin{align*}
\beta_{1}^{2}= & -1-2 \alpha-\alpha^{2}  \tag{C.12}\\
\beta_{1}^{2}= & -1+2 \alpha-\alpha^{2}  \tag{C.13}\\
\beta_{1}^{2}= & 1-\alpha^{2}-2 \sqrt{1-\alpha^{2}},  \tag{C.14}\\
\beta_{1}^{2}= & 1-\alpha^{2}+2 \sqrt{1-\alpha^{2}},  \tag{C.15}\\
\beta_{1}^{2}= & \frac{(n / c)^{2}+4(n / c)\left(1-\alpha^{2}\right)-8\left(1-\alpha^{4}\right)}{8\left(1-\alpha^{2}\right)} \\
& -\frac{\sqrt{\left((n / c)^{2}-16\left(1-\alpha^{2}\right)\right)\left((n / c)^{2}-8\left(1-\alpha^{2}\right)\left(2 \alpha^{2}-(n / c)\right)\right)}}{8\left(1-\alpha^{2}\right)}  \tag{C.16}\\
\beta_{1}^{2}= & \frac{(n / c)^{2}+4(n / c)\left(1-\alpha^{2}\right)-8\left(1-\alpha^{4}\right)}{8\left(1-\alpha^{2}\right)} \\
& +\frac{\sqrt{\left((n / c)^{2}-16\left(1-\alpha^{2}\right)\right)\left((n / c)^{2}-8\left(1-\alpha^{2}\right)\left(2 \alpha^{2}-(n / c)\right)\right)}}{8\left(1-\alpha^{2}\right)} \tag{C.17}
\end{align*}
$$

(C.12) and (C.13) force $\beta_{1}$ to be imaginary, and hence they can be ruled out. Using (C.7), if $\beta_{1}$ is either (C.14) or (C.15), then $\beta_{2}= \pm \beta_{1}$, conjugate roots.

In the last two cases, if $\beta_{1}^{2}$ is to be real, then

$$
\begin{equation*}
\left((n / c)^{2}-16\left(1-\alpha^{2}\right)\right)\left((n / c)^{2}-8\left(1-\alpha^{2}\right)\left(2 \alpha^{2}-(n / c)\right)\right) \geq 0 \tag{C.18}
\end{equation*}
$$

If we can find for $\lambda$ in the left half-plane sufficiently close enough to the imaginary axis that it is negative, we will be done. (C.18) is negative at $\alpha=0$, so there exists a neighborhood of the imaginary axis, such that complex nonconjugate roots may be ruled out.

The roots on the left-hand side of (C.18) are

$$
\begin{align*}
& \alpha^{2}=1-\frac{1}{16}\left(\frac{n}{c}\right)^{2}=\frac{1}{16}\left(5-\gamma^{2}\right)\left(3+\gamma^{2}\right)  \tag{C.19}\\
& \alpha^{2}=\frac{1}{2}+\frac{1}{4} \frac{n}{c}+\frac{1}{2} \sqrt{1-\frac{n}{c}}=\frac{1}{4}(3-\gamma)(1+\gamma)  \tag{C.20}\\
& \alpha^{2}=\frac{1}{2}+\frac{1}{4} \frac{n}{c}-\frac{1}{2} \sqrt{1-\frac{n}{c}}=\frac{1}{4}(1-\gamma)(3+\gamma) \tag{C.21}
\end{align*}
$$

These are positive for $\gamma \in[0,1]$. It may be checked that (C.21) is the smallest for all $\gamma$. Hence the root of (C.18) such that $\mu$ will be closest to the imaginary axis is

$$
\begin{equation*}
\alpha=-\frac{1}{2} \sqrt{(1-\gamma)(3+\gamma)} \tag{C.22}
\end{equation*}
$$

$\alpha$ larger than (C.22) and less than zero will yield a $\lambda$ that does not have nonconjugate complex roots.

Given $\lambda$, if $\mathcal{P}(\mu ; \lambda)$ is to have two roots of same real part, $\alpha$, but differing imaginary part, then, by trying any of the last four roots for $\beta_{1}$ (both positive and negative square roots of (C.16) and (C.17)), in (C.4) the real part of $\lambda$ and $\alpha$ are related by

$$
\begin{equation*}
\Re \lambda=c \alpha\left(2-\frac{(n / c)}{4\left(1-\alpha^{2}\right)+(n / c)}\right) \tag{C.23}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{d \Re \lambda}{d \alpha}=c\left(\frac{32\left(1-\alpha^{2}\right)^{2}+12(n / c)-20 \alpha^{2}(n / c)+(n / c)^{2}}{\left(4\left(1-\alpha^{2}\right)+(c / n)\right)^{2}}\right) \tag{C.24}
\end{equation*}
$$

and the derivative has one negative root with $|\alpha|<1$ at

$$
\begin{equation*}
\alpha=-\sqrt{1+\frac{5}{16} \frac{n}{c}-\frac{1}{16} \sqrt{64 \frac{n}{c}+17\left(\frac{n}{c}\right)^{2}}} \tag{C.25}
\end{equation*}
$$

Comparing (C.22) with (C.25), at $\gamma=1$

$$
(\mathrm{C} .25)=-1<0=(\mathrm{C} .22)
$$

and at $\gamma=0$

$$
(\mathrm{C} .25)=-\sqrt{\frac{3}{4}}=(\mathrm{C} .22)
$$

In addition, one may check that (C.25) is increasing in $\gamma \in[0,1]$, while (C.22) is decreasing on the same interval. Therefore

$$
-\sqrt{1+\frac{5}{16} \frac{n}{c}-\frac{1}{16} \sqrt{64 \frac{n}{c}+17\left(\frac{n}{c}\right)^{2}}} \leq-\frac{1}{2} \sqrt{(1-\gamma)(3+\gamma)}
$$

for all $\gamma \in[0,1]$.

For $\Re \mu=\alpha$ in

$$
\begin{equation*}
\left(-\frac{1}{2} \sqrt{(1-\gamma)(3+\gamma)}, 0\right) \tag{C.26}
\end{equation*}
$$

(C.23) will be an increasing function in $\alpha$, and (C.24) is positive at $\alpha=0$. On the interval (C.26), the mapping is invertible and its image is

$$
\begin{equation*}
\left(-\frac{1}{4} c \sqrt{1-\gamma}(\gamma+3)^{3 / 2}, 0\right) . \tag{C.27}
\end{equation*}
$$

Therefore if $\lambda$ has real part in the interval (C.27), and $\mathcal{P}(\mu ; \lambda)$ is to have nonconjugate complex roots, $\alpha$ must lie in (C.26). But such an $\alpha$ violates (C.18), and we may conclude that there are no such roots. Letting $-\lambda_{0}$ denote the $\Re \lambda$ value at the left end point of (C.27),

$$
\begin{equation*}
\lambda_{0}=\frac{c}{4} \sqrt{1-\gamma}(\gamma+3)^{3 / 2}=\frac{n}{4\left(1-\gamma^{2}\right)} \sqrt{1-\gamma}(\gamma+3)^{3 / 2} . \tag{C.28}
\end{equation*}
$$

Hence for $\Re \lambda>-\lambda_{0}$, nonconjugate complex roots are not possible for $P(\mu)$.
Appendix D. The zero eigenvalue. In section $3.5, \lambda=0$ was identified as an eigenvalue of multiplicity at least two. Using the Evans function, the order of this eigenvalue may be related to the slope with respect to $c$ of the invariant functional $\mathcal{N}\left[\phi_{c}\right]$.

Using the framework from section 3.3.2, set

$$
\begin{gather*}
\mathbf{y}^{+}=\left(\begin{array}{c}
\phi_{c}^{-m} \partial_{x} \phi_{c} \\
\partial_{x}\left(\phi_{c}^{-m} \partial_{x} \phi_{c}\right) \\
0
\end{array}\right)  \tag{D.1}\\
\mathbf{z}^{-}=\left(c \partial_{x}\left(\phi_{c}^{-m} \partial_{x} \phi_{c}\right), \quad-c \phi_{c}^{-m} \partial_{x} \phi_{c}, \quad-\int_{-\infty}^{x} \phi_{c}^{-n-m} \partial_{x} \phi_{c}\right) . \tag{D.2}
\end{gather*}
$$

These are solutions to the dynamical systems

$$
\dot{\mathbf{y}}=B(x, \lambda=0, \gamma) \mathbf{y} \quad \text { and } \quad \dot{\mathbf{z}}=-\mathbf{z} B(x, \lambda=0, \gamma)
$$

Here, $\mu_{1}=-\gamma$. Employing the notation and formulation of the Evans function of [27], by [27, Proposition 1.6, parts 2 and 3], since

$$
\mathbf{y}^{+}=O\left(e^{-\gamma x}\right) \quad \text { as } x \rightarrow+\infty \quad \text { and } \quad \mathbf{z}^{-}=O\left(e^{\gamma x}\right) \quad \text { as } x \rightarrow-\infty
$$

$\mathbf{y}^{+}$and $\mathbf{z}^{-}$are scalar multiples of $\zeta^{+}$and $\eta^{-}$, respectively. $\zeta^{+}$and $\eta^{-}$are the solutions of the dynamical systems satisfying

$$
\zeta^{+} e^{\gamma x} \rightarrow \mathbf{v}^{+} \quad \text { as } x \rightarrow+\infty \quad \text { and } \quad \eta^{-} e^{-\gamma x} \rightarrow \mathbf{w}^{-} \quad \text { as } x \rightarrow-\infty
$$

with

$$
\left.\begin{array}{rlrl}
B^{\infty} \mathbf{v}^{+} & =-\gamma \mathbf{v}^{+}, & \mathbf{w}^{-} B^{\infty} & =-\gamma \mathbf{w}^{-} \\
\mathbf{v}^{+} & =\left(\begin{array}{lllll}
1, & -\gamma, & 0
\end{array}\right)^{T}, & \mathbf{w}^{-} & =\left(2 c \gamma^{2}\right)^{-1}\left(c \gamma^{2},\right.
\end{array}-c \gamma, \quad-1\right), ~ l
$$

allowing us to define the Evans function as

$$
D(\lambda=0)=\eta^{-}(x, \lambda=0) \cdot \zeta^{+}(x, \lambda=0)
$$

From the properties of the solitary waves, discussed in section 2.2 , there exists $\beta>0$ such that

$$
\phi_{c}^{-m} \partial_{x} \phi_{c} e^{\gamma x} \rightarrow-\beta \text { as } x \rightarrow+\infty
$$

and hence

$$
\zeta^{+}=\frac{1}{-\beta} \mathbf{y}^{+} \quad \text { and } \quad \eta^{-}=\frac{1}{-2 \gamma c \beta} \mathbf{z}^{-}
$$

$D(0)=0$ by inspection. From [27], the derivative of the Evans function for a system akin to ours is ${ }^{2}$

$$
\begin{equation*}
\partial_{\lambda} D(\lambda)=-\int_{-\infty}^{\infty} \eta^{-}(x, \lambda) \partial_{\lambda}\left[B(x, \lambda)-\mu_{1}(\lambda) I\right] \zeta^{+}(x, \lambda) d x \tag{D.3}
\end{equation*}
$$

It is then trivial to compute that $\partial_{\lambda} D(0)=0$, since the integrand is an odd function.
Taking the derivative of (D.3) at $\lambda=0$ gives an equation for $\partial_{\lambda}^{2} D(0)$,

$$
\begin{equation*}
\partial_{\lambda}^{2} D(0)=-\int_{-\infty}^{\infty} \eta_{\lambda}^{-} B_{\lambda} \zeta^{+} d x-\int_{-\infty}^{\infty} \eta^{-} B_{\lambda} \zeta_{\lambda}^{+} d x \tag{D.4}
\end{equation*}
$$

$\zeta_{\lambda}^{+}$and $\eta_{\lambda}^{-}$satisfy the ODEs

$$
\dot{\mathbf{y}}_{\lambda}=B \mathbf{y}_{\lambda}+B_{\lambda} \mathbf{y} \quad \text { and } \quad \dot{\mathbf{z}}_{\lambda}=-\mathbf{z}_{\lambda} B-\mathbf{z} B_{\lambda}
$$

These problems are associated with the derivatives with respect to $\lambda$ of (3.24) and (3.30) at $\lambda=0$,

$$
\begin{align*}
\partial_{x} L_{c} Y_{\lambda} & =\left[I-\partial_{x}\left(\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} \cdot\right)\right)\right] Y,  \tag{D.5}\\
-L_{c}^{\star} \partial_{x} Z_{\lambda} & =\left[I-\phi_{c}^{-m} \partial_{x}\left(\phi_{c}^{n} \partial_{x} \cdot\right)\right] Z \tag{D.6}
\end{align*}
$$

through the identifications

$$
\begin{array}{ll}
y_{\lambda}^{(1)}=\phi_{c}^{-m} Y_{\lambda}, & z_{\lambda}^{(1)}=c \partial_{x}\left(\phi_{c}^{n} \partial_{x} Z_{\lambda}\right) \\
y_{\lambda}^{(2)}=\partial_{x}\left(\phi_{c}^{-m} Y_{\lambda}\right), & z_{\lambda}^{(2)}=-c \phi_{c}^{n} \partial_{x} Z_{\lambda} \\
y_{\lambda}^{(3)}=L_{c} Y_{\lambda}+\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} Y\right), & z_{\lambda}^{(3)}=-Z_{\lambda}
\end{array}
$$

For $\lambda=0,(3.24),(3.30),(D .5)$, and (D.6) are related to the generalized kernels of $A$ and $A^{\star}$ :

$$
\begin{aligned}
Y & =\partial_{x} \phi_{c}, & Y_{\lambda} & =-\partial_{c} \phi_{c} \\
Z & =\int_{-\infty}^{x} \frac{\partial_{x} \phi_{c}}{\phi_{c}^{n+m}} d x, & Z_{\lambda} & =-\int_{-\infty}^{x}\left(L_{c}^{\star}\right)^{-1}\left[I-\phi_{c}^{-m} \partial_{x}\left(\phi_{c}^{n} \partial_{x} \cdot\right)\right] \int_{-\infty}^{x} \frac{\partial_{x} \phi_{c}}{\phi_{c}^{n+m}} d x .
\end{aligned}
$$

[^68]Then

$$
\begin{aligned}
& \zeta_{\lambda}^{+}=\frac{1}{-\beta}\left(-\phi_{c}^{-m} \partial_{c} \phi_{c}, \quad-\partial_{x}\left(\phi_{c}^{-m} \partial_{c} \phi_{c}\right), \quad-L_{c} \partial_{c} \phi_{c}+\phi_{c}^{n} \partial_{x}\left(\phi_{c}^{-m} \partial_{x} \phi_{c}\right)\right)^{T} \\
& \eta_{\lambda}^{-}=\frac{1}{2 \gamma c \beta}\left(c \partial_{x}\left(\phi_{c}^{n} \partial_{x} Z_{\lambda}\right), \quad-c \phi_{c}^{n} \partial_{x} Z_{\lambda}, \quad-Z_{\lambda}\right)
\end{aligned}
$$

Finally, we compute

$$
\begin{equation*}
\partial_{\lambda}^{2} D(0)=\frac{1}{c \gamma \beta^{2}} \partial_{c} \mathcal{N}\left[\phi_{c}\right] \tag{D.7}
\end{equation*}
$$
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#### Abstract

We study the large scale evolution of a scalar lattice excitation $u$ which satisfies a discrete wave equation in three dimensions, $\ddot{u}_{t}(\gamma)=-\sum_{\gamma^{\prime}} \alpha\left(\gamma-\gamma^{\prime}\right) u_{t}\left(\gamma^{\prime}\right)$, where $\gamma, \gamma^{\prime} \in \mathbb{Z}^{3}$ are lattice sites. We assume that the dispersion relation $\omega$ associated to the elastic coupling constants $\alpha\left(\gamma-\gamma^{\prime}\right)$ is acoustic; i.e., it has a singularity of the type $|k|$ near the vanishing wave vector, $k=0$. To derive equations describing the macroscopic energy transport, we employ a related multiscale Wigner transform and a scale parameter $\varepsilon>0$. The spatial and temporal scales of the Wigner transform are related to the corresponding lattice parameters via a scaling by $\varepsilon$. In the continuum limit, which is achieved by sending the parameter $\varepsilon$ to 0 , the Wigner transform disintegrates into three different limit objects: the Wigner transform of a rescaled weak- $L^{2}$ limit, an H-measure, and a Wigner measure. The first two provide the finer resolution of the energy concentrating at $k=0$ so that a set of closed evolution equations may arise. We demonstrate that these three limit objects satisfy a set of decoupled transport equations: a wave equation for the weak limit, a geometric optics transport equation for the H-measure limit, and a dispersive transport equation for the standard limiting Wigner measure. This yields a complete characterization of macroscopic energy transport in harmonic lattices with regular acoustic dispersion relations.
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1. Introduction. The energy transport by atomic oscillations in crystalline solids is a central problem in solid state physics. To the first order approximation, the oscillations can be described by a discrete wave equation

$$
\begin{equation*}
\ddot{u}_{t}(\gamma)=-\sum_{\gamma^{\prime}} \alpha\left(\gamma-\gamma^{\prime}\right) u_{t}\left(\gamma^{\prime}\right) \tag{1.1}
\end{equation*}
$$

where $u(\gamma) \in \mathbb{R}$ is composed of the displacements of the crystal atoms from their equilibrium position, as will be discussed in section 1.1. To analyze physically relevant properties of the crystal, such as its thermal conductivity, we first need to understand how energy is transported within the crystal via purely harmonic vibrations. Such transport properties are determined by the dispersion relation $\omega$ of the crystal, here $\omega(k)=\sqrt{\hat{\alpha}(k)}$, the "hat" denoting a discrete Fourier transform. If $\omega$ is not smooth, then depending on the wavelength different types of continuum energy transport equations can arise. The different contributions to the continuum energy are described by different limit objects, so-called Wigner measures, or microlocal defect measures.

[^69]These concepts were introduced by Tartar [23] and Gérard [10] to analyze the weak limits of certain nonlinear quantities, the energy density being one of them. Twoscale Wigner measures of the type we use here were first introduced independently by Fermanian Kammerer [5, 6] and by Nier [18].

Our main interest is to characterize the macroscopic evolution of the energy density. The starting point of our mathematical analysis is the Wigner transform, which can be interpreted as a "wavenumber resolved" energy density. Let us leave the details for section 2.1, and only summarize the main findings here. Let $v_{t}=\dot{u}_{t}$. We can then construct a complex field $\psi_{t} \in \ell_{2}\left(\mathbb{Z}^{3}\right)$, corresponding to a normal mode of the oscillations, out of the fields $u_{t}$ and $v_{t}$. On the other hand, for any given $\psi \in \ell_{2}\left(\mathbb{Z}^{3}\right)$ and $\varepsilon>0$, the lattice Wigner transform $W^{\varepsilon}=W^{\varepsilon}[\psi]$ allows defining a corresponding "energy" density, $e^{\varepsilon}=e^{\varepsilon}[\psi]$, by the formula

$$
\begin{equation*}
e^{\varepsilon}(x)=\int_{\mathbb{T}^{3}} \mathrm{~d} k W^{\varepsilon}(x, k) \tag{1.2}
\end{equation*}
$$

where $\varepsilon>0$ denotes the "lattice spacing" and $x \in \mathbb{R}^{3}$ is a variable which interpolates between the points of the scaled lattice $\varepsilon \mathbb{Z}^{3}$. Here $\mathbb{T}^{3}$ denotes the 3-torus, and we identify $\mathbb{T}^{3}=\mathbb{R}^{3} / \mathbb{Z}^{3}$. Then $e^{\varepsilon}(x, t)=e^{\varepsilon}\left[\psi_{t / \varepsilon}\right](x)$ can be considered to be a proper energy density at a macroscopic time $t$, as it satisfies $\int_{\mathbb{R}^{3}} \mathrm{~d} x e^{\varepsilon}(x, t)=H\left(u_{t / \varepsilon}, v_{t / \varepsilon}\right)$, where $H$ denotes the Hamiltonian related to (1.1).

In general, a limit of a sequence of scaled Wigner transforms, $\left(W^{\varepsilon}\left[\psi^{\varepsilon}\right]\right)$ with $\varepsilon$ tending to 0 , is given by a nonnegative Radon measure $\mu \in M_{+}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$. In the setup considered here, we have for a given time $t$ a sequence of normal mode fields $\psi_{t / \varepsilon}$ which would then yield a family of nonnegative Radon measures $\mu_{t}$ as limit points of the corresponding Wigner transforms. However, for these limit measures to form a useful approximation of the original dynamical system, $\mu_{t}$ should also satisfy an autonomous evolution equation. This is typically not possible if the initial measure concentrates on the singular set of $\omega$, i.e., to the points where $\omega$ is not smooth.

Here we will augment the standard Wigner transform scheme to encompass the most common type of singularity encountered in solid state physics: acoustic singularities, with $\omega(k)$ behaving like $|k|$ near $k=0$. Such modes occur in general within crystal models with short range interactions, and they are particularly important as they are responsible for sound propagation in the crystal. With some effort, in the spirit of the results proven in [6], it is likely that these results could be extended to cover more complicated singular sets of $\omega$, but we do not consider such generalizations here. Our result can also be seen as a generalization of the analysis in [17]. There it is shown that $\mu_{t}$ can be computed from $\mu_{0}$ by solving a dispersive linear transport equation, provided that $\mu_{0}$ does not concentrate on wavenumbers $k$ where the dispersion relation $\omega$ is not $C^{(1)}$.

For acoustic modes, the dispersion relation fails to be $C^{(1)}$ at $k=0$, and it is necessary to resolve finer details of the solutions near the singular point, whenever a concentration at $k=0$ is possible. This will be accomplished here by introducing a second scale to the lattice Wigner transform. The multiscale Wigner transform, defined in section 2.1, maps a field $\psi$ into a distribution $W^{\varepsilon}[\psi](x, k, q)$ where the new parameter $q \in \mathbb{R}^{3}$ resolves the energy density for wavenumbers of the order of $\varepsilon$. We consider a sequence of initial conditions such that the corresponding initial fields $\psi_{0}^{\varepsilon}$ are bounded and tight in $\ell_{2}\left(\varepsilon \mathbb{Z}^{3}\right)$. We prove in Theorem 3.2 that then for all $t \in \mathbb{R}$ there are two measures, a Wigner measure $\mu_{t}$ on $\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}, \mathbb{T}_{*}^{3}=\mathbb{T}^{3} \backslash\{0\}$, and an H-measure $\mu_{t}^{\mathrm{H}}$ on $\mathbb{R}^{3} \times S^{2}$, as well as an $L^{2}$-function $\phi_{t}$ such that $W^{\varepsilon}\left[\psi_{t / \varepsilon}^{\varepsilon}\right]$ converges
along a subsequence to a limit determined by $\left(\mu_{t}, \mu_{t}^{\mathrm{H}}, \phi_{t}\right)$. The subsequence can be chosen independently of $t$, and it will only be relevant for determining the limit of the initial data, that is, $\left(\mu_{0}, \mu_{0}^{\mathrm{H}}, \phi_{0}\right)$. For all other times $t \in \mathbb{R}$, the measures $\mu_{t}, \mu_{t}^{\mathrm{H}}$ and the $L^{2}$-function $\phi_{t}$ can be determined using the transport equations

$$
\begin{array}{ll}
\partial_{t} \mu_{t}(x, k)+\frac{1}{2 \pi} \nabla \omega(k) \cdot \nabla_{x} \mu_{t}(x, k)=0, & k \in \mathbb{T}_{*}^{3}, \\
\partial_{t} \mu_{t}^{\mathrm{H}}(x, q)+\frac{1}{2 \pi} \nabla \omega_{0}(q) \cdot \nabla_{x} \mu_{t}^{\mathrm{H}}(x, q)=0, & q \in S^{2}, \\
\partial_{t}^{2} \phi_{t}(x)=\operatorname{div}\left(\frac{1}{(2 \pi)^{2}} A_{0} \nabla \phi_{t}(x)\right), & \tag{1.5}
\end{array}
$$

where $x \in \mathbb{R}^{3}$, together with the initial conditions

$$
\begin{equation*}
\left.\mu_{t}\right|_{t=0}=\mu_{0},\left.\quad \mu_{t}^{\mathrm{H}}\right|_{t=0}=\mu_{0}^{\mathrm{H}},\left.\quad \phi_{t}\right|_{t=0}=\phi_{0},\left.\quad \partial_{t} \hat{\phi}_{t}(p)\right|_{t=0}=-i \omega_{0}(p) \hat{\phi}_{0}(p), \quad p \in \mathbb{R}^{3}, \tag{1.6}
\end{equation*}
$$

given by the limit objects $\left(\mu_{0}, \mu_{0}^{\mathrm{H}}, \phi_{0}\right)$ at $t=0$. Here the constant matrix $A_{0}$ and the function $\omega_{0}$ are determined by the Hessian of the square of the dispersion relation $\omega$ (defined in (2.6)) at $k=0$, explicitly

$$
\begin{equation*}
A_{0}=\frac{1}{2} D^{2} \omega^{2}(0), \quad \omega_{0}(p)=\sqrt{p \cdot A_{0} p} \tag{1.7}
\end{equation*}
$$

It also follows from our analysis that the sum of the energies related to $\mu_{t}, \mu_{t}^{\mathrm{H}}$, and $\phi_{t}$ is a constant of motion and equals the limiting value of the total energy of the initial excitations. This shows that no energy is lost in the taking of the continuum limit.

Equation (1.3) describes the propagation of energy along the harmonic lattice with the group velocity $\nabla \omega(k) /(2 \pi)$. Equation (1.5) is a wave equation describing the evolution of macroscopic fluctuations. Equation (1.4) is usually known under the name "geometric optics" and describes the evolution of macroscopic fluctuations whose wavelength is much longer than the lattice spacing $\varepsilon$ and much smaller than 1 , the wavelength of the fluctuations resolved by $\phi_{t}$. The surprising feature about acoustic modes is the separate evolution equation for the macroscopic perturbations $\phi_{t}$. As will be apparent in Theorem 3.2, but as also indicated by the fact that the evolution equation for $\phi_{t}$ involves only the Hessian of $\omega^{2}$ at $k=0$, its evolution is determined by the second, fine-resolution scale introduced to the Wigner transform. This is in contradistinction to the case of $\omega$ which is smooth, as then the evolution of the energy density would not depend on the second scaling parameter.

The Wigner transform, or the Wigner function, was originally introduced to study semiclassical behavior in quantum mechanics, but it has been proven to be a useful tool in studying large scale behavior of wave equations as well [12, 19]. In particular, the method of calculating continuous, macroscopic energy by finding the limit object of a sequence of energies $e^{\varepsilon}$ on rescaled lattice models is one that has been widely used and justified, for example, in [9, 14, 17]. In [17], the Wigner transform of the normal modes is employed in solving the macroscopic transport of energy in the above harmonic systems for deterministic initial data. The same system is considered in [3] with random initial data and in a larger function space, excluding, however, the type of concentration effects we study here. In [6] two-scale Wigner measures of the same type we use here were introduced for the study of concentration effects near shock hypersurfaces for the heat equation. The precise connection to the results in $[5,6]$ will be explained in Remark 3.6 in section 3.

In [8] spatially homogeneous Wigner measures are employed to study energy asymptotics in static systems. Both the method (which was developed before the
theory of 2-microlocal measures became available) and the results are in spirit very similar to ours. Using specific profile functions, three limit objects are constructed which capture the asymptotic behavior of the energy along bounded sequences. Only Fourier methods are used in [8] and therefore the spatial distribution of the energy cannot be characterized.

The main use of the Wigner transform is that, unlike the energy density $e^{\varepsilon}$ itself, it contains enough information to satisfy a closed evolution equation in the limit $\varepsilon \rightarrow 0$. Indeed, it was shown in [17] that as long as there is no concentration on the singular set of the dispersion relation faster than $\varepsilon^{1 / 2}$, the Wigner transform of the time-evolved state vector $\psi_{t / \varepsilon}$ converges to a limit measure $\tilde{\mu}_{t}$ on $\mathbb{R} \times \mathbb{K}$. Here $\mathbb{K}$ is a suitable compactification of $\mathbb{T}^{3} \backslash \mathbb{S}, \mathbb{S}$ being the singular set, which allows a continuous extension of the group velocity $\nabla \omega$. The measure $\tilde{\mu}_{t}$ is then proven to satisfy the transport equation

$$
\begin{equation*}
\partial_{t} \tilde{\mu}_{t}(x, k)+\frac{1}{2 \pi} \nabla \omega(k) \cdot \nabla_{x} \tilde{\mu}_{t}(x, k)=0 \tag{1.8}
\end{equation*}
$$

However, the above assumption about the rate of convergence excludes macroscopic variations of the initial data in the case of acoustic singularities, and enforces $\phi_{t}=0$ in the present terminology. Separately, it was also shown in [17] that if the weak limit of the rescaled initial data exists, then the limit satisfies a continuum wave equation. However, a combination of these results was not possible, leaving open the exact effect the continuum wave equation will have on the energy density. In [15] it is shown that the Wigner measures generated by sequences of solutions of discrete wave equations satisfy transport equations; energy conservation along the sequence is not discussed.

In this paper we will show how to overcome the above difficulties in a physically relevant class of models with a singular dispersion relation. Our main additional contribution to the results of the above-mentioned references is to introduce a lattice version of the multiscale Wigner transform and to employ this in solving the macroscopic evolution of the energy density in the presence of an acoustic singularity. In section 2 we will first present the microscopic dynamical model in detail. In section 2.1 we will define the Wigner transform, and discuss its relation to the energy of the microscopic lattice model. The main results will be presented in section 3 .
1.1. Relation with solid state physics. A crystal in solid state physics is a state of matter in which the atoms retain a nearly perfect periodic structure over macroscopic times. The Hamiltonian model used for the time evolution in such a crystal is, to the first order accuracy, harmonic. If we assume that each periodic cell of the idealized perfectly periodic crystal structure contains $n$ atoms, then we can form a vector $q(\gamma) \in \mathbb{R}^{3 n}$ out of the displacements of the atoms in the periodic cell labeled by $\gamma \in \mathbb{Z}^{3}$. The (classical) Hamiltonian equations of motion of this harmonic model are then

$$
\begin{equation*}
\dot{q}_{i}(\gamma, t)=\frac{1}{m_{i}} p_{i}(\gamma, t), \quad \dot{p}_{i}(\gamma, t)=-\sum_{\gamma^{\prime}, i^{\prime}} \mathbb{A}\left(\gamma-\gamma^{\prime}\right)_{i, i^{\prime}} q_{i^{\prime}}\left(\gamma^{\prime}, t\right) \tag{1.9}
\end{equation*}
$$

where $\gamma \in \mathbb{Z}^{3}, i=1, \ldots, 3 n$, and $m_{i}$ denotes the mass of the atom whose displacement $q_{i}$ measures.

By the change of variables to $\tilde{q}_{i}(\gamma)=m_{i}^{\frac{1}{2}} q_{i}(\gamma), \tilde{p}_{i}(\gamma)=m_{i}^{-\frac{1}{2}} p_{i}(\gamma)$, these equations can be transformed into a standard form whose force matrix is given by $\tilde{\mathbb{A}}(\gamma)_{i, i^{\prime}}=$ $m_{i}^{-1 / 2} \mathbb{A}(\gamma)_{i, i^{\prime}} m_{i^{\prime}}^{-1 / 2}$. The standard form equations can then be solved by Fourier transform, and a diagonalization of the remaining multiplicative evolution equations
decomposes the $3 n$ vector degrees of freedom into independent normal modes, called phonons in solid state physics. Each normal mode is a complex scalar field on the crystal lattice, and its time evolution is unitary and uniquely determined by the corresponding dispersion relation $\omega_{i}(k)$ on $\mathbb{T}^{3}$. More details on the related mathematical issues can be found in $[3,17]$.

The complete decoupling of the evolution equations of the normal modes allows us to study a scalar, single-mode model and still retain a straightforward applicability of the results in the above, physically more relevant, vector models. As the above procedure is fairly standard and well covered in the references, we will not present the decomposition in any more detail here. However, to illustrate the matter, we have performed the equivalent steps for the scalar model (1.1) in the beginning of section 2.

In solid state physics, the normal modes are divided into optical and acoustic depending on their regularity at $k=0$ : if the dispersion relation is regular at $k=0$, then the mode is called optical, and if it behaves as $|k|$ at $k=0$, the mode is called acoustic. The latter name arises as these modes are believed to be responsible for the propagation of sound waves in the crystal. Acoustic dispersion relations arise generally from atomistic Hamiltonians with short range interactions, and crystal models are typically expected to have three of them, related to the translation invariance of the microscopic forces.

Finally, let us remark that the discrete linear wave equation alone does not suffice to determine the physically relevant properties of the crystal, such as its thermal conductivity. However, it forms the basis for perturbative treatments which can address such questions. We refer to $[1,20,21,22,25]$ for further details on the physical aspects of the topic, and to [2] for a review about related open problems.
2. The microscopic model. There are two mathematically equivalent descriptions of harmonic crystals. On the one hand, one can work with the Hamiltonian equations of motion and analyze the properties of the solutions. Anharmonic crystals can then be discussed in the same manner. On the other hand, one can employ the Fourier transform and the linearity to condense the Hamiltonian into the dispersion relation. Although the second approach leads to an immediate solution of the harmonic system, it cannot be used directly to analyze nonlinear models.

We will show in this chapter how the first approach reduces to the second one for harmonic lattices. Then we demonstrate how the Wigner transform can be employed in the analysis of the time evolution of the energy density of the Hamiltonian description.

We assume that the scalar excitation $u_{t}(\gamma), \gamma \in \mathbb{Z}^{3}$, satisfies the discrete wave equation

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} u_{t}(\gamma)=-\sum_{\gamma^{\prime} \in \mathbb{Z}^{3}} \alpha\left(\gamma-\gamma^{\prime}\right) u_{t}\left(\gamma^{\prime}\right) \tag{2.1}
\end{equation*}
$$

with initial data $\left(\left.u_{t}\right|_{t=0},\left.v_{t}\right|_{t=0}\right) \in X=\ell_{2} \times \ell_{2}$, where $v_{t}$ denotes the velocity field, $v_{t}=\partial_{t} u_{t}$. The numbers $\alpha\left(\gamma-\gamma^{\prime}\right)$ are the elastic coupling constants between the sites $\gamma$ and $\gamma^{\prime}$. We assume that $\alpha$ is real and symmetric $(\alpha(-\gamma)=\alpha(\gamma))$. Clearly, system (2.1) can be written in a Hamiltonian form and the energy

$$
\begin{equation*}
H(u, v)=\frac{1}{2}\left(\sum_{\gamma \in \mathbb{Z}^{3}}|v(\gamma)|^{2}+\sum_{\gamma \in \mathbb{Z}^{3}}\left[\sum_{\gamma^{\prime} \in \mathbb{Z}^{3}} u(\gamma) \alpha\left(\gamma-\gamma^{\prime}\right) u\left(\gamma^{\prime}\right)\right]\right) \tag{2.2}
\end{equation*}
$$



FIG. 2.1. Values of $u_{t}(\gamma)$ along the axis $\gamma_{2}=\gamma_{3}=0$ for $t=0, t=0.1 / \varepsilon, t=0.9 / \varepsilon$ with $\varepsilon=\frac{1}{7} * 10^{-1}$. The evolution is given by (2.1) with the nearest neighbor elastic couplings (2.13), and the initial conditions are $u_{t=0}(0)=1, u_{t=0}(\gamma)=0$ for all $\gamma \neq 0$, and $\dot{u}_{t=0} \equiv 0$.
is constant along solutions. Depending on the initial conditions, the solutions of system (2.1) may develop large scale oscillations which carry a finite amount of energy; cf. Figure 2.1, where snapshots of $u$ at several times are plotted.

Since system (2.1) is linear and invariant under discrete translations, we can write the solutions in a closed form using the Fourier transform.

Definition 2.1. We define the Fourier transform $\ell_{2}\left(\mathbb{Z}^{3}\right) \rightarrow L^{2}\left(\mathbb{T}^{3}\right)$ by extending

$$
\begin{equation*}
\left(\mathcal{F}_{\gamma \rightarrow k} \psi\right)(k)=\hat{\psi}(k)=\sum_{\gamma \in \mathbb{Z}^{3}} \mathrm{e}^{-2 \pi \mathrm{i} k \cdot \gamma} \psi(\gamma) \tag{2.3}
\end{equation*}
$$

from $\psi$ with finite support to all of $\ell_{2}\left(\mathbb{Z}^{3}\right)$. Here $\mathbb{T}^{3}=\mathbb{R}^{3} / \mathbb{Z}^{3}$ denotes the unit 3-torus. The inverse transform is pointwise convergently defined by the integral

$$
\begin{equation*}
\left(\mathcal{F}_{k \rightarrow \gamma} \hat{\psi}\right)(\gamma)=\int_{\mathbb{T}^{3}} \mathrm{~d} k \mathrm{e}^{2 \pi \mathrm{i} k \cdot \gamma} \hat{\psi}(k)=\psi(\gamma) \tag{2.4}
\end{equation*}
$$

where the measure $\mathrm{d} k$ is induced by the Lebesgue measure on the parameterization $T^{3}$ of $\mathbb{T}^{3}$, where $T=\left(-\frac{1}{2}, \frac{1}{2}\right]$. In particular, $\int_{\mathbb{T}^{3}} \mathrm{~d} k=1$.

From now on the notation $T^{3}$ will refer to the above explicit parameterization of the torus $\mathbb{T}^{3}$. Occasionally, integration over $k \in \mathbb{T}^{3}$ will be applied to functions $f(k)$ which are not periodic in $k$. In these cases, using the parameterization $k \in T^{3}$ is implicitly understood. The parameterization mapping $\mathbb{T}^{3} \rightarrow T^{3}$ will be denoted by $k \mapsto\left(k \bmod T^{3}\right)$ whenever the use of the parameterization needs to be explicitly stressed.

If one applies the Fourier transform to the Hamiltonian equations of motion determined by $H(u, v)$, one obtains a simpler system equivalent to (2.1):

$$
\frac{\partial}{\partial t}\binom{\hat{u}_{t}(k)}{\hat{v}_{t}(k)}=\left(\begin{array}{cc}
0 & 1  \tag{2.5}\\
-\omega^{2}(k) & 0
\end{array}\right)\binom{\hat{u}_{t}(k)}{\hat{v}_{t}(k)}, \quad k \in \mathbb{T}^{3}
$$

The function $\omega: \mathbb{T}^{3} \rightarrow \mathbb{R}$ is the dispersion relation and it is related to the Hamiltonian via the following formula:

$$
\begin{equation*}
\omega(k)=\sqrt{\hat{\alpha}(k)}=\sqrt{\sum_{\gamma \in \mathbb{Z}^{3}} \alpha(\gamma) \cos (2 \pi \gamma \cdot k)} \tag{2.6}
\end{equation*}
$$

where we have employed the assumption $\alpha(\gamma)=\alpha(-\gamma)$. Since $\alpha$ is real and satisfies the above symmetry property, we find that $\omega$ is also real and symmetric, i.e., $\omega(k)=$ $\omega(-k)$.

A diagonalization of the matrix on the right-hand side of (2.5) motivates combining the real scalar fields $u$ and $v$ into the two complex fields $\psi_{ \pm}=\psi_{ \pm}[u, v] \in \ell_{2}\left(\mathbb{Z}^{3}, \mathbb{C}\right)$ defined by the formula

$$
\begin{equation*}
\hat{\psi}_{\sigma}(k)=\frac{1}{\sqrt{2}}(\omega(k) \hat{u}(k)+\mathrm{i} \sigma \hat{v}(k)), \quad \sigma \in\{ \pm 1\}, k \in \mathbb{T}^{3} \tag{2.7}
\end{equation*}
$$

For all $(u, v) \in X$, we clearly have $\hat{\psi}_{\sigma} \in L^{2}\left(\mathbb{T}^{3}\right)$, and thus $\psi_{\sigma} \in \ell_{2}\left(\mathbb{Z}^{3}\right)$. In addition, since $\omega(-k)=\omega(k)$, we also have $\psi_{-}(\gamma)=\overline{\psi_{+}(\gamma)}$ for all $\gamma$. The transformation can always be inverted by applying

$$
\begin{equation*}
\hat{u}=\frac{1}{\omega \sqrt{2}}\left(\hat{\psi}_{+}+\hat{\psi}_{-}\right), \quad \hat{v}=-\frac{\mathrm{i}}{\sqrt{2}}\left(\hat{\psi}_{+}-\hat{\psi}_{-}\right) \tag{2.8}
\end{equation*}
$$

Given a solution $u_{t}, v_{t}=\dot{u}_{t}$ to (2.1), we then define the complex normal mode fields by the formula

$$
\begin{equation*}
\psi_{\sigma}(\gamma, t)=\psi_{\sigma}\left[u_{t}, v_{t}\right](\gamma), \quad \sigma \in\{ \pm 1\}, \gamma \in \mathbb{Z}^{3}, t \in \mathbb{R} \tag{2.9}
\end{equation*}
$$

To see that these fields are indeed normal modes of the harmonic system, we apply (2.5) and find the evolution equations

$$
\frac{\partial}{\partial t}\binom{\hat{\psi}_{+}(k, t)}{\hat{\psi}_{-}(k, t)}=-\mathrm{i}\left(\begin{array}{cc}
\omega(k) & 0  \tag{2.10}\\
0 & -\omega(k)
\end{array}\right)\binom{\hat{\psi}_{+}(k, t)}{\hat{\psi}_{-}(k, t)}
$$

which are readily solved to yield for all $t \in \mathbb{R}, k \in \mathbb{R}^{3}$

$$
\begin{equation*}
\hat{\psi}_{ \pm}(k, t)=\mathrm{e}^{\mp \mathrm{i} \omega(k) t} \hat{\psi}_{ \pm}(k, 0) \tag{2.11}
\end{equation*}
$$

These are exactly the two evolution equations corresponding to a "phonon" mode with a dispersion relation $\omega$. The fields $\psi_{t}$ mentioned in the introduction can now be identified with $\psi_{+}(\cdot, t)$ in the present notation.

After these reduction steps it is obvious that the dispersion relation $\omega$ fully determines the properties of the solutions. We will assume throughout this paper that $\omega$ is of the acoustic type in the following precise sense.

Definition 2.2. We call $\omega \in C\left(\mathbb{T}^{3},[0, \infty)\right)$ an acoustic dispersion relation if $\lambda=\omega^{2}$ satisfies the following:

1. $\lambda \in C^{(3)}\left(\mathbb{T}^{3},[0, \infty)\right)$.
2. $\lambda(0)=0$, and the Hessian of $\lambda$ is invertible at 0 .

A dispersion relation is called regular acoustic if it is acoustic and $\lambda(k)>0$ for $k \neq 0$. The $3 \times 3$-matrix $A_{0}$ is the Hessian of $\frac{1}{2} \lambda$ at $k=0$ and $\omega_{0}(q)=\sqrt{q \cdot A_{0} q}$.

Let us briefly motivate why these assumptions should be satisfied quite generally. For instance, if $\alpha$ is exponentially decaying, $\lambda=\hat{\alpha}$ will be analytic and thus satisfies the first requirement. The stability condition $\lambda \geq 0$ also needs to be satisfied everywhere; otherwise, the harmonic system has exponentially increasing solutions and is a poor model for oscillations in a crystal. If $\lambda(0) \neq 0$, the dispersion relation is not singular at $k=0$. Thus in order to have a singular dispersion relation, the only real restriction for exponentially decaying stable interactions is the assumption about invertibility of the Hessian. Our analysis could likely be extended to cover also more degenerate instances of $\lambda$, although this would require some additional effort. By analogous reasoning, acoustic normal modes - in the above sense - are seen to appear commonly also in the vector models discussed in section 1.1, at least for exponentially
decaying interactions. However, in the vector models level crossings can lead to additional singularities in the dispersion relations, which would require a separate study. Finally, let us remark that exponential decay is not essential, since only sufficient regularity of the Hessian of $\lambda$ will be required in the proof. For instance, if there are $C, \delta>0$ such that $|\alpha(\gamma)| \leq C|\gamma|^{-6-\delta}$, then $\lambda=\hat{\alpha}$ satisfies item 1 in Definition 2.2. This permits us to deal also with situations where $\alpha$ is obtained via linearization around an equilibrium of a nonlinear system with potentials decaying slightly faster than a Lennard-Jones potential.

A prototype for the kind of dispersion relations considered here is the dispersion relation of the nearest neighbor square lattice,

$$
\begin{equation*}
\omega_{\mathrm{nn}}(k)=\left[\sum_{\nu=1}^{3} 2\left(1-\cos \left(2 \pi k^{\nu}\right)\right)\right]^{\frac{1}{2}} . \tag{2.12}
\end{equation*}
$$

This is clearly a regular acoustic dispersion relation, in the sense of Definition 2.2, and for it $A_{0}$ is proportional to a unit matrix and $\omega_{0}(q)=2 \pi|q|$. The corresponding elastic couplings are given by $\alpha_{\mathrm{nn}}\left(\gamma^{\prime}-\gamma\right)=-\Delta_{\gamma^{\prime} \gamma}$, where $\Delta$ is the discrete Laplacian of the square lattice. Explicitly,

$$
\alpha_{\mathrm{nn}}(\gamma)= \begin{cases}6 & \text { if } \gamma=0  \tag{2.13}\\ -1 & \text { if }|\gamma|=1 \\ 0, & \text { otherwise }\end{cases}
$$

To allow the creation of macroscopic oscillations we work with sequences of initial conditions that depend on the scaling parameter $\varepsilon>0$ and consider the asymptotic behavior of the solutions as $\varepsilon$ tends to 0 .
2.1. Energy density and the lattice Wigner transform. From now on we will focus on analyzing asymptotic behavior of the fields $\psi_{ \pm}$as $\varepsilon$ tends to 0 . As is carefully discussed in [17], generalizing the definitions of the energy density and of the Wigner transform to the discrete setting is not completely obvious. In an attempt to minimize unnecessary repetition of certain basic results related to Wigner transforms, we will resort here to the definitions used in [14], which will allow us to rely on the properties proven in Appendix B of that reference. However, we wish to keep in mind that this choice might not be optimal for all purposes, and we refer the interested reader to the discussion and references found in $[16,17,24]$ for further possibilities.

We employ here the definition that for any state $(u, v) \in X$, its energy density, $e^{\varepsilon}=e^{\varepsilon}[u, v]$, scaled to a lattice spacing $\varepsilon>0$, is the following tempered distribution defined via the complex fields $\psi_{\sigma}=\psi_{\sigma}[u, v]$ in (2.7):

$$
\begin{equation*}
e^{\varepsilon}(x)=\sum_{\gamma \in \mathbb{Z}^{3}} \delta(x-\varepsilon \gamma) \frac{1}{2} \sum_{\sigma= \pm 1}\left|\psi_{\sigma}(\gamma)\right|^{2} \tag{2.14}
\end{equation*}
$$

where $\delta$ denotes the Dirac delta-distribution. This is a manifestly positive distribution which is identifiable with a measure whose total mass equals the total energy,

$$
\begin{array}{r}
\int \mathrm{d} x e^{\varepsilon}[u, v](x)=\sum_{\gamma \in \mathbb{Z}^{3}} \frac{1}{2} \sum_{\sigma= \pm 1}\left|\psi_{\sigma}(\gamma)\right|^{2}=\frac{1}{2} \sum_{\sigma= \pm 1}\left\|\psi_{\sigma}\right\|^{2} \\
=\frac{1}{4} \sum_{\sigma= \pm 1} \int \mathrm{~d} k|\omega(k) \hat{u}(k)+\mathrm{i} \sigma \hat{v}(k)|^{2}=H(u, v)<\infty \tag{2.15}
\end{array}
$$



Fig. 2.2. First three panels: Snapshots of the energy density $\left|\psi_{+}(\gamma, t)\right|^{2}$ in the plane $\gamma_{3}=0$ at $t=0.1 / \varepsilon, t=0.3 / \varepsilon$, and $t=0.95 / \varepsilon, \varepsilon=\frac{1}{128}$, with initial data and elastic constants as in Figure 2.1. The plot is of the logarithm of the density, with all values less than a fixed cutoff shown white. Last panel: Plot of the restriction to the plane $x_{3}=0$ of the singular set of the energy of the solution to the transport equation (1.3), using a corresponding choice of macroscopic initial data. As the solution is scale-invariant, no explicit length scale has been denoted.

This justifies calling $e^{\varepsilon}[u, v]$ an energy density: it defines a distribution of the positive total energy between the lattice sites. The symmetry of $\omega$ implies that $\left|\psi_{-}(\gamma)\right|=$ $\left|\psi_{+}(\gamma)\right|$, and thus we can also identify the energy density directly with the normdensity of $\psi_{+}[u, v]$,

$$
\begin{equation*}
e^{\varepsilon}(x)=\sum_{\gamma \in \mathbb{Z}^{3}} \delta(x-\varepsilon \gamma)\left|\psi_{+}(\gamma)\right|^{2} . \tag{2.16}
\end{equation*}
$$

Then also for all $\varepsilon>0$,

$$
\begin{equation*}
H(u, v)=\int \mathrm{d} x e^{\varepsilon}[u, v](x)=\left\|\psi_{+}\right\|_{\ell_{2}\left(\mathbb{Z}^{3}\right)}^{2}=\left\|\hat{\psi}_{+}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}=\left\|\hat{\psi}_{-}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}, \tag{2.17}
\end{equation*}
$$

which is independent of $t$ for any $(u, v)=\left(u_{t}, v_{t}\right)$.
Let us now concentrate on the case when a solution $u_{t}$ to (2.1) has been given, and define for any $t$ the distribution $e^{\varepsilon}(x, t)$ by setting

$$
\begin{equation*}
e^{\varepsilon}(x, t)=e^{\varepsilon}\left[u_{t / \varepsilon}, v_{t / \varepsilon}\right](x), \quad x \in \mathbb{R}^{3}, t \in \mathbb{R} . \tag{2.18}
\end{equation*}
$$

We have given an example of the time evolution of the energy density in Figure 2.2. The last panel in the figure contains the most obvious features which are implied
by the corresponding macroscopic evolution equation: the points of discontinuity of the solution. The macroscopic initial data is given by $\mathrm{d} \mu_{0}(x, k)=\delta(x) \frac{1}{2}|\omega(k)|^{2} \mathrm{~d} x \mathrm{~d} k$, which has no concentration at $k=0$. Thus only (1.3) is relevant. It is readily solved to yield as the energy density (defined in this case simply by integrating $\mu_{t}$ over the $k$-variable)

$$
\begin{equation*}
e(x, t)=\int_{\mathbb{T}^{3}} \mathrm{~d} k \delta\left(x-t \frac{1}{2 \pi} \nabla \omega(k)\right)=t^{-3} \int_{\mathbb{T}^{3}} \mathrm{~d} k \delta\left(\frac{x}{t}-\frac{1}{2 \pi} \nabla \omega(k)\right) . \tag{2.19}
\end{equation*}
$$

Evaluation of such integrals has been considered, for instance, in section 6.4 of [17]. $|\nabla \omega(k)|$ has its maximum near the point of discontinuity of the gradient, at $k=0$. This defines the outer circle outside which the solution must be zero. Inside the circle, the solution has a finite density, apart from points which correspond to values of $k$ for which the Hessian of $\omega$ is not invertible. We have computed the positions of such points using Mathematica and plotted the result in the last panel in Figure 2.2. For a reader interested in the details of the computation, we point out that considering the case $x_{3}=0$ simplifies the problem, as it implies that either $k_{3}=0$ or $k_{3}=\frac{1}{2}$.

We are interested in the limiting behavior of $e^{\varepsilon}(x, t)$ as $\varepsilon$ tends to 0 . Since the velocity of the waves with wave vector $k$ depends on $k$, it is necessary to work with an object that encodes the density of waves with wave vector $k \in \mathbb{T}^{3}$ at $x \in \mathbb{R}^{3}$. This job is conveniently done by the Wigner transform. In order to avoid certain technical difficulties, we are going to define our Wigner transform only in the sense of distributions, i.e., via a duality principle.

First we introduce the space of Schwartz functions.
Definition 2.3. Let $\mathcal{S}_{d}=\mathcal{S}\left(\mathbb{R}^{d}\right)$ denote the Schwartz space and $\|\cdot\|_{\mathcal{S}_{d}, N}$ the corresponding Nth Schwartz norm. Explicitly, with $\alpha$ denoting an arbitrary multiindex and with $\langle x\rangle=\sqrt{1+x^{2}}$, then

$$
\begin{equation*}
\|f\|_{\mathcal{S}_{d}, N}=\sup _{x \in \mathbb{R}^{d}} \max _{|\alpha| \leq N}\left|\langle x\rangle^{N} \partial^{\alpha} f(x)\right| . \tag{2.20}
\end{equation*}
$$

We also employ the shorthand notation $\mathcal{S}=\mathcal{S}_{3}$.
To extract the relevant weak limits as $\varepsilon$ tends to 0 , we have to specify a space of suitable test functions. We need to track the evolution of three different kinds of lattice vibrations (short, medium, and long wavelength), all done compatibly with the periodicity in the Fourier variable. This leads to the following, somewhat involved notion of multiscale test functions.

Definition 2.4. We call a test function $a \in C^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T}^{3} \times \mathbb{R}^{3}\right)$ admissible if it satisfies the following properties:

1. $\sup _{k, q,|\alpha| \leq N}\left\|\partial_{k, q}^{\alpha} a(\cdot, k, q)\right\|_{\mathcal{S}, N}<\infty$ for all $N \geq 0$.
2. $q \mapsto a(x, k, q)$ is constant for all $x \in \mathbb{R}^{3}$ and $k$ such that $\max _{i}\left|k_{i} \bmod T\right| \geq \frac{1}{4}$.
3. There is a function $b \in C^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T}^{3} \times S^{2}\right)$ such that for any $N \geq 0$

$$
\begin{equation*}
\sup _{|q| \geq R, k \in \mathbb{T}^{3}}\left\|a(\cdot, k, q)-b\left(\cdot, k, \frac{q}{|q|}\right)\right\|_{\mathcal{S}, N} \rightarrow 0, \quad \text { when } R \rightarrow \infty . \tag{2.21}
\end{equation*}
$$

The first and third conditions are the most important and can be summarized as follows: we assume the test functions to be Schwartz in $x$ and smooth with bounded derivatives in $k$ and $q$ and to have a radial limit $b$ in $q$ which is approached uniformly in any of the Schwartz norms. The above requirements are not minimal. The second condition is only needed in order to guarantee that $k \mapsto a\left(x, k,\left(k \bmod T^{3}\right) / \varepsilon\right)$ is always
smooth on $\mathbb{T}^{3}$. Also, taking arbitrarily large $N$ in the last step is not necessary; most likely $N=d+3=6$ would suffice.

Having the notion of admissible test functions at our disposal we can define the central object of this paper: the multiscale Wigner transform.

Definition 2.5. Let $\psi \in \ell_{2}\left(\mathbb{Z}^{3}\right)$. We define the multiscale lattice Wigner transform $W^{\varepsilon}[\psi]$ at scale $\varepsilon>0$ by

$$
\begin{equation*}
\left\langle a, W^{\varepsilon}[\psi]\right\rangle=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{T^{3}} \mathrm{~d} k \overline{\hat{a}\left(p, k, \frac{k}{\varepsilon}\right)} \overline{\hat{\psi}\left(k-\varepsilon \frac{p}{2}\right)} \hat{\psi}\left(k+\varepsilon \frac{p}{2}\right), \tag{2.22}
\end{equation*}
$$

where $a$ is an admissible test function and $\hat{a}=\mathcal{F}_{x \rightarrow p} a$, i.e.,

$$
\begin{equation*}
\hat{a}(p, k, q)=\int_{\mathbb{R}^{3}} \mathrm{~d} x \mathrm{e}^{-2 \pi \mathrm{i} p \cdot x} a(x, k, q) \tag{2.23}
\end{equation*}
$$

The $L^{2}$-Wigner transform $W_{\text {cont }}^{(\varepsilon)}[\phi]$ of a function $\phi \in L^{2}\left(\mathbb{R}^{3}\right)$ at the scale $\varepsilon>0$ is given by the distribution

$$
\begin{equation*}
b \mapsto\left\langle b, W_{c o n t}^{(\varepsilon)}[\phi]\right\rangle=\int_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \mathrm{~d} p \mathrm{~d} q \overline{\hat{b}(p, q)} \overline{\hat{\phi}\left(q-\varepsilon \frac{p}{2}\right)} \hat{\phi}\left(q+\varepsilon \frac{p}{2}\right) \tag{2.24}
\end{equation*}
$$

for all $b \in \mathcal{S}\left(\mathbb{R}^{3}, C^{\infty}\left(\mathbb{R}^{3}\right)\right)$, and with $\hat{b}=\mathcal{F}_{x \rightarrow p} b$.
The Wigner transform $W_{\text {cont }}^{(\varepsilon)}$ is a rescaled version of the standard Wigner transform in $L^{2}$. The test-function space $\mathcal{S}\left(\mathbb{R}^{3}, C^{\infty}\left(\mathbb{R}^{3}\right)\right)$ used above in its definition is obtained via the family of seminorms $p_{N}(b)=\sup _{|\alpha|,|x|,|q| \leq N}\left|\langle x\rangle^{N} \partial_{x, q}^{\alpha} b(x, q)\right|$ with $b \in C^{\infty}\left(\mathbb{R}^{3} \times \mathbb{R}^{3}\right)$. This is a Fréchet space, and $W_{\text {cont }}^{(\varepsilon)}[\phi]$ is a continuous functional on it for any $\phi \in L^{2}\left(\mathbb{R}^{3}\right)$, as the following estimate reveals:

$$
\begin{equation*}
\left|\left\langle b, W_{\text {cont }}^{(\varepsilon)}[\phi]\right\rangle\right| \leq \sup _{p, q}\left|\langle p\rangle^{4} \hat{b}(p, q)\right|\|\phi\|^{2} \int_{\mathbb{R}^{3}} \mathrm{~d} p\langle p\rangle^{-4} \tag{2.25}
\end{equation*}
$$

Although $\mathcal{S}_{6}$ is not dense in this test-function space, it is nevertheless enough to know how $W_{\text {cont }}^{(\varepsilon)}$ acts on it. More precisely, if $W_{i}=W_{\text {cont }}^{(\varepsilon)}\left[\phi_{i}\right], i=1,2$, and $\left\langle b, W_{1}\right\rangle=\left\langle b, W_{2}\right\rangle$ for all $b \in \mathcal{S}_{6}$, then $W_{1}=W_{2}$. This follows straightforwardly from an estimate similar to (2.25) using smooth cutoff functions to cut out the infinity of the $q$-variable. In addition, we will also need the property that if $b(x, q)=f(x)$, with $f \in \mathcal{S}_{3}$, then

$$
\begin{equation*}
\left\langle b, W_{\text {cont }}^{(\varepsilon)}[\phi]\right\rangle=\int_{\mathbb{R}^{3}} \mathrm{~d} x \overline{f(x)}|\phi(x)|^{2} \tag{2.26}
\end{equation*}
$$

That is, $\int_{\mathbb{R}^{3}} \mathrm{~d} q W_{\text {cont }}^{(\varepsilon)}[\phi](x, q)=|\phi(x)|^{2}$. For a more careful analysis of the properties of the standard Wigner transform, see [12].

In [14] the Wigner transform of a lattice state was defined as a distribution $W_{\text {latt }}^{\varepsilon} \in$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$. The above definition is simply a refinement of this definition: formally for any $\psi$

$$
\begin{equation*}
W^{\varepsilon}(x, k, q)=\delta\left(q-\frac{k}{\varepsilon}\right) W_{\text {latt }}^{\varepsilon}(x, k), \quad x \in \mathbb{R}^{3}, k \in T^{3}, q \in \mathbb{R}^{3} \tag{2.27}
\end{equation*}
$$

This follows immediately from equation (B.6) of [14], after one realizes that if $a$ is an admissible test function, then $(x, k) \mapsto a\left(x, k,\left(k \bmod T^{3}\right) / \varepsilon\right)$ belongs to $\mathcal{S}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$ for any $\varepsilon>0$. This identification immediately allows us to use the results in [14] and
to prove that many of the basic properties of the usual Wigner transform carry over to the multiscale Wigner transform. Particularly important for us is the following relation.

Proposition 2.6. For any $f \in \mathcal{S}\left(\mathbb{R}^{3}\right)$, the test function $a_{f}(x, k, q)=f(x)$ is admissible, and for all $\varepsilon>0$ and for all $(u, v) \in X$,

$$
\begin{equation*}
\left\langle f, e^{\varepsilon}\right\rangle=\left\langle a_{f}, W^{\varepsilon}[\psi]\right\rangle \tag{2.28}
\end{equation*}
$$

where $e^{\varepsilon}=e^{\varepsilon}[u, v]$ and $\psi=\psi_{+}[u, v]$.
Proof. By inspection, we find that $a$ is a well-defined test function and $\psi \in \ell_{2}$. Then, by the above-mentioned relation, $\left\langle a_{f}, W^{\varepsilon}[\psi]\right\rangle=\left\langle J_{f}, W_{\text {latt }}^{\varepsilon}[\psi]\right\rangle$ with $J_{f}(x, k)=$ $f(x)$. On the other hand, it follows directly from the definition of $W_{\text {latt }}^{\varepsilon}$ (equation (B.2) in [14]) that

$$
\begin{align*}
\left\langle J_{f}, W_{\text {latt }}^{\varepsilon}[\psi]\right\rangle & =\sum_{\gamma, \gamma^{\prime} \in \mathbb{Z}^{3}} \psi(\gamma) \overline{\psi\left(\gamma^{\prime}\right)} \int_{\mathbb{T}^{3}} \mathrm{~d} k \mathrm{e}^{2 \pi \mathrm{i} k \cdot\left(\gamma^{\prime}-\gamma\right)} \overline{f\left(\varepsilon\left(\gamma^{\prime}+\gamma\right) / 2\right)}  \tag{2.29}\\
& =\sum_{\gamma \in \mathbb{Z}^{3}} \overline{f(\varepsilon \gamma)}|\psi(\gamma)|^{2}=\left\langle f, e^{\varepsilon}\right\rangle
\end{align*}
$$

This proves (2.28).
The above proposition can be formally summarized by the formula

$$
\begin{equation*}
e^{\varepsilon}(x)=\int_{\mathbb{T}^{3}} \mathrm{~d} k \int_{\mathbb{R}^{3}} \mathrm{~d} q W^{\varepsilon}[\psi](x, k, q) \tag{2.30}
\end{equation*}
$$

which implies also (in the sense of choosing any suitable test-function sequence approaching 1)

$$
\begin{equation*}
\int_{\mathbb{R}^{3} \times \mathbb{T}^{3} \times \mathbb{R}^{3}} \mathrm{~d} x \mathrm{~d} k \mathrm{~d} q W^{\varepsilon}[\psi](x, k, q)=\|\psi\|_{\ell_{2}\left(\mathbb{Z}^{3}\right)}^{2} \tag{2.31}
\end{equation*}
$$

As noted earlier, analogous results hold for the $L^{2}$-Wigner transform.
Several definitions have been used in the literature to study homogenization limits of lattice systems. We follow [14] mainly for convenience. The definition in [14] is based on the "Weyl quantization rule" of symbols, and a similar definition of the Wigner transform as distributions with a "classical quantization rule" was proposed earlier in [16]. Other choices include using Husimi transforms or considering $L^{2}\left(\mathbb{T}^{3}\right)=L^{2}\left(T^{3}\right)$ as a subspace of $L^{2}\left(\mathbb{R}^{3}\right)$ and then relying on the standard Wigner transform [17]. Finally, one can consider also interpolations of the fields between lattice sites and then using the Wigner series defined in [12]. The relations between the various definitions are discussed in $[11,16,17,24]$. As is apparent from the results presented in these references, the various 1-microlocal definitions tend to lead to the same limit Wigner measures. This is not the case for the above 2-microlocal measures, since at least the information about the quantization rule will be carried over to the homogenization limits. However, a more systematic study would be required to settle the issue.
3. Main results. The macroscopic evolution is obtained by sending $\varepsilon$ to 0 . Our objective is to characterize the asymptotic behavior of the Wigner transform $W^{\varepsilon}\left[\psi_{t / \varepsilon}^{\varepsilon}\right]$ of the solution $\psi_{t / \varepsilon}^{\varepsilon}$ of (2.10). The limit strongly depends on the dispersion relation $\omega$. We will consider here regular acoustic dispersion relations, keeping in
mind that, for instance, in the case of a scalar field and nearest neighbor interactions in $\mathbb{Z}^{3}$ the dispersion relation $\omega$ is given by (2.12), which is regular acoustic with $\omega_{0}(q)=2 \pi|q|$. The main achievement of this paper as compared to [17] is that complicated assumptions concerning the concentrations of the Wigner transform $W^{\varepsilon}$ in wavenumber space as $\varepsilon$ tends to 0 are no longer needed. The only remaining requirements are boundedness and tightness of the sequence of initial excitations.

Assumption 3.1. We consider a sequence of values $\varepsilon>0$ such that $\varepsilon \rightarrow 0$. For each $\varepsilon$ in the sequence we assume that there is given an initial data vector $\psi_{0}^{\varepsilon} \in \ell_{2}\left(\mathbb{Z}^{3}\right)$ such that

1. $\sup _{\varepsilon}\left\|\psi_{0}^{\varepsilon}\right\|<\infty$;
2. the sequence $\psi_{0}^{\varepsilon}$ is tight on the scale $\varepsilon^{-1}$ :

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \sum_{|\gamma|>R / \varepsilon}\left|\psi_{0}^{\varepsilon}(\gamma)\right|^{2}=0 \tag{3.1}
\end{equation*}
$$

After these preparations we are in a position to state our result. The main point is that if $\omega$ is a regular acoustic dispersion relation, the asymptotic behavior of the energy density is characterized by precisely three different objects: a Wigner transform of a weak limit (macroscopic waves), an H-measure (short macroscopic waves), and a Wigner measure (microscopic waves). No assumptions concerning energy concentrations except those stated in Assumption 3.1 are required.

Theorem 3.2. Let $\psi_{0}^{\varepsilon} \in \ell_{2}\left(\mathbb{Z}^{3}\right)$ be a sequence which satisfies Assumption 3.1. Let $\omega$ be a regular acoustic dispersion relation and define $\psi_{t}^{\varepsilon} \in \ell_{2}\left(\mathbb{Z}^{3}\right)$ for all $t \in \mathbb{R}$ by the formula

$$
\begin{equation*}
\hat{\psi}_{t}^{\varepsilon}(k)=\mathrm{e}^{-\mathrm{i} t \omega(k)} \hat{\psi}_{0}^{\varepsilon}(k) \tag{3.2}
\end{equation*}
$$

Let also $\mathbb{T}_{*}^{3}=\mathbb{T}^{3} \backslash\{0\}$. Then there are positive, bounded Radon measures $\mu_{0}, \mu_{0}^{\mathrm{H}}$ on $\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}$ and $\mathbb{R}^{3} \times S^{2}$, respectively, a function $\phi_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$, and a subsequence (not relabeled) such that for all admissible test functions a and $t \in \mathbb{R}$,

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0}\left\langle a, W^{\varepsilon}\left[\psi_{t / \varepsilon}^{\varepsilon}\right]\right\rangle= & \int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{t}(x, k) \overline{b\left(x, k, \frac{k}{|k|}\right)} \\
& +\int_{\mathbb{R}^{3} \times S^{2}} \mathrm{~d} \mu_{t}^{\mathrm{H}}(x, q) \overline{b(x, 0, q)}+\left\langle a_{0}, W_{\text {cont }}^{(1)}\left[\phi_{t}\right]\right\rangle \tag{3.3}
\end{align*}
$$

where $b(x, k, q)=\lim _{R \rightarrow \infty} a(x, k, R q)$ for $|q|=1, a_{0}(x, q)=a(x, 0, q)$, and $\phi_{t}$, $\mu_{t}$ and $\mu_{t}^{\mathrm{H}}$ are determined for any $f \in C\left(\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}\right)$ and $g \in C\left(\mathbb{R}^{3} \times S^{2}\right)$ by

$$
\begin{align*}
\hat{\phi}_{t}(q) & :=\mathrm{e}^{-\mathrm{i} t \omega_{0}(q)} \hat{\phi}_{0}(q),  \tag{3.4}\\
\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} f(x, k) \mathrm{d} \mu_{t}(x, k) & :=\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} f\left(x+t \frac{1}{2 \pi} \nabla \omega(k), k\right) \mathrm{d} \mu_{0}(x, k),  \tag{3.5}\\
\int_{\mathbb{R}^{3} \times S^{2}} g(x, q) \mathrm{d} \mu_{t}^{\mathrm{H}}(x, q) & :=\int_{\mathbb{R}^{3} \times S^{2}} g\left(x+t \frac{1}{2 \pi} \nabla \omega_{0}(q), q\right) \mathrm{d} \mu_{0}^{\mathrm{H}}(x, q) . \tag{3.6}
\end{align*}
$$

Moreover, for all $t$ the energy equality holds:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|\psi_{0}^{\varepsilon}\right\|^{2}=\mu_{t}\left(\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}\right)+\mu_{t}^{\mathrm{H}}\left(\mathbb{R}^{3} \times S^{2}\right)+\left\|\phi_{t}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2} \tag{3.7}
\end{equation*}
$$

Remark 3.3. It is immediate from the definition that $\phi, \mu$, and $\mu^{\mathrm{H}}$ are weak solutions of the set of decoupled linear transport equations (1.3)-(1.5).

The proof of Theorem 3.2 also shows that the subsequences which are extracted in the statement of the theorem can be characterized by a simple condition. In particular, the initial state of the wave equation, $\phi_{0}$, is determined as the weak- $L^{2}\left(\mathbb{R}^{3}\right)$ limit of the sequence of the functions $\left(\phi_{0}^{\varepsilon}\right)$ with Fourier transforms

$$
\hat{\phi}_{0}^{\varepsilon}(q)= \begin{cases}\varepsilon^{\frac{3}{2}} \hat{\psi}_{0}^{\varepsilon}(\varepsilon q) & \text { if }\|q\|_{\infty} \leq \frac{1}{2 \varepsilon}  \tag{3.8}\\ 0, & \text { otherwise }\end{cases}
$$

The exact characterization is contained in the following corollary, whose proof will be given in section 5 .

Corollary 3.4. Let $\left(\psi_{0}^{\varepsilon}\right)$ be a sequence which satisfies Assumption 3.1. Suppose that $\phi_{0}^{\varepsilon}$ converges weakly to $\phi_{0}$, and that $\lim _{\varepsilon \rightarrow 0}\left\langle a, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle$ exists for every admissible test function a. Then there are unique positive, bounded Radon measures $\mu_{0}, \mu_{0}^{\mathrm{H}}$ on $\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}$ and $\mathbb{R}^{3} \times S^{2}$, respectively, such that for every admissible test function a

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0}\left\langle a, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle= & \int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{0}(x, k) \overline{b\left(x, k, \frac{k}{|k|}\right)} \\
& +\int_{\mathbb{R}^{3} \times S^{2}} \mathrm{~d} \mu_{0}^{\mathrm{H}}(x, q) \overline{b(x, 0, q)}+\left\langle a_{0}, W_{c o n t}^{(1)}\left[\phi_{0}\right]\right\rangle \tag{3.9}
\end{align*}
$$

where $a_{0}$ and $b$ are defined as in Theorem 3.2. In addition, then (3.3) holds for all $t \in \mathbb{R}$ along the original sequence $\varepsilon$ with the initial macroscopic data determined by the triplet $\left(\mu_{0}, \mu_{0}^{\mathrm{H}}, \phi_{0}\right)$.

Remark 3.5. According to (2.27) for $a \in \mathcal{S}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$ the lattice Wigner transform $W_{\text {latt }}^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]$ satisfies

$$
\begin{equation*}
\left\langle a, W_{\text {latt }}^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle=\left\langle a, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle \tag{3.10}
\end{equation*}
$$

It is well known (see, e.g., [14]) that $W_{\text {latt }}^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]$ has a limit $\mu_{\text {latt }}$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\langle a, W_{\text {latt }}^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle=\int_{\mathbb{R}^{3} \times \mathbb{T}^{3}} \mathrm{~d} \mu_{\text {latt }}(x, k) \overline{a(x, k)}, \tag{3.11}
\end{equation*}
$$

which is a positive Radon measure on $\mathbb{R}^{3} \times \mathbb{T}^{3}$. Evaluating (3.9) for $a \in \mathcal{S}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$ shows that the "standard Wigner measure" $\mu_{\text {latt }}$ can be expressed in terms of the two-scale Wigner measure according to
$\underset{(3.12)}{\mathrm{d} \mu_{\text {latt }}(x, k)=\mathrm{d} \mu_{\text {latt }}(x, k) \mathbb{1}(k \neq 0)+\int_{q \in S^{2}} \mathrm{~d} \mu_{0}^{\mathrm{H}}(x, q) \otimes \delta(k) \mathrm{d} k+\left|\phi_{0}(x)\right|^{2} \mathrm{~d} x \otimes \delta(k) \mathrm{d} k,}$ (3.12)
where $\mathrm{d} x$ denotes Lebesgue measure on $\mathbb{R}^{3}, \delta$ the Dirac $\delta$-function, and $\mathbb{1}$ the characteristic function.

Remark 3.6. Our proof of the existence of two-scale Wigner measures is similar to the strategy proposed by Fermanian Kammerer in [4, 5]. For a general result on existence of two-scale Wigner measures concentrating on hypersurfaces, see [6]. (See [6, Theorem 1.4] for a simple formulation in one dimension and [6, Theorem 1.6] for the general case.) Concerning the existence part the only novelty in our result is thus the use of the lattice Wigner transform.

However, in our approach we obtain the existence of the measures together with their time evolution. While the strategy for obtaining transport equations for twoscale Wigner measures outlined in section 6 of [7] is not directly applicable in our
case due to the singular nature of the dispersion relation $\omega$, it could certainly be adapted. The existence part and the transport part of the result could thus be separated. However, our proof is technically simpler and we do not rely on any advanced pseudodifferential calculus.
4. Proof of Theorem 3.2. Let $a$ be an admissible test function and consider a fixed $t \in \mathbb{R}$ when we need to inspect the $\varepsilon \rightarrow 0$ limit of

$$
\begin{equation*}
\left\langle a, W^{\varepsilon}\left[\psi_{t / \varepsilon}^{\varepsilon}\right]\right\rangle=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{T}^{3}} \mathrm{~d} k \overline{\hat{a}\left(p, k, \frac{k}{\varepsilon}\right)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(k+\varepsilon \frac{p}{2}\right)-\omega\left(k-\varepsilon \frac{p}{2}\right)\right)} \overline{\hat{\psi}_{0}^{\varepsilon}\left(k-\varepsilon \frac{p}{2}\right)} \hat{\psi}_{0}^{\varepsilon}\left(k+\varepsilon \frac{p}{2}\right) . \tag{4.1}
\end{equation*}
$$

First we identify the function $\phi_{0}$ which contains the contributions of the long-wave excitations. Let $\hat{\phi}_{0}^{\varepsilon}$ be defined by (3.8). Since $\lim \sup _{\varepsilon \rightarrow 0}\left\|\hat{\phi}_{0}^{\varepsilon}\right\|_{L^{2}}=\lim \sup _{\varepsilon \rightarrow 0}\left\|\psi_{0}^{\varepsilon}\right\|_{\ell_{2}}$ is bounded by Assumption 3.1 there exist a subsequence and a function $\phi_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$ such that $\phi_{0}^{\varepsilon}$ converges weakly to $\phi_{0}$ in $L^{2}\left(\mathbb{R}^{3}\right)$. We then define $\phi_{t}$ by (3.4).

Using a localization function $\chi$, which will be specified later, we now split the integral $I$ on the right-hand side of (4.1) into three parts and an error term so that the contributions of short-, medium-, and long-wave excitation can be analyzed separately. We define

$$
\begin{aligned}
I_{>}= & \int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{T}^{3}} \mathrm{~d} k \overline{\hat{a}\left(p, k, \frac{k}{\varepsilon}\right)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(k+\varepsilon \frac{p}{2}\right)-\omega\left(k-\varepsilon \frac{p}{2}\right)\right)} \overline{\hat{\psi}_{0}^{\varepsilon}\left(k-\varepsilon \frac{p}{2}\right)} \hat{\psi}_{0}^{\varepsilon}\left(k+\varepsilon \frac{p}{2}\right)(1-\chi), \\
I_{<}^{\mathrm{H}}= & \int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{T}^{3}} \mathrm{~d} k \overline{\hat{a}\left(p, k, \frac{k}{\varepsilon}\right)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(k+\varepsilon \frac{p}{2}\right)-\omega\left(k-\varepsilon \frac{p}{2}\right)\right)} \overline{\left(\hat{\psi}_{0}^{\varepsilon}\left(k-\varepsilon \frac{p}{2}\right)-\varepsilon^{-\frac{3}{2}} \hat{\phi}_{0}\left(\frac{k}{\varepsilon}-\frac{p}{2}\right)\right)} \\
& \times\left(\hat{\psi}_{0}^{\varepsilon}\left(k+\varepsilon \frac{p}{2}\right)-\varepsilon^{-\frac{3}{2}} \hat{\phi}_{0}\left(\frac{k}{\varepsilon}+\frac{p}{2}\right)\right) \chi, \\
I_{<}^{\mathrm{wv}}= & \varepsilon^{-3} \int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{T}^{3}} \mathrm{~d} k \overline{\hat{a}\left(p, k, \frac{k}{\varepsilon}\right)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(k+\varepsilon \frac{p}{2}\right)-\omega\left(k-\varepsilon \frac{p}{2}\right)\right)} \overline{\hat{\phi}_{0}\left(\frac{k}{\varepsilon}-\frac{p}{2}\right)} \hat{\phi}_{0}\left(\frac{k}{\varepsilon}+\frac{p}{2}\right) \chi, \\
R= & I-I_{>}-I_{<}^{\mathrm{H}}-I_{<}^{\mathrm{wv}} .
\end{aligned}
$$

The definition of $R$ implies that

$$
\begin{equation*}
\left\langle a, W^{\varepsilon}\left[\psi_{t / \varepsilon}^{\varepsilon}\right]\right\rangle=I_{>}+I_{<}^{\mathrm{H}}+I_{<}^{\mathrm{wv}}+R \tag{4.2}
\end{equation*}
$$

To localize the oscillations in Fourier space we need smooth cutoff functions.
Definition 4.1. Let $f \in C^{\infty}(\mathbb{R},[0,1])$ denote a fixed function which is symmetric, $f(-x)=f(x)$, strictly monotonically decreasing on $[1,2]$, and

$$
f(x)= \begin{cases}1 & \text { if }|x| \leq 1  \tag{4.3}\\ 0 & \text { if }|x| \geq 2\end{cases}
$$

We further define $\varphi \in C^{\infty}\left(\mathbb{R}^{3},[0,1]\right)$ by $\varphi(k)=f(|k|)$.
Let $0<\rho \leq \frac{1}{4}$ be arbitrary and set $\chi=\chi(k, p ; \varepsilon, \rho)=\varphi\left(\frac{k_{+}}{\rho}\right) \varphi\left(\frac{k_{-}}{\rho}\right)$, where $k_{ \pm}=k \pm \varepsilon \frac{p}{2}$. We will continue to use this shorthand notation in the following under the tacit assumption that $k_{ \pm}$is always really a function of both $k$ and $\varepsilon p$. Let us now also point out that all four terms in the decomposition (4.2) depend on $\varepsilon$ and $\rho$, via $\chi$, even though we have not denoted this dependence explicitly.

The first term containing $1-\chi$ in (4.2) is zero if $\left|k_{ \pm}\right| \leq \rho$, while the remainder is zero if $\left|k_{+}\right|$or $\left|k_{-}\right| \geq 2 \rho$. Thus the chosen decomposition splits the integration over $k$ and $p$ into "large," "intermediate," and "small" wavenumbers. We will demonstrate
that the following convergences hold: there is a sequence of $\rho$, a subsequence of $\varepsilon$, and measures $\mu_{t}, \mu_{t}^{\mathrm{H}}$ satisfying the statements made in the theorem, such that

$$
\begin{align*}
& \lim _{\rho \rightarrow 0} \lim _{\varepsilon \rightarrow 0} I_{>}=\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{t}(x, k) \overline{b\left(x, k, \frac{k}{|k|}\right)},  \tag{4.4}\\
& \lim _{\rho \rightarrow 0} \lim _{\varepsilon \rightarrow 0} I_{<}^{\mathrm{H}}=\int_{\mathbb{R}^{3} \times S^{2}} \mathrm{~d} \mu_{t}^{\mathrm{H}}(x, q) \overline{b(x, 0, q)},  \tag{4.5}\\
& \lim _{\rho \rightarrow 0} \limsup _{\varepsilon \rightarrow 0}\left|I_{<}^{\mathrm{wv}}-\left\langle a_{0}, W_{\text {cont }}^{(1)}\left[\phi_{t}\right]\right\rangle\right|=0,  \tag{4.6}\\
& \lim _{\rho \rightarrow 0} \limsup _{\varepsilon \rightarrow 0}|R|=0 \tag{4.7}
\end{align*}
$$

Clearly, (4.4)-(4.7) then imply (3.3).
Large wavenumbers. We split $I_{>}$further into two parts using

$$
\begin{align*}
1- & \varphi\left(\frac{k_{-}}{\rho}\right) \varphi\left(\frac{k_{+}}{\rho}\right)=1-\varphi\left(\frac{k}{\rho}\right)^{2}+\left(\varphi\left(\frac{k}{\rho}\right)-\varphi\left(\frac{k_{+}}{\rho}\right)\right) \varphi\left(\frac{k}{\rho}\right) \\
& +\left(\varphi\left(\frac{k}{\rho}\right)-\varphi\left(\frac{k_{-}}{\rho}\right)\right) \varphi\left(\frac{k_{+}}{\rho}\right) \tag{4.8}
\end{align*}
$$

Let $h_{\rho}(k)=1-\varphi\left(\frac{k}{\rho}\right)^{2}$, which is a smooth function. The integral then becomes $I_{>}=I_{>}^{1}+R_{1}$, where

$$
\begin{equation*}
I_{>}^{1}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{T}^{3}} \mathrm{~d} k \overline{\hat{a}\left(p, k, \frac{k}{\varepsilon}\right)} h_{\rho}(k) \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(k+\varepsilon \frac{p}{2}\right)-\omega\left(k-\varepsilon \frac{p}{2}\right)\right)} \overline{\hat{\psi}_{0}^{\varepsilon}\left(k-\varepsilon \frac{p}{2}\right)} \hat{\psi}_{0}^{\varepsilon}\left(k+\varepsilon \frac{p}{2}\right) \tag{4.9}
\end{equation*}
$$

The remainder $R_{1}$ can be estimated using $|\varphi| \leq 1$ and

$$
\begin{equation*}
\varphi\left(\frac{k_{ \pm}}{\rho}\right)-\varphi\left(\frac{k}{\rho}\right)= \pm \frac{\varepsilon}{2 \rho} \int_{0}^{1} \mathrm{~d} s p \cdot \nabla \varphi\left(\frac{1}{\rho}\left(k \pm s \frac{\varepsilon}{2} p\right)\right) \tag{4.10}
\end{equation*}
$$

which yield the bound, with a universal constant $C$,

$$
\begin{equation*}
\left|R_{1}\right| \leq C \frac{\varepsilon}{\rho} \sup _{k, q}\|a(\cdot, k, q)\| \mathcal{S}, d+2\left\|\hat{\psi}_{0}^{\varepsilon}\right\|^{2}\|\nabla \varphi\|_{\infty} \tag{4.11}
\end{equation*}
$$

Therefore, there is a constant $c^{\prime}$ such that $\left|R_{1}\right| \leq c^{\prime} \varepsilon / \rho$ and thus $R_{1} \rightarrow 0$ when $\varepsilon \rightarrow 0$ for all $\rho$.

We then consider $I_{>}^{1}$. The presence of $h_{\rho}$ guarantees that the integrand is zero unless $|k| \geq \rho$. Thus we can change $\hat{a}(p, k, k / \varepsilon)$ to $\hat{b}(p, k, k /|k|)$ in the integrand with an error $R_{2}$ bounded by

$$
\begin{equation*}
\left|R_{2}\right| \leq C \sup _{k,|q| \geq \rho / \varepsilon}\left\|a(\cdot, k, q)-b\left(\cdot, k, \frac{q}{|q|}\right)\right\|_{\mathcal{S}, d+1}\left\|\hat{\psi}_{0}^{\varepsilon}\right\|^{2} \tag{4.12}
\end{equation*}
$$

where $C$ is a universal constant. Therefore, the assumptions imply that $R_{2} \rightarrow 0$ when $\varepsilon \rightarrow 0$ for all $\rho$. On the other hand, for $|k| \geq \rho$ and $|p|<\rho / \varepsilon$, inequality (A.2) derived in the appendix implies

$$
\begin{equation*}
\left|\frac{1}{\varepsilon}\left(\omega\left(k+\varepsilon \frac{p}{2}\right)-\omega\left(k-\varepsilon \frac{p}{2}\right)\right)-p \cdot \nabla \omega(k)\right| \leq C_{3} \varepsilon \frac{|p|^{2}}{|k|} \leq C_{3} \frac{\varepsilon}{\rho}|p|^{2} \tag{4.13}
\end{equation*}
$$

Therefore, using the estimate $\left|\mathrm{e}^{\mathrm{i} x}-\mathrm{e}^{\mathrm{i} y}\right| \leq \min (|x-y|, 2)$, valid for all $x, y \in \mathbb{R}$, we find that we can further change the $t$-dependent exponential in the integrand to $\mathrm{e}^{-\mathrm{i} t p \cdot \nabla \omega(k)}$ with an error $R_{3}$ satisfying

$$
\begin{equation*}
\left|R_{3}\right| \leq C \sup _{k, q}\|b(\cdot, k, q)\|_{\mathcal{S}, d+3}\left(\frac{\varepsilon}{\rho}|t|+\int_{|p| \geq \rho / \varepsilon} \mathrm{d} p\langle p\rangle^{-d-3}\right) \tag{4.14}
\end{equation*}
$$

for some constant $C$. Therefore, also $\lim _{\varepsilon \rightarrow 0} R_{3}=0$ for all $\rho$. In summary, $I_{>}^{1}=$ $I_{>}^{2}+R_{2}+R_{3}$, where $R_{2}, R_{3}$ are negligible, and

$$
\begin{equation*}
I_{>}^{2}=I_{>}^{2}(\varepsilon, \rho)=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{T}^{3}} \mathrm{~d} k \overline{\hat{b}\left(p, k, \frac{k}{|k|}\right)} h_{\rho}(k) \mathrm{e}^{-\mathrm{i} t p \cdot \nabla \omega(k)} \overline{\hat{\psi}_{0}^{\varepsilon}\left(k-\varepsilon \frac{p}{2}\right)} \hat{\psi}_{0}^{\varepsilon}\left(k+\varepsilon \frac{p}{2}\right) . \tag{4.15}
\end{equation*}
$$

Let us for a moment consider the lattice Wigner transform $W_{\text {latt }}^{\varepsilon}$ of $\psi_{0}^{\varepsilon}$ as defined in [14]. As pointed out after Definition 2.5, then for any test function $f \in \mathcal{S}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$, we get an admissible test function by the formula $a_{f}(x, k, q)=f(x, k)$ and $\left\langle f, W_{\text {latt }}^{\varepsilon}\right\rangle=$ $\left\langle a_{f}, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle$. Since $\psi_{0}^{\varepsilon}$ is a norm-bounded sequence, the sequence $W_{\text {latt }}^{\varepsilon}$ is weak-* bounded, and thus there are $W_{\text {latt }}^{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$ and a subsequence along which $W_{\text {latt }}^{\varepsilon} \stackrel{*}{\rightharpoonup} W_{\mathrm{latt}}^{0}$.

Since the sequence $\psi_{0}^{\varepsilon}$ is by assumption also tight on the scale $\varepsilon^{-1}$, we can then apply Theorems B. 4 and B. 5 of [14] and conclude that $W_{\text {latt }}^{0}$ is given by a positive, bounded Radon measure $\mu$ on $\mathbb{R}^{3} \times \mathbb{T}^{3}$ such that for all continuous functions $f \in C\left(\mathbb{T}^{3}\right)$ and $p \in \mathbb{R}^{3}$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{T}^{3}} \mathrm{~d} k f(k) \overline{\hat{\psi}_{0}^{\varepsilon}\left(k-\varepsilon \frac{p}{2}\right)} \hat{\psi}_{0}^{\varepsilon}\left(k+\varepsilon \frac{p}{2}\right)=\int_{\mathbb{R}^{3} \times \mathbb{T}^{3}} \mathrm{~d} \mu(x, k) f(k) \mathrm{e}^{-2 \pi \mathrm{i} p \cdot x} \tag{4.16}
\end{equation*}
$$

Because $\nabla \omega(k)$ and $\frac{k}{|k|}$ are continuous apart from $k=0$, the function $k \mapsto$ $h_{\rho}(k) \overline{\hat{b}\left(p, k, \frac{k}{|k|}\right)} \mathrm{e}^{-\mathrm{i} t p \cdot \nabla \omega(k)}$ is everywhere continuous for all $\rho>0$ and $p \in \mathbb{R}^{3}$. Therefore, by the dominated convergence theorem, for all $\rho$ we find

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} I_{>}^{2}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{R}^{3} \times \mathbb{T}^{3}} \mathrm{~d} \mu(x, k) \overline{\hat{b}\left(p, k, \frac{k}{|k|}\right)} h_{\rho}(k) \mathrm{e}^{-2 \pi \mathrm{i} p \cdot\left(x+t \nabla \omega(k)(2 \pi)^{-1}\right)} \\
& \quad=\int_{\mathbb{R}^{3} \times \mathbb{T}^{3}} \mathrm{~d} \mu(x, k) h_{\rho}(k) \overline{b\left(x+t \frac{1}{2 \pi} \nabla \omega(k), k, \frac{k}{|k|}\right)} \tag{4.17}
\end{align*}
$$

When $\rho \rightarrow 0$, the integrand approaches pointwise $\overline{b\left(x+t \frac{1}{2 \pi} \nabla \omega(k), k, \frac{k}{|k|}\right)}$ apart from $k=0$ when the limit is 0 . Therefore, by the dominated convergence theorem

$$
\begin{align*}
& \lim _{\rho \rightarrow 0} \int_{\mathbb{R}^{3} \times \mathbb{T}^{3}} \mathrm{~d} \mu(x, k) h_{\rho}(k) \overline{b\left(x+t \frac{1}{2 \pi} \nabla \omega(k), k, \frac{k}{|k|}\right)} \\
& \quad=\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu(x, k) \overline{b\left(x+t \frac{1}{2 \pi} \nabla \omega(k), k, \frac{k}{|k|}\right)}=\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{t}(x, k) \overline{b\left(x, k, \frac{k}{|k|}\right)}, \tag{4.18}
\end{align*}
$$

where we have defined the bounded, positive Radon measure $\mu_{t}$ using $\mu_{0}=\left.\mu\right|_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}}$ in the formula (3.5). We have shown that (4.4) holds.

Small wavenumbers and the remainder. After a change of variables $q=\frac{k}{\varepsilon}$, one obtains that

$$
\begin{equation*}
I_{<}^{\mathrm{wv}}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{T^{3} / \varepsilon} \mathrm{d} q \overline{\hat{a}(p, \varepsilon q, q)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)\right)} \overline{\hat{\phi}_{0}\left(q_{-}\right)} \hat{\phi}_{0}\left(q_{+}\right) \varphi\left(\frac{\varepsilon q_{+}}{\rho}\right) \varphi\left(\frac{\varepsilon q_{-}}{\rho}\right) \tag{4.19}
\end{equation*}
$$

where $q_{ \pm}=q \pm \frac{p}{2}$. We can immediately replace the integration region for the $q$-integral by $\mathbb{R}^{3}$. To see this, note that the integrand is zero, unless $\left|q \pm \frac{p}{2}\right| \leq \frac{2 \rho}{\varepsilon}$ for both signs. Since $2 q=q_{+}+q_{-}$, this can happen only if also $|q| \leq \frac{2 \rho}{\varepsilon} \leq \frac{1}{2 \varepsilon}$, which implies that the integrand is zero if $\|q\|_{\infty}>\frac{1}{2 \varepsilon}$.

However, if $|\varepsilon q| \leq 2 \rho$, then

$$
\begin{equation*}
|\hat{a}(p, \varepsilon q, q)-\hat{a}(p, 0, q)| \leq \sup _{k}\left|\nabla_{k} \hat{a}(p, k, q)\right| 2 \rho \tag{4.20}
\end{equation*}
$$

and thus we can replace in the integrand the function $\hat{a}(p, \varepsilon q, q)$ by $\hat{a}(p, 0, q)$, with an error $R_{1}^{\prime}$ which is bounded by $C \rho$ with a constant $C$ independent of $\varepsilon$ and $\rho$. Thus we only need to consider the integral

$$
\begin{equation*}
I_{<}^{1}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} q \overline{\hat{a}(p, 0, q)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)\right)} \overline{F^{\varepsilon, \rho}\left(q_{-}\right)} F^{\varepsilon, \rho}\left(q_{+}\right), \tag{4.21}
\end{equation*}
$$

where $F^{\varepsilon, \rho}(q)=\hat{\phi}_{0}(q) \varphi\left(\frac{\varepsilon q}{\rho}\right)$. Next we apply the estimate (A.3) derived in the appendix, proving that if now $|p| \leq \frac{1}{2 \varepsilon}$, then

$$
\begin{equation*}
\left|\frac{1}{\varepsilon}\left(\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)\right)-\omega_{0}\left(q_{+}\right)+\omega_{0}\left(q_{-}\right)\right| \leq C_{4} \varepsilon|p||q| . \tag{4.22}
\end{equation*}
$$

Following the same argument as earlier, we can then conclude that the $t$-dependent exponential can be changed to $\mathrm{e}^{-\mathrm{i} t\left(\omega_{0}\left(q_{+}\right)-\omega_{0}\left(q_{-}\right)\right)}$, with an error $R_{2}^{\prime}$ which satisfies the estimate

$$
\begin{equation*}
\left|R_{2}^{\prime}\right| \leq C \sup _{q}\|a(\cdot, 0, q)\|_{\mathcal{S}, d+2}\left(|t| \rho+\int_{|p| \geq(2 \varepsilon)^{-1}} \mathrm{~d} p\langle p\rangle^{-d-2}\right) \tag{4.23}
\end{equation*}
$$

Thus $\lim _{\rho \rightarrow 0} \lim \sup _{\varepsilon \rightarrow 0}\left|R_{2}^{\prime}\right|=0$ for all $t$. Finally, we need to change $F^{\varepsilon, \rho}$ to $\hat{\phi}_{0}$, with an error $R_{3}^{\prime}$ which can be bounded by $C\left\|F^{\varepsilon, \rho}-\hat{\phi}_{0}\right\|$. Since the bound goes to zero when $\varepsilon \rightarrow 0$ and

$$
\begin{equation*}
I_{<}^{\mathrm{wv}}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} q \overline{\hat{a}(p, 0, q)} \mathrm{e}^{-\mathrm{i} t\left(\omega_{0}\left(q_{+}\right)-\omega_{0}\left(q_{-}\right)\right)} \overline{\hat{\phi}_{0}\left(q_{-}\right)} \hat{\phi}_{0}\left(q_{+}\right)+R_{1}^{\prime}+R_{2}^{\prime}+R_{3}^{\prime}, \tag{4.24}
\end{equation*}
$$

equation (4.6) has been established.
Similar estimates can be employed to demonstrate the vanishing of the remainder, (4.7). From the definition of $R$ we get

$$
\begin{align*}
R & =\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{T^{3} / \varepsilon} \mathrm{d} q \overline{\hat{a}(p, \varepsilon q, q)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)\right)} \overline{\left(\hat{\phi}_{0}^{\varepsilon}\left(q_{-}\right)-\hat{\phi}_{0}\left(q_{-}\right)\right)} \hat{\phi}_{0}\left(q_{+}\right) \varphi\left(\frac{\varepsilon q_{+}}{\rho}\right) \varphi\left(\frac{\varepsilon q_{-}}{\rho}\right) \\
& +\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{T^{3} / \varepsilon} \mathrm{d} q \overline{\hat{a}(p, \varepsilon q, q)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)\right)} \overline{\hat{\phi}_{0}\left(q_{-}\right)}\left(\hat{\phi}_{0}^{\varepsilon}\left(q_{+}\right)-\hat{\phi}_{0}\left(q_{+}\right)\right) \varphi\left(\frac{\varepsilon q_{+}}{\rho}\right) \varphi\left(\frac{\varepsilon q_{-}}{\rho}\right) . \tag{4.25}
\end{align*}
$$

We then apply the above estimates to remove the $\varepsilon$-dependence from all other terms in the integrands, apart from the differences $\hat{\phi}_{0}^{\varepsilon}-\hat{\phi}_{0}$. The error has a bound which vanishes when $\rho \rightarrow 0$. We are then left with

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} \mathrm{~d} \eta \int_{\mathbb{R}^{3}} \mathrm{~d} \xi \overline{\hat{a}\left(\eta-\xi, 0, \frac{1}{2}(\eta+\xi)\right)} \mathrm{e}^{-\mathrm{i} t\left(\omega_{0}(\eta)-\omega_{0}(\xi)\right)} \overline{\left(\hat{\phi}_{0}^{\varepsilon}(\xi)-\hat{\phi}_{0}(\xi)\right)} \hat{\phi}_{0}(\eta) \\
& \quad+\int_{\mathbb{R}^{3}} \mathrm{~d} \eta \int_{\mathbb{R}^{3}} \mathrm{~d} \xi \overline{\hat{a}\left(\eta-\xi, 0, \frac{1}{2}(\eta+\xi)\right)} \mathrm{e}^{-\mathrm{i} t\left(\omega_{0}(\eta)-\omega_{0}(\xi)\right)} \overline{\hat{\phi}_{0}(\xi)}\left(\hat{\phi}_{0}^{\varepsilon}(\eta)-\hat{\phi}_{0}(\eta)\right), \tag{4.26}
\end{align*}
$$

which vanishes as $\varepsilon \rightarrow 0$, since $\phi_{0}^{\varepsilon}$ converges weakly to $\phi_{0}$. This establishes (4.7).

Intermediate wavenumbers. Changing coordinates to $q=\frac{k}{\varepsilon}$ yields

$$
I_{<}^{\mathrm{H}}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{T^{3} / \varepsilon} \mathrm{d} q \overline{\hat{a}(p, \varepsilon q, q)} \mathrm{e}^{-\mathrm{i} \frac{t}{\varepsilon}\left(\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)\right)} \overline{\hat{f}^{\varepsilon, \rho}\left(q_{-}\right)} \hat{f}^{\varepsilon, \rho}\left(q_{+}\right),
$$

where $\hat{f}^{\varepsilon, \rho}(q)=\varphi\left(\frac{\varepsilon q}{\rho}\right)\left(\hat{\phi}_{0}^{\varepsilon}(q)-\hat{\phi}_{0}(q)\right)$. Let $M>0$ be arbitrary. We split off the values $|p|>M$ from the integral defining $I_{<}^{3}$. The difference $R_{4}^{\prime}=R_{4}^{\prime}(\varepsilon, \rho, M)$ can be bounded by $C \int_{|p|>M} \mathrm{~d} p\langle p\rangle^{-d-1}$ and thus $\lim _{M \rightarrow \infty} \sup _{\rho, \varepsilon}\left|R_{4}^{\prime}\right|=0$. We divide the remaining integral over $|p| \leq M$ further into two parts using the identity

$$
\begin{equation*}
1=\tilde{\varphi}\left(\frac{q_{-}}{2 M}\right) \tilde{\varphi}\left(\frac{q_{+}}{2 M}\right)+1-\tilde{\varphi}\left(\frac{q_{-}}{2 M}\right) \tilde{\varphi}\left(\frac{q_{+}}{2 M}\right) \tag{4.27}
\end{equation*}
$$

where $\tilde{\varphi}=1-\varphi$. If $|q| \geq 5 M$, then $\left|q_{ \pm}\right| \geq 4 M$ and the second part is zero. It can be checked by inspection that the sequence $\left(f^{\varepsilon, \rho}\right)_{\varepsilon}$ is bounded and tight, and it has a weak limit zero. Of these properties only the tightness is nonobvious, but this can also be easily deduced from the formula

$$
\begin{equation*}
f^{\varepsilon, \rho}(x)=\rho^{3} \varepsilon^{-3 / 2} \sum_{\gamma \in \mathbb{Z}^{3}} \psi_{0}^{\varepsilon}(\gamma) \hat{\varphi}\left(\rho\left(\gamma-\frac{1}{\varepsilon} x\right)\right)-\int_{\mathbb{R}^{3}} \mathrm{~d} y \phi_{0}\left(x+\frac{\varepsilon}{\rho} y\right) \hat{\varphi}(y) \tag{4.28}
\end{equation*}
$$

Therefore, by Lemma A.2, $\lim _{\varepsilon \rightarrow 0}\left\|\hat{f}^{\varepsilon, \rho}\right\|_{L^{2}\left(B_{6 M}\right)}=0$ for all $M, \rho$. This implies that the contribution of the second term, denoted by $R_{5}^{\prime}$, satisfies $\lim _{\varepsilon \rightarrow 0}\left|R_{5}^{\prime}\right|=0$ for all $M, \rho$.

We are thus left with

$$
\begin{equation*}
I_{<}^{4}=\int_{|p| \leq M} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} q \overline{\hat{a}(p, 0, q)} \mathrm{e}^{-\mathrm{i} t\left(\omega_{0}\left(q_{+}\right)-\omega_{0}\left(q_{-}\right)\right)} \overline{\hat{g}^{\varepsilon, \rho, M}\left(q_{-}\right)} \hat{g}^{\varepsilon, \rho, M}\left(q_{+}\right) \tag{4.29}
\end{equation*}
$$

where $\hat{g}^{\varepsilon, \rho, M}(q)=\tilde{\varphi}\left(\frac{q}{2 M}\right) \hat{f}^{\varepsilon, \rho}(q)$ and the integrand can be nonzero only for $|q| \geq M$. We thus only need to consider $|q| \geq M$ and $|p| \leq M$. First we replace in the integrand $\hat{a}(p, 0, q)$ by $\hat{b}(p, 0, \hat{q}), \hat{q}=\frac{q}{|q|}$, with an error $R_{6}^{\prime}$ which is bounded by

$$
\begin{equation*}
\left|R_{6}^{\prime}\right| \leq C \sup _{k,|q| \geq M}\left\|a(\cdot, k, q)-b\left(\cdot, k, \frac{q}{|q|}\right)\right\|_{\mathcal{S}, d+1} \tag{4.30}
\end{equation*}
$$

for some constant $C$. Then we change $\mathrm{e}^{-\mathrm{i} t\left(\omega_{0}\left(q_{+}\right)-\omega_{0}\left(q_{-}\right)\right)}$to $\mathrm{e}^{-\mathrm{i} t p \cdot \nabla \omega_{0}(\hat{q})}$ with an error $R_{7}^{\prime}$ which can be estimated using the inequality (A.4) of the appendix. This proves that there is a constant $C$ such that

$$
\begin{equation*}
\left|R_{7}^{\prime}\right| \leq C \frac{|t|}{M} \sup _{k, q}\|b(\cdot, k, q)\|_{\mathcal{S}, d+3} . \tag{4.31}
\end{equation*}
$$

Therefore, $I_{<}^{4}=I_{<}^{5}+R_{6}^{\prime}+R_{7}^{\prime}$, where

$$
\begin{equation*}
I_{<}^{5}=\int_{|p| \leq M} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} q \overline{\hat{b}(p, 0, \hat{q})} \mathrm{e}^{-\mathrm{i} t p \cdot \nabla \omega_{0}(\hat{q})} \overline{\hat{g}^{\varepsilon, \rho, M}\left(q_{-}\right)} \hat{g}^{\varepsilon, \rho, M}\left(q_{+}\right) \tag{4.32}
\end{equation*}
$$

and $\lim _{M \rightarrow \infty} \sup _{\rho, \varepsilon}\left|R_{6}^{\prime}+R_{7}^{\prime}\right|=0$ for all $t$.
Let

$$
\begin{equation*}
b_{t}(x, \hat{q})=b\left(x+t \frac{1}{2 \pi} \nabla \omega_{0}(\hat{q}), 0, \hat{q}\right) \tag{4.33}
\end{equation*}
$$

Then $b_{t} \in \mathcal{S}\left(\mathbb{R}^{3} \times S^{2}\right)$, and it has an extension to a function $J_{t} \in \mathcal{S}_{6}$; i.e., there is $J_{t}$ such that $J_{t}(x, q)=b_{t}(x, q)$ for all $|q|=1$. On the other hand, then

$$
\begin{equation*}
I_{<}^{5}=\int_{|p| \leq M} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} \overline{\hat{b}_{t}(p, \hat{q})} \overline{\hat{g}^{\varepsilon, \rho, M}\left(q_{-}\right)} \hat{g}^{\varepsilon, \rho, M}\left(q_{+}\right)=\left\langle J_{t}, \Lambda^{\varepsilon, \rho, M}\right\rangle \tag{4.34}
\end{equation*}
$$

where $\Lambda^{\varepsilon, \rho, M} \in \mathcal{S}_{6}^{\prime}$ denotes the distribution

$$
\begin{equation*}
J \mapsto\left\langle J, \Lambda^{\varepsilon, \rho, M}\right\rangle=\int_{|p| \leq M} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} q \overline{\hat{J}(p, \hat{q})} \overline{\hat{g}^{\varepsilon, \rho, M}\left(q_{-}\right)} \hat{g}^{\varepsilon, \rho, M}\left(q_{+}\right) \tag{4.35}
\end{equation*}
$$

Clearly, each $\Lambda^{\varepsilon, \rho, M}$ has support in $\mathbb{R}^{3} \times S^{2}$, and there is a constant $C$ such that for all $J, \varepsilon, \rho, M$

$$
\begin{equation*}
\left|\left\langle J, \Lambda^{\varepsilon, \rho, M}\right\rangle\right| \leq C\left\|\hat{g}^{\varepsilon, \rho, M}\right\|^{2}\|J\|_{\mathcal{S}, d+1} \tag{4.36}
\end{equation*}
$$

with $\left\|\hat{g}^{\varepsilon, \rho, M}\right\|$ denoting the $L^{2}\left(\mathbb{R}^{3}\right)$-norm. However, since we have $\left\|\hat{g}^{\varepsilon, \rho, M}\right\| \leq\left\|\hat{f}^{\varepsilon, \rho}\right\|$, where $\left\|\hat{f}^{\varepsilon, \rho}\right\|$ is bounded in $\varepsilon$, the Banach-Alaoglu theorem implies that the family $\left(\Lambda^{\varepsilon, \rho, M}\right)_{\varepsilon, \rho, M}$ belongs to a weak-* sequentially compact set. Therefore, for every $\rho, M$ there is a subsequence of $(\varepsilon)$ and $\Lambda^{\rho, M}$ such that $\Lambda^{\varepsilon, \rho, M} \xrightarrow{*} \Lambda^{\rho, M}$ along this subsequence. In addition, for every $\rho$ there is $\Lambda^{\rho}$ and a sequence of integers $M$ such that $\Lambda^{\rho, M} \xrightarrow{*} \Lambda^{\rho}$ along this sequence. Finally, there are $\Lambda \in \mathcal{S}_{6}^{\prime}$ and a sequence of integers $N \geq 4$ such that for $\rho=\frac{1}{N}, \Lambda^{\rho} \xrightarrow{*} \Lambda$.

All of the above distributions clearly must have support on $\mathbb{R}^{3} \times S^{2}$. We will soon prove that, in addition, for all $f \in \mathcal{S}_{6}$ and $\rho$

$$
\begin{equation*}
\left.\left.\langle | f\right|^{2}, \Lambda^{\rho}\right\rangle \geq 0 \tag{4.37}
\end{equation*}
$$

This implies that then also $\left.\left.\langle | f\right|^{2}, \Lambda\right\rangle \geq 0$. Therefore, by the Bochner-Schwartz theorem, there is a positive Radon measure $\mu^{\mathrm{H}}$ on $\mathbb{R}^{6}$ such that for all test functions $J,\langle J, \Lambda\rangle=\int \mu^{\mathrm{H}}(\mathrm{d} x, \mathrm{~d} k) J(x, k)$. Since also $\mu^{\mathrm{H}}$ must have support on $\mathbb{R}^{3} \times S^{2}$, we can thus identify it with a positive Radon measure $\mu_{0}^{\mathrm{H}}$ on $\mathbb{R}^{3} \times S^{2}$. By considering test functions $J(x, k)=\mathrm{e}^{-\delta^{2} x^{2}}$ in the limit $\delta \rightarrow 0$, it is also clear that $\mu_{0}^{\mathrm{H}}$ must be bounded. We then define the positive, bounded Radon measures $\mu_{t}^{\mathrm{H}}, t \in \mathbb{R}$, by the formula (3.6). It follows from the construction of $\mu_{t}^{\mathrm{H}}$ that (4.5) holds along the above sequences $\rho, \varepsilon$.

The main missing ingredient is provided by the following lemma.
Lemma 4.1. For $p, q \in \mathbb{R}^{3}$, let us denote $q_{ \pm}=q \pm \frac{p}{2}$, $\hat{q}_{ \pm}=q_{ \pm} /\left|q_{ \pm}\right|$, and $\hat{q}=q /|q|$. There is a constant $C$ such that for all $q, q^{\prime} \in \mathbb{R}^{3}$ and $f \in \mathcal{S}_{6}$

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{3}} \mathrm{~d} x \mathrm{e}^{-2 \pi \mathrm{i} p \cdot x} \overline{f\left(x, q^{\prime}\right)} f(x, q)\right| \leq C\langle p\rangle^{-d-1}\|f\|_{\mathcal{S}, d+1}^{2} \tag{4.38}
\end{equation*}
$$

If, in addition, $|q| \geq M$ and $|p| \leq M$, then also

$$
\begin{equation*}
\left|\mathcal{F}_{x \rightarrow p}\left(|f|^{2}\right)(p, \hat{q})-\int_{\mathbb{R}^{3}} \mathrm{~d} x \mathrm{e}^{-2 \pi \mathrm{i} p \cdot x} \overline{f\left(x, \hat{q}_{+}\right)} f\left(x, \hat{q}_{-}\right)\right| \leq \frac{1}{M} C\langle p\rangle^{-d-1}\|f\|_{\mathcal{S}, d+2}^{2} \tag{4.39}
\end{equation*}
$$

Before proving the lemma we demonstrate that it implies the inequality (4.37). Let $f \in \mathcal{S}_{6}$ be arbitrary. Define $q_{ \pm}, \hat{q}_{ \pm}$as in Lemma 4.1, except that here also let $\hat{0}=0$, and let

$$
\begin{equation*}
I^{\varepsilon, \rho, M, f}=\int_{\mathbb{R}^{3}} \mathrm{~d} p \int_{\mathbb{R}^{3}} \mathrm{~d} q\left[\int_{\mathbb{R}^{3}} \mathrm{~d} x \mathrm{e}^{2 \pi \mathrm{i} p \cdot x} f\left(x, \hat{q}_{+}\right) \overline{f\left(x, \hat{q}_{-}\right)}\right] \overline{\hat{g}^{\varepsilon, \rho, M}\left(q_{-}\right)} \hat{g}^{\varepsilon, \rho, M}\left(q_{+}\right) \tag{4.40}
\end{equation*}
$$

Note that this integral is well-defined by (4.38). Then, by the estimate (4.39) and uniform boundedness of $g^{\varepsilon, \rho, M}$, there is a constant $c$ such that

$$
\begin{equation*}
\left.|\langle | f|^{2}, \Lambda^{\varepsilon, \rho, M}\right\rangle-I^{\varepsilon, \rho, M, f} \left\lvert\, \leq c\|f\|_{\mathcal{S}, d+2}^{2}\left(\int_{|p| \geq M} \mathrm{~d} p\langle p\rangle^{-d-1}+\frac{1}{M}\right)\right. \tag{4.41}
\end{equation*}
$$

On the other hand, $I^{\varepsilon, \rho, M, f} \geq 0$ always. To see this, consider first the case when $g^{\varepsilon, \rho, R} \in \mathcal{S}$. Then $\hat{g}^{\varepsilon, \rho, R} \in \mathcal{S}$, and by changing variables from $(q, p)$ to $\left(q_{+}, q_{-}\right)$in (4.40) and then using Fubini's theorem to reorder the integrals, we find that

$$
\begin{equation*}
I^{\varepsilon, \rho, M, f}=\int_{\mathbb{R}^{3}} \mathrm{~d} x|G(x)|^{2}, \quad \text { with } G(x)=\int_{\mathbb{R}^{3}} \mathrm{~d} q \mathrm{e}^{2 \pi \mathrm{i} q \cdot x} f(x, \hat{q}) \hat{g}^{\varepsilon, \rho, R}(q) \in L^{2} . \tag{4.42}
\end{equation*}
$$

Since $I^{\varepsilon, \rho, M, f}$ depends $L^{2}$-continuously on $g^{\varepsilon, \rho, R}$ this implies that also for general $g^{\varepsilon, \rho, R} \in L^{2}$ we have $I^{\varepsilon, \rho, M, f} \geq 0$. Since the right-hand side of (4.41) vanishes if first $\varepsilon \rightarrow 0$ and then $M \rightarrow \infty$, we must thus also have $\left.\left.\langle | f\right|^{2}, \Lambda^{\rho}\right\rangle \geq 0$. This proves (4.37).

The only remaining task is to prove Lemma 4.1. Consider first (4.38). If $|p| \leq 1$, we have trivially a bound

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathrm{~d} x\left|f\left(x, q^{\prime}\right)\right||f(x, q)| \leq\|f\|_{\mathcal{S}, d+1}^{2} \int_{\mathbb{R}^{3}} \mathrm{~d} x\langle x\rangle^{-2 d-2} \leq c\|f\|_{\mathcal{S}, d+1}^{2} \tag{4.43}
\end{equation*}
$$

If $|p| \geq 1$, we perform $N$ partial integrations in the direction of $p$, i.e., in the direction $\hat{p}=\frac{p}{|p|}$, yielding

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathrm{~d} x \mathrm{e}^{-2 \pi \mathrm{i} p \cdot x} \overline{f\left(x, q^{\prime}\right)} f(x, q)=\frac{1}{(2 \pi \mathrm{i}|p|)^{N}} \int_{\mathbb{R}^{3}} \mathrm{~d} x \mathrm{e}^{-2 \pi \mathrm{i} p \cdot x}(\hat{p} \cdot \nabla)^{N}\left(\overline{f\left(x, q^{\prime}\right)} f(x, q)\right) \tag{4.44}
\end{equation*}
$$

By the Leibniz rule,

$$
\begin{equation*}
(\hat{p} \cdot \nabla)^{N}\left(\overline{f\left(x, q^{\prime}\right)} f(x, q)\right)=\sum_{n=0}^{N}\binom{N}{n}(\hat{p} \cdot \nabla)^{n} \overline{f\left(x, q^{\prime}\right)}(\hat{p} \cdot \nabla)^{N-n} f(x, q), \tag{4.45}
\end{equation*}
$$

which is bounded by $c_{N}^{\prime}\langle x\rangle^{-N}\|f\|_{\mathcal{S}, N}^{2}$. Choosing $N=d+1$ then yields (4.38) for some constant. Adjusting the constant $C$ so that the bound is true also for $|p| \leq 1$ proves that (4.38) is valid.

To prove (4.39), consider $q, p$ as required in the second part of the lemma. Also let $q(s)=q+\frac{s}{2} p$. Then $|q(s)| \geq|q| / 2>0$ for all $|s| \leq 1$, and $\hat{q}(s)$ is thus well-defined and smooth. Therefore, for any $g \in \mathcal{S}_{6}$ and $s_{0} \in[-1,1]$,

$$
\begin{align*}
& g\left(x, \hat{q}\left(s_{0}\right)\right)-g(x, \hat{q})=\int_{0}^{s_{0}} \mathrm{~d} s \frac{\mathrm{~d}}{\mathrm{~d} s} g(x, \hat{q}(s)) \\
& \quad=\left.\int_{0}^{s_{0}} \mathrm{~d} s\left(\frac{1}{2|q(s)|} p-\frac{p \cdot \hat{q}(s)}{2|q(s)|} \hat{q}(s)\right) \cdot \nabla_{q} g(x, q)\right|_{q=\hat{q}(s)} \tag{4.46}
\end{align*}
$$

implying

$$
\begin{equation*}
\left|g\left(x, \hat{q}_{ \pm}\right)-g(x, \hat{q})\right| \leq 2 \frac{|p|}{|q|} \sup _{|q|=1}\left|\nabla_{q} g(x, q)\right| \tag{4.47}
\end{equation*}
$$

Also for all $g_{1}, g_{2} \in \mathcal{S}_{6}$,

$$
\begin{align*}
& \overline{g_{1}(x, \hat{q})} g_{2}(x, \hat{q})-\overline{g_{1}\left(x, \hat{q}_{-}\right)} g_{2}\left(x, \hat{q}_{+}\right) \\
& \quad=\overline{\left(g_{1}(x, \hat{q})-g_{1}\left(x, \hat{q}_{-}\right)\right)} g_{2}(x, \hat{q})+\overline{g_{1}\left(x, \hat{q}_{-}\right)}\left(g_{2}(x, \hat{q})-g_{2}\left(x, \hat{q}_{+}\right)\right) \tag{4.48}
\end{align*}
$$

Following the steps made in the first part of the proof, and replacing the earlier estimates with the above more accurate ones when necessary, we can conclude that the constant $C$ can be adjusted so that for these values of $q, p(4.39)$ also holds. This completes the proof of (4.5).

Energy equality. The energy equality (3.7) follows by considering a sequence of test functions $a^{\delta}=\mathrm{e}^{-\delta^{2} x^{2}}$ and taking $\delta \rightarrow 0$. To see this, first note that the righthand side of (3.7) is clearly independent of $t$, and thus it is enough to consider $t=0$. Thanks to (2.28) and to the tightness of the sequence $\psi_{0}^{\varepsilon}$, we obtain for this particular test function that

$$
\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0}\left\langle a^{\delta}, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle=\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0}\left\langle a^{\delta}, e^{\varepsilon}\right\rangle=\lim _{\varepsilon \rightarrow 0}\left\|\psi_{0}^{\varepsilon}\right\|^{2}
$$

Equation (3.3) implies that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0}\left\langle a^{\delta}, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle= & \int_{\mathbb{R}^{3}} \mathrm{~d} x a^{\delta}(x)\left|\phi_{0}(x)\right|^{2}+\int_{\mathbb{R}^{3}} \int_{\mathbb{T}^{3}} a^{\delta}(x) \mathrm{d} \mu_{0}(x, k) \\
& +\int_{\mathbb{R}^{3}} \int_{S^{2}} a^{\delta}(x) \mathrm{d} \mu_{0}^{\mathrm{H}}(x, k)
\end{aligned}
$$

Sending $\delta$ to 0 yields that

$$
\lim _{\varepsilon \rightarrow 0}\left\|\hat{\psi}_{0}^{\varepsilon}\right\|^{2}=\left\|\phi_{0}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}+\mu_{0}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)+\mu_{0}^{\mathrm{H}}\left(\mathbb{R}^{3} \times S^{2}\right)
$$

and the energy equality has been established. This finishes the proof of Theorem 3.2.
5. Proof of Corollary 3.4. Let $I_{0}$ denote the original sequence of $\varepsilon$, and consider an arbitrary subsequence $I$ of $I_{0}$. Since $\left(\psi_{0}^{\varepsilon}\right)_{\varepsilon \in I}$ then also satisfies Assumption 3.1, we can conclude from Theorem 3.2 that for every $I$ there is a subsequence $I^{\prime}$ such that (3.3) holds for all $t$ with the initial conditions given by some triplet $\left(\mu_{I}, \mu_{I}^{\mathrm{H}}, \phi_{I}\right)$. From the construction of the subsequence in the proof of Theorem 3.2, we know that $\phi_{I}$ can be chosen as the weak limit of $\phi_{0}^{\varepsilon}$ along the subsequence $I^{\prime}$. The first assumption thus implies that we can always choose $\phi_{I}=\phi_{0}$. Let us also denote $\mu_{0}=\mu_{I_{0}}$ and $\mu_{0}^{\mathrm{H}}=\mu_{I_{0}}^{\mathrm{H}}$, and to prove the stated uniqueness, we will prove that $\mu_{I}=\mu_{0}$ and $\mu_{I}^{\mathrm{H}}=\mu_{0}^{\mathrm{H}}$ for all $I$.

Consider first an arbitrary $\tilde{a} \in C_{c}^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}\right)$. Let $a(x, k, q)=\tilde{a}(x, k)$ for $k \neq 0$ and define $a(x, 0, q)=0$. Then $a$ is an admissible test function with $a_{0}=0=b(k, 0, q)$, and for any subsequence $I$ we thus obtain, using the second assumption,

$$
\begin{equation*}
\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{I}(x, k) \overline{\tilde{a}(x, k)}=\lim _{\varepsilon \in I}\left\langle a, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle=\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{0}(x, k) \overline{\tilde{a}(x, k)} . \tag{5.1}
\end{equation*}
$$

Such $\tilde{a}$ are dense in $C_{c}\left(\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}\right)$, and thus $\mu_{I}=\mu_{0}$ on $\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}$.
Consider then an arbitrary $b \in C_{c}^{\infty}\left(\mathbb{R} \times S^{2}\right)$. Let $\varphi$ be a smooth cutoff function as in Definition 4.1, and define $a(x, k, q)=b(x, q /|q|)(1-\varphi(2 q))$. Then $a$ is an admissible
test function and indeed $\lim _{R \rightarrow \infty} a(x, k, R q)=b(x, q)$ for all $|q|=1$. By the already proven results we then find that for any subsequence $I$

$$
\begin{align*}
\int_{\mathbb{R}^{3} \times S^{2}} \mathrm{~d} \mu_{I}^{\mathrm{H}}(x, q) \overline{b(x, q)} & =\lim _{\varepsilon \rightarrow 0}\left\langle a, W^{\varepsilon}\left[\psi_{0}^{\varepsilon}\right]\right\rangle-\int_{\mathbb{R}^{3} \times \mathbb{T}_{*}^{3}} \mathrm{~d} \mu_{0}(x, k) \overline{b\left(x, \frac{k}{|k|}\right)}-\left\langle a_{0}, W_{\text {cont }}^{(1)}\left[\phi_{0}\right]\right\rangle \\
& =\int_{\mathbb{R}^{3} \times S^{2}} \mathrm{~d} \mu_{0}^{\mathrm{H}}(x, q) \overline{b(x, q)} . \tag{5.2}
\end{align*}
$$

Therefore, also $\mu_{I}^{\mathrm{H}}=\mu_{0}^{\mathrm{H}}$, which concludes the uniqueness part of the proof of the corollary.

Finally, define for $t \neq 0$ the triplet $\left(\mu_{t}, \mu_{t}^{\mathrm{H}}, \phi_{t}\right)$ using $\left(\mu_{0}, \mu_{0}^{\mathrm{H}}, \phi_{0}\right)$ as the initial data. By the uniqueness proved above, for any subsequence $I$, (3.3) holds along the subsubsequence $I^{\prime}$. As the right-hand side is thus independent of $I$, this proves that the limit also holds along the original sequence $I_{0}$. This completes the proof of the corollary.

Appendix. The proof of Theorem 3.2 uses two simple lemmas, which are provided here. The first lemma summarizes several properties of regular acoustic dispersion relations.

Lemma A.1. Let $\omega$ be a regular acoustic dispersion relation, as in Definition 2.2 , and let $\lambda, A_{0}$, and $\omega_{0}$ be related to $\omega$ as in the definition. Then the following assertions are true.

1. $\omega \in C^{(3)}\left(\mathbb{T}^{3} \backslash\{0\}, \mathbb{R}\right)$.
2. $\nabla \lambda(0)=0$ and $A_{0}>0$.
3. There are constants $C_{1}, C_{2}>0$ such that for all $\|k\|_{\infty} \leq \frac{3}{4}$,

$$
\begin{equation*}
\omega(k) \geq C_{1}|k|, \quad|\nabla \lambda(k)| \leq C_{2}|k| \tag{A.1}
\end{equation*}
$$

In addition, $\|\nabla \omega\|_{\infty}<\infty$.
4. There is $C_{3}$ such that if $\varepsilon>0, p \in \mathbb{R}^{3}$, and $\|k\|_{\infty} \leq \frac{1}{2}$, with $|k|>\varepsilon|p|$, then

$$
\begin{equation*}
\left|\omega\left(k+\frac{1}{2} \varepsilon p\right)-\omega\left(k-\frac{1}{2} \varepsilon p\right)-\varepsilon p \cdot \nabla \omega(k)\right| \leq C_{3} \varepsilon^{2} \frac{|p|^{2}}{|k|} . \tag{A.2}
\end{equation*}
$$

5. There is $C_{4}$ such that if $\varepsilon>0$ and $p, q \in \mathbb{R}^{3}$ with $|p|,\|q\|_{\infty} \leq \frac{1}{2} \varepsilon^{-1}$, then for $q_{ \pm}=q \pm \frac{1}{2} p$,

$$
\begin{equation*}
\left|\omega\left(\varepsilon q_{+}\right)-\omega\left(\varepsilon q_{-}\right)-\omega_{0}\left(\varepsilon q_{+}\right)+\omega_{0}\left(\varepsilon q_{-}\right)\right| \leq C_{4} \varepsilon^{2}|p||q| \tag{A.3}
\end{equation*}
$$

6. There is $C_{5}$ such that if $p, q \in \mathbb{R}^{3}$ with $q \neq 0$ and $|p| \leq|q|$, then for $q_{ \pm}=$ $q \pm \frac{1}{2} p$,

$$
\begin{equation*}
\left|\omega_{0}\left(q_{+}\right)-\omega_{0}\left(q_{-}\right)-p \cdot \nabla \omega_{0}\left(\frac{q}{|q|}\right)\right| \leq C_{5} \frac{|p|^{2}}{|q|} \tag{A.4}
\end{equation*}
$$

Proof. From now on, we consider $\omega, \lambda, A_{0}$, and $\omega_{0}$ satisfying Definition 2.2. The first item is then obvious, and the second one follows from the assumptions, since 0 is a minimum. The second inequality in (A.1) follows by using item 2 and $\left\|D^{2} \lambda\right\|_{\infty}<\infty$, when by Taylor expansion $|\nabla \lambda(k)| \leq C_{2}|k|$ for all $k \in \mathbb{R}$. To prove the first inequality, we first note that, by continuity, also $\left\|D^{3} \lambda\right\|_{\infty}<\infty$. Thus there is $c^{\prime}$ such that for all $k \in \mathbb{R}^{3}$

$$
\begin{equation*}
\left|\lambda(k)-\lambda_{0}(k)\right| \leq c^{\prime}|k|^{3}, \tag{A.5}
\end{equation*}
$$

where $\lambda_{0}(k)=\frac{1}{2} k \cdot A_{0} k$. Since $A_{0}>0$, there is $c>0$ such that $\lambda_{0}(k) \geq c^{2} k^{2}$ for all $k$. Thus there is $\delta^{\prime}>0$ such that for all $|k|<\delta^{\prime}$, we have $\left|1-\lambda(k) / \lambda_{0}(k)\right| \leq \frac{3}{4}$, and for these $k$ therefore also $\omega(k)=\sqrt{\lambda(k)-\lambda_{0}(k)+\lambda_{0}(k)} \geq \frac{1}{2} \sqrt{\lambda_{0}(k)} \geq \frac{c}{2}|k|$. Since $\lambda$ has no zeroes in the complement set, the constant can then be adjusted so that (A.1) holds for all $k$ with $\|k\|_{\infty} \leq \frac{3}{4}$.

We still need to prove the third property, boundedness of $\nabla \omega$. For later use, let us, more generally, consider a nonnegative $f \in C^{(2)}\left(\mathbb{R}^{3}\right), q \in \mathbb{R}^{3}$, and $k$ such that $f(k) \neq 0$. Then we have

$$
\begin{align*}
(q \cdot \nabla) \sqrt{f(k)} & =\frac{1}{2 \sqrt{f(k)}} q \cdot \nabla f(k)  \tag{A.6}\\
(q \cdot \nabla)^{2} \sqrt{f(k)} & =-\frac{1}{4 f(k)^{3 / 2}}(q \cdot \nabla f(k))^{2}+\frac{1}{2 \sqrt{f(k)}}(q \cdot \nabla)^{2} f(k) \tag{A.7}
\end{align*}
$$

This implies that there is a constant $C$ such that for all $q \in \mathbb{R}^{3}$ and $k \neq 0$, with $\|k\|_{\infty} \leq \frac{3}{4}$,

$$
\begin{align*}
|q \cdot \nabla \omega(k)|,\left|q \cdot \nabla \omega_{0}(k)\right| & \leq C|q|  \tag{A.8}\\
\left|(q \cdot \nabla)^{2} \omega(k)\right|,\left|(q \cdot \nabla)^{2} \omega_{0}(k)\right| & \leq C \frac{|q|^{2}}{|k|} \tag{A.9}
\end{align*}
$$

In particular, by periodicity therefore $\|\nabla \omega\|_{\infty}<\infty$.
To prove item 4, consider $k, p, \varepsilon$ as in the claim, and define a function $f(s)=$ $\omega\left(k_{+}\right)-\omega\left(k_{-}\right)$with $k_{ \pm}=k \pm s \frac{1}{2} p$ and $s \in[-\varepsilon, \varepsilon]$. Then $\left\|k_{ \pm}\right\|_{\infty} \leq \frac{3}{2}\|k\|_{\infty}$ and $\left|k_{ \pm}\right| \geq|k|-\varepsilon \frac{1}{2} p \geq \frac{1}{2}|k|>0$, and thus $f$ belongs to $C^{(3)}$. In particular, $f(0)=0$, $f^{\prime}(0)=p \cdot \nabla \omega(k)$, and

$$
\begin{align*}
f^{\prime \prime}(s)=\frac{1}{2}[ & \frac{1}{\omega\left(k_{+}\right)}\left(\frac{p}{2} \cdot \nabla\right)^{2} \lambda\left(k_{+}\right)-\frac{1}{\omega\left(k_{-}\right)}\left(\frac{p}{2} \cdot \nabla\right)^{2} \lambda\left(k_{-}\right) \\
& \left.-\frac{1}{2 \omega\left(k_{+}\right)^{3}}\left(\frac{p}{2} \cdot \nabla \lambda\left(k_{+}\right)\right)^{2}+\frac{1}{2 \omega\left(k_{-}\right)^{3}}\left(\frac{p}{2} \cdot \nabla \lambda\left(k_{-}\right)\right)^{2}\right] \tag{A.10}
\end{align*}
$$

Using item 3 , we find that there is $C$ such that this is uniformly bounded by $C|p|^{2} /|k|$. Then a Taylor expansion at the origin proves item 4.

Since for all $k \neq 0$

$$
\begin{equation*}
\omega(k)-\omega_{0}(k)=\sqrt{\lambda(k)}-\sqrt{\lambda_{0}(k)}=\frac{\lambda(k)-\lambda_{0}(k)}{\sqrt{\lambda(k)}+\sqrt{\lambda_{0}(k)}}, \tag{A.11}
\end{equation*}
$$

we then also have
$q \cdot \nabla\left(\omega(k)-\omega_{0}(k)\right)=\frac{q \cdot \nabla \lambda(k)-q \cdot \nabla \lambda_{0}(k)}{\omega(k)+\omega_{0}(k)}-\left(\lambda(k)-\lambda_{0}(k)\right) \frac{q \cdot \nabla \omega(k)+q \cdot \nabla \omega_{0}(k)}{\left(\omega(k)+\omega_{0}(k)\right)^{2}}$.
By Taylor expansion at the origin, we find that there is $C^{\prime}$ such that for all $q \in \mathbb{R}^{3}$,

$$
\begin{align*}
& \left|\lambda(k)-\lambda_{0}(k)\right| \leq C^{\prime}|k|^{3}, \quad\left|q \cdot \nabla \lambda(k)-q \cdot \nabla \lambda_{0}(k)\right| \leq C^{\prime}|k|^{2}|q|  \tag{A.13}\\
& \left|(q \cdot \nabla)^{2} \lambda(k)-(q \cdot \nabla)^{2} \lambda_{0}(k)\right| \leq C^{\prime}|k||q|^{2} \tag{A.14}
\end{align*}
$$

Thus there is also $C$ such that for all $q \in \mathbb{R}^{3}$, and for $\|k\|_{\infty} \leq \frac{3}{4}$ with $k \neq 0$,

$$
\begin{equation*}
\left|q \cdot \nabla\left(\omega(k)-\omega_{0}(k)\right)\right| \leq C|k||q|, \quad\left|(q \cdot \nabla)^{2}\left(\omega(k)-\omega_{0}(k)\right)\right| \leq C|q|^{2} \tag{A.15}
\end{equation*}
$$

Let us then consider $q, p, \varepsilon$ satisfying the assumptions made in the final item. Since then $\left\|\varepsilon q_{ \pm}\right\|_{\infty} \leq \frac{3}{4}$, we can apply the previous estimates. If $p=0$, then $q_{-}=q_{+}$ and the bound in (A.3) is trivially valid for any $C_{4}$. Consider thus $p \neq 0$, and assume first that $p$ is not proportional to $q$. Since then the line segment $[0,1] \ni s \mapsto \varepsilon q+s \varepsilon p / 2$ does not pass through the origin, the function $s \mapsto \omega(\varepsilon q+s \varepsilon p / 2)-\omega_{0}(\varepsilon q+s \varepsilon p / 2)$ is in $C^{(3)}([0,1])$. We make a Taylor expansion of this function at $s=0$, yielding
(A.16) $\omega\left(\varepsilon q+\varepsilon \frac{p}{2}\right)-\omega_{0}\left(\varepsilon q+\varepsilon \frac{p}{2}\right)=\omega(\varepsilon q)-\omega_{0}(\varepsilon q)+\varepsilon \frac{p}{2} \cdot\left(\nabla \omega(\varepsilon q)-\nabla \omega_{0}(\varepsilon q)\right)+R$.

Here (A.15) implies $|R| \leq C \varepsilon^{2}|p|^{2}$, since

$$
\begin{equation*}
R=\int_{0}^{1} \mathrm{~d} s(1-s)\left(\varepsilon \frac{p}{2} \cdot \nabla\right)^{2}\left(\omega\left(\varepsilon q+s \varepsilon \frac{p}{2}\right)-\omega_{0}\left(\varepsilon q+s \varepsilon \frac{p}{2}\right)\right) \tag{A.17}
\end{equation*}
$$

This proves that (A.3) holds in this case for some constant $C_{4}$. In the final case $p \propto q$, we choose a direction $u$ orthogonal to $q$, and use the previous estimate with $p+\delta u$ instead of $p$ for an arbitrary $0<\delta \leq 1$. Since the left-hand side of (A.3) is continuous in $\delta$, the bound must then hold also for $\delta=0$, proving the validity of the estimate also in this case.

To prove (A.4), we use the fact that by assumption $\left|q_{ \pm}\right| \geq \frac{1}{2}|q|>0$, and thus denoting $\hat{q}=q /|q|$, we get

$$
\begin{equation*}
\omega_{0}\left(q_{+}\right)-\omega_{0}\left(q_{-}\right)=|q|\left(\omega_{0}\left(\hat{q}+\frac{p}{2|q|}\right)-\omega_{0}\left(\hat{q}-\frac{p}{2|q|}\right)\right)=p \cdot \nabla \omega_{0}(\hat{q})+R, \tag{A.18}
\end{equation*}
$$

where $|R| \leq C|p|^{2} /|q|$. We have thus completed the proof of the lemma.
The second lemma recalls a well-known fact in Fourier analysis: the Fourier transform of a bounded and tight sequence of $L^{2}$ functions converges strongly on compact sets. For the convenience of the reader we give a proof.

Lemma A.2. Let $f^{\varepsilon} \in L^{2}\left(\mathbb{R}^{d}\right)$ be a bounded and tight sequence of functions such that $f^{\varepsilon} \rightharpoonup 0$ as $\varepsilon \rightarrow 0$. Then for every $\Omega \subset \mathbb{R}^{d}$ with a finite measure

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|\hat{f}^{\varepsilon}\right\|_{L^{2}(\Omega)}=0 \tag{A.19}
\end{equation*}
$$

Proof. Let $\beta>0$ be arbitrary. By tightness of $f^{\varepsilon}$ there is $R_{\beta}>0$ such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int_{|x| \geq R_{\beta}} \mathrm{d} x\left|f^{\varepsilon}(x)\right|^{2} \leq \beta^{2} \tag{A.20}
\end{equation*}
$$

Define now

$$
f^{\varepsilon, \beta}(x)= \begin{cases}f^{\varepsilon}(x) & \text { if }|x| \leq R_{\beta}  \tag{A.21}\\ 0, & \text { otherwise }\end{cases}
$$

By the boundedness of $f^{\varepsilon, \beta}$ in $L^{2}\left(\mathbb{R}^{d}\right)$ there exist $g^{\beta}$ and a subsequence $\left(\varepsilon^{\prime}\right)$ such that $f^{\varepsilon^{\prime}, \beta} \rightharpoonup g^{\beta}$ in $L^{2}\left(\mathbb{R}^{d}\right)$ as $\varepsilon^{\prime} \rightarrow 0$. Estimate (A.20) implies that $\lim \sup _{\varepsilon \rightarrow 0} \| f^{\varepsilon}-$ $f^{\varepsilon, \beta} \|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2} \leq \beta^{2}$. Since also $f^{\varepsilon} \rightharpoonup 0$, we have

$$
\begin{equation*}
\left\|g^{\beta}\right\|^{2}=\lim _{\varepsilon^{\prime}}\left|\left\langle g^{\beta}, f^{\varepsilon^{\prime}, \beta}\right\rangle\right| \leq\left\|g^{\beta}\right\| \limsup _{\varepsilon \rightarrow 0}\left\|f^{\varepsilon}-f^{\varepsilon, \beta}\right\| \tag{A.22}
\end{equation*}
$$

and, therefore, $\left\|g^{\beta}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq \beta$.

Since $g^{\beta}$ has support in a ball of radius $R_{\beta}$, also $g_{1}^{\beta}(x)=-2 \pi \mathrm{i} x g^{\beta}(x) \in L^{2}\left(\mathbb{R}^{d}\right)$. Therefore, $\hat{g}^{\beta} \in H^{1}\left(\mathbb{R}^{d}\right)$ and $\nabla \hat{g}^{\beta}=\hat{g}_{1}^{\beta}$. Similarly, also $\hat{f}^{\varepsilon, \beta} \in H^{1}\left(\mathbb{R}^{d}\right)$ and it is straightforward to check that $\nabla \hat{f}^{\varepsilon^{\prime}, \beta} \rightharpoonup \nabla \hat{g}^{\beta}$ in $L^{2}$. Since $\Omega$ is assumed to be a set of finite measure, we then have $\lim _{\varepsilon^{\prime} \rightarrow 0}\left\|\hat{f}^{\varepsilon^{\prime}, \beta}-\hat{g}^{\beta}\right\|_{L^{2}(\Omega)}=0$ (for a proof, see, for instance, Theorem 8.6. in [13]). Collecting all the above estimates together proves that

$$
\begin{aligned}
& \limsup \left\|\hat{f}_{\varepsilon^{\prime} \rightarrow 0}^{\varepsilon^{\prime}}\right\|_{L^{2}(\Omega)} \\
& \quad \leq \limsup _{\varepsilon^{\prime} \rightarrow 0}\left\|\hat{f}^{\varepsilon^{\prime}}-\hat{f}^{\varepsilon^{\prime}, \beta}\right\|_{L^{2}(\Omega)}+\limsup _{\varepsilon^{\prime} \rightarrow 0}\left\|\hat{f}^{\varepsilon^{\prime}, \beta}-\hat{g}^{\beta}\right\|_{L^{2}(\Omega)}+\left\|\hat{g}^{\beta}\right\|_{L^{2}(\Omega)} \leq 2 \beta .
\end{aligned}
$$

Since $\beta$ can be arbitrarily small, there must be a subsequence $\left(\varepsilon^{\prime \prime}\right)$ such that $\lim _{\varepsilon^{\prime \prime} \rightarrow 0}$ $\left\|\hat{f}^{\varepsilon^{\prime \prime}}\right\|_{L^{2}(\Omega)}=0$.

Since the assumptions on the sequence $f^{\varepsilon}$ are preserved for subsequences, we can consider an arbitrary subsequence and apply the above result to it. Then we can conclude that for every subsequence there is a subsubsequence along which (A.19) holds. This implies that the limit (A.19) actually holds also along the original sequence.
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#### Abstract

We study the positive steady state of a quasi-linear reaction-diffusion system in one space dimension introduced by Klausmeier and Litchman for the modelling of the distributions of phytoplankton biomass and its nutrient. The system has nonlocal dependence on the biomass function, and it has a biomass-dependent drifting term describing the active movement of the biomass towards the location of the optimal growth condition. We obtain complete descriptions of the profile of the solutions when the coefficient of the drifting term is large, rigorously proving the numerically observed phenomenon of concentration of biomass for this model. Our theoretical results reveal four critical numbers for the model not observed before and offer several further insights into the problem being modelled. This is Part I of a two-part series, where we obtain nearly optimal existence and nonexistence results. The asymptotic profile of the solutions is studied in the separate Part II.
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1. Introduction. In this paper, we study the problem

$$
\begin{cases}-\left[d_{1} u_{x}+\sigma c(x) u\right]_{x}=[g(x)-m] u, & 0<x<1  \tag{1.1}\\ -d_{2} v_{x x}=-g(x) u, & 0<x<1 \\ d_{1} u_{x}+\sigma c(x) u=0, & x=0,1 \\ v_{x}(0)=0, \quad v_{x}(1)=\beta\left[v_{0}-v(1)\right], & \end{cases}
$$

where $d_{1}, d_{2}, \sigma, m, v_{0}$, and $\beta$ are positive constants,

$$
g(x)=f(\min \{\alpha v(x), w(x)\}), \quad f(s)=\frac{r s}{K_{I}+s}
$$

and

$$
w(x)=w_{0} \exp \left[-A_{0} x-A \int_{0}^{x} u(s) d s\right]
$$

with $\alpha, r, K_{I}, w_{0}, A$, and $A_{0}$ positive constants. We note that the right-hand sides of the differential equations in (1.1) depend on the unknown functions $u$ and $v$ in a nonlocal manner. Moreover, the positive function $c(x)$ is determined by $u$ and $v$ in a rather unconventional way to be explained below. We are interested in positive

[^70]solutions of (1.1), namely $u>0$ and $v>0$ in $[0,1]$. From (1.1) it is easy to see that for any such solution, $v$ is an increasing function. Clearly $w$ is a decreasing function. The function $c(x)$ is defined by
$$
c(x)=\frac{x-x_{0}}{\delta+\left|x-x_{0}\right|},
$$
where $\delta>0$ is a small constant and $x_{0} \in[0,1]$ is the intersection point of the functions $\alpha u(x)$ and $w(x)$ whenever such an intersection occurs in $[0,1]$; if $\alpha u(x)$ and $v(x)$ do not intersect, then $x_{0}=0$ if $\alpha v>w$ on $[0,1]$, and $x_{0}=1$ if $\alpha v<w$ on [0,1]. In other words, $x_{0}$ is given by the following description:
$$
\min \{\alpha v(x), w(x)\}=\alpha v(x) \forall x \in\left[0, x_{0}\right) ; \quad \min \{\alpha v(x), w(x)\}=w(x) \forall x \in\left(x_{0}, 1\right] .
$$

This unconventional dependence of $c$ on the unknown solution $(u, v)$ makes (1.1) a very special quasi-linear problem.

Such a system arises in the mathematical modelling of phytoplankton in a onedimensional water column, where $u(x)$ represents the distribution of phytoplankton biomass, $v(x)$ stands for the distribution of nutrient, and $x$ denotes the depth in the water column, with $x=0$ at the surface and $x=1$ at the bottom. The term $\sigma c(x)$ is used to describe the active movement of the biomass towards the spatial location with the optimal growth condition. Klausmeier and Litchman [KL] propose using this model to study the concentration phenomenon widely observed for phytoplankton in lakes and oceans. Their numerical analysis in [KL] demonstrates that for large $\sigma$, the biomass function $u(x)$ concentrates at a certain level $x=x_{*}$ while the nutrient function $v(x)$ is close to a piecewise linear function. They then treat $u$ as a constant multiple of the $\delta$-function concentrating at $x_{*}$ and propose a game theoretical model to determine the location of $x_{*}$.

In this paper, we rigorously prove the existence of such a concentration phenomenon and obtain accurate formulas for the determination of $x_{*}$ and the total biomass. Our theoretical results offer several further insights into the model besides those obtained through numerical analysis in [KL]; for example, we show the existence of four critical values $v_{* *}<v_{*}<v^{*}<v^{* *}$ for $v_{0}$ (the nutrient level at the sediment), such that
(i) $x_{*}=0$ when $v_{0} \geq v^{*}, x_{*} \in(0,1)$ when $v_{0} \in\left(v_{*}, v^{*}\right)$, and $x_{*}=1$ when $v_{0} \leq v_{*} ;$
(ii) the total biomass increases with $v_{0}$ in the range $v_{* *}<v_{0}<v^{* *}$, but it stays constant for $v_{0} \geq v^{* *}$ or $v_{0} \leq v_{* *}$ (and with $v_{0}$ above a certain level so that the biomass can survive).
It turns out that the game theoretical model of [KL] is a simplified version of our equations governing $x_{*}$ and the total phytoplankton biomass for the case $v_{*} \leq v_{0} \leq v^{*}$. A more detailed description of these results is given in the introduction of Part II, with their biological interpretations given in section 4 there.

To explain this model more precisely, we start by a brief description of the background and motivation of this research. Phytoplankton, the generic name of microorganisms living in lakes and oceans, is the basis of the aquatic food chain. Its importance for the proper functioning of the aquatic ecosystem has long been recognized, and its behavior has been widely studied. The distribution of phytoplankton in lakes and oceans is highly heterogeneous. To better understand this property of the phytoplankton, various mathematical models have been proposed and numerically analyzed; see, for example, [EATSH, KL, PT, PTHS, HTKS]. However, little
rigorous mathematical analysis is available. In [YN], an ordinary differential equation model for the vertical distributions of phytoplankton is theoretically analyzed; see also [IT, BFH, BFHK] for earlier related research. It is our hope that the current paper may induce further rigorous mathematical research in this direction and that the techniques developed here may find more applications.

We now describe the model in more detail. In poorly mixed water columns, it has been observed that algae can be heterogeneously distributed, with thin layers of biomass on the surface, at depth, or on the sediment surface; examples for each of these cases can be found in [KL]. To model these phenomena, [KL] proposes a reaction-diffusion-taxis model of phytoplankton, nutrients, and light, based on the principle of light and nutrient competition. They use the following system to describe the distribution of phytoplankton in a one-dimensional water column, with depth represented by $0 \leq z \leq z_{b} ; z=0$ at the surface and $z=z_{b}$ at the bottom:

$$
\begin{cases}b_{t}=D_{b} b_{z z}+\left[\nu\left(g_{z}^{0}\right) b\right]_{z}+\left[g^{0}-m\right] b, & 0<z<z_{b}, t>0  \tag{1.2}\\ R_{t}=D_{R} R_{z z}-b g^{0} / Y+\epsilon m b / Y, & 0<z<z_{b}, t>0 \\ D_{b} b_{z}+\nu\left(g_{z}^{0}\right) b=0, & z=0, z_{b}, t>0 \\ R_{z}(t, 0)=0, R_{z}\left(t, z_{b}\right)=h\left[R_{i n}-R\left(t, z_{b}\right)\right], & t>0 \\ I(t, z)=I_{i n} \exp \left(-\int_{0}^{z}\left[a b(t, s)+a_{b g}\right] d s\right), & 0<z<z_{b}, t>0\end{cases}
$$

where $a, a_{b g}, h, D_{b}, D_{R}, m, I_{i n}, R_{i n}$, and $Y$ are positive constants, $\epsilon \in[0,1), \nu(s)$ is an odd decreasing function that approaches $\nu_{\max }>0$ as $s \rightarrow-\infty$, and

$$
g^{0}(t, z)=\min \left\{f_{I}(I(t, z)), f_{R}(R(t, z))\right\}
$$

with

$$
f_{I}(s)=r \frac{s}{s+K_{I}}, \quad f_{R}(s)=r \frac{s}{s+K_{R}}, \quad r, K_{I}, K_{R}>0
$$

In (1.2), $b(t, z)$ denotes the distribution of the phytoplankton biomass, $R(t, z)$ represents the nutrient distribution, and $I(t, z)$ stands for the distribution of light. The constant $I_{i n}$ is the light distribution at the surface, and, by the Lambert-Beer law, light at depth $z$ is given by

$$
I(t, z)=I_{i n} \exp \left(-\int_{0}^{z}\left[a b(t, s)+a_{b g}\right] d s\right)
$$

where $a$ and $a_{b g}$ are, respectively, the phytoplankton and background attenuation coefficients. In this model, it is assumed that the change in phytoplankton biomass at depth $z$ results from three processes: growth, loss, and movement. The functions $f_{I}(I)$ and $f_{R}(R)$ are the phytoplankton growth rate when only one of the resources $I$ and $R$ is limited (the other being regarded as sufficient). By Liebig's law of the minimum for essential resources, the gross phytoplankton growth rate is given by $g^{0}(t, z)=\min \left\{f_{I}(I(t, z)), f_{R}(R(t, z))\right\}$. Biomass is lost at density-dependent rate $m$, representing respiration, death, and grazing. $D_{b}$ is the passive diffusion rate of the biomass, while $\left[\nu\left(g_{z}^{0}\right) b\right]_{z}$ describes active movement of the biomass towards a spatial location (i.e., depth) with a better growth condition. The no-flux boundary condition for $b$ means that no phytoplankton enters or leaves the water column at $z=0$ and $z=z_{b}$. The equation for $R$ is based on the assumption that nutrients in
the water column are mixed with eddy diffusion with diffusion coefficient $D_{R}$ and are consumed by phytoplankton at the rate $-b g^{0} / Y$, and the term $\epsilon m b / Y$ means that $\epsilon$ proportion of the nutrients in dead phytoplankton is immediately recycled. Here $Y$ describes the yield of phytoplankton biomass per unit nutrient consumed. The boundary condition for $R$ means that nutrients do not leave or enter the top of the water column but are supplied at the bottom, with nutrients in the sediments fixed at constant concentration $R_{i n}$, which diffuse across the sediment-water interface at a rate proportional to the concentration difference across the interface; the parameter $h$ describes the permeability of the interface.

In [KL], taking $\epsilon=0$ and $\nu(s)=\nu_{0}(s):=-\nu_{\max } \operatorname{sgn}(s)$ (where $\operatorname{sgn}(s)$ is the sign function, which equals $1,-1$, or 0 according to whether $s>0, s<0$, or $s=0$ ), the equilibrium distributions of $b, R$, and $I$ are calculated numerically for various parameter values (see Table 1 and Figure 1 in [KL]). The numerical simulation in [KL] shows that as $\nu_{\max }$ increases, the biomass distribution concentrates at a certain depth $z=z^{*}$. Further, based on intuition and formal analysis, a game theoretical approach is proposed in [KL], which can be used to calculate $z^{*}$. Though the connection between (1.2) and the simplified game theoretical approach is not rigorously established, the predictions deduced from the game theoretical model agree well with the numerical results based on (1.2); see details in [KL].

In this paper, we theoretically analyze the equilibrium solutions of (1.2). So $b=b(z), R=R(z)$, and $I=I(z)$. Naturally, only positive solutions are of interest to us.

As in [KL], we assume that $\epsilon=0$. We denote $f(s)=r s /\left(s+K_{I}\right)$ and $\alpha=K_{I} / K_{R}$. Then

$$
f_{I}(s)=f(s), \quad f_{R}(s)=f(\alpha s)
$$

Since $f^{\prime}(s)>0$ we find that

$$
g^{0}(z)=\min \{f(I(z)), \quad f(\alpha R(z))\}=f(\min \{I(z), \alpha R(z)\})
$$

Clearly $I(z)$ is a decreasing function. Since $D_{R} R^{\prime \prime}=b g^{0} / Y>0$ and $R^{\prime}(0)=0$, we find that $R^{\prime}(z)>0$ for $z \in\left(0, z_{b}\right]$. Therefore $R(z)$ is increasing, and we can always find a unique $z_{0} \in\left[0, z_{b}\right]$ such that

$$
g^{0}(z)=f(\alpha R(z)) \forall z \in\left[0, z_{0}\right), \quad g^{0}(z)=f(I(z)) \forall z \in\left(z_{0}, z_{b}\right]
$$

Evidently $z_{0}$ depends on $I$ and $R$, and $z_{0}=0$ if $\alpha R(z) \geq I(z)$ on $\left[0, z_{b}\right]$, and $z_{0}=z_{b}$ when $\alpha R(z) \leq I(z)$ on $\left[0, z_{b}\right]$.

In view of the above discussions for $g^{0}(z)$, we see that

$$
\begin{gathered}
\nu_{0}\left(g_{z}^{0}(z)\right)=-\nu_{\max } \operatorname{sgn}\left(g_{z}^{0}(z)\right)=-\nu_{\max } \forall z \in\left[0, z_{0}\right), \\
\nu_{0}\left(g_{z}^{0}(z)\right)=-\nu_{\max } \operatorname{sgn}\left(g_{z}^{0}(z)\right)=\nu_{\max } \forall z \in\left(z_{0}, z_{b}\right] .
\end{gathered}
$$

In this paper, we use a continuous approximation of the above step function used in [KL]; namely, we take

$$
\nu\left(g_{z}^{0}(z)\right)=\nu_{\delta^{\prime}}(z):=\nu_{\max } \frac{z-z_{0}}{\delta^{\prime}+\left|z-z_{0}\right|}
$$

It is easily seen that $\nu_{\delta^{\prime}}(z) \rightarrow \nu_{0}\left(g_{z}^{0}(z)\right)$ as $\delta^{\prime} \rightarrow 0$. We stress again that $\nu_{\delta^{\prime}}$ depends on $I$ and $R$ through the definition of $z_{0}$.

Next we normalize the functions in (1.2) by

$$
u(x)=b\left(z_{b} x\right) / Y, \quad v(x)=R\left(z_{b} x\right), \quad w(x)=I\left(z_{b} x\right), \quad 0 \leq x \leq 1,
$$

and define

$$
\begin{gathered}
d_{1}=z_{b}^{2} D_{b}, \quad d_{2}=z_{b}^{2} D_{R}, \quad \sigma=\nu_{\max } z_{b}, \quad \delta=\delta^{\prime} / z_{b}, \\
A=a z_{b} Y, \quad A_{0}=a_{b g} z_{b}, \quad \beta=h z_{b}, v_{0}=R_{i n}, \quad w_{0}=I_{i n} .
\end{gathered}
$$

We denote

$$
c(x)=c_{v, w}(x)=\frac{x-x_{0}}{\delta+\left|x-x_{0}\right|}, \quad x_{0}=\frac{z_{0}}{z_{b}} .
$$

Then after some simple calculations we find that the steady-state version of (1.2) becomes (1.1), or, written in a more comprehensive form,

$$
\begin{cases}-\left[d_{1} u_{x}+\sigma c(x) u\right]_{x}=[f(\min \{\alpha v, w\})-m] u, & 0<x<1,  \tag{1.3}\\ -d_{2} v_{x x}=-f(\min \{\alpha v, w\}) u, & 0<x<1, \\ d_{1} u_{x}(0)+\sigma c(0) u(0)=d_{1} u_{x}(1)+\sigma c(1) u(1)=0, & \\ v_{x}(0)=0, \quad v_{x}(1)=\beta\left[v_{0}-v(1)\right], & \\ w(x)=w_{0} \exp \left[-A_{0} x-A \int_{0}^{x} u(s) d s\right], & 0 \leq x \leq 1 .\end{cases}
$$

Let us note that from the equation for $u$ and the strong maximum principle, if $u$ is nonnegative on $[0,1]$, then it is either identically 0 or positive everywhere in $[0,1]$. It is also easy to see that whenever $u$ is positive, $0<v<v_{0}$ in $[0,1]$.

Since this paper is very long, and the techniques used in the first half of the paper are rather different from those in the second half, we divide it into two separate parts. Part I here is mainly concerned with the existence and nonexistence problem, and Part II studies the asymptotic behavior of the positive solutions as $\sigma \rightarrow \infty$.

In section 2, treating $m$ as a parameter, we make use of a bifurcation argument to obtain two critical numbers $0<m_{*} \leq m^{*}$ such that (1.3) has no positive solution when $m \geq m^{*}$ and it has at least one positive solution when $0<m<m_{*}$. We also show that as $m$ (the death rate of the biomass) decreases to 0 , the biomass blows up everywhere; the exact limiting profiles of the biomass function and the nutrient function as $m \rightarrow 0$ are also obtained. In section 3 , we show that as $\sigma \rightarrow \infty, m_{*}$ and $m^{*}$ converge to the same limit $f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)$. This demonstrates that our existence and nonexistence results are sharp for large $\sigma$.

The asymptotic behavior of the positive solutions when $\sigma \rightarrow \infty$ is investigated separately in Part II (see [DH]), where we fix $0<m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)$ and study the asymptotic behavior of a positive solution $\left(u_{n}, v_{n}\right)$ of (1.3) with $\sigma=\sigma_{n} \rightarrow \infty$.
2. Existence and nonexistence results. The function $c(x)$ appearing in (1.3) plays a very important role in our analysis. From the definition of $c(x)=c_{v, w}(x)$ we find that it is well defined if $v(x)$ is increasing in $[0,1]$ and $w(x)$ is decreasing in $[0,1]$, and

$$
c(x)=\frac{x-x_{0}}{\delta+\left|x-x_{0}\right|},
$$

where $x_{0} \in[0,1]$ is uniquely determined by the following:

$$
\min \{\alpha v(x), w(x)\}=\alpha v(x) \forall x \in\left[0, x_{0}\right) ; \quad \min \{\alpha v(x), w(x)\}=w(x) \forall x \in\left(x_{0}, 1\right]
$$

It is easily seen that for the definition of $c_{v, w}(x)$, the requirement that $v$ is increasing and $w$ is decreasing can be relaxed; we can allow one (but not both) of the following:
(i) $v$ is nondecreasing, (ii) $w$ is nonincreasing.

Let us also observe that $c(x)$ is a $C^{1}$ function, with $c^{\prime}(x)=\delta\left(\delta+\left|x-x_{0}\right|\right)^{-2}$.
With this in mind, we find that $(u, v, w)=\left(0, v_{0}, w_{*}\right)$ solves (1.3), where $w_{*}(x)=$ $w_{0} e^{-A_{0} x}$. We will call this the trivial solution. To find nontrivial solutions, we now treat $m$ as a parameter and look for special values of $m$ so that positive solutions of (1.3) may bifurcate from this trivial solution. If $m_{*} \geq 0$ is such a value, then there exist $m_{n} \rightarrow m_{*}$ and ( $u_{n}, v_{n}, w_{n}$ ) solving (1.3) with $m=m_{n}$ such that $u_{n}>0$, $v_{n}>0$, and $u_{n} \rightarrow 0, v_{n} \rightarrow v_{0}$, and $w_{n} \rightarrow w_{*}$ and in $C^{1}[0,1]$ as $n \rightarrow \infty$. Now $v_{n}(x)$ is increasing and $w_{n}(x)$ is decreasing for $x \in[0,1]$; therefore $c_{v_{n}, w_{n}}(x)$ is well defined. Moreover, it is easily checked that $c_{v_{n}, w_{n}} \rightarrow c_{v_{0}, w_{*}}$ in $C([0,1])$ as $n \rightarrow \infty$. To simplify the notation, we write $c^{n}(x)=c_{v_{n}, w_{n}}(x)$ and $c^{0}(x)=c_{v_{0}, w_{*}}(x)$. Therefore $u_{n}$ satisfies

$$
\left\{\begin{array}{cl}
-\left[d_{1} u_{n}^{\prime}+\sigma c^{n}(x) u_{n}\right]^{\prime}=\left[f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right)-m_{n}\right] u_{n} & \text { in }(0,1), \\
d_{1} u_{n}^{\prime}+\sigma c^{n}(x) u_{n}=0 & \text { for } x=0,1 .
\end{array}\right.
$$

Here and in what follows, we use the notation $u^{\prime}=u_{x}$, etc. To determine the value of $m_{*}$, we first deduce a useful equation from the equation for $u_{n}$. So we define $\hat{u}_{n}=u_{n} /\left\|u_{n}\right\|_{\infty}$. Then we have

$$
\left\{\begin{array}{cl}
-\left(d_{1} \hat{u}_{n}^{\prime}+\sigma c^{n} \hat{u}_{n}\right)^{\prime}+m_{n} \hat{u}_{n}=f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right) \hat{u}_{n} & \text { in }(0,1),  \tag{2.1}\\
d_{1} \hat{u}_{n}^{\prime}+\sigma c^{n} \hat{u}_{n}=0 & \text { for } x=0,1 .
\end{array}\right.
$$

Since the right-hand side of the first equation in (2.1) and $\left\{\hat{u}_{n}\right\}$ are both bounded in $L^{\infty}([0,1])$, and since $m_{n}, c^{n},\left(c^{n}\right)^{\prime}$ are bounded in $L^{\infty}([0,1])$, we can use standard $L^{p}$ theory for elliptic operators (see [GT]) to conclude that $\left\{\hat{u}_{n}\right\}$ is a bounded sequence in $W^{2, p}([0,1])$ for any $p>1$. By the Sobolev embedding theorem, we see that $\left\{\hat{u}_{n}\right\}$ is compact in $C^{1}([0,1])$. By passing to a subsequence, we may assume that $\hat{u}_{n} \rightarrow \hat{u}$ in $C^{1}([0,1])$, and then we easily see that $\hat{u}$ satisfies (in the weak sense)

$$
\left\{\begin{array}{cl}
-\left(d_{1} \hat{u}^{\prime}+\sigma c^{0} \hat{u}\right)^{\prime}+m_{*} \hat{u}=f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right) \hat{u} & \text { in }(0,1),  \tag{2.2}\\
d_{1} \hat{u}^{\prime}+\sigma c^{0} \hat{u}=0 & \text { for } x=0,1 .
\end{array}\right.
$$

Since $\hat{u} \geq 0$ and $\|\hat{u}\|_{\infty}=1$, we necessarily have, by applying the strong maximum principle to (2.2), that $\hat{u}>0$. This implies that $-m_{*}$ is the principal eigenvalue of the problem

$$
\left\{\begin{array}{cl}
-\left(d_{1} u^{\prime}+\sigma c^{0} u\right)^{\prime}-f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right) u=\lambda u & \text { in }(0,1),  \tag{2.3}\\
d_{1} u^{\prime}+\sigma c^{0} u=0 & \text { for } x=0,1 .
\end{array}\right.
$$

One easily checks that 0 is the first eigenvalue of the problem

$$
\left\{\begin{array}{cl}
-\left(d_{1} u^{\prime}+\sigma c^{0} u\right)^{\prime}=\lambda u & \text { in }(0,1) \\
d_{1} u^{\prime}+\sigma c^{0} u=0 & \text { for } x=0,1
\end{array}\right.
$$

Since $-f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right)<0$, by the characterization of the first eigenvalues (see, for example, Theorems 2.4 and 2.8 of [D]), the first eigenvalue of (2.3) is less than 0 , and hence $m_{*}>0$. On the other hand, if $(u, v, w)$ is a positive solution to (1.3), then rewriting the equation for $u$ in the form

$$
\left\{\begin{array}{cl}
-\left(d_{1} u^{\prime}+\sigma c u\right)^{\prime}-f(\min \{\alpha v, w\}) u=-m u & \text { in }(0,1) \\
d_{1} u^{\prime}+\sigma c u=0 & \text { for } x=0,1
\end{array}\right.
$$

we find that $-m$ is the first eigenvalue of the problem

$$
\left\{\begin{array}{cl}
-\left(d_{1} u^{\prime}+\sigma c u\right)^{\prime}-f(\min \{\alpha v, w\}) u=\lambda u & \text { in }(0,1) \\
d_{1} u^{\prime}+\sigma c u=0 & \text { for } x=0,1
\end{array}\right.
$$

which we denote by $\lambda_{1}(c, v, w)$. Clearly $v<v_{0}$ and $w<w_{*}$ in $(0,1)$. It follows that $-f(\min \{\alpha v, w\})>-f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right)$ in $(0,1)$ and hence

$$
\begin{equation*}
\lambda_{1}(c, v, w)>\lambda_{1}\left(c, v_{0}, w_{*}\right) \tag{2.4}
\end{equation*}
$$

In this notation, clearly $-m_{*}=\lambda_{1}\left(c^{0}, v_{0}, w_{*}\right)$. Since $c(x)=\left(x-x_{0}\right) /\left(\delta+\left|x-x_{0}\right|\right)$ is determined completely by $x_{0}$, it is convenient to introduce the notation

$$
C_{x_{0}}=\frac{x-x_{0}}{\delta+\left|x-x_{0}\right|}
$$

and

$$
m^{*}=-\inf _{x_{0} \in[0,1]} \lambda_{1}\left(C_{x_{0}}, v_{0}, w_{*}\right)
$$

It is easy to show that $m^{*}$ is achieved by some $x_{0} \in[0,1]$, and $m^{*} \geq m_{*}$. Moreover, from the above discussion, we have the following result.

Proposition 2.1. If (1.3) has a positive solution, then necessarily $m<m^{*}$.
We will show that (1.3) has a positive solution for every $0<m<m_{*}$. Before that we briefly discuss some further simple estimates for the values of $m$ so that (1.3) has a positive solution. So suppose that (1.3) has a positive solution $(u, v, w)$. Integrating the equation for $u$ over $[0,1]$, we obtain

$$
\int_{0}^{1}[f(\min \{\alpha v, w\})-m] u d x=0 .
$$

Since $u>0,[f(\min \{\alpha v, w\})-m]$ must change sign over $(0,1)$, and therefore

$$
\min _{[0,1]} f(\min \{\alpha v(x), w(x)\})<m<\max _{[0,1]} f(\min \{\alpha v(x), w(x)\})
$$

It follows that

$$
\begin{equation*}
f(\min \{\alpha v(0), w(1)\})<m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right) \tag{2.5}
\end{equation*}
$$

From a similar consideration, we have

$$
\begin{equation*}
m^{*}, m_{*} \in\left(f\left(\min \left\{\alpha v_{0}, w_{*}(1)\right\}\right), f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)\right) \tag{2.6}
\end{equation*}
$$

We now use a global bifurcation argument to show that (1.3) has a positive solution for every $m \in\left(0, m_{*}\right)$. First, we transform (1.3) into an abstract nonlinear
equation. Due to its unconventional nature, we cannot use a simple inverse operator trick to do this. In fact, to cope with the rather implicit dependence of $c_{v, w}$ on $(v, w)$, in the following, we have to choose the function spaces for the abstract setting very carefully and then analyze the properties of the abstract operator mostly by definitions.

Fix $\gamma \in(0,1)$ and set

$$
\begin{aligned}
& K:=\left\{\phi \in C^{1, \gamma}([0,1]): \phi \text { is nondecreasing in }[0,1]\right\}, \\
& P:=\left\{\phi \in C^{1, \gamma}([0,1]): \phi \text { is nonnegative in }[0,1]\right\} .
\end{aligned}
$$

Clearly they are closed convex sets in $C^{1, \gamma}([0,1])$, and, moreover, $P$ is a positive cone.
For given $(u, v) \in P \times K$ and $m \geq 0$, we define

$$
\begin{gathered}
w=w_{0} \exp \left[-A_{0} x-A \int_{0}^{x} u(s) d s\right] \\
c(x)=c_{v, w}(x), \quad v_{+}=\max \{v, 0\}
\end{gathered}
$$

and will use the solutions of the following problems to define an abstract operator $T(m, u, v)$ such that $T(m, u, v)=(u, v)$ for $(u, v) \in P \times K$ if and only if $(u, v)$ is a nonnegative solution of (1.3). So we consider the problems

$$
\left\{\begin{array}{cl}
-\left(d_{1} \phi^{\prime}+\sigma c \phi\right)^{\prime}+(m+1) \phi=f\left(\min \left\{\alpha v_{+}, w\right\}\right) u+u, & 0<x<1  \tag{2.7}\\
d_{1} \phi^{\prime}+\sigma c \phi=0, & x=0,1
\end{array}\right.
$$

and

$$
\left\{\begin{array}{c}
-d_{2} \psi^{\prime \prime}=-f\left(\min \left\{\alpha v_{+}, w\right\}\right) u, \quad 0<x<1  \tag{2.8}\\
\psi^{\prime}(0)=0, \quad \psi^{\prime}(1)=\beta\left[v_{0}-\psi(1)\right]
\end{array}\right.
$$

Clearly (2.7) has a unique solution $\phi$, and it is nonnegative. Let $\zeta(x)=v_{0}-\psi(x)$. Then (2.8) becomes

$$
\left\{\begin{array}{l}
-d_{2} \zeta^{\prime \prime}=f\left(\min \left\{\alpha v_{+}, w\right\}\right) u, \quad 0<x<1  \tag{2.9}\\
\zeta^{\prime}(0)=0, \quad \zeta^{\prime}(1)+\beta \zeta(1)=0
\end{array}\right.
$$

It is easily seen that (2.9) has a unique solution $\zeta$, and it is nonnegative. Moreover, from $\zeta^{\prime \prime} \leq 0$, and $\zeta^{\prime}(0)=0$ we deduce that $\zeta$ is nonincreasing. Hence $\psi$ is nondecreasing and $\psi(x) \leq v_{0}$ in $[0,1]$. Thus the solution operator $(\phi, \psi)=T(m, u, v)$ is well defined for $(u, v) \in P \times K$ and $m \geq 0$, and $T(m, \cdot \cdot \cdot)$ maps $P \times K$ into itself.

We show next that $T$ is continuous. Suppose that $\left(m_{n}, u_{n}, v_{n}\right) \in[0, \infty) \times P \times K$, $m_{n} \rightarrow m$, and $\left(u_{n}, v_{n}\right) \rightarrow(u, v)$ in $C^{1, \gamma}([0,1]) \times C^{1, \gamma}([0,1])$. Then it is easily checked that $c^{n}:=c_{v_{n}, w_{n}} \rightarrow c:=c_{v, w}$ in $C^{1}([0,1])$. Denote $\left(\phi_{n}, \psi_{n}\right)=T\left(m_{n}, u_{n}, v_{n}\right)$ and $\zeta_{n}=v_{0}-\psi_{n}$. We have

$$
\left\{\begin{array}{cl}
-\left(d_{1} \phi_{n}^{\prime}+\sigma c^{n} \phi_{n}\right)^{\prime}+\left(m_{n}+1\right) \phi_{n}=f\left(\min \left\{\alpha\left(v_{n}\right)_{+}, w_{n}\right\}\right) u_{n}+u_{n}, & 0<x<1  \tag{2.10}\\
d_{1} \phi_{n}^{\prime}+\sigma c^{n} \phi_{n}=0, & x=0,1
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
-d_{2} \zeta_{n}^{\prime \prime}=f\left(\min \left\{\alpha\left(v_{n}\right)_{+}, w_{n}\right\}\right) u_{n}, \quad 0<x<1  \tag{2.11}\\
\zeta_{n}^{\prime}(0)=0, \quad \zeta_{n}^{\prime}(1)+\beta \zeta_{n}(1)=0
\end{array}\right.
$$

Applying standard $L^{p}$ theory to both (2.10) and (2.11), we find that $\left\{\phi_{n}\right\}$ and $\left\{\zeta_{n}\right\}$ are bounded in $W^{2, p}([0,1])$ for all $p>1$. Hence they are precompact in $C^{1, \gamma}([0,1])$. This implies that by passing to a subsequence, $\phi_{n} \rightarrow \phi$ and $\psi_{n} \rightarrow \psi$ in $C^{1, \gamma}([0,1])$. Moreover, letting $n \rightarrow \infty$ in (2.10) and (2.11) we find that necessarily $(\phi, \psi)=T(m, u, v)$. Therefore the entire original sequence converges with limit $(\phi, \psi)$. This proves the continuity of $T$.

We further show that $T$ is compact. Suppose that $\left\{\left(m_{n}, u_{n}, v_{n}\right)\right\} \subset[0, \infty) \times P \times K$ is bounded. Then along some subsequence $n_{k},\left(u_{n}, v_{n}\right)$ converges in the $C^{1}([0,1]) \times$ $C^{1}([0,1])$ norm to some $(u, v)$, and, by passing to a further subsequence, we may assume that $m_{n_{k}} \rightarrow m$. We may now repeat the arguments in the above continuity proof to conclude that $T\left(m_{n_{k}}, u_{n_{k}}, v_{n_{k}}\right) \rightarrow T(m, u, v)$ in $C^{1, \gamma}([0,1])$. Therefore $T$ is a compact operator on $[0, \infty) \times P \times K$.

Suppose that $m \geq 0$ and $(u, v) \in P \times K$ satisfies $(u, v)=T(m, u, v)$. We claim that $v \geq 0$ in $[0,1]$. Otherwise, due to the monotonicity of $v$ there exists $x_{0} \in(0,1]$ such that $v<0$ in $\left[0, x_{0}\right)$ and $v \geq 0$ in $\left(x_{0}, 1\right]$. Therefore, by (2.8),

$$
-v^{\prime \prime}=0 \text { in }\left(0, x_{0}\right)
$$

Since $v^{\prime}(0)=0$, we deduce that $v^{\prime}(x)=0$ in $\left(0, x_{0}\right)$, and hence $v$ is a negative constant in $\left(0, x_{0}\right)$, say $v=-c$. This is possible only if $x_{0}=1$ (otherwise, $v$ is discontinuous at $x=x_{0}$ since $v \geq 0$ in $\left.\left(x_{0}, 1\right]\right)$, but then from $v^{\prime}(1)=\beta\left[v_{0}-v(1)\right]$ we deduce that $-c=v_{0}>0$, a contradiction. Therefore we must have $v \geq 0$ in $[0,1]$, as claimed. Thus $(u, v)$ is a nonnegative solution of (1.3) if and only if $(u, v) \in P \times K$ and $T(m, u, v)=(u, v)$.

In order to apply the global bifurcation theory to the operator equation

$$
(u, v)-T(m, u, v)=0
$$

we now calculate the Fréchet derivative of $T$ with respect to $(u, v)$ at $\left(m, 0, v_{0}\right)$, in the convex set $P \times K$ of $C^{1, \gamma}([0,1]) \times C^{1, \gamma}([0,1])$, where $m \geq 0$. From (2.7) and (2.8) we easily see that $T\left(m, 0, v_{0}\right)=\left(0, v_{0}\right)$. For $(u, v) \in C([0,1]) \times C([0,1])$, we define $(\xi, \eta)=L_{m}(u, v)$ to be the unique solution of the following linear problems:

$$
\left\{\begin{array} { c l } 
{ - ( d _ { 1 } \xi ^ { \prime } + \sigma c ^ { 0 } \xi ) ^ { \prime } + ( m + 1 ) \xi = f ( \operatorname { m i n } \{ \alpha v _ { 0 } , w _ { * } \} ) u + u , } & { 0 < x < 1 } \\
{ d _ { 1 } \xi ^ { \prime } + \sigma c ^ { 0 } \xi = 0 , } & { x = 0 , 1 }
\end{array} \left\{\begin{array}{rl}
-d_{2} \eta^{\prime \prime}=-f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right) u, & 0<x<1  \tag{2.13}\\
\eta^{\prime}(0)=0, \quad \eta^{\prime}(1)+\beta \eta(1)=0,
\end{array}\right.\right.
$$

where $c^{0}$ and $w_{*}$ are defined as at the beginning of this section.
Suppose $\left(u_{n}, v_{n}\right) \rightarrow\left(0, v_{0}\right)$ in $P \times K$. Denote

$$
\left(\phi_{n}, \psi_{n}\right)=T\left(m, u_{n}, v_{n}\right) \text { and }\left(\tau_{n}, \theta_{n}\right)=L_{m}\left(u_{n}, v_{n}-v_{0}\right)
$$

We want to show that

$$
\begin{equation*}
\left\|\left(\phi_{n}, \psi_{n}\right)-\left(0, v_{0}\right)-\left(\tau_{n}, \theta_{n}\right)\right\|=o\left(\left\|\left(u_{n}, v_{n}-v_{0}\right)\right\|\right) \tag{2.14}
\end{equation*}
$$

where $\|(u, v)\|=\max \{\|u\|,\|v\|\}$, and $\|u\|=\|u\|_{C^{1, \gamma}([0,1])}$. This would imply that the Fréchet derivative of $T$ with respect to $(u, v)$ at $\left(m, 0, v_{0}\right)$, in the convex set $P \times K$, is the linear operator $L_{m}$.

Suppose $\left(u_{n}, v_{n}\right) \rightarrow\left(0, v_{0}\right)$ in $P \times K$. Without loss of generality we assume that $u_{n} \not \equiv 0$. We define $w_{n}$ and $c^{n}=c_{v_{n}, w_{n}}$ as before, and let $\hat{\phi}_{n}=\phi_{n} /\left\|u_{n}\right\|$, $\hat{u}_{n}=u_{n} /\left\|u_{n}\right\|$. Then

$$
\left\{\begin{array}{cl}
-\left(d_{1} \hat{\phi}_{n}^{\prime}+\sigma c^{n} \hat{\phi}_{n}\right)^{\prime}+(m+1) \hat{\phi}_{n}=f\left(\min \left\{\alpha\left(v_{n}\right)_{+}, w_{n}\right\}\right) \hat{u}_{n}+\hat{u}_{n}, & 0<x<1,  \tag{2.15}\\
d_{1} \hat{\phi}_{n}^{\prime}+\sigma c^{n} \hat{\phi}_{n}=0, & x=0,1
\end{array}\right.
$$

Since the right-hand side of the first equation in (2.15) is bounded in $L^{\infty}([0,1])$, much as before we deduce from the $L^{p}$ theory and the Sobolev imbedding theorem that there exists some positive constant $C$ independent of $n$ such that

$$
\left\|\hat{\phi}_{n}\right\| \leq C \forall n \geq 1
$$

We now define $\Phi_{n}=\left(\phi_{n}-\tau_{n}\right) /\left\|u_{n}\right\|$, and from the equations for $\phi_{n}$ and $\tau_{n}$ we obtain

$$
\left\{\begin{array}{cl}
-\left(d_{1} \Phi_{n}^{\prime}+\sigma c^{0} \Phi_{n}\right)^{\prime}+(m+1) \Phi_{n}=f_{n}, & 0<x<1,  \tag{2.16}\\
d_{1} \Phi_{n}^{\prime}+\sigma c^{0} \hat{\Phi}_{n}=g_{n}, & x=0,1,
\end{array}\right.
$$

where

$$
f_{n}:=\left[f\left(\min \left\{\alpha\left(v_{n}\right)_{+}, w_{n}\right\}\right)-f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right)\right] \hat{u}_{n}+\left[\sigma\left(c^{n}-c^{0}\right) \hat{\phi}_{n}\right]^{\prime}
$$

and

$$
g_{n}=\sigma\left(c^{0}-c^{n}\right) \hat{\phi}_{n}
$$

It is easy to check that $f_{n}$ converges to 0 in $L^{\infty}([0,1])$, and $g_{n}$ converges to 0 in $C^{1}([0,1])$. Since $(m+1) \geq 1$, we may apply the $L^{p}$ estimate to (2.16) to conclude that $\left\|\Phi_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Hence

$$
\left\|\phi_{n}-\tau_{n}\right\|=o\left(\left\|u_{n}\right\|\right)
$$

Define $\Psi_{n}=\left[\left(v_{0}-\psi_{n}\right)+\theta_{n}\right] /\left\|u_{n}\right\|$. Then from the equations for $\psi_{n}$ and $\theta_{n}$ we deduce that

$$
\left\{\begin{align*}
-d_{2} \Psi_{n}^{\prime \prime}= & {\left[f\left(\min \left\{\alpha\left(v_{n}\right)_{+}, w_{n}\right\}\right)-f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right)\right] \hat{u}_{n}, \quad 0<x<1 }  \tag{2.17}\\
& \Psi_{n}^{\prime}(0)=0, \quad \Psi_{n}^{\prime}(1)+\beta \Psi_{n}(1)=0
\end{align*}\right.
$$

Since the right-hand side of the first equation in (2.17) converges to 0 in $L^{\infty}([0,1])$, we can apply the $L^{p}$ theory to (2.17) to conclude that $\left\|\Psi_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Therefore

$$
\left\|\psi_{n}-v_{0}-\theta_{n}\right\|=o\left(\left\|u_{n}\right\|\right) .
$$

Thus we have

$$
\left\|\left(\phi_{n}, \psi_{n}\right)-\left(0, v_{0}\right)-\left(\tau_{n}, \theta_{n}\right)\right\|=o\left(\left\|\left(u_{n}, v_{n}-v_{0}\right)\right\|\right)
$$

Summarizing the above discussions, we have the following result.
Proposition 2.2. The operator $T:[0, \infty) \times P \times K \rightarrow P \times K$ is completely continuous, and it is Fréchet differentiable at $\left(m, 0, v_{0}\right)$ with respect to $(u, v)$ in the convex set $P \times K$, with derivative operator $L_{m}$. Moreover, $(u, v)=T(m, u, v)$ implies that $v \in P ;(u, v)$ is a nonnegative solution of (1.3) if and only if $(u, v)=T(m, u, v)$.

We are now ready to prove the main result of this section.
Theorem 2.3. For every $m \in\left(0, m_{*}\right)$, problem (1.3) has at least one positive solution. Moreover, if $m_{n}$ decreases to 0 and $\left(u_{n}, v_{n}\right)$ is a positive solution of (1.3) with $m=m_{n}$, then $u_{n} \rightarrow \infty$ uniformly in $[0,1]$ and there exists a unique $\tau \in\left(0, \frac{v_{0}}{1+\beta^{-1}}\right)$ (determined by (2.27) below) such that

$$
\frac{u_{n}(x)}{\left\|u_{n}\right\|_{\infty}} \rightarrow\left(1+\frac{x}{\delta}\right)^{\frac{\sigma}{d_{1}} \delta} e^{-\frac{\sigma}{d_{1}} x}, \quad v_{n}(x) \rightarrow \tau x+v_{0}-\tau\left(1+\beta^{-1}\right)
$$

uniformly in $[0,1]$. Furthermore, for each $m \in\left(0, m_{*}\right)$, there is a positive solution $(m, u, v)$ lying on the global bifurcation branch, $\Gamma=\{(m, u, v)\} \subset(0, \infty) \times$ $C^{1, \gamma}([0,1]) \times C^{1, \gamma}([0,1])$, bifurcating from the trivial solution branch $\Gamma_{0}:=\left\{\left(m, 0, v_{0}\right)\right.$ : $m \in(-\infty, \infty)\}$ at $m=m_{*}$.

Proof. Since the proof is rather long, we divide it into several steps.
Step 1: Existence of an unbounded global solution branch.
We observe that 1 is an eigenvalue of $L_{m_{*}}$ with eigenvector ( $\phi_{1}, \psi_{1}$ ) satisfying $\phi_{1}>0$ and $\psi_{1}<0$. Indeed, $\phi_{1}>0$ is a principal eigenfunction of (2.3) with $\lambda=-m_{*}$, and $\psi_{1}$ is the unique solution of (2.13) with $u=\phi_{1}$, and hence $\psi_{1}<0$. In order to apply the abstract global bifurcation theory in positive cones, we define $S:[0, \infty) \times P \times(-K) \rightarrow P \times(-K)$ by

$$
S(m, u, \xi)=(\phi, \zeta) \text { if and only if } T\left(m, u, v_{0}-\xi\right)=\left(\phi, v_{0}-\zeta\right) .
$$

Then from the properties of $T$ we find that $S$ is completely continuous. Moreover, if we denote by $D S(m, 0,0)$ the Fréchet derivative of $S$ with respect to $(u, \xi)$ in $P \times(-K)$ at $(u, \xi)=(0,0)$, then 1 is an eigenvalue of $D S\left(m_{*}, 0,0\right)$ with eigenvector ( $\phi_{1},-\psi_{1}$ ), where $\phi_{1}$ and $\psi_{1}$ are as given above. Let us denote by $P_{0}$ the nonnegative functions in $(-K)$. Clearly $P_{0}$ is a cone in $C^{1, \gamma}([0,1])$, and hence $P \times P_{0}$ is a cone in $C^{1, \gamma}([0,1]) \times C^{1, \gamma}([0,1])$. Moreover, it is easy to check through the definition of $T$ that $S(m, \cdot \cdot \cdot)$ maps $P \times P_{0}$ into itself, and 1 is the only eigenvalue of $D S\left(m_{*}, 0,0\right)$ with an eigenvector in $P \times P_{0}$, and for any $m \geq 0, m \neq m_{*}, 1$ is not an eigenvalue of $D S(m, 0,0)$ corresponding to an eigenvector in $P \times P_{0}$. These properties allow us to apply Corollary 18.4 of $[\mathrm{A}]$ to conclude that there exists a global unbounded branch of solutions of $(u, \zeta)=S(m, u, \zeta)$ in $R^{1} \times\left(P \times P_{0} \backslash\{(0,0)\}\right)$. We denote this global branch by $\tilde{\Gamma}=\{(m, u, \zeta)\}$ and define

$$
\Gamma:=\left\{\left(m, u, v_{0}-\zeta\right):(m, u, \zeta) \in \tilde{\Gamma}\right\}
$$

Clearly $\Gamma$ is a global branch of solutions to $(u, v)=T(m, u, v)$ with $u \geq 0$ and $v=v_{0}-\zeta \leq v_{0}$. We claim that $u \neq 0$. Otherwise, $u=0$ and we deduce that $v=$ $v_{0}-\zeta=v_{0}$. Hence $\zeta=0$, contradicting the fact that $(m, u, \zeta) \in R^{1} \times\left(P \times P_{0} \backslash\{(0,0)\}\right)$. Hence $u \geq 0$ and $u \neq 0$. It then follows from Proposition 2.2 that $v_{0}-\zeta \geq 0$. But $u \neq 0$ implies that $v_{0}-\zeta \neq 0$, and hence $\left(u, v_{0}-\zeta\right)$ is a positive solution of (1.3). Thus we have proved that $\Gamma$ is an unbounded branch of positive solutions of (1.3).

Step 2: We show that the $m$-range of $\Gamma$ covers $\left(0, m_{*}\right)$.

If $(m, u, v) \in \Gamma$, then from Proposition 2.1 and (2.5) we deduce that $0<m<m^{*}$. Therefore we can find a sequence $\left(m_{n}, u_{n}, v_{n}\right) \in \Gamma$ such that $m_{n} \rightarrow m_{0} \in\left[0, m^{*}\right]$ and $\left\|\left(u_{n}, v_{n}\right)\right\| \rightarrow \infty$. Note that $c_{v_{n}, w_{n}}=C_{x_{n}}$ for some $x_{n} \in[0,1]$ uniquely determined by $v_{n}$ and $w_{n}$. By passing to a subsequence we may assume that $x_{n} \rightarrow x_{0} \in[0,1]$. Then it is easily seen that $C_{x_{n}} \rightarrow C_{x_{0}}$ in $C^{1}([0,1])$. We necessarily have, by passing to a subsequence, that $\left\|u_{n}\right\|_{\infty} \rightarrow \infty$, for otherwise from the equation for $u_{n}$ we can deduce that $\left\|u_{n}\right\|$ is bounded, which in turn implies that $\left\|v_{n}\right\|$ is bounded, contradicting our assumption that $\left\|\left(u_{n}, v_{n}\right)\right\| \rightarrow \infty$. Therefore we may assume that $\left\|u_{n}\right\|_{\infty} \rightarrow \infty$. Denote $\hat{u}_{n}=u_{n} /\left\|u_{n}\right\|_{\infty}$. Then we can use the $L^{p}$ estimate to the equation for $\hat{u}_{n}$ to deduce that $\left\{\hat{u}_{n}\right\}$ is precompact in $C^{1, \gamma}([0,1])$. Hence we may assume that $\hat{u}_{n} \rightarrow \hat{u}$ in $C^{1, \gamma}([0,1])$. Since $0 \leq f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right) \leq f\left(w_{*}\right)$, we may assume that $f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right)$ converges to $f_{0}$ weakly in $L^{2}([0,1])$. Clearly we also have $0 \leq f_{0} \leq f\left(w_{*}\right)$. Passing to the weak limit in the equation for $\hat{u}_{n}$ we deduce that $\hat{u}$ is a weak solution of

$$
\left\{\begin{array}{cl}
-\left(d_{1} \hat{u}^{\prime}+\sigma C_{x_{0}} \hat{u}\right)^{\prime}=\left(f_{0}-m_{0}\right) \hat{u}, & 0<x<1,  \tag{2.18}\\
d_{1} \hat{u}^{\prime}+\sigma C_{x_{0}} \hat{u}=0, & x=0,1 .
\end{array}\right.
$$

Since $\hat{u} \geq 0$ and $\|\hat{u}\|_{\infty}=1$, we can apply the Harnack inequality and the strong maximum principle to (2.18) to conclude that $\hat{u}>0$ in $[0,1]$. This implies that $u_{n}=\left\|u_{n}\right\|_{\infty} \hat{u}_{n} \rightarrow \infty$ uniformly in $[0,1]$. Therefore $w_{n} \rightarrow 0$ uniformly on any compact subset of $(0,1]$. This implies that $f_{0}=0$, and hence we deduce from (2.18) that $-m_{0}$ is the first eigenvalue of

$$
\left\{\begin{array}{cl}
-\left(d_{1} u^{\prime}+\sigma C_{x_{0}} u\right)^{\prime}=\lambda u, & 0<x<1,  \tag{2.19}\\
d_{1} u^{\prime}+\sigma C_{x_{0}} u=0, & x=0,1 .
\end{array}\right.
$$

Hence $m_{0}=0$ and

$$
\hat{u}=\exp \left[-\frac{\sigma}{d_{1}} \int_{0}^{x} C_{x_{0}}(s) d s\right] .
$$

This implies that the entire original sequence $\left\{m_{n}\right\}$ converges to 0 . By the connectedness of $\Gamma$, we can conclude that for every $m \in\left(0, m_{*}\right)$, (1.3) has at least one positive solution lying on $\Gamma$. Moreover, when $x_{n} \rightarrow x_{0}$, we have

$$
\frac{u_{n}}{\left\|u_{n}\right\|_{\infty}} \rightarrow \exp \left[-\frac{\sigma}{d_{1}} \int_{0}^{x} C_{x_{0}}(s) d s\right] .
$$

Step 3: The limiting profile of $u_{n}$.
We will show in a moment that $x_{0}=0$ and hence the entire original sequence $u_{n} /\left\|u_{n}\right\|_{\infty}$ converges in $C^{1, \gamma}([0,1])$ to $\exp \left[-\frac{\sigma}{d_{1}} \int_{0}^{x} C_{0}(s) d s\right]$.

Let $\zeta_{n}=v_{0}-v_{n}$. Then

$$
\left\{\begin{array}{c}
-d_{2} \zeta_{n}^{\prime \prime}=f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right) u_{n}, \quad 0<x<1,  \tag{2.20}\\
\zeta_{n}^{\prime}(0)=0, \quad \zeta_{n}^{\prime}(1)+\beta \zeta_{n}(1)=0 .
\end{array}\right.
$$

We have

$$
0 \leq f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right) u_{n} \leq f\left(w_{n}(x)\right) u_{n}(x) .
$$

Moreover,

$$
\begin{aligned}
f\left(w_{n}(x)\right) u_{n}(x) & \leq\left(r / K_{I}\right) w_{n}(x) u_{n}(x) \\
& =\left(r / K_{I}\right) e^{-A_{0} x} e^{-A \int_{0}^{x} u_{n}(s) d s} u_{n}(x) \\
& \leq C e^{-A\left\|u_{n}\right\|_{\infty} \int_{0}^{x} \hat{u}_{n}(s) d s}\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(x) .
\end{aligned}
$$

Since $\hat{u}_{n} \rightarrow \hat{u}>0$ uniformly in [0,1], there exist $c_{1}, c_{2}>0$ such that $c_{1} \leq \hat{u}_{n} \leq c_{2}$ and hence

$$
\begin{aligned}
g_{n}: & =C e^{-A\left\|u_{n}\right\|_{\infty} \int_{0}^{x} \hat{u}_{n}(s) d s}\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(x) \\
& \leq C c_{2} e^{-A c_{1}\left\|u_{n}\right\|_{\infty} x}\left\|u_{n}\right\|_{\infty} .
\end{aligned}
$$

One easily sees from the above inequality that $g_{n} \rightarrow 0$ uniformly in compact subsets of $(0,1]$. It follows that

$$
f_{n}:=f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right) u_{n} \rightarrow 0
$$

uniformly in compact subsets of $(0,1]$.
We can now prove that $x_{0}=0$. Otherwise, $x_{0} \in(0,1]$ and thus $x_{n}>x_{0} / 2$ for all large $n$. Since $v_{n}(x)$ is increasing in $x$, and $\alpha v_{n}(x)<w_{n}(x)$ in $\left[0, x_{n}\right)$, it follows that

$$
f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right) u_{n} \leq f\left(\alpha v_{n}\left(x_{0} / 2\right)\right) u_{n} \leq f\left(w_{n}\left(x_{0} / 2\right)\right) u_{n} \text { in }\left[0, x_{0} / 2\right]
$$

By our earlier estimates for $g_{n}$, we find that

$$
f\left(w_{n}\left(x_{0} / 2\right)\right) u_{n} \leq C c_{2} e^{-A c_{1}\left\|u_{n}\right\|_{\infty}\left(x_{0} / 2\right)}\left\|u_{n}\right\|_{\infty} \rightarrow 0
$$

Hence $f_{n} \rightarrow 0$ uniformly in $[0,1]$, which implies, by $(2.20)$, that $\zeta_{n} \rightarrow 0$ in $C^{1, \gamma}([0,1])$. In particular, $\zeta_{n} \rightarrow 0$ uniformly in [0, 1]; but this leads to a contradiction:

$$
v_{0}-\zeta_{n}=v_{n} \leq w_{n} / \alpha \leq w_{n}\left(x_{0} / 2\right) / \alpha \rightarrow 0 \text { uniformly in }\left[x_{0} / 2, x_{n}\right]
$$

Hence $x_{0}=0$. Therefore we have

$$
\begin{equation*}
x_{n} \rightarrow 0 \text { and } u_{n} /\left\|u_{n}\right\|_{\infty} \rightarrow \phi_{0} \tag{2.21}
\end{equation*}
$$

where

$$
\phi_{0}(x)=\exp \left[-\frac{\sigma}{d_{1}} \int_{0}^{x} C_{0}(s) d s\right]=e^{-\frac{\sigma}{d_{1}} x}\left(1+\frac{x}{\delta}\right)^{\frac{\sigma}{d_{1}} \delta}
$$

Step 4: The limiting profile of $v_{n}$.
Since $v_{n} \geq 0$ we have $0 \leq \zeta_{n} \leq v_{0}$. Moreover, due to (2.20) and the fact that $f_{n} \rightarrow 0$ uniformly in compact subsets of ( 0,1 ], we can use standard elliptic regularity theory and a diagonal process to find a subsequence of $\left\{\zeta_{n}\right\}$, still denoted by $\zeta_{n}$, such that $\zeta_{n} \rightarrow \zeta$ in $C^{1}([\epsilon, 1])$ for every $\epsilon \in(0,1)$, and $\zeta$ satisfies

$$
-d_{2} \zeta^{\prime \prime}=0 \text { in }(0,1], \quad \zeta^{\prime}(1)+\beta \zeta(1)=0, \quad 0 \leq \zeta \leq v_{0}
$$

It follows that

$$
\zeta(x)=\tau\left(1+\beta^{-1}-x\right) \text { for some } \tau \geq 0 \text { to be determined below. }
$$

On the other hand, $\zeta_{n}$ can be explicitly expressed as

$$
\zeta_{n}(x)=d_{2}^{-1}\left(1+\beta^{-1}-x\right) \int_{0}^{1} f_{n}(s) d s+d_{2}^{-1} \int_{x}^{1}(x-s) f_{n}(s) d s
$$

Since

$$
\int_{0}^{1} f_{n}(s) d s=d_{2} \beta \zeta_{n}(1) \in\left(0, d_{2} \beta v_{0}(1)\right]
$$

and $f_{n} \rightarrow 0$ uniformly on any compact subset of $(0,1]$, one easily sees that

$$
\int_{x}^{1}(x-s) f_{n}(s) d s \rightarrow 0
$$

uniformly for $x \in[0,1]$. Thus
(2.22) $\tau=\beta \zeta(1)=\lim _{n \rightarrow \infty} \beta \zeta_{n}(1)=d_{2}^{-1} \lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(s) d s=d_{2}^{-1} \lim _{n \rightarrow \infty} \int_{0}^{\epsilon} f_{n}(s) d s$
for any $\epsilon \in(0,1)$.
Since $v_{n}(x)$ is monotone increasing in $x$ and $v_{n}^{\prime \prime}(x) \geq 0$, by an elementary argument we see that the fact that $v_{n} \rightarrow v_{0}-\zeta$ in $C^{1}([\epsilon, 1])$ for every $\epsilon \in(0,1)$ implies that $v_{n} \rightarrow v_{0}-\zeta$ uniformly in $[0,1]$.

We now show that $\tau>0$. Suppose $\tau=0$. Then $\zeta_{n} \rightarrow 0$ and hence $v_{n} \rightarrow v_{0}$ in $C^{1}([0,1])$. Therefore, due to

$$
w_{n}(0)=w_{0} \text { and } w_{n} \rightarrow 0 \text { uniformly in }[\epsilon, 1] \forall \text { small } \epsilon>0
$$

when $w_{0}>\alpha v_{0}$, we have $0<x_{n}<1$ for all large $n$, and

$$
w_{n}\left(x_{n}\right)=\alpha v_{n}\left(x_{n}\right) \rightarrow \alpha v_{0} \text { as } n \rightarrow \infty ;
$$

if $w_{0}<\alpha v_{0}$, then $x_{n}=0$ and $w_{n}\left(x_{n}\right)=w_{0}$ for all large $n$; if $w_{0}=\alpha v_{0}$, then either $0<x_{n}<1$ and $w_{n}\left(x_{n}\right)=\alpha v_{n}\left(x_{n}\right)$, or $x_{n}=0$ and $w_{n}\left(x_{n}\right)=w_{0}$; in either case we can conclude that $w_{n}\left(x_{n}\right) \rightarrow w_{0}$ as $n \rightarrow \infty$.

Summarizing, we find that we always have

$$
w_{0} e^{-A_{0} x_{n}} e^{-A \int_{0}^{x_{n}} u_{n}(s) d s}=w_{n}\left(x_{n}\right) \rightarrow \sigma_{0}:=\min \left\{w_{0}, \alpha v_{0}\right\} .
$$

Since $x_{n} \rightarrow 0$ and $\hat{u}_{n} \rightarrow \phi_{0}$, we have $e^{-A_{0} x_{n}}=1+o(1)$, and

$$
\int_{0}^{x_{n}} u_{n}(s) d s=\left\|u_{n}\right\|_{\infty} \int_{0}^{x_{n}} \hat{u}_{n}(s) d s=\left\|u_{n}\right\|_{\infty} x_{n} \phi_{0}(0)[1+o(1)]=\left\|u_{n}\right\|_{\infty} x_{n}[1+o(1)]
$$

Here $o(1)$ denotes a generic sequence converging to 0 as $n \rightarrow \infty$. This implies that

$$
w_{0} e^{-A\left\|u_{n}\right\|_{\infty} x_{n}} \rightarrow \sigma_{0}
$$

Hence

$$
\begin{equation*}
\left\|u_{n}\right\|_{\infty} x_{n} \rightarrow \tau_{0}:=A^{-1} \ln \left(\frac{w_{0}}{\sigma_{0}}\right) \tag{2.23}
\end{equation*}
$$

Since we now assume that $\tau=0$, by (2.22) we must have $\lim _{n \rightarrow \infty} \int_{0}^{\epsilon} f_{n}(x) d x=0$. On the other hand, making use of $x_{n} \rightarrow 0,\left\|u_{n}\right\|_{\infty} x_{n} \rightarrow \tau_{0}, \hat{u}_{n} \rightarrow \phi_{0}$, and $\phi_{0}(0)=1$, we have, for all large $n$ and small $\epsilon$,

$$
\begin{aligned}
\int_{0}^{\epsilon} f_{n}(x) d x & \geq \int_{x_{n}}^{\epsilon} f\left(w_{n}(x)\right) u_{n}(x) d x \\
& \geq \int_{x_{n}}^{\epsilon} f\left(w_{0} e^{-A \epsilon} \exp \left[-A\left\|u_{n}\right\|_{\infty} 2 \phi_{0}(0) x\right]\right) \frac{\phi_{0}(0)}{2}\left\|u_{n}\right\|_{\infty} d x \\
& =\int_{\left\|u_{n}\right\|_{\infty} x_{n}}^{\left\|u_{n}\right\|_{\infty} \epsilon} f\left(w_{0} e^{-A \epsilon} e^{-2 A y}\right)\left(\frac{1}{2}\right) d y \\
& \rightarrow\left(\frac{1}{2}\right) \int_{\tau_{0}}^{\infty} f\left(w_{0} e^{-A \epsilon} e^{-2 A y}\right) d y>0
\end{aligned}
$$

This contradiction shows that we must have $\tau>0$.
In order to find the asymptotic limit of the entire sequence $\left\{v_{n}\right\}$, we need to determine the value of $\tau$. Recall that by passing to a subsequence, $v_{n} \rightarrow v_{0}-\zeta$ uniformly in $[0,1]$. Since $x_{n} \rightarrow 0$, we have either

$$
w_{n}\left(x_{n}\right)=\alpha v_{n}\left(x_{n}\right) \rightarrow \alpha\left[v_{0}-\zeta(0)\right]=\alpha\left[v_{0}-\tau\left(1+\beta^{-1}\right)\right]:=\xi_{\tau}
$$

which is the case when $\xi_{\tau}<w_{0}$, or $w_{n}\left(x_{n}\right) \rightarrow w_{0}$ when $\xi_{\tau} \geq w_{0}$. By the expression of $w_{n}\left(x_{n}\right)$, as before, we deduce that

$$
\begin{equation*}
\text { 4) } w_{0} e^{-A\left\|u_{n}\right\|_{\infty} x_{n}} \rightarrow \tilde{\xi}_{\tau}:=\min \left\{w_{0}, \xi_{\tau}\right\}, \quad\left\|u_{n}\right\|_{\infty} x_{n} \rightarrow \sigma_{\tau}:=A^{-1} \ln \left(w_{0} / \tilde{\xi}_{\tau}\right) \tag{2.24}
\end{equation*}
$$

For fixed $\epsilon \in(0,1)$, we have

$$
\int_{0}^{\epsilon} f_{n}(x) d x=\int_{0}^{x_{n}} f_{n}(x) d x+\int_{x_{n}}^{\epsilon} f\left(w_{n}(x)\right) u_{n}(x) d x
$$

It is easy to check that, in every possible case, we have

$$
\int_{0}^{x_{n}} f_{n}(x) d x=f\left(\tilde{\xi}_{\tau}\right) \phi_{0}(0)[1+o(1)]\left\|u_{n}\right\|_{\infty} x_{n}=f\left(\tilde{\xi}_{\tau}\right) \sigma_{\tau}[1+o(1)]
$$

Since we already know that $f\left(w_{n}(x)\right) u_{n}(x) \rightarrow 0$ uniformly on any compact subset of $(0,1]$, we find that, for any fixed $\epsilon_{1} \in(0, \epsilon)$ and all large $n$,
(2.25)

$$
\begin{aligned}
& \int_{x_{n}}^{\epsilon} f\left(w_{n}(x)\right) u_{n}(x) d x \\
& =\int_{x_{n}}^{\epsilon_{1}} f\left(w_{n}(x)\right) u_{n}(x) d x+o_{n}(1) \\
& =\int_{x_{n}}^{\epsilon_{1}} f\left(w_{0} e^{-A_{0} x} e^{-A \int_{0}^{x} u_{n}(s) d s}\right) u_{n}(x) d x+o_{n}(1) \\
& =\int_{x_{n}}^{\epsilon_{1}} f\left(w_{0}\left[1+o_{\epsilon_{1}}(1)\right] e^{-A\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(0) x\left[1+o_{\epsilon_{1}}(1)\right]}\right)\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(0)\left[1+o_{\epsilon_{1}}(1)\right] d x+o_{n}(1) \\
& =\left[1+o_{\epsilon_{1}}(1)\right] \int_{x_{n}}^{\epsilon_{1}} f\left(w_{0} e^{-A\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(0) x}\right)\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(0) d x+o_{n}(1) \\
& =\left[1+o_{\epsilon_{1}}(1)\right] \int_{\left\|u_{n}\right\| \|_{\infty} \hat{u}_{n}(0) x_{n}}^{\epsilon_{1}\left\|u_{n}\right\|_{\infty} \hat{u}_{n}(0)} f\left(w_{0} e^{-A y}\right) d y+o_{n}(1) \\
& =\left[1+o_{\epsilon_{1}}(1)\right]\left[\int_{\sigma_{\tau}}^{\infty} f\left(w_{0} e^{-A y}\right) d y+o_{n}(1)\right]+o_{n}(1),
\end{aligned}
$$

where $o_{n}(1) \rightarrow 0$ as $n \rightarrow \infty$ for fixed $\epsilon_{1}$, and $o_{\epsilon_{1}}(1) \rightarrow 0$ as $\epsilon_{1} \rightarrow 0$ uniformly in $n$. For arbitrary $\epsilon_{1} \in(0, \epsilon)$, we first let $n \rightarrow \infty$ and then let $\epsilon_{1} \rightarrow 0$, and we obtain from (2.25) that

$$
\lim _{n \rightarrow \infty} \int_{x_{n}}^{\epsilon} f\left(w_{n}(x)\right) u_{n}(x) d x=\int_{\sigma_{\tau}}^{\infty} f\left(w_{0} e^{-A y}\right) d y
$$

Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{\epsilon} f_{n}(x) d x=f\left(\tilde{\xi}_{\tau}\right) \sigma_{\tau}+\int_{\sigma_{\tau}}^{\infty} f\left(w_{0} e^{-A y}\right) d y \tag{2.26}
\end{equation*}
$$

Making use of (2.24) and (2.26), we can rewrite (2.22) as

$$
\begin{equation*}
d_{2} \tau=f\left(w_{0} e^{-A \sigma_{\tau}}\right) \sigma_{\tau}+\int_{\sigma_{\tau}}^{\infty} f\left(w_{0} e^{-A y}\right) d y \tag{2.27}
\end{equation*}
$$

It can be easily checked that the function

$$
F(\theta):=f\left(w_{0} e^{-A \theta}\right) \theta+\int_{\theta}^{\infty} f\left(w_{0} e^{-A y}\right) d y
$$

satisfies $F^{\prime}(\theta)<0$ and hence it is decreasing in $[0, \infty)$, with

$$
F(0)=\int_{0}^{\infty} f\left(w_{0} e^{-A y}\right) d y=\frac{r}{A} \ln \left(\frac{w_{0}+K_{I}}{K_{I}}\right), \quad F(\infty)=0
$$

From the definition of $\sigma_{\tau}$, we find that $\tau \rightarrow \sigma_{\tau}$ is nondecreasing, with

$$
\sigma_{0}=A^{-1} \ln \left(\frac{w_{0}}{\min \left\{w_{0}, \alpha v_{0}\right\}}\right), \quad \sigma_{v_{0} /\left(1+\beta^{-1}\right)}=\infty
$$

Therefore
$\tau \rightarrow F\left(\sigma_{\tau}\right)$ is nonincreasing in $\left[0, v_{0} /\left(1+\beta^{-1}\right)\right)$ with $F\left(\sigma_{0}\right)>0, F\left(\sigma_{v_{0} /\left(1+\beta^{-1}\right)}\right)=0$.

This implies that (2.27) has a unique solution $\tau \in\left(0, v_{0} /\left(1+\beta^{-1}\right)\right.$. Thus,

$$
v_{n} \rightarrow v_{0}-\tau\left(1+\beta^{-1}-x\right) \text { uniformly in }[0,1]
$$

with $\tau$ uniquely determined by (2.27). Since $\tau>0$ is uniquely determined, the above convergence is true for the entire original sequence $\left\{v_{n}\right\}$.

The proof is complete.
3. The limit of $\boldsymbol{m}_{*}$ and $\boldsymbol{m}^{*}$ as $\boldsymbol{\sigma} \rightarrow \infty$. In order to investigate the asymptotic behavior of the positive solutions of (1.3) as $\sigma \rightarrow \infty$, we need to first understand the limits of $m_{*}$ and $m^{*}$ as $\sigma \rightarrow \infty$. To stress their dependence on $\sigma$, we write $m_{*}=m_{*}(\sigma)$ and $m^{*}=m^{*}(\sigma)$. Let us recall that (2.6) holds; that is, $m_{*}(\sigma)$ and $m^{*}(\sigma)$ are always between the positive numbers $f\left(\min \left\{\alpha v_{0}, w_{*}(1)\right\}\right)$ and $f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)$. We now prove the following result.

Theorem 3.1.

$$
\begin{equation*}
\lim _{\sigma \rightarrow \infty} m_{*}(\sigma)=\lim _{\sigma \rightarrow \infty} m^{*}(\sigma)=f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right) \tag{3.1}
\end{equation*}
$$

Proof. Since

$$
m_{*}(\sigma) \leq m^{*}(\sigma) \leq f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)
$$

we need only show that

$$
\lim _{\sigma \rightarrow \infty} m_{*}(\sigma)=f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)
$$

Moreover, it suffices to prove this along an arbitrary sequence of positive numbers increasing to $\infty$. Let $\left\{\sigma_{n}\right\}$ be such a sequence, and denote $m_{n}=m_{*}\left(\sigma_{n}\right)$. By definition, there exists $u_{n}>0$ in $[0,1]$ such that

$$
\left\{\begin{array}{cl}
-\left[d_{1} u_{n}^{\prime}+\sigma_{n} c^{0}(x) u_{n}\right]^{\prime}=\left[f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right)-m_{n}\right] u_{n} & \text { in }(0,1)  \tag{3.2}\\
d_{1} u_{n}^{\prime}+\sigma_{n} c^{0}(x) u_{n}=0 & \text { for } x=0,1
\end{array}\right.
$$

To simplify the notation, we will write

$$
f_{0}(x)=f\left(\min \left\{\alpha v_{0}, w_{*}(x)\right\}\right)
$$

Moreover, we define $x_{0}^{*}$ by

$$
c^{0}(x)=C_{x_{0}^{*}}(x)=\frac{x-x_{0}^{*}}{\delta+\left|x-x_{0}^{*}\right|}
$$

If $x_{0}^{*}=1$, i.e., $\alpha v_{0} \leq w_{*}(x)$ in $[0,1]$ and hence $f_{0}(x) \equiv f\left(\alpha v_{0}\right)$, then clearly

$$
m_{n} \equiv f\left(\alpha v_{0}\right)=f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)
$$

So (3.1) holds trivially in this case.
Suppose from now on that $x_{0}^{*} \in[0,1)$. Therefore $f_{0}(x)$ is a constant in $\left[0, x_{0}^{*}\right)$ and is decreasing in $\left[x_{0}^{*}, 1\right]$. As before, integrating the first equation of (3.2) we find that $\left(f_{0}(x)-m_{n}\right)$ must change sign in $(0,1)$, and therefore there exists a unique $x_{n} \in(0,1)$ such that $f_{0}(x)>m_{n}$ in $\left[0, x_{n}\right)$, and $f_{0}(x)<m_{n}$ in $\left(x_{n}, 1\right]$.

By (2.6), $\left\{m_{n}\right\}$ is a bounded sequence, and, by passing to a subsequence, we may assume that

$$
m_{n} \rightarrow m_{0} \leq f\left(\min \left\{\left(\alpha v_{0}, w_{0}\right\}\right)=f_{0}\left(x_{0}^{*}\right)\right.
$$

To determine the value of $m_{0}$, we use several steps.
Step 1: Change of variables.
Let

$$
\phi_{n}(x):=\exp \left[-\frac{\sigma_{n}}{d_{1}} \int_{x_{0}^{*}}^{x} c^{0}(x) d x\right]
$$

Clearly

$$
d_{1} \phi_{n}^{\prime}+\sigma_{n} c^{0} \phi_{n}=0, \quad \phi_{n}\left(x_{0}^{*}\right)=1, \quad 0<\phi_{n}(x) \leq 1 \text { in }[0,1]
$$

and $\phi_{n} \rightarrow 0$ uniformly on compact subsets of $[0,1] \backslash\left\{x_{0}^{*}\right\}$.
Define

$$
\psi_{n}(x)=u_{n}(x) / \phi_{n}(x)
$$

Then (3.2) becomes

$$
\left\{\begin{array}{cl}
-\left(d_{1} \phi_{n} \psi_{n}^{\prime}\right)^{\prime}=\left[f_{0}(x)-m_{n}\right] \phi_{n} \psi_{n} & \text { in }(0,1)  \tag{3.3}\\
\psi_{n}^{\prime}=0 & \text { for } x=0,1
\end{array}\right.
$$

Define

$$
\xi_{n}(x)=\sigma_{n}^{-1 / 2} \int_{0}^{x} \frac{1}{\phi_{n}(s)} d s
$$

Then $\xi_{n}$ is an increasing function in $[0,1]$, with $\xi_{n}(0)=0$ and

$$
\xi_{n}(1)=y_{n}:=\sigma_{n}^{-1 / 2} \int_{0}^{1} \frac{1}{\phi_{n}(x)} d x \rightarrow \infty \text { as } n \rightarrow \infty
$$

Let $\eta_{n}:\left[0, y_{n}\right] \rightarrow[0,1]$ be the inverse function of $\xi_{n}(x)$, and define

$$
U_{n}(y)=\psi_{n}\left(\eta_{n}(y)\right)=\psi_{n}(x)
$$

From (3.3) a simple calculation shows that

$$
\left\{\begin{array}{c}
-U_{n}^{\prime \prime}=d_{1}^{-1} \sigma_{n} \phi_{n}^{2}\left(\eta_{n}(y)\right)\left[f_{0}\left(\eta_{n}(y)\right)-m_{n}\right] U_{n} \quad \text { in }\left(0, y_{n}\right),  \tag{3.4}\\
U_{n}^{\prime}(0)=U_{n}^{\prime}\left(y_{n}\right)=0
\end{array}\right.
$$

Step 2: Estimates of $\sigma_{n} \phi_{n}^{2}\left(\eta_{n}(y)\right)$.
For our later estimates, we need to analyze the function $\tilde{\phi}_{n}(y):=\sigma_{n} \phi_{n}^{2}\left(\eta_{n}(y)\right)$. To this end, for some $\tau>0$ small to be determined later, we define $\hat{y}_{n}$ and $\Delta_{n}$ by

$$
\hat{y}_{n}:=\xi_{n}\left(x_{0}^{*}\right), \quad \sigma_{n}^{-\tau}:=\sigma_{n}^{-1 / 2} \int_{x_{0}^{*}}^{x_{0}^{*}+\Delta_{n}} \frac{1}{\phi_{n}(x)} d x
$$

so that

$$
\hat{y}_{n} \pm \sigma_{n}^{-\tau}=\xi_{n}\left(x_{0}^{*} \pm \Delta_{n}\right), \quad x_{0}^{*} \pm \Delta_{n}=\eta_{n}\left(\hat{y}_{n} \pm \sigma_{n}^{-\tau}\right) .
$$

We will show that $\tilde{\phi}_{n}(y)$ behaves like a $\delta$-function concentrating at $y=\hat{y}_{n}$. For definiteness, we assume that $x_{0}^{*}>0$; the case $x_{0}^{*}=0$ can be treated by a simple modification of the arguments below. Then it is easily seen that as $n \rightarrow \infty$,

$$
\hat{y}_{n} \rightarrow \infty, \quad y_{n}-\hat{y}_{n} \rightarrow \infty, \quad \Delta_{n} \rightarrow 0 .
$$

Using $c^{0}(x)=\frac{x-x_{0}^{*}}{\delta+\left|x-x_{0}^{*}\right|}$, we can easily check that, for any given small $\epsilon>0$, there exists $\delta_{0}=\delta_{0}(\epsilon)>0$ small so that, when $\left|x-x_{0}^{*}\right| \leq \delta_{0}$,

$$
\begin{equation*}
\exp \left[-\frac{\sigma_{n}}{2 \delta d_{1}}\left(x-x_{0}^{*}\right)^{2}\right] \leq \phi_{n}(x) \leq \exp \left[-\frac{\sigma_{n}(1-\epsilon)}{2 \delta d_{1}}\left(x-x_{0}^{*}\right)^{2}\right] . \tag{3.5}
\end{equation*}
$$

Therefore, for all large $n$,

$$
\begin{aligned}
\sigma_{n}^{1 / 2-\tau} & =\int_{x_{0}^{*}}^{x_{0}^{*}+\Delta_{n}} \frac{1}{\phi_{n}(x)} d x \\
& \leq \int_{x_{0}^{*}}^{x_{0}^{*}+\Delta_{n}} \exp \left[\frac{\sigma_{n}}{2 \delta d_{1}}\left(x-x_{0}^{*}\right)^{2}\right] d x \\
& =\int_{0}^{\Delta_{n}} \exp \left(\frac{\sigma_{n}}{2 \delta d_{1}} x^{2}\right) d x \\
& \leq \Delta_{n} \exp \left(\frac{\sigma_{n} \Delta_{n}^{2}}{2 \delta d_{1}}\right) \\
\sigma_{n}^{1 / 2-\tau}= & \int_{x_{0}^{*}}^{x_{0}^{*}+\Delta_{n}} \frac{1}{\phi_{n}(x)} d x \\
\geq & \int_{x_{0}^{*}}^{x_{0}^{*}+\Delta_{n}} \exp \left[\frac{\sigma_{n}(1-\epsilon)}{2 \delta d_{1}}\left(x-x_{0}^{*}\right)^{2}\right] d x \\
= & \int_{0}^{\Delta_{n}} \exp \left[\frac{\sigma_{n}(1-\epsilon)}{2 \delta d_{1}} x^{2}\right] d x \\
\geq & \int_{(1-\epsilon) \Delta_{n}}^{\Delta_{n}} \exp \left[\frac{\sigma_{n}(1-\epsilon)}{2 \delta d_{1}} x^{2}\right] d x \\
\geq & \epsilon \Delta_{n} \exp \left[\frac{\sigma_{n} \Delta_{n}^{2}(1-\epsilon)^{3}}{2 \delta d_{1}}\right] .
\end{aligned}
$$

It follows that $\sigma_{n} \Delta_{n}^{2} \rightarrow \infty$, and

$$
\begin{equation*}
\exp \left(-\frac{\sigma_{n} \Delta_{n}^{2}}{2 \delta d_{1}}\right) \leq \Delta_{n} \sigma_{n}^{\tau-1 / 2} \tag{3.6}
\end{equation*}
$$

and

$$
\sigma_{n}^{1 / 2} \Delta_{n} \exp \left[\frac{\sigma_{n} \Delta_{n}^{2}(1-\epsilon)^{3}}{2 \delta d_{1}}\right] \leq \epsilon^{-1} \sigma_{n}^{1-\tau},
$$

which gives

$$
\left(\frac{1}{2}\right) \ln \left(\sigma_{n} \Delta_{n}^{2}\right)+\frac{(1-\epsilon)^{3}}{2 \delta d_{1}} \sigma_{n} \Delta_{n}^{2} \leq \ln \left(\epsilon^{-1} \sigma_{n}^{1-\tau}\right) .
$$

Since $\ln \left(\sigma_{n} \Delta_{n}^{2}\right)=o\left(\sigma_{n} \Delta_{n}^{2}\right)$, and

$$
\ln \left(\epsilon^{-1} \sigma_{n}^{1-\tau}\right)=(1-\tau) \ln \sigma_{n}+o\left(\ln \sigma_{n}\right)
$$

the last inequality above implies that

$$
\begin{equation*}
\sigma_{n} \Delta_{n}^{2} \leq C_{\epsilon} \ln \sigma_{n} \tag{3.7}
\end{equation*}
$$

for some $C_{\epsilon}>0$ and all large $n$.
As a consequence of (3.5), (3.6), and (3.7) we have

$$
\begin{aligned}
\tilde{\phi}_{n}\left(\hat{y}_{n} \pm \sigma_{n}^{-\tau}\right) & =\sigma_{n} \phi_{n}^{2}\left(x_{0}^{*} \pm \Delta_{n}\right) \\
& \leq \sigma_{n} \exp \left[-\frac{\sigma_{n}(1-\epsilon)}{\delta d_{1}} \Delta_{n}^{2}\right] \\
& \leq \sigma_{n}\left[\Delta_{n}^{2} \sigma_{n}^{2 \tau-1}\right]^{(1-\epsilon)} \\
& \leq\left[C_{\epsilon} \ln \sigma_{n}\right]^{(1-\epsilon)} \sigma_{n}^{1+2(\tau-1)(1-\epsilon)} \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

provided that $\tau$ is chosen in the interval $(0,1 / 2)$ and $\epsilon>0$ is small enough.
From the property of $\phi_{n}(x)$, we see that the above estimates imply that

$$
\begin{equation*}
\tilde{\phi}_{n}(y) \rightarrow 0 \text { uniformly in }\left[0, y_{n}\right] \backslash\left[\hat{y}_{n}-\sigma_{n}^{-\tau}, \hat{y}_{n}+\sigma_{n}^{-\tau}\right], \tag{3.8}
\end{equation*}
$$

and for any $M>0$,

$$
\begin{aligned}
\int_{\hat{y}_{n}-M}^{\hat{y}_{n}+M} \tilde{\phi}_{n}(y) d y & =\int_{\hat{y}_{n}-\sigma_{n}^{-\tau}}^{\hat{y}_{n}+\sigma_{n}^{-\tau}} \tilde{\phi}_{n}(y) d y+o(1) \\
& =\int_{\eta_{n}\left(\hat{y}_{n}-\sigma_{n}^{-\tau}\right)}^{\eta_{n}\left(\hat{y}_{n}+\sigma_{n}^{-\tau}\right)} \sigma_{n} \phi_{n}^{2}(x) \xi_{n}^{\prime}(x) d x+o(1) \\
& =\int_{x_{0}^{*}-\Delta_{n}}^{x_{0}^{*}+\Delta_{n}} \sigma_{n}^{1 / 2} \phi_{n}(x) d x+o(1) \\
& =2 \sigma_{n}^{1 / 2} \int_{0}^{\Delta_{n}} \exp \left(-\frac{\sigma_{n} x^{2}}{2 \delta d_{1}}[1+o(1)]\right) d x+o(1) \\
& =[2+o(1)] \int_{0}^{\sigma_{n}^{1 / 2} \Delta_{n}} \exp \left(-\frac{x^{2}}{2 \delta d_{1}}\right) d x+o(1) \\
& =2 \int_{0}^{\infty} \exp \left(-\frac{x^{2}}{2 \delta d_{1}}\right) d x+o(1)
\end{aligned}
$$

In other words, for any $M>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\hat{y}_{n}-M}^{\hat{y}_{n}+M} \tilde{\phi}_{n}(y) d y=c_{0}:=2 \int_{0}^{\infty} \exp \left(-\frac{x^{2}}{2 \delta d_{1}}\right) d x \tag{3.9}
\end{equation*}
$$

Step 3: The limiting profile of $U_{n}(y)$.
We now define

$$
\begin{aligned}
\hat{U}_{n}(y) & =U_{n}\left(y+\hat{y}_{n}-1\right) / U_{n}\left(\hat{y}_{n}-1\right) \\
\hat{f}_{n} & =d_{1}^{-1} \tilde{\phi}_{n}\left(y+\hat{y}_{n}-1\right)\left[f_{0}\left(\eta_{n}\left(y+\hat{y}_{n}-1\right)\right)-m_{n}\right]
\end{aligned}
$$

Clearly $\hat{U}_{n}(0)=1$, and by (3.4) we have

$$
\left\{\begin{array}{c}
-\hat{U}_{n}^{\prime \prime}=\hat{f}_{n} \hat{U}_{n} \text { in }\left(1-\hat{y}_{n}, y_{n}+1-\hat{y}_{n}\right),  \tag{3.10}\\
\hat{U}_{n}^{\prime}\left(1-\hat{y}_{n}\right)=\hat{U}_{n}^{\prime}\left(y_{n}+1-\hat{y}_{n}\right)=0 .
\end{array}\right.
$$

From (3.8) we see that

$$
\hat{f}_{n}(y) \rightarrow 0 \text { uniformly in }\left[1-\hat{y}_{n}, 1-\sigma_{n}^{-\tau}\right] \cup\left[1+\sigma_{n}^{-\tau}, y_{n}+1-\hat{y}_{n}\right] .
$$

Since $\hat{U}_{n}(0)=1$, the boundedness of $\hat{f}_{n}$ over $\left[1-\hat{y}_{n}, 1-\sigma_{n}^{-\tau}\right]$ allows us to apply the Harnack inequality to conclude that $\hat{U}_{n}$ has a bound $C_{J}$ independent of $n$ over any bounded interval $J \subset\left[1-\hat{y}_{n}, 1-\sigma_{n}^{-\tau}\right]$ with $0 \in J$. We can now apply to (3.10) the $L^{p}$ theory, the Sobolev imbedding theorem, and a standard diagonal argument, to obtain a subsequence of $\left\{\hat{U}_{n}\right\}$, still denoted by $\hat{U}_{n}$, such that $\hat{U}_{n} \rightarrow \hat{U}$ in $C^{1}(J)$ for any bounded interval $J \subset(-\infty, 1)$, and $\hat{U}$ satisfies

$$
\begin{equation*}
\hat{U}^{\prime \prime}=0 \text { in }(-\infty, 1), \quad \hat{U}(0)=1 . \tag{3.11}
\end{equation*}
$$

Since $\hat{U}$ is nonnegative in $(-\infty, 1)$, we deduce from (3.11) that

$$
\hat{U}(y)=1+a y, \quad a \in[-1,0] .
$$

Now consider the sequence $\left\{\hat{U}_{n}(2)\right\}$. We claim that this is a bounded sequence. Indeed, from our earlier observation for the sign of $\left[f_{0}(x)-m_{n}\right]$, we know that the right-hand side of the first equation in (3.4) changes sign from positive to negative when $y$ increases across $\tilde{y}_{n}:=\xi_{n}\left(x_{n}\right)$. It follows that $U_{n}^{\prime \prime}(y)$ changes sign from negative to positive as $y$ increases across $\tilde{y}_{n}$. Since $U_{n}^{\prime}(0)=U_{n}^{\prime}\left(y_{n}\right)=0$, we find that $U_{n}^{\prime} \leq 0$ in $\left[0, y_{n}\right]$ and hence $U_{n}(y)$ is nonincreasing in $y$, which implies that $\hat{U}_{n}(y)$ is nonincreasing in $y$ and hence $0 \leq \hat{U}_{n}(2) \leq \hat{U}_{n}(0)=1$. We can now use the fact that $\hat{f}_{n} \rightarrow 0$ uniformly in $\left[1+\sigma_{n}^{-\tau}, y_{n}+1-\hat{y}_{n}\right]$, as above, to conclude that, subject to passing to a further subsequence, $\hat{U}_{n} \rightarrow \hat{U}_{*}$ in $C^{1}(J)$ for any bounded interval $J \subset(1, \infty)$, and $\hat{U}_{*}$ satisfies

$$
\hat{U}_{*}^{\prime \prime}=0, \quad 0 \leq \hat{U}_{*} \leq 1 \text { in }(1, \infty) .
$$

Therefore $\hat{U}_{*}$ must be a constant, say $\hat{U}_{*} \equiv b$.
Using (3.9) we find that $\hat{f}_{n}$ is a bounded sequence in $L^{1}([0,2])$. By (3.10), we have

$$
\hat{U}_{n}^{\prime}(y)=\hat{U}_{n}^{\prime}(0)-\int_{0}^{y} \hat{f}_{n}(y) \hat{U}_{n}(y) d y \quad \forall y \in[0,2] .
$$

Since $\hat{U}_{n}^{\prime}(0) \rightarrow \hat{U}^{\prime}(0)=a$ and $0 \leq \hat{U}_{n}(y) \leq \hat{U}_{n}(0)=1$, the above identity implies that $\left|\hat{U}_{n}^{\prime}(y)\right| \leq C$ for some $C>0$ and all $n \geq 1$ and $y \in[0,2]$. Therefore $\left\{\hat{U}_{n}(y)\right\}$ is equicontinuous in $[0,2]$. It follows that $\hat{U}_{*}$ must be a continuous extension of $\hat{U}$. Therefore $b=1+a$.

Step 4: We show that $m_{0}=f\left(x_{0}^{*}\right)$.
We are now ready to determine the value of $m_{0}$ by using our estimates for $\tilde{\phi}_{n}$ and $\hat{U}_{n}$. We note that (3.8) and (3.9) imply that, for large $n, \tilde{\phi}_{n}\left(y+\hat{y}_{n}-1\right)$ behaves like the $\delta$-function concentrating at $y=1$. We now use these properties of $\tilde{\phi}_{n}$ and (3.10) to obtain

$$
\hat{U}_{n}^{\prime}(2)=\hat{U}_{n}^{\prime}(0)-\int_{0}^{2} \hat{f}_{n}(y) \hat{U}_{n}(y) d y \rightarrow a-\left[f_{0}\left(x_{0}^{*}\right)-m_{0}\right](1+a) c_{0} .
$$

But since $\hat{U}_{*}$ is a constant function over $(1, \infty)$, we have $\hat{U}_{n}^{\prime}(2) \rightarrow \hat{U}_{*}^{\prime}(2)=0$. Therefore

$$
a=\left[f_{0}\left(x_{0}^{*}\right)-m_{0}\right](1+a) c_{0} .
$$

The right-hand side of the above identity is nonnegative, but $a \leq 0$. Therefore we must have $a=0$ and $m_{0}=f_{0}\left(x_{0}^{*}\right)$. This implies that the entire original sequence $\left\{m_{n}\right\}$ converges to $f_{0}\left(x_{0}^{*}\right)$. Hence (3.1) holds, and the proof is complete.

If we fix $m$ such that $0<m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)$ and let $\sigma_{n}$ be an increasing sequence of positive numbers converging to $\infty$, then by Theorems 2.3 and 3.1, for all large $n$, (1.3) with $\sigma=\sigma_{n}$ has at least one positive solution. Suppose that ( $u_{n}, v_{n}$ ) is such a solution. We will analyze the behavior of $\left(u_{n}, v_{n}\right)$ as $n \rightarrow \infty$. This will be done in Part II; see [DH].
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#### Abstract

This is Part II of our study on the positive steady state of a quasi-linear reactiondiffusion system in one space dimension introduced by Klausmeier and Litchman for the modelling of the distributions of phytoplankton biomass and its nutrient. In Part I, we proved nearly optimal existence and nonexistence results. In Part II, we obtain complete descriptions of the profile of the solutions when the coefficient of the drifting term is large, rigorously proving the numerically observed phenomenon of concentration of biomass for this model. Moreover, we reveal four critical numbers for the model and provide further insights to the problem being modelled.
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1. Introduction. We continue our investigation in [DH] on the problem

$$
\begin{cases}-\left[d_{1} u_{x}+\sigma c(x) u\right]_{x}=[g(x)-m] u, & 0<x<1  \tag{1.1}\\ -d_{2} v_{x x}=-g(x) u, & 0<x<1 \\ d_{1} u_{x}+\sigma c(x) u=0, & x=0,1 \\ v_{x}(0)=0, v_{x}(1)=\beta\left[v_{0}-v(1)\right], & \end{cases}
$$

where $d_{1}, d_{2}, \sigma, m, v_{0}$, and $\beta$ are positive constants,

$$
g(x)=f(\min \{\alpha v(x), w(x)\}), \quad f(s)=\frac{r s}{K_{I}+s}
$$

and

$$
w(x)=w_{0} \exp \left[-A_{0} x-A \int_{0}^{x} u(s) d s\right]
$$

with $\alpha, r, K_{I}, w_{0}, A$, and $A_{0}$ positive constants. We are interested in positive solutions of (1.1), namely, $u>0$ and $v>0$ in $[0,1]$. From (1.1) it is easy to see that for any such solution $v$ is an increasing function. Clearly $w$ is a decreasing function. The function $c(x)$ is defined by

$$
c(x)=\frac{x-x_{0}}{\delta+\left|x-x_{0}\right|}
$$

[^71]where $\delta>0$ is a small constant and $x_{0} \in[0,1]$ is uniquely determined by the following description:
$$
\min \{\alpha v(x), w(x)\}=\alpha v(x) \quad \forall x \in\left[0, x_{0}\right) ; \quad \min \{\alpha v(x), w(x)\}=w(x) \quad \forall x \in\left(x_{0}, 1\right]
$$
(Due to the monotonicity of $v(x)$ and $w(x)$, such $x_{0}$ always exists.)
Problem (1.1) is a rescaled version of a model proposed by Klausmeier and Litchman in [KL] for the study of phytoplankton in a one-dimensional water column, where $u(x)$ represents the distribution of phytoplankton biomass, $v(x)$ stands for the distribution of nutrient, and $x$ denotes the depth in the water column, with $x=0$ at the surface and $x=1$ at the bottom. The term $\sigma c(x)$ is used to describe the active movement of the biomass towards spatial location with optimal growth condition. Klausmeier and Litchman [KL] use this system to model the concentration phenomenon of phytoplankton in lakes and oceans, and the numerical analysis in [KL] demonstrates that, for large $\sigma$, the biomass function $u(x)$ concentrates at a certain level $x=x_{*}$, while the nutrient function $v(x)$ is close to a piecewise linear function. They then treat $u$ as a constant multiple of the $\delta$-function concentrating at $x_{*}$ and propose a game theoretical model to determine the location of $x_{*}$. We refer the reader to Part I $[\mathrm{DH}]$ for further details regarding the background of (1.1).

Here we rigorously prove the existence of such a concentration phenomenon and obtain exact formulas for the determination of $x_{*}$ and the total biomass. In doing so, we reveal the existence of four critical values $v_{* *}<v_{*}<v^{*}<v^{* *}$ for $v_{0}$ (the nutrient level at the sediment) such that
(i) $x_{*}=0$ when $v_{0} \geq v^{*}, x_{*} \in(0,1)$ when $v_{0} \in\left(v_{*}, v^{*}\right)$, and $x_{*}=1$ when $v_{0} \leq v_{*}$;
(ii) the total biomass increases with $v_{0}$ in the range $v_{* *}<v_{0}<v^{* *}$, but stays constant for $v_{0} \geq v^{* *}$ or $v_{0} \leq v_{* *}$ (but with $v_{0}$ above a certain level so that the biomass can survive).
In order to give a more detailed description of these results, we first recall the main results of Part I [DH], where we proved the following two theorems.

Theorem 1.1. There exist $0<m_{*} \leq m^{*}<\infty$ such that (1.1) has a positive solution for $m \in\left(0, m_{*}\right)$ and has no positive solution for $m>m^{*}$.

The values of $m_{*}$ and $m^{*}$ depend on the parameters in (1.1). To stress their dependence on $\sigma$, we write $m_{*}=m_{*}(\sigma), m^{*}=m^{*}(\sigma)$.

Theorem 1.2.

$$
\lim _{\sigma \rightarrow \infty} m_{*}(\sigma)=\lim _{\sigma \rightarrow \infty} m^{*}(\sigma)=f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right) .
$$

To investigate the limiting profile of the positive solutions of (1.1) as $\sigma \rightarrow \infty$, we will fix $m$ such that $0<m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)$ and let $\sigma_{n}$ be an increasing sequence of positive numbers converging to $\infty$. By Theorems 1.1 and 1.2 , for all large $n$, (1.1) with $\sigma=\sigma_{n}$ has at least one positive solution. Suppose that $\left(u_{n}, v_{n}\right)$ is such a solution. We will analyze the behavior of $\left(u_{n}, v_{n}\right)$ as $n \rightarrow \infty$. This will be done in the following two sections.

In section 2, we find all the possible limiting profiles that a subsequence of $\left\{\left(u_{n}, v_{n}\right)\right\}$ can have; in particular, we find the limiting equations governing these possible limiting profiles. More precisely, let $x_{n} \in[0,1]$ be uniquely determined by

$$
\begin{cases}\min \left\{\alpha v_{n}(x), w_{n}(x)\right\}=\alpha v_{n}(x) & \text { for } x \in\left[0, x_{n}\right), \\ \min \left\{\alpha v_{n}(x), w_{n}(x)\right\}=w_{n}(x) & \text { for } x \in\left(x_{n}, 1\right],\end{cases}
$$

where

$$
w_{n}(x)=w_{0} \exp \left[-A_{0} x-A \int_{0}^{x} u_{n}(s) d s\right]
$$

We consider the following possibilities:

$$
\text { (i) } x_{n} \rightarrow x_{*} \in(0,1), \quad \text { (ii) } x_{n} \rightarrow 0, \quad \text { (iii) } x_{n} \rightarrow 1
$$

The cases (ii) and (iii) are each further divided into two subcases, namely, for case (ii),

$$
\text { (a1) } \sigma_{n}^{1 / 2} x_{n} \rightarrow \infty, \quad(\mathrm{a} 2) \sigma_{n}^{1 / 2} x_{n} \rightarrow a_{*} \in[0, \infty)
$$

for case (iii),

$$
\text { (b1) } \sigma_{n}^{1 / 2}\left(1-x_{n}\right) \rightarrow \infty, \quad(\mathrm{b} 2) \sigma_{n}^{1 / 2}\left(1-x_{n}\right) \rightarrow b_{*} \in[0, \infty)
$$

One easily sees that, subject to a subsequence, the above are all the possible behaviors of the sequence $\left\{x_{n}\right\}$. Eventually we will show in section 3 that the limit of the entire sequence $\left\{x_{n}\right\}$ always exists and that this limit is completely determined by the value of $v_{0}$, which in turn allows us to completely determine the profiles of $u_{n}$ and $v_{n}$ for large $n$. But in order to prove these facts, we need to first find all the possible limiting profiles of $\left\{\left(u_{n}, v_{n}\right)\right\}$ and the limiting equations that govern these profiles for each of the above listed cases. The main results of section 2 are summarized below.

If case (i) occurs, we show (see Lemma 2.3) that as $n \rightarrow \infty$, subject to a subsequence, $u_{n} \rightarrow 0$ uniformly in $\left[0, x_{*}-\epsilon\right] \cup\left[x_{*}+\epsilon, 1\right]$ for any small $\epsilon>0$ and

$$
\begin{aligned}
\int_{0}^{1} u_{n}(x) d x & \rightarrow \tau_{*} C_{0}, \quad C_{0}:=\int_{-\infty}^{\infty} e^{-x^{2} /\left(2 \delta d_{1}\right)} d x=\sqrt{2 \delta d_{1} \pi} \\
v_{n} & \rightarrow v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-\max \left\{x, x_{*}\right\}\right)
\end{aligned}
$$

uniformly in $[0,1]$, where $x_{*} \in(0,1)$ and $\tau_{*}>0$ are determined by

$$
\left\{\begin{array}{l}
w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)}=\alpha\left[v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-x_{*}\right)\right]  \tag{1.2}\\
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y
\end{array}\right.
$$

If case (ii)(a1) occurs, we show (see Lemma 2.4) that the above conclusions hold with $x_{*}=0$; in particular,

$$
\begin{equation*}
w_{0} e^{-A \tau_{*}\left(C_{0} / 2\right)}=\alpha\left[v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}\right)\right] \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y \tag{1.4}
\end{equation*}
$$

Since (1.4) uniquely determines $\tau_{*}>0$, we can substitute this $\tau_{*}$ into (1.3) to obtain a special value for $v_{0}$, say $v_{0}=v_{*}$.

Similarly, if case (iii)(b1) occurs, we can show (Lemma 2.5) that the conclusions of case (i) hold except that $x_{*}=1$; in particular,

$$
\begin{equation*}
w_{0} e^{-A_{0}-A \tau_{*}\left(C_{0} / 2\right)}=\alpha\left[v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-1\right)\right], \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0}-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y \tag{1.6}
\end{equation*}
$$

Analogously, $\tau_{*}>0$ is uniquely determined by (1.6), and one can then use (1.5) to obtain a special value for $v_{0}$, say $v_{0}=v^{*}$.

If case (ii)(a2) occurs, we show (Lemma 2.4) that as $n \rightarrow \infty$, subject to a subsequence, $u_{n} \rightarrow 0$ uniformly in $[\epsilon, 1]$ for any small $\epsilon>0$,

$$
\begin{aligned}
\int_{0}^{1} u_{n}(x) d x & \rightarrow \tau_{*} C\left(a_{*}\right), \quad C\left(a_{*}\right)=\int_{-a_{*}}^{\infty} e^{-x^{2} /\left(2 \delta d_{1}\right)} d x \\
v_{n} & \rightarrow v_{0}-\frac{\tau_{*}}{d_{2}} m C\left(a_{*}\right)\left(1+\beta^{-1}-x\right)
\end{aligned}
$$

uniformly in $[0,1]$, where $a_{*} \in[0, \infty)$ and $\tau_{*}>0$ are determined by

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A \tau_{*} \max \left\{C\left(a_{*}\right)-C_{0} / 2, C\left(a_{*}\right) y\right\}}\right) d y \tag{1.7}
\end{equation*}
$$

and

$$
\begin{align*}
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2}} m C\left(a_{*}\right)\left(1+\beta^{-1}\right)\right)=w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]} & \text { if } a_{*}>0  \tag{1.8}\\
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2}} m\left(\frac{C_{0}}{2}\right)\left(1+\beta^{-1}\right)\right) \geq w_{0} & \text { if } a_{*}=0 \tag{1.9}
\end{align*}
$$

If case (iii)(b2) occurs, we show (Lemma 2.5) that as $n \rightarrow \infty$, subject to a subsequence, $u_{n} \rightarrow 0$ uniformly in $[0,1-\epsilon]$ for any small $\epsilon>0$,

$$
\int_{0}^{1} u_{n}(x) d x \rightarrow \tau_{*} \tilde{C}\left(b_{*}\right), \quad \tilde{C}\left(b_{*}\right)=\int_{-\infty}^{b_{*}} e^{-x^{2} /\left(2 \delta d_{1}\right)} d x=C\left(-b_{*}\right)
$$

and

$$
v_{n} \rightarrow v_{0}-\frac{\tau_{*}}{d_{2}} \beta^{-1} \tilde{C}\left(b_{*}\right)
$$

where $b_{*} \in[0, \infty)$ and $\tau_{*}>0$ are determined by

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0}-A \tau_{*} \max \left\{C_{0} / 2, \tilde{C}\left(b_{*}\right) y\right\}}\right) d y \tag{1.10}
\end{equation*}
$$

and

$$
\begin{align*}
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2} \beta} C\left(b_{*}\right)\right)=w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2} & \text { if } b_{*}>0  \tag{1.11}\\
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2} \beta}\left(\frac{C_{0}}{2}\right)\right) \leq w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2} & \text { if } b_{*}=0 \tag{1.12}
\end{align*}
$$

In section 3 , through careful analysis of the limiting equations (1.2)-(1.12), we show that the entire sequence $\left\{x_{n}\right\}$ always converges to a point $x_{*} \in[0,1]$, that exactly one of the cases considered in section 2 occurs, and that in each case the limit of the entire sequence in the conclusion exists. More precisely, if $v_{*}<v_{0}<v^{*}$ (recall that $v_{*}$ and $v^{*}$ are defined above in cases (ii)(a1) and (iii)(b1), respectively), then case (i) must occur, and (1.2) uniquely determines $x_{*}$ and $\tau_{*}$. If $v_{0}=v_{*}$, then case (ii)(a1) occurs; if $v_{0}=v^{*}$, then case (iii)(b1) occurs. If $v_{0}>v^{*}$, then case (ii)(a2) must happen, and if $v_{0}<v_{*}$, then case (iii)(b2) must happen. Moreover, our analysis on the limiting total biomass $\lim _{n \rightarrow \infty} \int_{0}^{1} u_{n}(x) d x$ reveals two further critical values of $v_{0}$, $v_{* *}<v_{*}$ and $v^{* *}>v^{*}$ such that this limiting total biomass is strictly increasing with $v_{0}$ for $v_{0}$ in the range $v_{* *} \leq v_{0} \leq v^{* *}$ but remains constant (i.e., no longer changes with $v_{0}$ ) when $v_{0} \geq v^{* *}$ or when $v_{0} \leq v_{* *}$. See Theorems $3.1-3.3$ for more accurate descriptions of these results.

In section 4 we give biological interpretations of our main results and compare our rigorous limiting equations with the game theoretical model of [KL].

Though the proofs are rather involved, they consist mainly of elementary mathematical analysis; most of the proofs in section 2 and all of the arguments in section 3 can be understood with sound knowledge of calculus and real analysis.
2. The limiting equations. We will keep using the notation of Part I [DH]. It turns out that the techniques used in the proof of Theorem 3.1 in Part I are not quite suitable for our purpose here. We will introduce some different techniques.

Suppose that $0<m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)$ and $\sigma_{n},\left(u_{n}, v_{n}\right)$ are as given in the introduction above. Suppose $c_{v_{n}, w_{n}}(x)=C_{x_{n}}(x), x_{n} \in[0,1]$. By passing to a subsequence we may assume that $x_{n} \rightarrow x_{*} \in[0,1]$. Then

$$
C_{x_{n}}=\frac{x-x_{n}}{\delta+\left|x-x_{n}\right|} \rightarrow C_{x_{*}}
$$

in $C^{1}([0,1])$.
In order to obtain useful equations to determine the profiles of $u_{n}$ and $v_{n}$, we need to stretch the variable $x$ appropriately. We define

$$
\Phi_{n}(x)=\exp \left[-\frac{\sigma_{n}}{2 d_{1}} \int_{x_{n}}^{x} C_{x_{n}}(s) d s\right]
$$

and

$$
\Psi_{n}(x)=u_{n}(x) / \Phi_{n}(x)
$$

By a direct computation we obtain

$$
\left\{\begin{array}{cl}
-d_{1} \Psi_{n}^{\prime \prime}+\sigma_{n} \Gamma_{n}(x) \Psi_{n}=\left[f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right)-m\right] \Psi_{n}, & x \in(0,1) \\
d_{1} \Psi_{n}^{\prime}+\left(\sigma_{n} / 2\right) C_{x_{n}} \Psi_{n}=0, & x=0,1
\end{array}\right.
$$

where

$$
\Gamma_{n}(x):=\frac{\sigma_{n}\left(x-x_{n}\right)^{2}-2 d_{1} \delta}{4 d_{1}\left(\delta+\left|x-x_{n}\right|\right)^{2}}
$$

Let us introduce the stretched variable $y=\sigma^{1 / 2}\left(x-x_{n}\right)$ and define

$$
\begin{gathered}
V_{n}(y):=\Psi_{n}\left(\sigma_{n}^{-1 / 2} y+x_{n}\right), \quad C_{n}(y):=\sigma_{n}^{1 / 2} C_{x_{n}}\left(\sigma_{n}^{-1 / 2} y+x_{n}\right)=\frac{y}{\delta+\sigma_{n}^{-1 / 2}|y|}, \\
a_{n}:=-\sigma_{n}^{1 / 2} x_{n}, \quad b_{n}:=\sigma_{n}^{1 / 2}\left(1-x_{n}\right)
\end{gathered}
$$

and

$$
F_{n}(y):=f\left(\min \left\{\alpha v_{n}\left(\sigma_{n}^{-1 / 2} y+x_{n}\right), w_{n}\left(\sigma_{n}^{-1 / 2} y+x_{n}\right)\right\}\right)
$$

Then

$$
\left\{\begin{array}{cl}
-d_{1} V_{n}^{\prime \prime}+\frac{y^{2}-2 d_{1} \delta}{4 d_{1}\left(\delta+\sigma_{n}^{-1 / 2}|y|\right)^{2}} V_{n}=\sigma_{n}^{-1}\left[F_{n}(y)-m\right] V_{n}, & y \in\left(a_{n}, b_{n}\right)  \tag{2.1}\\
d_{1} V_{n}^{\prime}+(1 / 2) C_{n} V_{n}=0, & y=a_{n}, b_{n}
\end{array}\right.
$$

In the discussions below, we will consider the cases $x_{*} \in(0,1), x_{*}=0$, and $x_{*}=1$ separately.

Lemma 2.1. Suppose $x_{n} \rightarrow x_{*} \in(0,1)$, and set $\tilde{V}_{n}(y)=V_{n}(y) /\left\|V_{n}\right\|_{L^{\infty}\left(\left[a_{n}, b_{n}\right]\right)}$. Then

$$
\tilde{V}_{n} \rightarrow V_{0} \quad \text { in } C^{1}(J) \text { for any finite interval } J \subset(-\infty, \infty),
$$

where $V_{0}(y)=\exp \left[-\frac{y^{2}}{4 d_{1} \delta}\right]$ is the unique solution of

$$
-d_{1} V^{\prime \prime}=\frac{2 d_{1} \delta-y^{2}}{4 d_{1} \delta^{2}} V, \quad 0<V \leq 1, V(0)=1, V^{\prime}(0)=0
$$

Proof. Since $x_{*} \in(0,1)$, we have $a_{n} \rightarrow-\infty$ and $b_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Let us note that, for $y \in\left[a_{n},-\left(2 d_{1} \delta\right)^{1 / 2}-\epsilon\right]$ with $\epsilon>0$ sufficiently small and all large $n$, the first equation in (2.1) implies that $V_{n}^{\prime \prime}(y)>0$. Since $d_{1} V_{n}^{\prime}\left(a_{n}\right)=-(1 / 2) C_{n}\left(a_{n}\right) V_{n}\left(a_{n}\right) \geq$ 0 , we deduce that $V_{n}^{\prime}(y)>0$ in $\left(a_{n},-\left(2 d_{1} \delta\right)^{1 / 2}-\epsilon\right]$ for all large $n$. Hence $V_{n}$ is increasing in this range. Similarly, we can see that $V_{n}(y)$ is decreasing in the range $y \in\left[\left(2 d_{1} \delta\right)^{1 / 2}+\epsilon, b_{n}\right]$ for all large $n$. Therefore $\max V_{n}=V_{n}\left(y_{n}\right)$ for some $y_{n} \in$ $\left[-\left(2 d_{1} \delta\right)^{1 / 2}-\epsilon,\left(2 d_{1} \delta\right)^{1 / 2}+\epsilon\right]$, and $\tilde{V}_{n}(y)=V_{n}(y) / V_{n}\left(y_{n}\right)$. We may assume that $y_{n} \rightarrow y^{*}$ as $n \rightarrow \infty$. We now define

$$
\tilde{F}_{n}(y):=\frac{2 d_{1} \delta-y^{2}}{4 d_{1}\left(\delta+\sigma_{n}^{-1 / 2}|y|\right)^{2}}+\sigma_{n}^{-1}\left[F_{n}(y)-m\right] .
$$

Then $\tilde{V}_{n}\left(y_{n}\right)=1$, and

$$
\left\{\begin{array}{cl}
-d_{1} \tilde{V}_{n}^{\prime \prime}=\tilde{F}_{n} \tilde{V}_{n}, \quad 0<\tilde{V}_{n} \leq 1, & y \in\left(a_{n}, b_{n}\right)  \tag{2.2}\\
d_{1} \tilde{V}_{n}^{\prime}+(1 / 2) C_{n} \tilde{V}_{n}=0, & y=a_{n}, b_{n}
\end{array}\right.
$$

Since $\left\{\tilde{F}_{n}\right\}$ is uniformly bounded over any bounded interval and $0 \leq \tilde{V}_{n} \leq 1$, we may apply the interior $L^{p}$ theory (see [GT]) to (2.2) and use the Sobolev imbedding theorem and a standard diagonal argument to conclude that, by passing to a subsequence, $\tilde{V}_{n} \rightarrow \tilde{V}$ in $C^{1}(J)$ for any bounded interval $J$, and $\tilde{V}$ satisfies

$$
\begin{equation*}
-d_{1} \tilde{V}^{\prime \prime}=\frac{2 d_{1} \delta-y^{2}}{4 d_{1} \delta^{2}} \tilde{V}, \quad 0<\tilde{V} \leq 1 \text { in }(-\infty, \infty), \tilde{V}\left(y^{*}\right)=1, \quad \tilde{V}^{\prime}\left(y^{*}\right)=0 \tag{2.3}
\end{equation*}
$$

By the monotonicity property of $V_{n}(y)$ observed earlier, we know that $\tilde{V}(y)$ is nondecreasing in $\left(-\infty,-\left(2 d_{1} \delta\right)^{1 / 2}\right)$ and is nonincreasing in $\left(\left(2 d_{1} \delta\right)^{1 / 2}, \infty\right)$. We can now use $(2.3)$ to conclude that $\tilde{V}^{\prime}(y)$ is positive and increasing in $\left(-\infty,-\left(2 d_{1} \delta\right)^{1 / 2}\right)$, reaching a positive maximum at $y=-\left(2 d_{1} \delta\right)^{1 / 2}$; then is decreasing in $\left(-\left(2 d_{1} \delta\right)^{1 / 2}\right.$,
$\left(2 d_{1} \delta\right)^{1 / 2}$ ), reaching a negative minimum at $y=\left(2 d_{1} \delta\right)^{1 / 2}$; and for $y>\left(2 d_{1} \delta\right)^{1 / 2}$, is increasing and stays negative. Therefore $V^{\prime}(y)$ has a unique zero at some $y_{0} \in$ $\left(-\left(2 d_{1} \delta\right)^{1 / 2},\left(2 d_{1} \delta\right)^{1 / 2}\right)$, which is the unique maximum point of $\tilde{V}$. Thus $y_{0}=y^{*}$. In other words, $\tilde{V}(y)$ is increasing in $\left(-\infty, y^{*}\right)$ and is decreasing in $\left(y^{*}, 0\right)$. It then follows from an elementary analysis that $\tilde{V}$ decays to 0 as $|y| \rightarrow \infty$, and there exists $C_{1}, C_{2}>0$ such that

$$
\tilde{V}(y),\left|\tilde{V}^{\prime}(y)\right| \leq C_{1} e^{-C_{2}|y|} \quad \forall y \in(-\infty, \infty)
$$

We now multiply $\tilde{V}(-y)$ to (2.3), integrate over $\left[y^{*}, \infty\right)$, and then apply integration by parts. Since $\tilde{V}(-y)$ satisfies the differential equation in (2.3), we deduce

$$
\tilde{V}^{\prime}\left(-y^{*}\right) \tilde{V}\left(y^{*}\right)+\tilde{V}^{\prime}\left(y^{*}\right) \tilde{V}\left(-y^{*}\right)=0
$$

It follows that $\tilde{V}^{\prime}\left(-y^{*}\right)=0$. Since $y^{*}$ is the only zero of $\tilde{V}^{\prime}$, we must have $y^{*}=-y^{*}$, that is, $y^{*}=0$. By the uniqueness theorem of initial value problems of ordinary differential equations, we must have $\tilde{V}=V_{0}$, the unique solution of $(2.3)$ with $y^{*}=0$. A simple calculation confirms that the function $\exp \left[-\frac{y^{2}}{4 d_{1} \delta}\right]$ solves the equation for $V_{0}$. Hence, by uniqueness,

$$
V_{0}(y)=\exp \left[-\frac{y^{2}}{4 d_{1} \delta}\right]
$$

Since $V_{0}$ is uniquely determined, it follows that the entire original sequence $\left\{\tilde{V}_{n}\right\}$ converges to $V_{0}$.

Using the monotonicity of $\tilde{V}_{n}$ and the fact that $V_{0}(y) \rightarrow 0$ as $|y| \rightarrow \infty$, we see that Lemma 2.1 implies

$$
\begin{equation*}
\left\|\Psi_{n}(\cdot) /\right\| \Psi_{n}\left\|_{\infty}-V_{0}\left(\sigma_{n}^{1 / 2}\left(\cdot-x_{n}\right)\right)\right\|_{L^{\infty}([0,1])} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{2.4}
\end{equation*}
$$

since for large $n$ the function

$$
\Psi_{n}(x) /\left\|\Psi_{n}\right\|_{\infty}-V_{0}\left(\sigma_{n}^{1 / 2}\left(x-x_{n}\right)\right)
$$

is uniformly small at those values of $x \in[0,1]$ such that $\sigma_{n}^{1 / 2}\left(x-x_{n}\right)$ stays bounded (by Lemma 2.1), and, by the properties of $\tilde{V}_{n}$ and $V_{0}$, the values of the function at the remaining $x \in[0,1]$ are also small.

We now denote $\tilde{\Psi}_{n}(x)=\Psi_{n}(x) /\left\|\Psi_{n}\right\|_{\infty}$ and consider the function

$$
\tilde{u}_{n}(x):=\sigma_{n}^{1 / 2} \Phi_{n}(x) \tilde{\Psi}_{n}(x)=\left(\frac{\sigma_{n}^{1 / 2}}{\left\|\Psi_{n}\right\|_{\infty}}\right) u_{n}
$$

We will show that, for large $n, \tilde{u}_{n}$ behaves like the $\delta$-function concentrating at $x_{*}$. Indeed, we have the following result.

Lemma 2.2. For any given small $\epsilon>0,\left|x-x_{n}\right| \geq \epsilon$ implies

$$
\begin{equation*}
0<\tilde{u}_{n}(x) \leq \sigma_{n}^{1 / 2} \exp \left[-\frac{\sigma_{n}}{4(\delta+1) d_{1}} \epsilon^{2}\right] \rightarrow 0 \tag{2.5}
\end{equation*}
$$

Moreover, when $x_{n} \rightarrow x_{*} \in(0,1)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{1} \tilde{u}_{n}(x) d x=C_{0}:=\int_{-\infty}^{\infty} e^{-x^{2} /\left(2 \delta d_{1}\right)} d x=\sqrt{2 \delta d_{1} \pi} \tag{2.6}
\end{equation*}
$$

Proof. For any given small $\epsilon>0$, there exists $\delta_{0}=\delta_{0}(\epsilon)>0$ small so that, when $\left|x-x_{n}\right| \leq \delta_{0}$,

$$
\exp \left[-\frac{\sigma_{n}}{4 \delta d_{1}}\left(x-x_{n}\right)^{2}\right] \leq \Phi_{n}(x) \leq \exp \left[-\frac{\sigma_{n}(1-\epsilon)}{4 \delta d_{1}}\left(x-x_{n}\right)^{2}\right]
$$

For any $x \in[0,1]$, we have

$$
\exp \left[-\frac{\sigma_{n}}{4 \delta d_{1}}\left(x-x_{n}\right)^{2}\right] \leq \Phi_{n}(x) \leq \exp \left[-\frac{\sigma_{n}}{4(\delta+1) d_{1}}\left(x-x_{n}\right)^{2}\right]
$$

Since $\tilde{\Psi}_{n} \leq 1$, for $\left|x-x_{n}\right| \geq \epsilon$, we have

$$
\tilde{u}_{n}(x) \leq \sigma_{n}^{1 / 2} \exp \left[-\frac{\sigma_{n}}{4(\delta+1) d_{1}} \epsilon^{2}\right] \rightarrow 0
$$

This proves (2.5). Moreover, we have

$$
\begin{aligned}
\int_{0}^{1} \tilde{u}_{n}(x) d x & =\int_{x_{n}-\epsilon}^{x_{n}+\epsilon} \sigma_{n}^{1 / 2} \Phi_{n}(x) \tilde{\Psi}_{n}(x) d x+o(1) \\
& =\int_{-\epsilon \sigma_{n}^{1 / 2}}^{\epsilon \sigma_{n}^{1 / 2}} \Phi_{n}\left(x_{n}+\sigma_{n}^{-1 / 2} y\right) \tilde{V}_{n}(y) d y+o(1) \\
& =\int_{-\infty}^{\infty} \exp \left[-\frac{y^{2}}{4 d_{1} \delta}\right] V_{0}(y) d y+o(1) \\
& =\int_{-\infty}^{\infty} \exp \left[-\frac{y^{2}}{2 d_{1} \delta}\right] d y+o(1) .
\end{aligned}
$$

Hence (2.6) holds. For later application, let us also note from the above argument that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{x_{n}}^{1} \tilde{u}_{n}(x) d x=\lim _{n \rightarrow \infty} \int_{0}^{x_{n}} \tilde{u}_{n}(x) d x=C_{0} / 2 \tag{2.7}
\end{equation*}
$$

Denote $\tau_{n}:=\left\|\Psi_{n}\right\|_{\infty} \sigma_{n}^{-1 / 2}$. We find that

$$
u_{n}(x)=\tau_{n} \tilde{u}_{n}(x) .
$$

Lemma 2.3. Suppose that $x_{n} \rightarrow x_{*} \in(0,1)$. Then $\left\{\tau_{n}\right\}$ has a subsequence, still denoted by itself, such that $\tau_{n} \rightarrow \tau_{*}>0$. Moreover, $\tau_{*}$ and $x_{*}$ must satisfy

$$
\begin{equation*}
w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)}=\alpha\left[v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-x_{*}\right)\right] \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y \tag{2.9}
\end{equation*}
$$

Furthermore, by possibly passing to a further subsequence, $u_{n} \rightarrow 0$ in $C\left([0,1] \backslash\left[x_{*}-\right.\right.$ $\left.\epsilon, x_{*}+\epsilon\right]$ ), for all $\epsilon>0$, and

$$
\begin{equation*}
v_{n}(x) \rightarrow v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-\max \left\{x, x_{*}\right\}\right) \tag{2.10}
\end{equation*}
$$

uniformly in $[0,1]$.
Proof. By passing to a subsequence, we have two possible cases:

$$
\text { (i) } \tau_{n} \rightarrow \infty, \quad \text { (ii) } \tau_{n} \rightarrow \tau_{*} \in[0, \infty)
$$

Step 1. Case (i) cannot happen.
Suppose $\tau_{n} \rightarrow \infty$; we are going to derive a contradiction. Denote

$$
f_{n}=f\left(\min \left\{\alpha v_{n}, w_{n}\right\}\right)
$$

Since

$$
w_{n}\left(x_{n}\right) \leq w_{0} e^{-A \tau_{n} \int_{0}^{x_{n}}} \tilde{u}_{n}(s) d s
$$

and by (2.7)

$$
\int_{0}^{x_{n}} \tilde{u}_{n}(s) d s \rightarrow C_{0} / 2>0
$$

we easily see that $w_{n}\left(x_{n}\right) \rightarrow 0$. It follows that

$$
\left\|f_{n}\right\|_{\infty}=f_{n}\left(x_{n}\right)=f\left(w_{n}\left(x_{n}\right)\right) \rightarrow 0
$$

This implies that

$$
\int_{0}^{1} f_{n} \tilde{u}_{n} d x \rightarrow 0
$$

On the other hand, we may integrate the equation for $u_{n}$ to obtain

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] u_{n} d x=0
$$

which implies that

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

Letting $n \rightarrow \infty$ and using (2.6), we obtain

$$
m C_{0}=\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n} \tilde{u}_{n} d x=0
$$

which contradicts our assumption that $m>0$. Therefore case (i) cannot happen.
Step 2. The limiting profile of $u_{n}$ and $v_{n}$.
We next consider case (ii), namely, $\tau_{n} \rightarrow \tau_{*} \in[0, \infty)$. In this case, due to (2.5), $u_{n}=\tau_{n} \tilde{u}_{n} \rightarrow 0$ in $C\left([0,1] \backslash\left[x_{*}-\epsilon, x_{*}+\epsilon\right]\right)$, for all $\epsilon>0$, and hence

$$
\begin{equation*}
\tau_{n} f_{n} \tilde{u}_{n} \rightarrow 0 \quad \text { uniformly in }\left[0, x_{*}-\epsilon\right] \cup\left[x_{*}+\epsilon, 1\right] \quad \forall \epsilon>0 \tag{2.11}
\end{equation*}
$$

Let $\zeta_{n}=v_{0}-v_{n}$. Then

$$
\begin{equation*}
-d_{2} \zeta_{n}^{\prime \prime}=\tau_{n} f_{n} \tilde{u}_{n} \text { in }(0,1), \quad \zeta_{n}^{\prime}(0)=0, \quad \zeta_{n}^{\prime}(1)+\beta \zeta_{n}(1)=0 \tag{2.12}
\end{equation*}
$$

Since $v_{n} \geq 0$, we have $\zeta_{n} \leq v_{0}$. Since $\tau_{n} f_{n} \tilde{u}_{n}>0$, from (2.12) and the maximum principle, we deduce that $\zeta_{n}>0$. Hence we always have $0<\zeta_{n} \leq v_{0}$. Therefore we can integrate (2.12) to obtain

$$
\eta_{n}:=\tau_{n} \int_{0}^{1} f_{n} \tilde{u}_{n} d x=d_{2}\left[\zeta_{n}^{\prime}(0)-\zeta_{n}^{\prime}(1)\right]=d_{2} \beta \zeta_{n}(1) \in\left[0, d_{2} \beta v_{0}\right]
$$

This implies that, by passing to a subsequence, we may assume that $\eta_{n} \rightarrow \eta_{*} \in$ [ $0, d_{2} \beta v_{0}$ ].

Moreover, using (2.11), (2.12), and $\eta_{n} \rightarrow \eta_{*}$, we find that

$$
\begin{aligned}
& \left\{\zeta_{n}^{\prime}\right\} \text { is a bounded sequence in } L^{\infty}([0,1]) \\
& \zeta_{n}^{\prime}(x) \rightarrow 0 \text { uniformly in }\left[0, x_{*}-\epsilon\right] \quad \forall \epsilon>0 \\
& \zeta_{n}^{\prime}(x) \rightarrow-\eta_{*} / d_{2} \text { uniformly in }\left[x_{*}+\epsilon, 1\right] \quad \forall \epsilon>0
\end{aligned}
$$

Since, moreover, $0 \leq \zeta_{n} \leq v_{0}$, we conclude that $\left\{\zeta_{n}\right\}$ is precompact in $C([0,1])$. Hence, by passing to a subsequence, we may assume that $\zeta_{n} \rightarrow \zeta$ in $C([0,1])$.

On the other hand, we may apply the $L^{p}$ theory to (2.12) and the Sobolev imbedding theorem to find a further subsequence, still denoted by $\zeta_{n}$, such that $\zeta_{n} \rightarrow \tilde{\zeta}$ in $C^{1}(J)$ for any compact interval $J \subset\left[0, x_{*}\right) \cup\left(x_{*}, 1\right]$, and $\tilde{\zeta}$ satisfies (in the weak sense)

$$
-d_{2} \tilde{\zeta}^{\prime \prime}=0 \text { in }\left[0, x_{*}\right) \cup\left(x_{*}, 1\right], \quad \tilde{\zeta}^{\prime}(0)=0, \quad \tilde{\zeta}^{\prime}(1)+\beta \tilde{\zeta}(1)=0
$$

Clearly we must have $\tilde{\zeta}=\zeta$. Moreover, our earlier analysis on $\zeta_{n}$ implies that $\zeta^{\prime}(x)=0$ in $\left[0, x_{*}\right)$ and $\zeta^{\prime}(x)=-\eta_{*} / d_{2}$ in $\left(x_{*}, 1\right]$. These properties uniquely determine $\zeta$ :

$$
\begin{equation*}
\zeta(x)=\left(\eta_{*} / d_{2}\right)\left(1+\beta^{-1}-\max \left\{x_{*}, x\right\}\right) \tag{2.13}
\end{equation*}
$$

Step 3. $\tau_{*}>0$.
Otherwise, $\tau_{*}=0$ and hence $\eta_{*}=0$. It follows that $\zeta=0$ and $v_{n} \rightarrow v_{0}$ uniformly in $[0,1]$, and that

$$
w_{n}(x)=w_{0} e^{-A_{0} x} e^{-A \tau_{n} \int_{0}^{x} \tilde{u}_{n}(s) d s} \rightarrow w_{0} e^{-A_{0} x}=w_{*}(x)
$$

uniformly in $[0,1]$. This implies that

$$
x_{*}=x_{0}^{*} \quad \text { and } \quad f_{n}(x) \rightarrow f_{0}(x):=f\left(\min \left\{\alpha v_{0}, w_{*}\right\}\right) \text { uniformly in }[0,1] .
$$

We may now integrate the equation for $u_{n}$ to obtain, as before,

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

Letting $n \rightarrow \infty$, we deduce

$$
\left[f_{0}\left(x_{0}^{*}\right)-m\right] C_{0}=0,
$$

which contradicts our assumption that $m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right)=f_{0}\left(x_{0}^{*}\right)$. Hence $\tau_{*}>0$.
Step 4. The equations for $x_{*}$ and $\tau_{*}$.
We now set out to find the equations that determine $x_{*}$ and $\tau_{*}$. By (2.7),

$$
w_{n}\left(x_{n}\right)=w_{0} e^{-A_{0} x_{n}} e^{-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n}(s) d s} \rightarrow w_{0} e^{-A_{0} x_{*}} e^{-A \tau_{*}\left(C_{0} / 2\right)}
$$

On the other hand,

$$
w_{n}\left(x_{n}\right)=\alpha v_{n}\left(x_{n}\right) \rightarrow \alpha\left[v_{0}-\zeta\left(x_{*}\right)\right] .
$$

Thus we necessarily have
(2.14) $w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)}=\alpha\left[v_{0}-\zeta\left(x_{*}\right)\right]=\alpha\left[v_{0}-\left(\eta_{*} / d_{2}\right)\left(1+\beta^{-1}-x_{*}\right)\right]$.

Moreover, using (2.5), (2.7), and the fact that $\alpha v_{n} \rightarrow \alpha\left(v_{0}-\zeta\right)$ uniformly in [0, 1], we deduce

$$
\begin{equation*}
\int_{0}^{x_{n}} f\left(\alpha v_{n}\right) \tilde{u}_{n} d x \rightarrow\left(C_{0} / 2\right) f\left(\alpha v_{0}-\alpha \zeta\left(x_{*}\right)\right) \tag{2.15}
\end{equation*}
$$

Using

$$
w_{n}(x)=w_{0} e^{-A_{0} x} e^{-A \tau_{n} \int_{0}^{x} \tilde{u}_{n}(s) d s}
$$

and the property of $\tilde{u}_{n}$, we obtain, for any small $\epsilon>0$,

$$
\begin{array}{rl}
\int_{x_{n}}^{1} & f\left(w_{n}\right) \tilde{u}_{n} d x \\
& =\int_{x_{n}}^{1} f\left(w_{0} e^{-A_{0} x-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n}(s) d s-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x \\
& =\int_{x_{n}}^{x_{*}+\epsilon} f\left(w_{0} e^{-A_{0} x-A \tau_{n}\left(C_{0} / 2\right)} e^{-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\left[1+o_{\epsilon}(1)\right] \int_{x_{n}}^{x_{*}+\epsilon} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\left[1+o_{\epsilon}(1)\right] \int_{0}^{\left[\int_{x_{n}}^{1} \tilde{u}_{n}(s) d s\right]} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{n} y}\right) d y+o(1) \\
& =\left[1+o_{\epsilon}(1)\right] \int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{*} y}\right) d y+o(1)
\end{array}
$$

where $o_{\epsilon}(1)$ represents a quantity that converges to 0 as $\epsilon \rightarrow 0$.
Thus

$$
\begin{equation*}
\int_{x_{n}}^{1} f\left(w_{n}\right) \tilde{u}_{n}(x) d x \rightarrow \int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{*} y}\right) d y \tag{2.16}
\end{equation*}
$$

as $n \rightarrow \infty$.
Combining (2.15) and (2.16), we obtain

$$
\begin{align*}
\eta_{*} & =\lim _{n \rightarrow \infty} \tau_{n} \int_{0}^{1} f_{n} \tilde{u}_{n} d x  \tag{2.17}\\
& =\tau_{*}\left[\left(C_{0} / 2\right) f\left(\alpha v_{0}-\alpha \zeta\left(x_{*}\right)\right)+\int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{*} y}\right) d y\right]
\end{align*}
$$

Moreover, we may integrate the equation for $u_{n}$ to obtain

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

Letting $n \rightarrow \infty$ and using (2.15), (2.16), we obtain

$$
m C_{0}=\left(C_{0} / 2\right) f\left(\alpha v_{0}-\alpha \zeta\left(x_{*}\right)\right)+\int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{*} y}\right) d y
$$

This combined with (2.17) yields

$$
\begin{equation*}
\eta_{*}=\tau_{*} m C_{0} \tag{2.18}
\end{equation*}
$$

and combined with (2.14) gives

$$
\begin{aligned}
m & =(1 / 2) f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)}\right)+C_{0}^{-1} \int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)} e^{-A \tau_{*} y}\right) d y \\
& =C_{0}^{-1} \int_{0}^{C_{0}} f\left(w_{0} e^{-A x_{0} x_{*}-A \tau_{*} \max \left\{C_{0} / 2, y\right\}}\right) d y \\
& =\int_{0}^{1} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y
\end{aligned}
$$

thus (2.9) is proved. Equation (2.8) and (2.10) clearly follow from (2.13), (2.14), and (2.18).

We now consider the case $x_{*}=0$. By passing to a subsequence, we have two subcases:

$$
\text { (a1) } a_{n}:=\sigma_{n}^{1 / 2} x_{n} \rightarrow \infty, \quad \text { (a2) } a_{n} \rightarrow a_{*} \in[0, \infty)
$$

Lemma 2.4. In subcase (a1), all of the conclusions in Lemmas 2.2 and 2.3 hold. In subcase (a2), $\left\{\tau_{n}\right\}$ has a subsequence, still denoted by itself, such that $\tau_{n} \rightarrow \tau_{*}>0$. Moreover, $\tau_{*}$ and $a_{*}$ must satisfy

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A \tau_{*} \max \left\{C\left(a_{*}\right)-C_{0} / 2, C\left(a_{*}\right) y\right\}}\right) d y \tag{2.19}
\end{equation*}
$$

and

$$
\begin{align*}
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2}} m C\left(a_{*}\right)\left(1+\beta^{-1}\right)\right)=w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]} & \text { if } a_{*}>0  \tag{2.20}\\
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2}} m\left(\frac{C_{0}}{2}\right)\left(1+\beta^{-1}\right)\right) \geq w_{0} \quad & \text { if } a_{*}=0 \tag{2.21}
\end{align*}
$$

where

$$
C\left(a_{*}\right):=\int_{-a_{*}}^{\infty} \exp \left[-\frac{y^{2}}{2 d_{1} \delta}\right] d y
$$

Furthermore, by possibly passing to a further subsequence, $u_{n} \rightarrow 0$ in $C([\epsilon, 1])$, for all $\epsilon \in(0,1)$,
(2.22) $\quad \lim _{n \rightarrow \infty} \int_{0}^{x_{n}} \tilde{u}_{n}(x) d x=C\left(a_{*}\right)-C_{0} / 2, \quad \lim _{n \rightarrow \infty} \int_{0}^{1} \tilde{u}_{n}(x) d x=C\left(a_{*}\right)$,
and

$$
\begin{equation*}
v_{n}(x) \rightarrow v_{0}-\frac{\tau_{*}}{d_{2}} m C\left(a_{*}\right)\left(1+\beta^{-1}-x\right) \tag{2.23}
\end{equation*}
$$

uniformly in $[0,1]$.
Proof. In subcase (a1), we may repeat the arguments used for the case $x_{*} \in(0,1)$ above to see that all the conclusions there (with $x_{*}$ replaced by 0 ) remain valid; the proofs carry over with minor modifications.

Consider now subcase (a2). In this case, we may use interior and boundary $L^{p}$ estimates and the Sobolev imbedding theorem to conclude that, by passing to a subsequence, $\left\|\tilde{V}_{n}-\tilde{V}\right\|_{C^{1}\left(\left[a_{n}, M\right]\right)} \rightarrow 0$ for all $M>0$, where $\tilde{V}$ satisfies, instead of (2.3),

$$
\left\{\begin{array}{l}
-d_{1} \tilde{V}^{\prime \prime}=\frac{2 d_{1} \delta-y^{2}}{4 d_{1} \delta^{2}} \tilde{V}, \quad 0<\tilde{V} \leq 1 \text { in }\left(-a_{*}, \infty\right)  \tag{2.24}\\
d_{1} \tilde{V}^{\prime}\left(-a_{*}\right)-\frac{a_{*}}{2 \delta} \tilde{V}\left(-a_{*}\right)=0, \quad \tilde{V}\left(y^{*}\right)=1, \tilde{V}^{\prime}\left(y^{*}\right)=0
\end{array}\right.
$$

Note that as before $\tilde{V}$ is decreasing in $\left[\left(2 d_{1} \delta\right)^{1 / 2}, \infty\right)$. This and (2.24) imply that $\tilde{V}$ converges to 0 as $y \rightarrow \infty$. Moreover, an elementary consideration shows that

$$
\left|\tilde{V}^{\prime}(y)\right|, \tilde{V}(y) \leq C_{1} e^{-C_{2} y}
$$

for some $C_{1}, C_{2}>0$, and all $y>0$.
We will show that $y^{*}=0$ and $\tilde{V}$ is again the unique solution of $(2.3)$ with $y^{*}=0$, namely $V_{0}$. Since $V_{0}$ and $\left|V_{0}^{\prime}\right|$ are bounded from above by a function of the form $C_{1} e^{-C_{2}|y|}$, we can multiply the first equation in (2.24) by $V_{0}$, integrate over $\left[y^{*}, \infty\right)$, and use integration by parts to deduce

$$
\left.d_{1}\left[\tilde{V} V_{0}^{\prime}-\tilde{V}^{\prime} V_{0}\right]\right|_{y^{*}} ^{\infty}=0
$$

It follows that $V_{0}^{\prime}\left(y^{*}\right)=0$, which implies that $y^{*}=0$. Therefore, by the uniqueness of initial value problems of the ordinary differential equations, we deduce $\tilde{V} \equiv V_{0}$. Let us note that a direct calculation shows

$$
d_{1} V_{0}^{\prime}(y)+\frac{y}{2 \delta} V_{0}(y)=0 \quad \text { for every } y \in(-\infty, \infty)
$$

Therefore (2.24) does not introduce any restriction for $a_{*}$.
Since now $\sigma_{n}^{1 / 2} x_{n} \rightarrow a_{*}$, instead of (2.6), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{x_{n}} \tilde{u}_{n}(x) d x=C\left(a_{*}\right)-C_{0} / 2, \quad \lim _{n \rightarrow \infty} \int_{0}^{1} \tilde{u}_{n}(x) d x=C\left(a_{*}\right) \tag{2.25}
\end{equation*}
$$

where

$$
C\left(a_{*}\right):=\int_{-a_{*}}^{\infty} \exp \left[-\frac{y^{2}}{4 d_{1} \delta}\right] V_{0}(y) d y=\int_{-a_{*}}^{\infty} \exp \left[-\frac{y^{2}}{2 d_{1} \delta}\right] d y
$$

We proceed as in the case $x_{*} \in(0,1)$ and have two possibilities for $\tau_{n}$ as before. We show that, in the current case, we still cannot have $\tau_{n} \rightarrow \infty$. Arguing indirectly, we assume that $\tau_{n} \rightarrow \infty$.

Then in the case $a_{*}>0$, we have $C\left(a_{*}\right)-C_{0} / 2>0$, and hence

$$
w_{n}\left(x_{n}\right) \leq w_{0} e^{-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n}(s) d s} \rightarrow 0 .
$$

It follows that

$$
\left\|f_{n}\right\|_{\infty}=f_{n}\left(x_{n}\right)=f\left(w_{n}\left(x_{n}\right)\right) \rightarrow 0
$$

and

$$
\int_{0}^{1} f_{n} \tilde{u}_{n} d x \rightarrow 0
$$

If $a_{*}=0$, then $C\left(a_{*}\right)-C_{0} / 2=0$ and

$$
\begin{aligned}
\int_{0}^{1} f_{n}(x) \tilde{u}_{n}(x) d x & =\int_{x_{n}}^{1} f\left(w_{n}(x)\right) \tilde{u}_{n}(x) d x+o(1) \\
& \leq \int_{x_{n}}^{1} f\left(w_{0} e^{-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\int_{0}^{\left[\int_{x_{n}}^{1} \tilde{u}_{n}(s) d s\right]} f\left(w_{0} e^{-A \tau_{n} y}\right) d y+o(1) \\
& \leq \epsilon f\left(w_{0}\right)+\int_{\epsilon}^{C_{0} / 2} f\left(w_{0} e^{-A \tau_{n} y}\right) d y+o(1) \\
& =\epsilon f\left(w_{0}\right)+o(1) \quad \forall \epsilon \in\left(0, C_{0} / 2\right)
\end{aligned}
$$

Therefore we always have

$$
\int_{0}^{1} f_{n} \tilde{u}_{n} d x \rightarrow 0 \text { as } n \rightarrow \infty
$$

As before, we may integrate the equation for $u_{n}$ to obtain

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

Letting $n \rightarrow \infty$ and using the above estimate, we deduce

$$
-m C\left(a_{*}\right)=0
$$

a contradiction to our assumption that $m>0$. Therefore we cannot have $\tau_{n} \rightarrow \infty$.
Thus we can only have the case $\tau_{n} \rightarrow \tau_{*}$. Then much as before we deduce $u_{n} \rightarrow 0$ in $C([\epsilon, 1])$ for all $\epsilon \in(0,1)$, and

$$
\zeta_{n} \rightarrow \zeta:=\left(\eta_{*} / d_{2}\right)\left(1+\beta^{-1}-x\right)
$$

in $C([0,1]) \cap C^{1}([\epsilon, 1])$ for all $\epsilon \in(0,1)$. If $\tau_{*}=0$, we can deduce as before that $m=f_{0}\left(x_{0}^{*}\right)$, a contradiction to our initial assumption on $m$. Therefore $\tau_{*}>0$.

If $a_{*}=0$, we first choose $y_{n} \in\left(x_{n}, 1\right)$ such that $y_{n} \rightarrow 0$ and $\int_{y_{n}}^{1} \tilde{u}_{n}(x) d x \rightarrow 0$, and then we have

$$
\begin{aligned}
& \int_{0}^{1} f_{n}(x) \tilde{u}_{n}(x) d x=\int_{x_{n}}^{y_{n}} f\left(w_{n}(x)\right) \tilde{u}_{n}(x) d x+o(1) \\
& =\int_{x_{n}}^{y_{n}} f\left(w_{0} e^{-A_{0} x-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n}(s) d s-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\int_{x_{n}}^{y_{n}} f\left(w_{0} e^{-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\int_{x_{n}}^{1} f\left(w_{0} e^{-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A \tau_{*} y}\right) d y+o(1) \text {. }
\end{aligned}
$$

If $a_{*}>0$, then $x_{n}>0$ and $w_{n}\left(x_{n}\right)=\alpha v_{n}\left(x_{n}\right)$. From

$$
v_{n}\left(x_{n}\right) \rightarrow v_{0}-\zeta(0)
$$

and

$$
w_{n}\left(x_{n}\right)=w_{0} e^{-A_{0} x_{n}-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n} d x} \rightarrow w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]}
$$

we obtain

$$
\alpha\left[v_{0}-\zeta(0)\right]=w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]}
$$

Moreover, similar to the above,

$$
\begin{aligned}
\int_{x_{n}}^{1} f_{n}(x) \tilde{u}_{n}(x) & =\int_{x_{n}}^{y_{n}} f\left(w_{n}(x)\right) \tilde{u}_{n}(x) d x+o(1) \\
& =\int_{x_{n}}^{y_{n}} f\left(w_{0} e^{-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n}(s) d s-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x+o(1) \\
& =\int_{0}^{C_{0} / 2} f\left(w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]-A \tau_{*} y}\right) d y+o(1)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{0}^{x_{n}} f_{n}(x) \tilde{u}_{n}(x) d x & =\int_{0}^{x_{n}} f\left(\alpha v_{n}(x)\right) \tilde{u}_{n}(x) d x \\
& =f\left(\alpha\left[v_{0}-\zeta(0)\right]\right)\left[C\left(a_{*}\right)-C_{0} / 2\right]+o(1) \\
& =\left[C\left(a_{*}\right)-C_{0} / 2\right] f\left(w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]}\right)+o(1)
\end{aligned}
$$

Therefore we always have

$$
\begin{equation*}
\int_{0}^{1} f_{n} \tilde{u}_{n} d x \rightarrow \int_{0}^{C\left(a_{*}\right)} f\left(w_{0} e^{-A \tau_{*} \max \left\{\left[C\left(a_{*}\right)-C_{0} / 2\right], y\right\}}\right) d y \tag{2.26}
\end{equation*}
$$

We may now use

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

to obtain

$$
m C\left(a_{*}\right)=\int_{0}^{C\left(a_{*}\right)} f\left(w_{0} e^{-A \tau_{*} \max \left\{C\left(a_{*}\right)-C_{0} / 2, y\right\}}\right) d y
$$

Therefore

$$
m=\int_{0}^{1} f\left(w_{0} e^{-A \tau_{*} \max \left\{C\left(a_{*}\right)-C_{0} / 2, C\left(a_{*}\right) y\right\}}\right) d y
$$

and (2.19) is proved.
We thus obtain

$$
\eta_{*}=\tau_{*} \lim _{n \rightarrow \infty} \int_{0}^{1} f_{n} \tilde{u}_{n} d x=\tau_{*} m C\left(a_{*}\right)
$$

Therefore,

$$
v_{n}(x) \rightarrow v_{0}-\zeta=v_{0}-\frac{\tau_{*}}{d_{2}} m C\left(a_{*}\right)\left(1+\beta^{-1}-x\right)
$$

uniformly in $[0,1]$; that is, (2.23) holds.
Let us note that (2.22) was already proved in (2.25). So it remains to prove (2.20) and (2.21). If $a_{*}>0$, then $x_{n}>0$, and we necessarily have $\alpha v_{n}\left(x_{n}\right)=w_{n}\left(x_{n}\right)$. Recall that

$$
w_{n}\left(x_{n}\right) \rightarrow w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]}, \quad v_{n}\left(x_{n}\right) \rightarrow v_{0}-\zeta(0)
$$

Hence

$$
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2}} m C\left(a_{*}\right)\left(1+\beta^{-1}\right)\right)=w_{0} e^{-A \tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]}
$$

If $a_{*}=0$, then $x_{n}=0$ is possible, and so we have $\alpha v_{n}\left(x_{n}\right) \geq w_{n}\left(x_{n}\right)$ in general, and instead of the above identity we should have

$$
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2}} m\left(\frac{C_{0}}{2}\right)\left(1+\beta^{-1}\right)\right) \geq w_{0}
$$

Thus (2.20) and (2.21) are established. The proof is now complete.
Finally we consider the case $x_{*}=1$. By passing to a subsequence, we have two subcases:

$$
\text { (b1) } b_{n}:=\sigma_{n}^{1 / 2}\left(1-x_{n}\right) \rightarrow \infty, \quad(\mathrm{b} 2) b_{n} \rightarrow b_{*} \in[0, \infty)
$$

Lemma 2.5. In subcase (b1), all of the conclusions in Lemmas 2.2 and 2.3 hold. In subcase (b2), $\left\{\tau_{n}\right\}$ has a subsequence, still denoted by itself, such that $\tau_{n} \rightarrow \tau_{*}>0$. Moreover, $\tau_{*}$ and $b_{*}$ must satisfy

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0}-A \tau_{*} \max \left\{C_{0} / 2, \tilde{C}\left(b_{*}\right) y\right\}}\right) d y \tag{2.27}
\end{equation*}
$$

and

$$
\begin{align*}
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2} \beta} \tilde{C}\left(b_{*}\right)\right)=w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2} & \text { if } b_{*}>0  \tag{2.28}\\
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2} \beta}\left(\frac{C_{0}}{2}\right)\right) \leq w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2} & \text { if } b_{*}=0 \tag{2.29}
\end{align*}
$$

where

$$
\tilde{C}\left(b_{*}\right):=\int_{-\infty}^{b_{*}} \exp \left[-\frac{y^{2}}{2 d_{1} \delta}\right] d y=C\left(-b_{*}\right)
$$

Furthermore, by possibly passing to a further subsequence, $u_{n} \rightarrow 0$ in $C([0,1-\epsilon])$ for every $\epsilon \in(0,1)$,

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \int_{x_{n}}^{1} \tilde{u}_{n}(x) d x=\tilde{C}\left(b_{*}\right)-C_{0} / 2, \quad \lim _{n \rightarrow \infty} \int_{0}^{1} \tilde{u}_{n}(x) d x=\tilde{C}\left(b_{*}\right)  \tag{2.30}\\
v_{n}(x) \rightarrow v_{0}-\zeta=v_{0}-\frac{\tau_{*}}{d_{2} \beta} \tilde{C}\left(b_{*}\right) \tag{2.31}
\end{gather*}
$$

uniformly in $[0,1]$.
Proof. In subcase (b1), we may repeat the arguments used in Lemmas 2.2 and 2.3 for the case $x_{*} \in(0,1)$ to see that all the conclusions there (with $x_{*}$ replaced by 1 ) remain valid; the proofs need only minor modifications.

We now consider subcase (b2). Then instead of (2.3) we have

$$
\begin{cases}-d_{1} \tilde{V}^{\prime \prime}=\frac{2 d_{1} \delta-y^{2}}{4 d_{1} \delta} \tilde{V}, & 0<\tilde{V} \leq 1 \text { in }\left(-\infty, b_{*}\right)  \tag{2.32}\\ \tilde{V}^{\prime}\left(b_{*}\right)+\frac{b_{*}}{2 \delta} \tilde{V}\left(b_{*}\right)=0, & \tilde{V}\left(y^{*}\right)=1, \tilde{V}^{\prime}\left(y^{*}\right)=0\end{cases}
$$

Note that as before $\tilde{V}$ is increasing in $\left(-\infty,-\left(2 d_{1} \delta\right)^{1 / 2}\right]$. This and (2.32) imply that $\tilde{V}$ converges to 0 as $y \rightarrow-\infty$. Moreover, an elementary consideration shows that

$$
\left|\tilde{V}^{\prime}(y)\right|, \tilde{V}(y) \leq C_{1} e^{-C_{2}|y|}
$$

for some $C_{1}, C_{2}>0$, and all $y<0$.
As in the case for (2.24), we can similarly show that $y^{*}=0$ and $\tilde{V} \equiv V_{0}$, the unique solution of (2.3) with $y^{*}=0$. Moreover, (2.32) introduces no restriction for $b_{*}$.

Since $\sigma_{n}^{1 / 2}\left(1-x_{n}\right) \rightarrow b_{*}$, instead of (2.6), we have

$$
\lim _{n \rightarrow \infty} \int_{x_{n}}^{1} \tilde{u}_{n}(x) d x=\tilde{C}\left(b_{*}\right)-C_{0} / 2, \quad \lim _{n \rightarrow \infty} \int_{0}^{1} \tilde{u}_{n}(x) d x=\tilde{C}\left(b_{*}\right)
$$

where

$$
\tilde{C}\left(b_{*}\right):=\int_{-\infty}^{b_{*}} \exp \left[-\frac{y^{2}}{4 d_{1} \delta}\right] V_{0}(y) d y=C\left(-b_{*}\right)
$$

This establishes (2.30).
We proceed as in the case $x_{*} \in(0,1)$ and have two possibilities for $\tau_{n}$ as before. We show that in the current case, we still cannot have $\tau_{n} \rightarrow \infty$. Arguing indirectly, we assume that $\tau_{n} \rightarrow \infty$.

Since $\int_{0}^{x_{n}} \tilde{u}_{n} d x \rightarrow C_{0} / 2$, we have

$$
w_{n}\left(x_{n}\right) \leq w_{0} e^{-A \tau_{n} \int_{0}^{x_{n}}} \tilde{u}_{n}(s) d s \rightarrow 0 .
$$

It follows that

$$
\left\|f_{n}\right\|_{\infty}=f_{n}\left(x_{n}\right) \leq f\left(w_{n}\left(x_{n}\right)\right) \rightarrow 0
$$

and

$$
\int_{0}^{1} f_{n} \tilde{u}_{n} d x \rightarrow 0
$$

As before, we may integrate the equation for $u_{n}$ to obtain

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

Letting $n \rightarrow \infty$ and using the above estimate, we deduce

$$
-m \tilde{C}\left(b_{*}\right)=0
$$

a contradiction to our assumption that $m>0$. Therefore we cannot have $\tau_{n} \rightarrow \infty$.
Thus we can have only the case $\tau_{n} \rightarrow \tau_{*}$. Then much as before we deduce $u_{n} \rightarrow 0$ in $C([0,1-\epsilon])$ for each $\epsilon \in(0,1)$ and $\zeta_{n} \rightarrow \zeta$ in $C([0,1]) \cap C^{1}([0,1-\epsilon])$, for all $\epsilon \in(0,1)$, with $\zeta$ satisfying

$$
\zeta^{\prime \prime}=0 \text { in }[0,1), \quad \zeta^{\prime}=0 \text { in }[0,1)
$$

Hence $\zeta$ is a constant. To determine its value, we use

$$
-d_{2} \zeta_{n}^{\prime}(1)=\int_{0}^{1} \tau_{n} f_{n} \tilde{u}_{n} d x \rightarrow \tau_{*} \tilde{C}\left(b_{*}\right)
$$

and

$$
\zeta_{n}^{\prime}(1)+\beta \zeta_{n}(1)=0
$$

to deduce

$$
-\frac{\tau_{*}}{d_{2}} \tilde{C}\left(b_{*}\right)+\beta \zeta=0
$$

and hence

$$
\begin{equation*}
\zeta=\frac{\tau_{*}}{d_{2} \beta} \tilde{C}\left(b_{*}\right) \tag{2.33}
\end{equation*}
$$

If $\tau_{*}=0$, then $\zeta \equiv 0$, and hence $v_{n} \rightarrow v_{0}$ uniformly in $[0,1]$ and

$$
w_{n}(x)=w_{0} e^{-A_{0} x-A \tau_{n} \int_{0}^{x} \tilde{u}_{n} d x} \rightarrow w_{0} e^{-A_{0} x}
$$

uniformly in $[0,1]$. Then we can deduce as before that $m=f_{0}\left(x_{0}^{*}\right)$, a contradiction to our initial assumption on $m$. Therefore $\tau_{*}>0$.

We have

$$
\begin{aligned}
\int_{0}^{x_{n}} f_{n}(x) \tilde{u}_{n}(x) d x & =\int_{0}^{x_{n}} f\left(\alpha v_{n}(x)\right) \tilde{u}_{n}(x) d x \\
& =\left(C_{0} / 2\right) f\left(\alpha\left(v_{0}-\zeta\right)\right)+o(1)
\end{aligned}
$$

If $b_{*}=0$, then

$$
\int_{x_{n}}^{1} f_{n}(x) \tilde{u}_{n}(x) d x=o(1)
$$

If $b_{*}>0$, then $x_{n}>0$ and $w_{n}\left(x_{n}\right)=\alpha v_{n}\left(x_{n}\right)$. From

$$
v_{n}\left(x_{n}\right) \rightarrow v_{0}-\zeta=v_{0}-\frac{\tau_{*}}{d_{2} \beta} \tilde{C}\left(b_{*}\right)
$$

and

$$
w_{n}\left(x_{n}\right)=w_{0} e^{-A_{0} x_{n}-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n} d x} \rightarrow w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2}
$$

we obtain

$$
\begin{equation*}
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2} \beta} \tilde{C}\left(b_{*}\right)\right)=w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2} \tag{2.34}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
\int_{x_{n}}^{1} f_{n}(x) \tilde{u}_{n}(x) d x & =\int_{x_{n}}^{1} f\left(w_{n}(x)\right) \tilde{u}_{n}(x) d x \\
& =\int_{x_{n}}^{1} f\left(w_{0} e^{-A_{0} x-A \tau_{n} \int_{0}^{x_{n}} \tilde{u}_{n}(s) d s-A \tau_{n} \int_{x_{n}}^{x} \tilde{u}_{n}(s) d s}\right) \tilde{u}_{n} d x \\
& =\int_{0}^{\tilde{C}\left(b_{*}\right)-C_{0} / 2} f\left(w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2-A \tau_{*} y}\right) d y+o(1)
\end{aligned}
$$

Therefore, whether $b_{*}=0$ or $b_{*}>0$, we always have

$$
\begin{equation*}
\int_{0}^{1} f_{n}(x) \tilde{u}_{n}(x) d x \rightarrow \int_{0}^{\tilde{C}\left(b_{*}\right)} f\left(w_{0} e^{-A_{0}-A \tau_{*} \max \left\{C_{0} / 2, y\right\}}\right) d y \tag{2.35}
\end{equation*}
$$

We may now use

$$
\int_{0}^{1}\left[f_{n}(x)-m\right] \tilde{u}_{n} d x=0
$$

to obtain

$$
m \tilde{C}\left(b_{*}\right)=\int_{0}^{\tilde{C}\left(b_{*}\right)} f\left(w_{0} e^{-A_{0}-A \tau_{*} \max \left\{C_{0} / 2, y\right\}}\right) d y
$$

which gives (2.27).
Note that if $b_{*}=0$, then $x_{n}=1$ is possible, and we have only $w_{n}\left(x_{n}\right) \geq \alpha v\left(x_{n}\right)$, so instead of (2.27), we should have

$$
\alpha\left(v_{0}-\frac{\tau_{*}}{d_{2} \beta} \tilde{C}\left(b_{*}\right)\right) \leq w_{0} e^{-A_{0}-A \tau_{*} C_{0} / 2}
$$

Thus we have established (2.28) and (2.29). Clearly (2.31) follows from (2.33) and the fact that $v_{n} \rightarrow v_{0}-\zeta$ uniformly in $[0,1]$. The proof is complete.
3. Limiting profile of the positive solutions. We are now ready to state and prove our main results. We will show that the limiting equations obtained in the previous section uniquely determine $x_{*}$ and $\tau_{*}$, and the value of $v_{0}$ determines which set of limiting equations should be used for calculating $x_{*}$ and $\tau_{*}$. In this way, the asymptotic behavior of the positive solutions is completely determined.

Let us recall that $m$ is fixed such that

$$
\begin{equation*}
0<m<f\left(\min \left\{\alpha v_{0}, w_{0}\right\}\right) \tag{3.1}
\end{equation*}
$$

and $\sigma_{n} \rightarrow \infty$ is a sequence of positive numbers. Therefore by Theorems 1.1 and 1.2, problem (1.1) with $\sigma=\sigma_{n}$ has a positive solution ( $u_{n}, v_{n}$ ) for all large $n$. Recall that $C_{0}>0$ is given in (2.6), which is completely determined by $\delta$ and $d_{1}$. Due to (3.1) there exists a unique $\tau_{0}^{*}>0$ such that

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A \tau_{0}^{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y \tag{3.2}
\end{equation*}
$$

Let us then define

$$
\begin{equation*}
v^{*}=v^{*}(m):=\frac{w_{0}}{\alpha} e^{-A \tau_{0}^{*} C_{0} / 2}+\frac{\tau_{0}^{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}\right) \tag{3.3}
\end{equation*}
$$

Let $\underline{v}(m)>0$ be uniquely determined by

$$
m=f(\alpha \underline{v}(m))
$$

By (3.1), we always have $v_{0}>\underline{v}(m)$.
When $m<f\left(w_{0} e^{-A_{0}}\right)$, we can find a unique $\tau_{1}^{*}>0$ such that

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0}-A \tau_{1}^{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y \tag{3.4}
\end{equation*}
$$

We now define

$$
\begin{align*}
v_{*} & =v_{*}(m)  \tag{3.5}\\
& := \begin{cases}\frac{w_{0}}{\alpha} e^{-A_{0}-A \tau_{1}^{*} C_{0} / 2}+\frac{\tau_{1}^{*}}{d_{2}} m C_{0} \beta^{-1} & \text { if } m<f\left(w_{0} e^{-A_{0}}\right) \\
\underline{v}(m) & \text { if } f\left(w_{0} e^{-A_{0}}\right) \leq m<f\left(w_{0}\right)\end{cases}
\end{align*}
$$

It is easily seen that $v_{*}(m)$ is continuous in $m$.
As we will see below, to completely determine the asymptotic profile of $\left(u_{n}, v_{n}\right)$, it is necessary to distinguish the cases $v_{0} \in\left[v_{*}(m), v^{*}(m)\right], v_{0}>v^{*}(m)$, and $v_{0}<v_{*}(m)$.

Theorem 3.1. Suppose that $v_{0}>\underline{v}(m)$ and

$$
\begin{equation*}
v_{*}(m) \leq v_{0} \leq v^{*}(m) \tag{3.6}
\end{equation*}
$$

Then the system (2.8) and (2.9), namely,

$$
\left\{\begin{array}{l}
w_{0} e^{-A_{0} x_{*}-A \tau_{*}\left(C_{0} / 2\right)}=\alpha\left[v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-x_{*}\right)\right] \\
m=\int_{0}^{1} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y
\end{array}\right.
$$

has a unique solution pair $\left(x_{*}, \tau_{*}\right)$ satisfying $x_{*} \in[0,1]$ and $\tau_{*}>0$. Moreover,

$$
\begin{array}{ll}
u_{n} \rightarrow 0 \text { in } C\left([0,1] \backslash\left[x_{*}-\epsilon, x_{*}+\epsilon\right]\right) \quad \forall \epsilon>0, & \int_{0}^{1} u_{n} d x \rightarrow \tau_{*} C_{0}, \\
v_{n}(x) \rightarrow v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-\max \left\{x, x_{*}\right\}\right) & \text { uniformly in }[0,1] .
\end{array}
$$

Furthermore, $x_{*}=0$ if $v_{0}=v^{*}(m), x_{*} \in(0,1)$ if $v_{*}(m)<v_{0}<v^{*}(m)$, and $x_{*}=1$ if $v_{0}=v_{*}(m)$.

Proof. Using the notation of the previous section, by passing to a subsequence, $x_{n} \rightarrow x_{*} \in[0,1]$. By possibly passing to a further subsequence, the behavior of $\left(u_{n}, v_{n}\right)$ as $n \rightarrow \infty$ is then determined by Lemmas 2.2, 2.3 (if $x_{*} \in(0,1)$ ), Lemma 2.4 (if $x_{*}=0$ and subcases (a1) and (a2) occur), and Lemma 2.5 (if $x_{*}=1$ and subcases (b1) and (b2) happen).

If we can show that $x_{*}$ and $\tau_{*}$ are uniquely determined by the value of $v_{0}$, then the corresponding results in the previous section would hold not only for a subsequence, but for the entire original sequence, and hence the behavior of ( $u_{n}, v_{n}$ ) as $n \rightarrow \infty$ would be completely determined.

The rather long proof below is broken into several steps.

Step 1. Subcases (a2) and (b2) do not happen
First we observe that subcase (a2) does not happen. Indeed, if this case occurs, then since $C\left(a_{*}\right)<C_{0} / 2$, we see (as explained below) from a careful comparison of (2.19) and (3.2) that

$$
\tau_{*}>\tau_{0}^{*}, \quad \tau_{*} C\left(a_{*}\right)<\tau_{0}^{*} C_{0} / 2, \quad \tau_{*}\left[C_{0} / 2+C\left(a_{*}\right)\right]>\tau_{0}^{*} C_{0}
$$

In the comparison, we can deduce these inequalities one at a time, in the above order, and the previous inequalities are used for obtaining the next inequality. For example, to deduce $\tau_{*} C\left(a_{*}\right)<\tau_{0}^{*} C_{0} / 2$ from $\tau_{*}>\tau_{0}^{*}$, we observe that $\tau_{*} C\left(a_{*}\right) \geq \tau_{0}^{*} C_{0} / 2$ and $\tau_{*}>\tau_{0}^{*}$ would imply

$$
\begin{aligned}
\tau_{*} \max \left\{C\left(a_{*}\right),\left[C_{0} / 2+C\left(a_{*}\right)\right] y\right\} & \geq \max \left\{\tau_{0}^{*} C_{0} / 2,\left[\tau_{*} C_{0} / 2+\tau_{0}^{*} C_{0} / 2\right] y\right\} \\
& \geq \tau_{0}^{*} \max \left\{C_{0} / 2, C_{0} y\right\}
\end{aligned}
$$

with strict inequality holding in the last step for $y \in[1 / 2,1]$, which is impossible when one compares (2.19) with (3.2).

It then follows from (2.20) and (2.21) that $v_{0}>v^{*}(m)$, contradicting (3.6).
Similarly, if subcase (b2) happens, then from (2.27) we deduce

$$
\tau_{*}>\tau_{1}^{*} \quad \text { and } \quad \tau_{*}\left[C_{0} / 2+\tilde{C}\left(b_{*}\right)\right]<\tau_{1}^{*} C_{0}
$$

which imply, by (2.28) and (2.29), that $v_{0}<v_{*}(m)$, again contradicting (3.6). Therefore subcase (b2) cannot happen.

Thus, by our discussion in the previous section, we have the cases where (2.8) and (2.9) hold. To show that (2.8) and (2.9) have a unique solution $\left(x_{*}, \tau_{*}\right)$ satisfying $x_{*} \in[0,1]$ and $\tau_{*}>0$, we establish a procedure to uniquely find $x_{*}$ and $\tau_{*}$. In the discussion below, we will treat $v_{0}>0$ as a varying parameter.

Step 2. A procedure to solve (2.8) and (2.9).
It is useful to use the new variable

$$
\lambda=A_{0} x_{*}+A \tau_{*} C_{0} / 2
$$

Then

$$
x_{*}=\left(\lambda-A \tau_{*} C_{0} / 2\right) / A_{0}
$$

and (2.8) can be rewritten as

$$
\frac{w_{0}}{\alpha} e^{-\lambda}=v_{0}-\frac{\tau_{*}}{d_{2}} m C_{0}\left(1+\beta^{-1}-\frac{\lambda-A \tau_{*} C_{0} / 2}{A_{0}}\right)
$$

or

$$
\frac{m C_{0}}{d_{2} A_{0}} \tau_{*}\left[\left(1+\beta^{-1}\right) A_{0}-\lambda+A\left(C_{0} / 2\right) \tau_{*}\right]=v_{0}-\frac{w_{0}}{\alpha} e^{-\lambda}
$$

We now consider the quadratic equation of $\tau$ :

$$
\begin{equation*}
\frac{m C_{0}}{d_{2} A_{0}} \tau\left[\left(1+\beta^{-1}\right) A_{0}-\lambda+A\left(C_{0} / 2\right) \tau\right]=v_{0}-\frac{w_{0}}{\alpha} e^{-\lambda} \tag{3.7}
\end{equation*}
$$

For each $v_{0}>0$, let $\lambda_{0}\left(v_{0}\right)$ denote the minimal nonnegative $\lambda$ such that $v_{0}-$ $\frac{w_{0}}{\alpha} e^{-\lambda} \geq 0$. Clearly
(3.8) $\lambda_{0}\left(v_{0}\right)=0$ if $v_{0} \geq w_{0} / \alpha, \lambda_{0}\left(v_{0}\right)$ is decreasing in $\left(0, w_{0} / \alpha\right], \lim _{v_{0} \rightarrow 0} \lambda_{0}\left(v_{0}\right)=\infty$.

For each $v_{0}>0$ and $\lambda \geq \lambda_{0}\left(v_{0}\right)$, the quadratic equation (3.7) has a maximal zero, which we denote by $\tau\left(\lambda, v_{0}\right)$. It is easily seen that $\tau\left(\lambda, v_{0}\right) \geq 0$ and

$$
\begin{equation*}
\text { when } v_{0} \leq w_{0} / \alpha, \tau\left(\lambda_{0}\left(v_{0}\right), v_{0}\right)=\max \left\{0, \frac{\lambda_{0}\left(v_{0}\right)-A_{0}\left(1+\beta^{-1}\right)}{A C_{0} / 2}\right\} \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\tau\left(\lambda, v_{0}\right) \text { is increasing in } \lambda \text { and in } v_{0}, \quad \lim _{v_{0} \rightarrow \infty} \tau\left(\lambda, v_{0}\right)=\infty \text { for fixed } \lambda \geq 0 \tag{3.10}
\end{equation*}
$$

Since $\lambda_{0}\left(w_{0} / \alpha\right)=0$, by (3.9), $\tau\left(\lambda_{0}\left(w_{0} / \alpha\right), w_{0} / \alpha\right)=0$. Let us consider the continuous function

$$
M\left(v_{0}\right)=\int_{0}^{1} f\left(w_{0} e^{-\lambda_{0}\left(v_{0}\right)-A \tau\left(\lambda_{0}\left(v_{0}\right), v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

The above observation shows that $M\left(w_{0} / \alpha\right)=f\left(w_{0}\right)>m$. By (3.8), we have $M\left(v_{0}\right) \rightarrow 0$ as $v_{0} \rightarrow 0$. By (3.10), we deduce $M\left(v_{0}\right) \rightarrow 0$ as $v_{0} \rightarrow \infty$. Hence from the continuity of $M\left(v_{0}\right)$ we can find $v_{\min }$ and $v_{\max }$ such that

$$
\begin{gathered}
0<v_{\min }<w_{0} / \alpha<v_{\max }<\infty \\
M\left(v_{0}\right)>m \quad \forall v_{0} \in\left(v_{\min }, v_{\max }\right), \quad M\left(v_{\min }\right)=M\left(v_{\max }\right)=m
\end{gathered}
$$

Now for each $v_{0} \in\left(v_{\min }, v_{\max }\right)$,

$$
m<\int_{0}^{1} f\left(w_{0} e^{-\lambda_{0}\left(v_{0}\right)-A \tau\left(\lambda_{0}\left(v_{0}\right), v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

This and the monotonicity of $\tau\left(\lambda, v_{0}\right)$ in $\lambda$ imply that for such $v_{0}$ we can find a unique $\lambda_{*}=\lambda_{*}\left(v_{0}\right)>\lambda_{0}\left(v_{0}\right)$ such that

$$
m=\int_{0}^{1} f\left(w_{0} e^{-\lambda_{*}-A \tau\left(\lambda_{*}, v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

Clearly $v_{0} \rightarrow \lambda_{*}\left(v_{0}\right)$ is continuous and

$$
\lambda_{*}\left(v_{\min }+0\right)=\lambda_{0}\left(v_{\min }\right), \quad \lambda_{*}\left(v_{\max }-0\right)=\lambda_{0}\left(v_{\max }\right)
$$

So we may define

$$
\lambda_{*}\left(v_{\min }\right)=\lambda_{0}\left(v_{\min }\right), \quad \lambda_{*}\left(v_{\max }\right)=\lambda_{0}\left(v_{\max }\right)
$$

We claim that the function $T\left(v_{0}\right):=\tau\left(\lambda_{*}\left(v_{0}\right), v_{0}\right)$ is increasing in $\left[v_{\min }, v_{\max }\right]$. Otherwise, we can find $v_{\min } \leq s_{1}<s_{2} \leq v_{\max }$ such that $T\left(s_{1}\right) \geq T\left(s_{2}\right)$. Since

$$
\int_{0}^{1} f\left(w_{0} e^{-\lambda_{*}\left(s_{1}\right)-A T\left(s_{1}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right)=\int_{0}^{1} f\left(w_{0} e^{-\lambda_{*}\left(s_{2}\right)-A T\left(s_{2}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right),
$$

$T\left(s_{1}\right) \geq T\left(s_{2}\right)$ implies that $\lambda_{*}\left(s_{1}\right) \leq \lambda_{*}\left(s_{2}\right)$, which implies, by the monotonicity of $\tau\left(\lambda, v_{0}\right)$,

$$
T\left(s_{1}\right)=\tau\left(\lambda_{*}\left(s_{1}\right), s_{1}\right)<\tau\left(\lambda_{*}\left(s_{2}\right), s_{2}\right)=T\left(s_{2}\right)
$$

This contradiction proves the claimed monotonicity of $T\left(v_{0}\right)$.

We show next that $T\left(v_{\max }\right)>\tau_{0}^{*}$. Since $v_{\max }>w_{0} / \alpha$, we have $\lambda_{0}\left(v_{\max }\right)=0$ and hence

$$
m=M\left(v_{\max }\right)=\int_{0}^{1} f\left(w_{0} e^{-A \tau\left(0, v_{\max }\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

By (3.2),

$$
m=\int_{0}^{1} f\left(w_{0} e^{-A \tau_{0}^{*} C_{0} / 2-A \tau_{0}^{*} \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

Comparing the above two expressions, we obtain $\tau\left(0, v_{\max }\right)>\tau_{0}^{*}$. Hence

$$
T\left(v_{\max }\right)=\tau\left(\lambda_{*}\left(v_{\max }\right), v_{\max }\right)=\tau\left(\lambda_{0}\left(v_{\max }\right), v_{\max }\right)=\tau\left(0, v_{\max }\right)>\tau_{0}^{*}
$$

as we wanted.
We now consider $T\left(v_{\text {min }}\right)$. We have two different cases: $m<f\left(w_{0} e^{-A_{0}}\right)$ and $m \geq f\left(w_{0} e^{-A_{0}}\right)$. First consider the case $m<f\left(w_{0} e^{-A_{0}}\right)$. We show that $T\left(v_{\min }\right)<\tau_{1}^{*}$ in this case. Since $\lambda_{*}\left(v_{\text {min }}\right)=\lambda_{0}\left(v_{\text {min }}\right)$ we have

$$
T\left(v_{\min }\right)=\tau\left(\lambda_{0}\left(v_{\min }\right), v_{\min }\right)
$$

Hence, by (3.9),

$$
T\left(v_{\min }\right)=\max \left\{0, \frac{\lambda_{0}\left(v_{\min }\right)-A_{0}\left(1+\beta^{-1}\right)}{A C_{0} / 2}\right\} .
$$

If $\frac{\lambda_{0}\left(v_{\min }\right)-A_{0}\left(1+\beta^{-1}\right)}{A C_{0} / 2} \leq 0$, then $T\left(v_{\text {min }}\right)=0<\tau_{1}^{*}$. If $\frac{\lambda_{0}\left(v_{\min }\right)-A_{0}\left(1+\beta^{-1}\right)}{A C_{0} / 2}>0$, then

$$
T\left(v_{\min }\right)=\frac{\lambda_{0}\left(v_{\min }\right)-A_{0}\left(1+\beta^{-1}\right)}{A C_{0} / 2}
$$

and hence

$$
\begin{aligned}
m & =\int_{0}^{1} f\left(w_{0} e^{-\lambda_{0}\left(v_{\text {min }}\right)-A T\left(v_{\text {min }}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y \\
& =\int_{0}^{1} f\left(w_{0} e^{-A_{0}\left(1+\beta^{-1}\right)-A T\left(v_{\text {min }}\right) C_{0} / 2-A T\left(v_{\text {min }}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y \\
& =\int_{0}^{1} f\left(w_{0} e^{-A_{0}\left(1+\beta^{-1}\right)-A T\left(v_{\text {min }}\right) \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y
\end{aligned}
$$

Comparing this with (3.4), we find that $T\left(v_{\min }\right)<\tau_{1}^{*}$.
With the above properties of $T\left(v_{0}\right)$, we can uniquely determine $v_{*}$ and $v^{*}$ with $v_{\text {min }}<v_{*}<v^{*}<v_{\text {max }}$ such that

$$
T\left(v^{*}\right)=\tau_{0}^{*}, \quad T\left(v_{*}\right)=\tau_{1}^{*}
$$

We claim that $v^{*}=v^{*}(m)$ and $v_{*}=v_{*}(m)$. Indeed, from

$$
m=\int_{0}^{1} f\left(w_{0} e^{-\lambda_{*}\left(v^{*}\right)-A T\left(v^{*}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

and $T\left(v^{*}\right)=\tau_{0}^{*}$, we easily see by comparing with (3.2) that $\lambda_{*}\left(v^{*}\right)=\tau_{0}^{*} A C_{0} / 2$. Hence

$$
\tau_{0}^{*}=T\left(v^{*}\right)=\tau\left(\lambda_{*}\left(v^{*}\right), v^{*}\right)=\tau\left(\tau_{0}^{*} A C_{0} / 2, v^{*}\right)
$$

By the definition of $\tau\left(\lambda, v_{0}\right)$, the above identity means that $\tau=\tau_{0}^{*}$ solves (3.7) with $\lambda=\tau_{0}^{*} A C_{0} / 2$ and $v_{0}=v^{*}$. Therefore we may compare with (3.3) to deduce $v^{*}=$ $v^{*}(m)$. Similarly, we can show that $v_{*}=v_{*}(m)$.

Since $T$ is monotone, for each $v_{0} \in\left[v_{*}(m), v^{*}(m)\right], T\left(v_{0}\right) \in\left[\tau_{1}^{*}, \tau_{0}^{*}\right]$. Hence we can compare (3.2) and (3.4) with

$$
m=\int_{0}^{1} f\left(w_{0} e^{-\lambda_{*}\left(v_{0}\right)-A T\left(v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

to find that, for such $v_{0}$, we necessarily have

$$
A T\left(v_{0}\right) C_{0} / 2 \leq \lambda_{*}\left(v_{0}\right) \leq A_{0}+A T\left(v_{0}\right) C_{0} / 2
$$

otherwise we would arrive at contradictions to $T\left(v_{0}\right) \in\left[\tau_{1}^{*}, \tau_{0}^{*}\right]$. This implies that there exists a unique $x_{*} \in[0,1]$ such that

$$
\lambda_{*}\left(v_{0}\right)=A_{0} x_{*}+A T\left(v_{0}\right) C_{0} / 2
$$

Let $\tau_{*}=T\left(v_{0}\right)$; we find that $\left(x_{*}, \tau_{*}\right)$ solves (2.8) and (2.9).
We next consider the case $m \geq f\left(w_{0} e^{-A_{0}}\right)$. In this case, $v_{*}(m)=\underline{v}(m)$; moreover, we show that

$$
T\left(v_{\min }\right)=0, \quad v_{\min }=\underline{v}(m) .
$$

Indeed, from

$$
T\left(v_{\min }\right)=\tau\left(\lambda_{*}\left(v_{\min }\right), v_{\min }\right)=\tau\left(\lambda_{0}\left(v_{\min }\right), v_{\min }\right)
$$

we obtain

$$
\begin{aligned}
m & =\int_{0}^{1} f\left(w_{0} e^{-\lambda_{0}\left(v_{\min }\right)-A \tau\left(\lambda_{0}\left(v_{\min }\right), v_{\min }\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y \\
& \leq f\left(w_{0} e^{-\lambda_{0}\left(v_{m i n}\right)}\right)
\end{aligned}
$$

It follows that $\lambda_{0}\left(v_{\min }\right) \leq A_{0}<A_{0}\left(1+\beta^{-1}\right)$. By (3.9), we deduce $\tau\left(\lambda_{0}\left(v_{\min }\right), v_{\text {min }}\right)=$ 0 , that is, $T\left(v_{\text {min }}\right)=0$. This gives

$$
m=\int_{0}^{1} f\left(w_{0} e^{-\lambda_{0}\left(v_{m i n}\right)}\right) d y=f\left(w_{0} e^{\lambda_{0}\left(v_{m i n}\right)}\right)
$$

Hence

$$
\alpha \underline{v}(m)=w_{0} e^{-\lambda_{0}\left(v_{m i n}\right)}
$$

On the other hand, since $v_{\min }<w_{0} / \alpha$, by the definition of the function $\lambda_{0}$,

$$
v_{\min }-\frac{w_{0}}{\alpha} e^{-\lambda_{0}\left(v_{m i n}\right)}=0
$$

Therefore we have $v_{\text {min }}=\underline{v}(m)$.

We can now conclude that there exists a unique $v^{*} \in\left(v_{\min }, v_{\max }\right)$ such that $T\left(v^{*}\right)=\tau_{0}^{*}$. We may then prove $v^{*}=v^{*}(m)$ as before. Since $T$ is monotone, for each $v_{0} \in\left(v_{*}(m), v^{*}(m)\right]=\left(\underline{v}(m), v^{*}(m)\right], T\left(v_{0}\right) \in\left(0, \tau_{0}^{*}\right]$. Hence we can compare (3.2) and $m \geq f\left(w_{0} e^{-A_{0}}\right)$ with (3.1) to deduce

$$
A T\left(v_{0}\right) C_{0} / 2 \leq \lambda_{*}\left(v_{0}\right)<A_{0}+A T\left(v_{0}\right) C_{0} / 2
$$

and there exists a unique $x_{*} \in[0,1)$ such that

$$
\lambda_{*}\left(v_{0}\right)=A_{0} x_{*}+A T\left(v_{0}\right) C_{0} / 2
$$

Let $\tau_{*}=T\left(v_{0}\right)$; we find that $\left(x_{*}, \tau_{*}\right)$ solves (2.8) and (2.9).
The above discussion shows that when (3.6) holds, (2.8) and (2.9) have at least one solution $\left(x_{*}, \tau_{*}\right)$ satisfying $x_{*} \in[0,1]$ and $\tau_{*}>0$, and such a solution can be found by following the above procedure.

Step 3. Uniqueness of $\left(x_{*}, \tau_{*}\right)$ and completion of the proof.
We next show that when (3.6) holds, (2.8) and (2.9) have a unique solution $\left(x_{*}, \tau_{*}\right)$ satisfying $x_{*} \in[0,1]$ and $\tau_{*}>0$. So let $\left(x_{*}, \tau_{*}\right)$ be an arbitrary solution of (2.8) and (2.9) with $v_{0} \in\left[v_{*}(m), v^{*}(m)\right] \cap\left(\underline{v}(m), v^{*}(m)\right]$ and $x_{*} \in[0,1], \tau_{*}>0$. Then $\tau_{*}$ must be the maximal zero of (3.7) with $\lambda=A_{0} x_{*}+A \tau_{*} C_{0} / 2>0$; this is the case because $v_{0}-\frac{w_{0}}{\alpha} e^{-\lambda}>0$, and thus the two zeros of (3.7) are of opposite sign. Therefore, using our earlier notation,

$$
\tau_{*}=\tau\left(\lambda, v_{0}\right), \quad \lambda>\lambda_{0}\left(v_{0}\right)
$$

Then (2.9) yields

$$
\begin{aligned}
m & =\int_{0}^{1} f\left(w_{0} e^{-A_{0} x_{*}-A \tau_{*} \max \left\{C_{0} / 2, C_{0} y\right\}}\right) d y \\
& =\int_{0}^{1} f\left(w_{0} e^{-\lambda-A \tau\left(\lambda, v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
\end{aligned}
$$

Since $v_{0} \in\left[v_{*}(m), v^{*}(m)\right] \cap\left(\underline{v}(m), v^{*}(m)\right] \subset\left(v_{\min }, v_{\max }\right)$, in view of the above identity, our definition of $\lambda_{*}\left(v_{0}\right)$ implies that $\lambda=\lambda_{*}\left(v_{0}\right)$ and hence $\tau\left(\lambda, v_{0}\right)=T\left(v_{0}\right)$; that is, $\tau_{*}=\tau\left(\lambda, v_{0}\right)=T\left(v_{0}\right)$. This implies that the solution pair $\left(x_{*}, \tau_{*}\right)$ is the same as the one obtained through our procedure introduced above for solving (2.8) and (2.9). Hence there is a unique solution.

With $\tau_{*}$ and $x_{*}$ uniquely determined now, it is easily seen that our conclusions for $u_{n}$ and $v_{n}$ follow from Lemmas 2.2, 2.3, 2.4, and 2.5.

Moreover, from the above procedure for finding $\left(x_{*}, \tau_{*}\right)$, we easily see that $x_{*}=0$ if $v_{0}=v^{*}(m), x_{*} \in(0,1)$ if $v_{*}(m)<v_{0}<v^{*}(m)$, and $x_{*}=1$ if $v_{0}=v_{*}(m)$.

The proof of the theorem is now complete.
Next we consider the case that $v_{0}>v^{*}(m)$. Let $0<\lambda_{0}<\lambda^{0}$ be uniquely determined by

$$
\begin{equation*}
m=f\left(w_{0} e^{-A \lambda_{0}}\right)=\int_{0}^{1} f\left(w_{0} e^{-A \lambda^{0} y}\right) d y \tag{3.11}
\end{equation*}
$$

For each $\lambda \in\left[0, \lambda_{0}\right]$, we can find a unique $\Gamma=\Gamma(\lambda)$ such that

$$
\begin{equation*}
m=\int_{0}^{1} f\left(w_{0} e^{-A \max \{\lambda, \Gamma y\}}\right) d y \tag{3.12}
\end{equation*}
$$

Moreover, it is easily seen that $\lambda \mapsto \Gamma(\lambda)$ is a continuous decreasing function with

$$
\Gamma\left(\lambda_{0}\right)=\lambda_{0}, \quad \Gamma(0)=\lambda^{0}
$$

Therefore we can find a unique $\lambda_{*}^{0} \in\left(0, \lambda_{0}\right)$ such that

$$
\Gamma\left(\lambda_{*}^{0}\right)=2 \lambda_{*}^{0}
$$

Comparing with (3.2), we find that actually

$$
\begin{equation*}
\lambda_{*}^{0}=\tau_{0}^{*} C_{0} / 2 \tag{3.13}
\end{equation*}
$$

We define

$$
\Lambda(\lambda):=\frac{w_{0}}{\alpha} e^{-A \lambda}+\frac{\Gamma(\lambda)}{d_{2}} m\left(1+\beta^{-1}\right)
$$

Clearly $\Lambda(\lambda)$ is a decreasing function on $\left[0, \lambda_{0}\right]$ with

$$
\Lambda(0)=\frac{w_{0}}{\alpha}+\frac{\lambda^{0}}{d_{2}} m\left(1+\beta^{-1}\right), \quad \Lambda\left(\lambda_{*}^{0}\right)=\frac{w_{0}}{\alpha} e^{-A \lambda_{*}^{0}}+\frac{2 \lambda_{*}^{0}}{d_{2}} m\left(1+\beta^{-1}\right)
$$

Due to (3.13), we find that

$$
\Lambda\left(\lambda_{*}^{0}\right)=v^{*}(m)
$$

Theorem 3.2. Suppose that

$$
\begin{equation*}
v_{0}>v^{*}(m)=\Lambda\left(\lambda_{*}^{0}\right) \tag{3.14}
\end{equation*}
$$

If $v_{0}<\Lambda(0)$ and $\lambda^{*} \in\left(0, \lambda_{*}^{0}\right)$ is uniquely determined by $v_{0}=\Lambda\left(\lambda^{*}\right)$, then

$$
\begin{aligned}
& u_{n} \rightarrow 0 \text { in } C([\epsilon, 1]) \quad \forall \epsilon \in(0,1), \quad \int_{0}^{1} u_{n} d x \rightarrow \Gamma\left(\lambda^{*}\right) \\
& v_{n}(x) \rightarrow v_{0}-\frac{\Gamma\left(\lambda^{*}\right)}{d_{2}} m\left(1+\beta^{-1}-x\right) \text { uniformly in }[0,1] .
\end{aligned}
$$

If $v_{0} \geq \Lambda(0)$, then the above conclusions hold with $\lambda^{*}=0$.
Proof. We first show that case (a2) happens. Let us start by observing that the cases leading to (2.8) and (2.9) (namely, cases (i), (ii)(a1), and (iii)(b1)) cannot happen. Indeed, in these cases, $\left(x_{*}, \tau_{*}\right)$ solves (2.8) and (2.9) with $x_{*} \in[0,1]$ and $\tau_{*}>0$. As in Step 3 of the proof of Theorem 3.1, denoting $\lambda=A_{0} x_{*}+A \tau_{*} C_{0} / 2$, we must have $\tau_{*}=\tau\left(\lambda, v_{0}\right)$ and $\lambda>\lambda_{0}\left(v_{0}\right)$. Then (2.9) gives

$$
m=\int_{0}^{1} f\left(w_{0} e^{-\lambda-A \tau\left(\lambda, v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y
$$

Since $v_{0}>v^{*}(m)$, we have either

$$
v_{0}>v_{\max } \quad \text { or } \quad v_{0} \in\left(v^{*}(m), v_{\max }\right] .
$$

If $v_{0} \in\left(v^{*}(m), v_{\max }\right] \subset\left(v_{\min }, v_{\max }\right)$, then the above identity implies that $\lambda=\lambda_{*}\left(v_{0}\right)$ and hence $\tau\left(\lambda, v_{0}\right)=T\left(v_{0}\right)$. From $v_{0}>v^{*}(m)$ we now deduce $\tau_{*}=T\left(v_{0}\right)>\tau_{0}^{*}$, and hence we can compare (2.9) with (3.2) to deduce $x_{*}<0$, a contradiction.

If $v_{0}>v_{\max }$, then by the monotonicity of $\tau(\cdot, \cdot)$, we deduce

$$
\tau\left(\lambda, v_{0}\right)>\tau\left(\lambda, v_{\max }\right)>\tau\left(0, v_{\max }\right)
$$

Therefore, recalling $\lambda_{*}\left(v_{\max }\right)=\lambda_{0}\left(v_{\max }\right)=0$, we obtain

$$
\begin{aligned}
m & =\int_{0}^{1} f\left(w_{0} e^{-\lambda-A \tau\left(\lambda, v_{0}\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y \\
& <\int_{0}^{1} f\left(w_{0} e^{-A \tau\left(0, v_{\max }\right) \max \left\{0, C_{0} y-C_{0} / 2\right\}}\right) d y \\
& =m
\end{aligned}
$$

again a contradiction. Therefore none of the cases that lead to (2.8) and (2.9) can happen. This implies that either (a2) or (b2) happens.

Next we show that case (b2) cannot happen. Otherwise, by (2.27) we obtain

$$
m<f\left(w_{0} e^{-A_{0}}\right)
$$

Hence $\tau_{1}^{*}>0$ is defined. Moreover, comparing (2.27) with (3.4), we obtain

$$
\tau_{*}>\tau_{1}^{*}, \quad \tau_{*} \tilde{C}\left(b_{*}\right)<\tau_{1}^{*} C_{0}
$$

which imply, by (2.28) and (2.29), that $v_{0}<v_{*}(m)<v^{*}(m)$, contradicting (3.14).
Therefore we necessarily have case (a2). We now introduce the notation

$$
\lambda=\tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right], \quad \Gamma=\tau_{*} C\left(a_{*}\right) .
$$

From (2.19), (2.20), and (2.21) we find that

$$
\begin{align*}
m & =\int_{0}^{1} f\left(w_{0} e^{-A \max \{\lambda, \Gamma y\}}\right) d y,  \tag{3.15}\\
v_{0} & \geq \frac{w_{0}}{\alpha} e^{-A \lambda}+\frac{\Gamma}{d_{2}} m\left(1+\beta^{-1}\right), \tag{3.16}
\end{align*}
$$

with equality holding if $a_{*}>0$.
Suppose now that $v_{0} \geq \Lambda(0)$. We claim that in this case we have $\lambda=0$ and hence, by (3.15), $\Gamma=\Gamma(0)=\lambda^{0}$. Suppose for the sake of contradiction that $\lambda>0$. From (3.15) and (3.11) we easily see that $\lambda \leq \lambda_{0}$. Now $C\left(a_{*}\right)-C_{0} / 2>0$, and hence $a_{*}>0$. Thus equality in (3.16) holds. By (3.15) we deduce $\Gamma=\Gamma(\lambda)$, and hence it follows from (3.16) that $v_{0}=\Lambda(\lambda)<\Lambda(0)$, contradicting our assumption on $v_{0}$ above. Hence in this case, we have $\lambda=0$ and thus

$$
C\left(a_{*}\right)-C_{0} / 2=0, \quad \tau_{*}=\Gamma(0) /\left(C_{0} / 2\right)
$$

Next we suppose that $v^{*}(m)<v_{0}<\Lambda(0)$. From (3.15) we deduce $\Gamma=\Gamma(\lambda)$ for some $\lambda \in\left[0, \lambda_{0}\right]$. We must have $\lambda>0$ for otherwise, from (3.15) and (3.16), we deduce $\Gamma=\Gamma(0)$ and $v_{0} \geq \Lambda(0)$, contradicting our current assumption on $v_{0}$. Therefore $\lambda>0$ and hence $a_{*}>0$, implying that equality in (3.16) holds. Recalling $\Gamma=\Gamma(\lambda)$, we thus obtain $v_{0}=\Lambda(\lambda)$ and $\lambda=\lambda^{*}$. It follows that $\tau_{*}$ and $a_{*}$ in Lemma 2.4 are uniquely determined by

$$
\tau_{*}\left[C\left(a_{*}\right)-C_{0} / 2\right]=\lambda^{*}, \quad \tau_{*} C\left(a_{*}\right)=\Gamma\left(\lambda^{*}\right),
$$

namely,

$$
\tau_{*}=\frac{\Gamma\left(\lambda^{*}\right)-\lambda^{*}}{C_{0} / 2}, \quad a_{*}=C^{-1}\left(\lambda^{*} / \tau_{*}+C_{0} / 2\right)
$$

The rest of the proof now follows from Lemma 2.4.
We now consider the remaining case that $\underline{v}(m)<v_{0}<v_{*}(m)$, which can happen only if $m<f\left(w_{0} e^{-A_{0}}\right)$. Suppose that $\lambda_{0}, \lambda^{0}, \lambda_{*}^{0}$, and $\Gamma(\lambda)$ are as in Theorem 3.2 but with $w_{0}$ there replaced by $w_{0} e^{-A_{0}}$, and we denote them by $\tilde{\lambda}_{0}, \tilde{\lambda}^{0}, \tilde{\lambda}_{*}^{0}$, and $\tilde{\Gamma}(\lambda)$, respectively. Define

$$
\Delta(\lambda):=\frac{w_{0}}{\alpha} e^{-A_{0}-A \lambda}+\frac{\tilde{\Gamma}(\lambda)}{d_{2}} m \beta^{-1}
$$

Then $\Delta(\lambda)$ is a decreasing function over $\left[0, \tilde{\lambda}_{0}\right]$ with

$$
\Delta(0)=\frac{w_{0}}{\alpha} e^{-A_{0}}+\frac{\tilde{\lambda}^{0}}{d_{2}} m \beta^{-1}, \quad \Delta\left(\tilde{\lambda}_{*}^{0}\right)=\frac{w_{0}}{\alpha} e^{-A_{0}-A \tilde{\lambda}_{*}^{0}}+\frac{\tilde{\lambda}_{*}^{0}}{d_{2}} m \beta^{-1}=v_{*}(m)
$$

Theorem 3.3. Suppose that $m<f\left(w_{0} e^{-A_{0}}\right)$ and

$$
\begin{equation*}
\underline{v}(m)<v_{0}<v_{*}(m)=\Delta\left(\tilde{\lambda}_{*}^{0}\right) . \tag{3.17}
\end{equation*}
$$

If $v_{0}>\Delta(0)$ and $\lambda_{*} \in\left(0, \tilde{\lambda}_{*}^{0}\right)$ is uniquely determined by $v_{0}=\Delta\left(\lambda_{*}\right)$, then

$$
\begin{gathered}
u_{n} \rightarrow 0 \text { in } C([0,1-\epsilon]) \forall \epsilon \in(0,1), \quad \int_{0}^{1} u_{n} d x \rightarrow \tilde{\Gamma}\left(\lambda_{*}\right) \\
\\
v_{n}(x) \rightarrow v_{0}-\frac{\tilde{\Gamma}\left(\lambda_{*}\right)}{d_{2}} m \beta^{-1} \text { uniformly in }[0,1]
\end{gathered}
$$

If $\underline{v}(m)<v_{0} \leq \Delta(0)$, then the above conclusions hold with $\lambda_{*}=0$.
Proof. This is similar to the proof of Theorem 3.2. Here we can show that case (b2) must happen, and then we use Lemma 2.5. We omit the details.

Remark 3.4. Our results in this section reveal an interesting property for the limiting total biomass $\lim _{n \rightarrow \infty} \int_{0}^{1} u_{n}(x) d x$. First consider the case $v_{*}(m) \leq v_{0} \leq$ $v^{*}(m)$. By Theorem 3.1, in this case the above limit has value $\tau_{*} C_{0}$. By the proof of Theorem 3.1, we know that $\tau_{*}=T\left(v_{0}\right)$ with $T\left(v_{0}\right)$ a strictly increasing function of $v_{0}$. Therefore the limit is strictly increasing with $v_{0}$ for $v_{0} \in\left[v_{*}(m), v^{*}(m)\right]$.

If $v_{0} \in\left(v^{*}(m), \Lambda(0)\right)$, then by Theorem $3.2, \lim _{n \rightarrow \infty} \int_{0}^{1} u_{n}(x) d x=\Gamma\left(\lambda^{*}\right)=\Gamma \circ$ $\Lambda^{-1}\left(v_{0}\right)$. Since $\Gamma(\cdot)$ and $\Lambda(\cdot)$ are both strictly decreasing functions, $\Gamma \circ \Lambda^{-1}(\cdot)$ is strictly increasing, and hence the limit is strictly increasing with $v_{0}$ for $v_{0} \in\left(v^{*}(m), \Lambda(0)\right)$. However, by Theorem 3.2, this limit takes the same value $\Gamma(0)$ for all $v_{0} \geq \Lambda(0)$.

If $v_{0} \in\left(\Delta(0), v_{*}(m)\right)$, then by Theorem 3.3, the limit takes value $\tilde{\Gamma}\left(\lambda_{*}\right)=\tilde{\Gamma} \circ$ $\Delta^{-1}\left(v_{0}\right)$, which is strictly increasing in $v_{0}$, but it takes the same value $\tilde{\Gamma}(0)$ for all $v_{0} \in(\underline{v}(m), \Delta(0)]$.

Therefore if we denote

$$
v_{* *}=v_{* *}(m):=\Delta(0), \quad v^{* *}=v^{* *}(m):=\Lambda(0)
$$

then $\lim _{n \rightarrow \infty} \int_{0}^{1} u_{n}(x) d x$ is strictly increasing with $v_{0}$ as $v_{0}$ varies in the range $v_{* *} \leq$ $v_{0} \leq v^{* *}$, but is constant for $v_{0} \geq v^{* *}$ or for $v_{0} \in\left(\underline{v}(m), v_{* *}\right]$.
4. Biological interpretations. In this section we compare our results with the game theoretical model in [KL] and explain the predictions that our theoretical results offer for the phytoplankton problem being modelled.

Since $u(x)$ and $v(x)$ are, respectively, rescaled versions of the biomass function $b(x)$ and the nutrient function $R(x)$ used in the original model of [KL] (see Part I for details), we will interpret $u(x)$ and $v(x)$ as representing the (steady) distributions of the biomass and nutrient at depth $x$ of a water column with surface at $x=0$ and bottom at $x=1$.
(i) First we note that, if we replace $\max \left\{C_{0} / 2, C_{0} y\right\}$ in (2.9) by $C_{0}$, then the system of equations for $\left(x_{*}, \tau_{*}\right)$ in Theorem 3.1 reduces to the game theoretical model of [KL], namely, equations (4) and (5) in [KL] with $\hat{B}=\tau_{*} C_{0}$. Thus the game theoretical model of [KL] is a simplified version of the rigorous limiting equations here. It captures the main properties of the limiting equations but only in the case that $v_{*} \leq v_{0} \leq v^{*}$.
(ii) When $v_{0}>v^{*}=v^{*}(m)$, from Theorem 3.2 and Step 1 of the proof of Theorem 3.1, we see that as $\sigma \rightarrow \infty$ the total biomass has limit

$$
\Gamma\left(\lambda^{*}\right)=\tau_{*} C\left(a_{*}\right)>\tau_{0}^{*} C_{0}
$$

If we have simply used (2.8) and (2.9) with $x_{*}=0$ to calculate the total biomass, we would have obtained the incorrect limit $\tau_{0}^{*} C_{0}$. Similarly, the limit of the total biomass in the case of Theorem 3.3 is less than the value one would have obtained by simply using (2.8) and (2.9) with $x_{*}=1$.
(iii) Remark 3.4 shows that as $\sigma \rightarrow \infty$, the limit of the total biomass is strictly increasing with $v_{0}$ in the range $v_{* *} \leq v_{0} \leq v^{* *}$. It is interesting to notice that the layer position of the biomass (in the limit) already reaches the surface at $v_{0}=v^{*}$ (i.e., $x_{*}=0$ when $v_{0}=v_{*}$ ), but as the nutrient level at the sediment $v_{0}$ increases past the critical value $v^{*}$, though the layer remains at the surface, the total biomass keeps increasing until $v_{0}$ reaches a second critical value $v^{* *}$, where the total biomass reaches a maximum, and then remains at this value even if $v_{0}$ is further increased. On the other hand, if $v_{0}$ is decreased to $v_{*}$, the layer of the biomass lowers to the bottom $\left(x_{*}=1\right)$, but as $v_{0}$ decreases past $v_{*}$, though the layer remains at the bottom, the total biomass keeps decreasing until $v_{0}$ reaches the critical value $v_{* *}$, where the total biomass reaches its minimal value, and then remains at this minimal value until $v_{0}$ is so low $\left(v_{0} \leq \underline{v}(m)\right)$ that the phytoplankton can no longer survive.
(iv) Our results support the important predictions in [KL] that depth-regulating phytoplankton can form a thin layer in a poorly mixed water column and that the concentration of the limiting nutrient should be low and constant above the phytoplankton layer and linearly increasing with depth below the layer. The predictions in item (iii) above seem to provide new insights to this problem.
(v) We could fix $v_{0}$ and use a different parameter in the model, say the surface light level $w_{0}$, as a varying parameter to interpret the phenomena represented in items (i)-(iii) above.
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#### Abstract

Motivated by emerging applications from imaging processing, this paper studies the heat flow of a generalized $p$-harmonic map into spheres for the whole spectrum, $1 \leq p<\infty$, in a unified framework. The existence of global weak solutions is established for the flow using the energy method together with a regularization and a penalization technique. In particular, a $B V$-solution concept is introduced and the existence of such a solution is proved for the 1-harmonic map heat flow. The main idea used to develop such a theory is to exploit the properties of measures of the forms $\mathcal{A} \cdot \nabla \mathbf{v}$ and $\mathcal{A} \wedge \nabla \mathbf{v}$, which pair a divergence- $L^{1}$, or a divergence-measure, tensor field $\mathcal{A}$ and a $B V$-vector field $\mathbf{v}$. Based on these analytical results, a practical fully discrete finite element method is then proposed for approximating weak solutions of the $p$-harmonic map heat flow, and the convergence of the proposed numerical method is also established.
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1. Introduction. Let $\Omega \subset \mathbf{R}^{m}$ be a bounded domain with smooth boundary $\partial \Omega$, and let $S^{n-1}$ denote the unit sphere in $\mathbf{R}^{n}$. A map $\mathbf{u} \in C^{1}\left(\Omega, S^{n-1}\right)$ is called a p-harmonic map if it is a critical point of the following $p$-energy:

$$
\begin{equation*}
E_{p}(\mathbf{v}):=\frac{1}{p} \int_{\Omega}|\nabla \mathbf{v}|^{p} \mathrm{~d} x, \quad 1 \leq p<\infty \tag{1.1}
\end{equation*}
$$

It is well known $[12,21,40]$ that the Euler-Lagrange equation of the $p$-energy is

$$
\begin{equation*}
-\Delta_{p} \mathbf{u}=|\nabla \mathbf{u}|^{p} \mathbf{u} \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{p} \mathbf{u}:=\operatorname{div}\left(|\nabla \mathbf{u}|^{p-2} \nabla \mathbf{u}\right) \tag{1.3}
\end{equation*}
$$

Note that $\Delta_{p}$ is often called the $p$-Laplacian. It is easy to see that (1.2) is a degenerate elliptic equation for $p>2$ and a singular elliptic equation for $1 \leq p<2$. These degeneracy and singular characteristics both disappear when $p=2$.

We call a map $\mathbf{u} \in W^{1, p}\left(\Omega, S^{n-1}\right)$ a weakly $p$-harmonic map if $\mathbf{u}$ satisfies (1.2) in the distributional sense. Here $W^{1, p}\left(\Omega, S^{n-1}\right)$ denotes the Sobolev space

$$
W^{1, p}\left(\Omega, S^{n-1}\right):=\left\{\mathbf{u} \in W^{1, p}\left(\Omega, \mathbf{R}^{n}\right) ; \mathbf{u}(x) \in S^{n-1} \text { for a.e. } x \in \Omega\right\}
$$

[^72]One well-known method for looking for a weakly $p$-harmonic map is the homotopy method (or the gradient descent method), which then leads to considering the following gradient flow (or heat flow) for the $p$-energy functional $E_{p}$ complemented with some given boundary and initial conditions:

$$
\begin{align*}
\mathbf{u}_{t}-\Delta_{p} \mathbf{u} & =|\nabla \mathbf{u}|^{p} \mathbf{u} & & \text { in } \Omega_{T}:=\Omega \times(0, T)  \tag{1.4}\\
|\mathbf{u}| & =1 & & \text { in } \Omega_{T} . \tag{1.5}
\end{align*}
$$

Clearly, (1.4) is a degenerate parabolic equation for $p>2$ and a singular parabolic equation for $1 \leq p<2$. Again, these degeneracy and singular characteristics both disappear when $p=2$.

We remark that $p$-harmonic maps and weakly $p$-harmonic maps between two Riemannian manifolds $(M, g)$ and $(N, h)$ and their heat flows can be defined in the same fashion (cf. [21, 43, 44, 46, 47]). In this paper, we shall only consider the case $M=\Omega$ and $N=S^{n-1}$, which is sufficient for the applications that we are interested in.

The $p$-harmonic map and its heat flow, in particular, the harmonic map and the harmonic map heat flow $(p=2)$, have been extensively studied in the past twenty years for $1<p<\infty(c f .[9,11,12,13,16,17,18,21,22,25,30,31,32,34,38,39,40$, $41,46,48]$ for $1<p<\infty ;[26,27]$ for $p=1)$. In the case when the target manifold is a sphere, the existence of a global weak solution for the harmonic flow was first proved by Chen in [11] using a penalization technique. The result and the penalization technique were extended to the $p$-harmonic flow for $p>2$ by Chen, Hong, and Hungerbühler in [12]. The $p$-harmonic flow for $1<p<2$ was solved by Misawa in [41] using a time discretization technique (the method of Rothe) proposed in [31], and by Liu in [39] using a penalization technique similar to that of [12]. The $p$-harmonic flow ( $1<p<$ $\infty$ ) from a unit ball in $\mathbf{R}^{m}$ into $S^{1} \subset \mathbf{R}^{2}$ was studied by Courilleau and Demengel in [16]. In the case of general target manifolds the $p$-harmonic flow $(1<p<\infty)$ with small initial data was treated by Fardoun and Regbaoui in [22], and the conformal case of the $p$-harmonic flow was considered by Hungerbühler in [33]. Nonuniqueness of the $p$-harmonic flow was addressed in $[15,32]$. Recently, Giga, Kashima, and Yamazaki [28] proved existence of strong local solutions for 1-harmonic map heat flow using nonlinear semigroup theory. Besides the great amount of mathematical interests in the $p$-harmonic map and the $p$-harmonic flow, research on these problems has been strongly motivated by applications of the harmonic map and its heat flow in liquid crystals and micromagnetism; we refer to $[2,5,7,8,19,29,36,37,51]$ and the references therein for detailed exposition in this direction.

Another reason, which is the main motivation of this paper, for studying the $p$-harmonic map and its heat flow, in particular, for $1 \leq p<2$, arises from their emerging and intriguing applications to image processing for denoising color images (cf. [49, 50]). We recall that a color image is often expressed by the RGB color system, in which a vector $\mathbf{I}(x)=(r(x), g(x), b(x))$ for each pixel $x=\left(x_{1}, x_{2}\right)$ is used to represent the intensity of the three primary colors (red, green, and blue). The chromaticity and brightness of a color image are deduced from the RGB system by decomposing $\mathbf{I}(x)$ into two components,

$$
\begin{aligned}
& \eta(x):=|\mathbf{I}(x)| \\
& \mathbf{g}:=\frac{\mathbf{I}(x)}{|\mathbf{I}(x)|} \quad \text { (chightness) } \\
& \text { (chromaticity) }
\end{aligned}
$$

where $|\mathbf{I}(x)|$ stands for the Euclidean norm of $\mathbf{I}(x)$. By definition, the chromaticity must lie on the unit sphere $S^{2}$. One of the main benefits of the chromaticity and brightness decomposition is that it allows one to denoise $\eta$ and $\mathbf{g}$ separately using different methods. For example, one may denoise $\eta$ by the well-known total variation (TV) model of Rudin, Osher, and Fatemi [42] (also see [24]), but denoise $\mathbf{g}$ by another model. One such model is to define the recovered chromaticity $\mathbf{u}$ as a (generalized) $p$-harmonic map [49, 50]

$$
\begin{equation*}
\mathbf{u}=\underset{\mathbf{v} \in W^{1, p}\left(\Omega ; S^{2}\right)}{\operatorname{argmin}} J_{p, \lambda}(\mathbf{v}) \quad \text { for } p \geq 1 \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{p, \lambda}(\mathbf{v}):=E_{p}(\mathbf{v})+\frac{\lambda}{2} \int_{\Omega}|\mathbf{v}-\mathbf{g}|^{2} d x \quad \text { for } \lambda>0 \tag{1.7}
\end{equation*}
$$

In particular, the cases $1 \leq p<2$ are the most important and interesting since the recovered images keep geometric information such as edges and corners of the noisy color images. We shall call (1.6) the p-harmonic model for color image denoising. We also remark that the second term on the right-hand side of (1.7) is often called a fidelity term. As in the TV model [42, 24], the parameter $\lambda$ controls the trade-off between goodness of fit-to-the-data and variability in $\mathbf{u}$.

Again, to find a solution for the $p$-harmonic map model (1.6), we consider the gradient flow (heat flow) for the energy functional $J_{p, \lambda}$, which is given by

$$
\begin{align*}
\mathbf{u}_{t}-\Delta_{p} \mathbf{u}+\lambda(\mathbf{u}-\mathbf{g}) & =\mu_{p, \lambda} \mathbf{u} & & \text { in } \Omega_{T},  \tag{1.8}\\
|\mathbf{u}| & =1 & & \text { in } \Omega_{T},  \tag{1.9}\\
\mathcal{B}_{p} \mathbf{n} & =0 & & \text { on } \partial \Omega_{T}:=\partial \Omega \times(0, T),  \tag{1.10}\\
\mathbf{u} & =\mathbf{u}_{0} & & \text { on } \Omega \times\{t=0\}, \tag{1.11}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{p}:=|\nabla \mathbf{u}|^{p-2} \nabla \mathbf{u}, \quad \mu_{p, \lambda}:=|\nabla \mathbf{u}|^{p}+\lambda(1-\mathbf{u} \cdot \mathbf{g}) \tag{1.12}
\end{equation*}
$$

The goals of this paper are twofold. First, we shall present a general theory of weak solutions for the parabolic system (1.8)-(1.11) for the whole spectrum $1 \leq$ $p<\infty$. To the best of our knowledge, there is no theory known in the literature for the 1-harmonic map and its heat flow, which on the other hand is the most important (and most difficult) case for the color image denoising application. So our theory and results fill this void. Furthermore, our theory handles the p-harmonic map heat flow (1.8)-(1.11) for all $1 \leq p<\infty$ in a unified fashion, rather than treating the system separately for different values of $p$ and using different methods (cf. $[11,12,13,16,18,21,22,30,31,34,41,46,48]$ ). Second, based on the above theoretical work, we also develop and analyze a practical fully discrete finite element method for approximating the solutions of the $p$-harmonic map heat flow (1.8)-(1.11).

We now highlight the main ideas and key steps of our approach. Notice that there are two nonlinear terms in the $p$-harmonic flow: the $p$-Laplace term and the right-hand side due to the nonconvex constraint $|\mathbf{u}|=1$, so the main difficulties are how to handle these two terms and how to pass to the limit in these two terms when a
compactness argument is employed. To handle the degeneracy of the $p$-Laplace term, we approximate the $p$-energy $E_{p}(\mathbf{v})$ by the following regularized energy

$$
\begin{align*}
E_{p}^{\varepsilon}(\mathbf{v}) & :=\frac{b_{p}(\varepsilon)}{2} \int_{\Omega}|\nabla \mathbf{v}|^{2} d x+\frac{1}{p} \int_{\Omega}|\nabla \mathbf{v}|_{\varepsilon}^{p} d x  \tag{1.13}\\
& =\int_{\Omega}\left\{\frac{b_{p}(\varepsilon)}{2}|\nabla \mathbf{v}|^{2}+\frac{1}{p}\left[|\nabla \mathbf{v}|^{2}+a_{p}(\varepsilon)^{2}\right]^{\frac{p}{2}}\right\} d x,
\end{align*}
$$

where $\varepsilon>0$ and

$$
a_{p}(\varepsilon):=\left\{\begin{array}{ll}
0 & \text { if } 2 \leq p<\infty,  \tag{1.14}\\
\varepsilon & \text { if } 1 \leq p<2,
\end{array} \quad b_{p}(\varepsilon):=\varepsilon^{\alpha} \quad \text { for } 1 \leq p<\infty\right.
$$

for some $\alpha>0$. Here and in the rest of this paper we adopt the shorthand notation

$$
\begin{equation*}
|\nabla \mathbf{v}|_{\varepsilon}:=\sqrt{|\nabla \mathbf{v}|^{2}+a_{p}(\varepsilon)^{2}} \tag{1.15}
\end{equation*}
$$

To handle the nonconvex constraint $|\mathbf{u}|=1$, we approximate it by the wellknown Ginzburg-Landau penalization [7], that is, we abandon the exact constraint, but enforce it approximately by adding a penalization term to the regularized $p$-energy $E_{p}^{\varepsilon}$. To this end, we replace the energy $E_{p}^{\varepsilon}$ by

$$
\begin{equation*}
E_{p}^{\varepsilon, \delta}(\mathbf{v}):=E_{p}^{\varepsilon}(\mathbf{v})+L^{\delta}(\mathbf{v}) \quad \text { for } \varepsilon, \delta>0 \tag{1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{\delta}(\mathbf{v}):=\frac{1}{\delta} \int_{\Omega} F(\mathbf{v}) d x, \quad F(\mathbf{v}):=\frac{1}{4}\left(|\mathbf{v}|^{2}-1\right)^{2} \quad \forall \delta>0, \mathbf{v} \in \mathbf{R}^{n} . \tag{1.17}
\end{equation*}
$$

So the idea is, as $\delta$ gets smaller and smaller, the energy functional $E_{p}^{\varepsilon, \delta}$ becomes more and more favorable for maps $\mathbf{u}$ which take values close to the unit sphere $S^{n-1}$.

Consequently, the regularized model for the $p$-harmonic model (1.6) (with general $m$ and $n$ ) reads

$$
\begin{equation*}
\mathbf{u}^{\varepsilon, \delta}=\underset{\mathbf{v} \in W^{1, p}\left(\Omega ; \mathbf{R}^{n}\right)}{\operatorname{argmin}} J_{p, \lambda}^{\varepsilon, \delta}(\mathbf{v}) \quad \text { for } p \geq 1, \tag{1.18}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon, \delta}(\mathbf{v}):=E_{p}^{\varepsilon, \delta}(\mathbf{v})+\frac{\lambda}{2} \int_{\Omega}|\mathbf{v}-\mathbf{g}|^{2} d x \tag{1.19}
\end{equation*}
$$

In addition, the gradient flow for the regularized energy functional $J_{p, \lambda}^{\varepsilon, \delta}$ is given by

$$
\begin{align*}
\mathbf{u}_{t}^{\varepsilon, \delta}-\Delta_{p}^{\varepsilon} \mathbf{u}^{\varepsilon, \delta}+\frac{1}{\delta}\left(\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}-1\right) \mathbf{u}^{\varepsilon, \delta}+\lambda\left(\mathbf{u}^{\varepsilon, \delta}-\mathbf{g}\right) & =0 & & \text { in } \Omega_{T},  \tag{1.20}\\
\mathcal{B}_{p}^{\varepsilon, \delta} \mathbf{n} & =0 & & \text { on } \partial \Omega_{T},  \tag{1.21}\\
\mathbf{u}^{\varepsilon, \delta} & =\mathbf{u}_{0} & & \text { on } \Omega \times\{t=0\}, \tag{1.22}
\end{align*}
$$

which is an approximation to the original flow (1.8)-(1.11), where

$$
\begin{equation*}
\mathcal{B}_{p}^{\varepsilon, \delta}:=b_{p}(\varepsilon) \nabla \mathbf{u}^{\varepsilon, \delta}+\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon, \delta}, \quad \Delta_{p}^{\varepsilon} \mathbf{u}^{\varepsilon, \delta}:=\operatorname{div} \mathcal{B}_{p}^{\varepsilon, \delta} . \tag{1.23}
\end{equation*}
$$

After having introduced the regularized flow (1.20)-(1.22), the next step is to analyze this regularized flow, in particular, to derive uniform (in $\varepsilon$ and $\delta$ ) a priori estimates. Finally, we pass to the limit in (1.20)-(1.22), first letting $\delta \rightarrow 0$ and then setting $\varepsilon \rightarrow 0$. As pointed out earlier, the main difficulty here is passing to the limit in two nonlinear terms on the left-hand side of (1.20). For $1<p<\infty$, this will be done using a compactness technique and exploiting the symmetries of the unit sphere $S^{n-1}$, as done in $[11,12,13,21,32,41,46]$. However, for $p=1$, since $L^{1}(\Omega)$ is not a reflexive Banach space, instead of working in the Sobolev space $W^{1,1}(\Omega)$, we are forced to work in $B V(\Omega)$, the space of functions of bounded variation, since solutions of the original 1-harmonic map heat flow (1.8)-(1.11) belong only to $L^{\infty}\left((0, T) ;[B V(\Omega)]^{n}\right)$ in general. This lack of regularity makes the analysis for $p=1$ much more delicate than that for $1<p<\infty$.

We note also that the regularized flow (1.20)-(1.22) not only plays an important role for proving existence of weak solutions for the flow (1.8)-(1.11), but also provides a practical and convenient formulation for approximating the solutions. The second goal of this paper is to develop a practical fully discrete finite element method for approximating solutions of the regularized flow (1.20)-(1.22); and hence, approximating solutions of the original $p$-harmonic flow (1.8)-(1.11) via the regularized flow. It is well known that explicitly enforcing the nonconvex constraint $|\mathbf{u}|=1$ at the discrete level is hard to achieve. The penalization used in (1.20) allows one to get around this numerical difficulty at the expense of introducing an additional scale, $\delta$. As expected, the numerical difficulty now is to control the dependence of the regularized solutions on $\delta$ and to establish scaling laws which relate the numerical scales (spatial and temporal mesh sizes) to the penalization scale $\delta$ for both stability and accuracy concerns. We refer to [6] and the references therein for more discussions in this direction and discussions on a related problem arising from liquid crystal applications. Borrowing a terminology from the phase transition of materials science, the regularized flow (1.20)-(1.22) may be regarded as a "diffuse interface" model for the original "sharp interface" model (1.8)-(1.11), and the "diffuse interface" is represented by the region $\left\{\left|\mathbf{u}^{\varepsilon, \delta}\right|<1-\delta\right\}$.

The remaining part of the paper is organized as follows. In section 2 we collect some known results and facts, which will be used in the later sections. In section 3 we present a complete analysis for the regularized flow (1.20)-(1.22), which includes proving its well-posedness, an energy law, a maximum principle, and uniform (in $\varepsilon$ and $\delta$ ) a priori estimates. As expected, these uniform a priori estimates serve as the basis for carrying out the energy method and the compactness arguments in the later sections. In section 4 we pass to the limit in (1.20)-(1.22) as $\delta \rightarrow 0$ for each fixed $\varepsilon>0$. As in $[13,12,32,41]$, the main idea is to exploit the monotonicity of the operator $\Delta_{p}^{\varepsilon}$ and the symmetries of the unit sphere $S^{n-1}$. Sections 5 and 6 are devoted to passing to the limit as $\varepsilon \rightarrow 0$ in the $\varepsilon$-dependent limiting system obtained in section 4 . For $1<p<\infty$, this will be done by following the idea of section 4. However, for $p=1$ the analysis becomes much more delicate because the nonreflexivity of $W^{1,1}(\Omega)$ forces us to work in the $B V(\Omega)$ space. The main idea used to develop a $B V$-solution concept is to exploit the properties of measures of the forms $\mathcal{A} \cdot \nabla \mathbf{v}$ and $\mathcal{A} \wedge \nabla \mathbf{v}$, which pair a divergence- $L^{1}$, or a divergence-measure, tensor field $\mathcal{A}$ and a $B V$-vector field $\mathbf{v}$. Finally, based on the theoretical results of sections $3-6$, in section 7 we propose and analyze a practical fully discrete finite element method for approximating solutions of the $p$-harmonic flow (1.8)-(1.11) via the regularized flow (1.20)-(1.22). It is proved that the proposed numerical scheme
satisfies a discrete energy inequality, which mimics the differential energy inequality, and this leads to uniform (in $\varepsilon$ and $\delta$ ) a priori estimates and the convergence of the numerical approximations to the solutions of the flow (1.8)-(1.11) as the spatial and temporal mesh sizes, and the parameters $\varepsilon$ and $\delta$, all tend to zero.
2. Preliminaries. The standard notation for spaces is adopted in this paper (cf. [1, 3]). For example, $W^{k, p}(\Omega), k \geq 0$ integer and $1 \leq p<\infty$, denotes the Sobolev spaces over the domain $\Omega$ and $\|\cdot\|_{W^{k, p}}$ denotes its norm. $W^{0, p}(\Omega)=L^{p}(\Omega)$ and $W^{k, 2}(\Omega)=H^{k}(\Omega)$ are also used. $L^{q}\left((0, T) ; W^{k, p}\left(\Omega, \mathbf{R}^{n}\right)\right)$ denotes the space of vectorvalued functions (or maps), whose $W^{k, p}(\Omega)$-norm is $L^{q}$-integrable as a function of $t$ over the interval $(0, T)$, and $\|\cdot\|_{L^{q}\left(W^{k, p}\right)}:=\left(\int_{0}^{T}\|\cdot\|_{W^{k, p}}^{q} d t\right)^{\frac{1}{q}}$ for $q \in[1, \infty)$ denotes its norm, with the standard modification for $q=\infty$. We use $\langle\cdot, \cdot\rangle$ to denote a generic dual product between elements of a Banach space $X$ and its dual space $X^{\prime}$.

In addition, $\mathcal{M}(\Omega)$ (resp., $[\mathcal{M}(\Omega)]^{n}$ ) denotes the space of real-valued (resp., $\mathbf{R}^{n-}$ valued) finite Radon measures on $\Omega$. Recall that $\mathcal{M}(\Omega)$ is the dual space of $C_{0}(\Omega)$ (cf. [3]). For a positive non-Lebesgue measure $\mu \in \mathcal{M}(\Omega), L^{p}(\Omega, \mu)$ is used to denote the space of $L^{p}$-integrable functions with respect to the measure $\mu$, and for $f \in$ $L^{1}(\Omega, \mu)$, the measure $f \mu$ is defined by

$$
f \mu(A):=\int_{A} f d \mu \quad \text { for any Borel set } A \subset \Omega
$$

For any $\mu \in \mathcal{M}(\Omega), \mu=\mu^{a}+\mu^{s}$ denotes its Radon-Nikodým decomposition, where $\mu^{a}$ and $\mu^{s}$, respectively, denotes the absolute continuous part and the singular part of $\mu$ with respect to the Lebesgue measure $\mathcal{L}^{n}$.

Furthermore, $B V(\Omega)$ is used to denote the space of functions of bounded variation. Recall that a function $u \in L^{1}(\Omega)$ is called a function of bounded variation if all of its first order partial derivatives (in the distributional sense) are measures with finite total variations in $\Omega$. Hence, the gradient of such a function $u$, denoted by $D u$, is a bounded vector-valued measure, with the finite total variation

$$
\begin{equation*}
|D u| \equiv|D u|(\Omega):=\sup \left\{\int_{\Omega}-u \operatorname{div} \mathbf{v} d x ; \mathbf{v} \in\left[C_{0}^{1}(\Omega)\right]^{n},\|\mathbf{v}\|_{L^{\infty}} \leq 1\right\} \tag{2.1}
\end{equation*}
$$

$B V(\Omega)$ is known to be a Banach space endowed with the norm

$$
\begin{equation*}
\|u\|_{B V}:=\|u\|_{L^{1}}+|D u| \tag{2.2}
\end{equation*}
$$

For any $u \in B V(\Omega),(D u)^{a}$ and $|D u|^{a}$ are used to denote, respectively, the absolute continuous part of $D u$ and $|D u|$ with respect to the Lebesgue measure $\mathcal{L}^{n}$. We refer to [3] for detailed discussions about the space $B V(\Omega)$ and properties of $B V$ functions.

For any vector $\mathbf{a} \in \mathbf{R}^{n}$ and any matrices $\mathcal{A}, \mathcal{B} \in \mathbf{R}^{n \times m}$ with $j$ th column vectors $\mathcal{A}^{(j)}$ and $\mathcal{B}^{(j)}$, respectively, we define the following wedge products:

$$
\begin{align*}
& \mathcal{A} \wedge \mathbf{a}:=\left[\mathcal{A}^{(1)} \wedge \mathbf{a}, \ldots, \mathcal{A}^{(m)} \wedge \mathbf{a}\right], \quad \mathbf{a} \wedge \mathcal{A}:=\left[\mathbf{a} \wedge \mathcal{A}^{(1)}, \ldots, \mathbf{a} \wedge \mathcal{A}^{(m)}\right]  \tag{2.3}\\
& \mathcal{A} \wedge \mathcal{B}:=\mathcal{A}^{(1)} \wedge \mathcal{B}^{(1)}+\cdots+\mathcal{A}^{(m)} \wedge \mathcal{B}^{(m)} \tag{2.4}
\end{align*}
$$

We point out that (2.4) defines $\mathcal{A} \wedge \mathcal{B}$ to be a vector instead of a matrix, which seems not to be natural. However, we shall see in section 6 that it turns out that this is a convenient and useful notation.

We conclude this section by citing some known results which will be used in the later sections. The first result is known as "the decisive monotonicity trick," and its proof can be found in [52].

Lemma 2.1. Let $X$ be a reflexive Banach space, and $X^{\prime}$ denote the dual space of X. Suppose that an operator $\mathcal{F}: X \longrightarrow X^{\prime}$ satisfies
(i) $\mathcal{F}$ is monotone on $X$, that is, $\langle\mathcal{F} u-\mathcal{F} v, u-v\rangle \geq 0$ for all $u, v \in X$;
(ii) $\mathcal{F}$ is hemicontinuous, that is, the function $t \mapsto\langle\mathcal{F}(u+t v)$, w is continuous on $[0,1]$ for all $u, v, w \in X$.
In addition, suppose that $u_{k} \rightarrow u$ and $\mathcal{F} u_{k} \rightarrow f$ weakly in $X$ and $X^{\prime}$, respectively, as $n \rightarrow \infty$, and

$$
\overline{\lim _{k \rightarrow \infty}}\left\langle\mathcal{F} u_{k}, u_{k}\right\rangle \leq\langle f, u\rangle
$$

Then

$$
\mathcal{F} u=f
$$

The second lemma is a compactness result, it can be proved following the proof of Theorem 2.1 of [12] (also see Theorem 3 of Chapter 4 of [20]) using the fact that the operator $\Delta_{p}^{\varepsilon}$ is uniformly elliptic.

Lemma 2.2. For $1 \leq p<\infty$, let $p^{*}=\max \{2, p\}$. For a fixed $\varepsilon>0$, let $\left\{\mathbf{w}^{\varepsilon, \delta}\right\}_{\delta>0}$ be bounded in $L^{\infty}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right)$, and let $\left\{\mathbf{f}^{\varepsilon, \delta}\right\}_{\delta>0}$ be bounded in $L^{1}\left((0, T) ; L^{1}\left(\Omega, \mathbf{R}^{n}\right)\right)$, both uniformly in $\delta$. Moreover, suppose that $\left\{\frac{\partial \mathbf{w}^{\varepsilon}, \delta}{\partial t}\right\}_{\delta>0}$ is bounded in $L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$ uniformly in $\delta$ and $\mathbf{w}^{\varepsilon, \delta}$ satisfies the equation

$$
\frac{\partial \mathbf{w}^{\varepsilon, \delta}}{\partial t}-\Delta_{p}^{\varepsilon} \mathbf{w}^{\varepsilon, \delta}=\mathbf{f}^{\varepsilon, \delta} \quad \text { in } \Omega_{T}, \quad \delta>0
$$

in the distributional sense. Then $\left\{\mathbf{w}^{\varepsilon, \delta}\right\}_{\delta>0}$ is precompact in $L^{q}\left((0, T) ; W^{1, q}\left(\Omega, \mathbf{R}^{n}\right)\right)$ for all $1 \leq q<p^{*}$.

The last lemma is a variation of Lemma 2.2, and its proof can be found in [38] (also see Lemma 9 of [40]).

Lemma 2.3. For $1<p<\infty$, let $\left\{\mathbf{w}^{\varepsilon}\right\}_{\varepsilon>0}$ be bounded in $L^{\infty}\left((0, T) ; W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)\right)$, and $\left\{\mathbf{f}^{\varepsilon}\right\}$ be bounded in $L^{1}\left((0, T) ; L^{1}\left(\Omega, \mathbf{R}^{n}\right)\right)$, both uniformly in $\varepsilon$. Moreover, suppose that $\left\{\frac{\partial \mathbf{w}^{\varepsilon}}{\partial t}\right\}$ is bounded uniformly in $\varepsilon$ in $L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$ and $\mathbf{w}^{\varepsilon}$ satisfies the equation

$$
\frac{\partial \mathbf{w}^{\varepsilon}}{\partial t}-\Delta_{p}^{\varepsilon} \mathbf{w}^{\varepsilon}=\mathbf{f}^{\varepsilon} \quad \text { in } \Omega_{T}, \quad \varepsilon>0
$$

in the distributional sense. Then $\left\{\mathbf{w}^{\varepsilon}\right\}_{\varepsilon>0}$ is precompact in $L^{q}\left((0, T) ; W^{1, q}\left(\Omega, \mathbf{R}^{n}\right)\right)$ for all $1 \leq q<p$.

Remark 2.1. In Lemma 2.2, $\varepsilon>0$ is a fixed parameter and the differential operator $\Delta_{p}^{\varepsilon}$ does not depend on the variable index $\delta$. It can be shown that (cf. Theorem 2.1 of [12]) that the lemma still holds for $\varepsilon=0$ when $p \geq 2$. On the other hand, $\varepsilon$ is a variable index in Lemma 2.3, and the operator $\Delta_{p}^{\varepsilon}$ also depends on the variable index $\varepsilon$.
3. Well-posedness of the regularized flow (1.20)-(1.22). In this section we shall analyze the regularized flow (1.20)-(1.22) for each fixed pair of positive numbers $(\varepsilon, \delta)$. We establish an energy law, a maximum principle, uniform (in both $\varepsilon$ and $\delta$ ) a priori estimates, and existence and uniqueness of weak and classical solutions. We begin with a couple of definitions for solutions to (1.20)-(1.22).

Definition 3.1. For $1 \leq p<\infty$, a map $\mathbf{u}^{\varepsilon, \delta}: \Omega_{T} \rightarrow \mathbf{R}^{n}$ is called a global weak solution to (1.20)-(1.22) if
(i) $\mathbf{u}^{\varepsilon, \delta} \in L^{\infty}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$, for $p^{*}=\max \{2, p\}$;
(ii) $\left|\mathbf{u}^{\varepsilon, \delta}\right| \leq 1$ a.e. in $\Omega_{T}$;
(iii) $\mathbf{u}^{\varepsilon, \delta}$ satisfies (1.20)-(1.22) in the distributional sense.

Definition 3.2. A weak solution $\mathbf{u}^{\varepsilon, \delta}$ to (1.20)-(1.22) is called a strong solution if $\mathbf{u}^{\varepsilon, \delta} \in L^{p}\left((0, T)\right.$; $\left.W^{2, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap H^{1}\left((0, T) ; L^{p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right)$. It is called a regular solution if in addition $\mathbf{u}^{\varepsilon, \delta} \in H^{1}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right)$.
3.1. Energy law and a priori estimates. Since (1.20)-(1.22) is the gradient flow for the functional $J_{p, \lambda}^{\varepsilon, \delta}$, its regular solutions must satisfy a dissipative energy law. Indeed, we have the following lemma.

Lemma 3.3. Let $\mathbf{u}_{0}$ and $\mathbf{g}$ be sufficiently smooth, and suppose that $\mathbf{u}^{\varepsilon, \delta}$ is a regular solution to (1.20)-(1.22). Then $\mathbf{u}^{\varepsilon, \delta}$ satisfies the following energy law:

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}^{\varepsilon, \delta}(s)\right)+\int_{0}^{s}\left\|\mathbf{u}_{t}^{\varepsilon, \delta}(t)\right\|_{L^{2}}^{2} d t=J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right) \quad \text { for a.e. } s \in[0, T] . \tag{3.1}
\end{equation*}
$$

Proof. Testing (1.20) with $\mathbf{u}_{t}^{\varepsilon, \delta}$ we get

$$
\begin{aligned}
\left\|\mathbf{u}_{t}^{\varepsilon, \delta}(t)\right\|_{L^{2}}^{2}+\frac{d}{d t} & \int_{\Omega}\left\{\frac{b_{p}(\varepsilon)}{2}\left|\nabla \mathbf{u}^{\varepsilon, \delta}(t)\right|^{2}+\frac{1}{p}\left|\nabla \mathbf{u}^{\varepsilon, \delta}(t)\right|_{\varepsilon}^{p}\right. \\
& \left.+\frac{1}{\delta} F\left(\mathbf{u}^{\varepsilon, \delta}(t)\right)+\frac{\lambda}{2}\left|\mathbf{u}^{\varepsilon, \delta}(t)-\mathbf{g}\right|^{2}\right\} d x=0 .
\end{aligned}
$$

The desired identity (3.1) then follows from integrating the above equation in $t$ over the interval $[0, s]$ and using the definition of $J_{p, \lambda}^{\varepsilon, \delta}$.

The above energy law immediately implies the following uniform (in $\varepsilon$ and $\delta$ ) a priori estimates.

Corollary 3.4. Suppose that $\mathbf{u}_{0}$ and $\mathbf{g}$ satisfy

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right) \leq c_{0} \tag{3.2}
\end{equation*}
$$

for some positive constant $c_{0}$ independent of $\varepsilon$ and $\delta$. Then there exists another positive constant $C:=C\left(p, \lambda, c_{0}\right)$ which is also independent of $\varepsilon$ and $\delta$ such that

$$
\begin{align*}
& \left\|\mathbf{u}^{\varepsilon, \delta}\right\|_{L^{\infty}\left(W^{1, p}\right)}+\left\|\mathbf{u}^{\varepsilon, \delta}\right\|_{H^{1}\left(L^{2}\right)} \leq C \quad \text { for } 1 \leq p<\infty  \tag{3.3}\\
& \delta^{-\frac{1}{2}}\left\|\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}-1\right\|_{L^{\infty}\left(L^{2}\right)} \leq C \quad \text { for } 1 \leq p<\infty  \tag{3.4}\\
& \left\|\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon, \delta}\right\|_{L^{\infty}\left(L^{p^{\prime}}\right)} \leq C \quad \text { for } p^{\prime}=\frac{p}{p-1}, \quad 1 \leq p<\infty  \tag{3.5}\\
& \sqrt{b_{p}(\varepsilon)}\left\|\nabla \mathbf{u}^{\varepsilon, \delta}\right\|_{L^{\infty}\left(L^{2}\right)} \leq C \quad \text { for } 1 \leq p<\infty \tag{3.6}
\end{align*}
$$

Next, using a test function technique of [12], we show that the modulus $\left|\mathbf{u}^{\varepsilon, \delta}\right|$ of every weak solution $\mathbf{u}^{\varepsilon, \delta}$ to (1.20)-(1.22) satisfies a maximum principle.

Lemma 3.5. Suppose that $|\mathbf{g}| \leq 1$ and $\left|\mathbf{u}_{0}\right| \leq 1$ a.e. in $\Omega$. Then weak solutions to (1.20)-(1.22) satisfy $\left|\mathbf{u}^{\varepsilon, \delta}\right| \leq 1$ a.e. in $\Omega_{T}$.

Proof. Define the function

$$
\chi(z):=\frac{(z-1)_{+}}{z}= \begin{cases}0 & \text { for } 0 \leq z \leq 1  \tag{3.7}\\ \frac{z-1}{z} & \text { for } z>1\end{cases}
$$

It is easy to check that $\chi$ is a nonnegative monotone increasing function on the interval $[0, \infty)$.

Now testing (1.20) with $\mathbf{v}:=\mathbf{u}^{\varepsilon, \delta} \chi\left(\left|\mathbf{u}^{\varepsilon, \delta}\right|\right)$ we get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{\left\{\left|\mathbf{u}^{\varepsilon, \delta}\right|>1\right\}}\left(\left|\mathbf{u}^{\varepsilon, \delta}\right|-1\right)^{2} d x & +\int_{\left\{\left|\mathbf{u}^{\varepsilon, \delta}\right|>1\right\}}\left\{b_{p}(\varepsilon)\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|^{2}+\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|_{\varepsilon}^{p-2}\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|^{2}\right. \\
& \left.+\frac{1}{\delta}\left(\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}-1\right)\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}+\lambda\left(\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}-\mathbf{u}^{\varepsilon, \delta} \cdot \mathbf{g}\right)\right\} \chi\left(\left|\mathbf{u}^{\varepsilon, \delta}\right|\right) d x \\
& +\frac{1}{4} \int_{\left\{\left|\mathbf{u}^{\varepsilon, \delta}\right|>1\right\}} \frac{\left.\left.\left[b_{p}(\varepsilon)+\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|_{\varepsilon}^{p-2}\right]|\nabla| \mathbf{u}^{\varepsilon, \delta}\right|^{2}\right|^{2}}{\left|\mathbf{u}^{\varepsilon, \delta}\right|^{3}} d x=0
\end{aligned}
$$

Since $\mathbf{u}^{\varepsilon, \delta} \cdot \mathbf{g} \leq\left|\mathbf{u}^{\varepsilon, \delta}\right| \cdot|\mathbf{g}| \leq\left|\mathbf{u}^{\varepsilon, \delta}\right|$, the second integral is nonnegative. The assertion then follows from integrating the above inequality and using the assumption $\left|\mathbf{u}_{0}\right| \leq 1$ a.e. in $\Omega$.
3.2. Existence of global weak and classical solutions. We now state and prove the existence of global weak and classical solutions to the regularized flow (1.20)(1.22) for each fixed pair of positive numbers $(\varepsilon, \delta)$. Since $-\Delta_{p}^{\varepsilon}$ is uniformly elliptic for all $1 \leq p<\infty$, the existence of classical solutions follows immediately from the classical theory of parabolic partial differential equations (cf. [35]).

THEOREM 3.6. Let $\Omega \subset \mathbf{R}^{m}$ be a bounded domain with a smooth boundary. Suppose that $\mathbf{u}_{0}$ and $\mathbf{g}$ are sufficiently smooth functions (say, $\mathbf{u}_{0}, \mathbf{g} \in\left[C^{3}(\bar{\Omega})\right]^{n}$ ) and satisfy (3.2). Then for each fixed pair of positive numbers $(\varepsilon, \delta)$, the regularized flow (1.20)(1.22) possesses a unique global classical solution $\mathbf{u}^{\varepsilon, \delta}$. Moreover, $\mathbf{u}^{\varepsilon, \delta}$ satisfies the following energy law:

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}^{\varepsilon, \delta}(s)\right)+\int_{0}^{s}\left\|\mathbf{u}_{t}^{\varepsilon, \delta}(t)\right\|_{L^{2}}^{2} d t=J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right) \quad \text { for a.e. } s \in[0, T] . \tag{3.8}
\end{equation*}
$$

Proof. The existence and uniqueness follow from an application of the standard results for parabolic systems; see Chapter 5 of [35]. Equation (3.8) follows from Lemma 3.3.

For less regular functions $\mathbf{u}_{0}$ and $\mathbf{g}$, we have the following weaker result.
THEOREM 3.7. Let $\Omega \subset \mathbf{R}^{m}$ be a bounded domain with smooth boundary. Suppose that $\left|\mathbf{u}_{0}\right| \leq 1$ and $|\mathbf{g}| \leq 1$ a.e. in $\Omega$ and $J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right)<\infty$. Then the regularized flow (1.20)-(1.22) has a unique global weak solution $\mathbf{u}^{\varepsilon, \delta}$ in the sense of Definition 3.1. Moreover, $\mathbf{u}^{\varepsilon, \delta}$ satisfies the following energy inequality:

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}^{\varepsilon, \delta}(s)\right)+\int_{0}^{s}\left\|\mathbf{u}_{t}^{\varepsilon, \delta}(t)\right\|_{L^{2}}^{2} d t \leq J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right) \quad \forall s \in[0, T] \tag{3.9}
\end{equation*}
$$

Proof. Let $\eta_{\rho}$ denote any well-known mollifier (cf. [35]), and let $\mathbf{u}_{0, \rho}:=\eta_{\rho} * \mathbf{u}_{0}$ and $\mathbf{g}_{\rho}:=\eta_{\rho} * \mathbf{g}$ denote the mollifications of $\mathbf{u}_{0}$ and $\mathbf{g}$, respectively. Let $\mathbf{u}_{\rho}^{\varepsilon, \delta}$ denote the classical solution to (1.20)-(1.22) corresponding to the smoothed datum functions $\mathbf{u}_{0, \rho}$ and $\mathbf{g}_{\rho}$. Hence, $\mathbf{u}_{\rho}^{\varepsilon, \delta}$ satisfies the energy law (3.8) with $\mathbf{u}_{0, \rho}$ and $\mathbf{g}_{\rho}$ in the place of $\mathbf{u}_{0}$ and $\mathbf{g}$.

From Lemma 3.5 we know that $\left|\mathbf{u}_{\rho}^{\varepsilon, \delta}\right|$ satisfies the maximum principle, thus,

$$
\max _{(x, t) \in \bar{\Omega}_{T}}\left|\mathbf{u}_{\rho}^{\varepsilon, \delta}(x, t)\right| \leq 1
$$

Next, since

$$
\lim _{\rho \rightarrow 0} J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0, \rho}^{\varepsilon}\right)=J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right)<\infty
$$

the energy law for $\mathbf{u}_{\rho}^{\varepsilon, \delta}$ immediately implies that $\mathbf{u}_{\rho}^{\varepsilon, \delta}$ satisfies estimates (3.3)-(3.6), uniformly in $\rho$ and $\delta$.

The remainder of the proof is to extract a convergent subsequence of $\left\{\mathbf{u}_{\rho}^{\varepsilon, \delta}\right\}_{\rho>0}$ and to pass to the limit as $\rho \rightarrow 0$ in the weak formulation of (1.20). This can be done easily in all terms of (1.20) except the nonlinear term in $\Delta_{p}^{\varepsilon}$ (see (1.23)). To overcome the difficulty, we appeal to Minty's trick or the "decisive monotonicity trick" as described in Lemma 2.1. Since this part of proof is the same as that of Theorem 1.5 of [12], we omit it and refer to [12] for the details.

The uniqueness of weak solutions follows from a standard perturbation argument and using the fact that $\Delta_{p}^{\varepsilon}$ is a monotone operator. Finally, (3.9) follows from setting $\rho \rightarrow 0$ in the energy law (3.8) for $\mathbf{u}_{\rho}^{\varepsilon, \delta}$ and from using the lower semicontinuity of $J_{p, \lambda}^{\varepsilon, \delta}$ and the $L^{2}$-norm with respect to $L^{2}$ weak convergence.

We conclude this section with some remarks.
Remark 3.1. (a) Since $W^{1,1}(\Omega)$ is not a reflexive Banach space, Minty's trick would not apply in the case $p=1$ without the help of the $b_{p}(\varepsilon) \Delta$ term in the operator $\Delta_{p}^{\varepsilon}$ (see (1.23)). On the other hand, in the presence of this term, Minty's trick does apply since we now deal with the Sobolev space $H^{1}(\Omega)$ instead of $W^{1,1}(\Omega)$. In fact, if $b_{p}(\varepsilon)=0$ in $(1.20), B V$ solutions are what one can only expect in general for the regularized flow (1.20)-(1.22) in the case $p=1$ (cf. [24]).
(b) We also point out that using nonzero parameter $b_{p}(\varepsilon)$ is not necessary in the case $1<p<\infty$. For example, the conclusion of Theorem 3.7 still holds if we replace the above $b_{p}(\varepsilon)$ and $p^{*}$ by

$$
\widehat{b}_{p}(\varepsilon)=\left\{\begin{array}{ll}
0 & \text { if } 1<p<\infty, \\
\varepsilon^{\alpha} & \text { if } p=1 \quad(\alpha>0)
\end{array} \quad \text { and } \quad \widehat{p}^{*}= \begin{cases}p & \text { if } 1<p<\infty \\
2 & \text { if } p=1\end{cases}\right.
$$

On the other hand, the conclusion of Theorem 3.6 may no longer be true after this modification.
(c) Theorem 3.7 also holds when $\Omega$ is a bounded Lipschitz domain. One way to prove this assertion is to use the Galerkin method as done in [12], or to use the finite element method to be introduced in section 7 .
4. Passing to the limit as $\boldsymbol{\delta} \rightarrow \mathbf{0}$. The goal of this section is to derive the limiting flow of (1.20)-(1.22) as $\delta \rightarrow 0$ for each fixed $\varepsilon>0$. As in $[11,12,13,31,41,46]$, the key ideas for passing to the limit are to use the compactness result of Lemma 2.2 and to exploit the symmetries of the unit sphere $S^{n-1}$. Our main result of this section is the following existence theorem.

THEOREM 4.1. Let $p^{*}:=\max \{2, p\}$ and let $\Omega \subset \mathbf{R}^{m}$ be a bounded Lipschitz domain. For $1 \leq p<\infty$, suppose that $\mathbf{u}_{0} \in W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right),\left|\mathbf{u}_{0}\right|=1$ and $|\mathbf{g}| \leq 1$ in $\Omega$. Then there exists a map $\mathbf{u}^{\varepsilon} \in L^{\infty}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$ such that

$$
\begin{equation*}
\left|\mathbf{u}^{\varepsilon}\right|=1 \quad \text { a.e. in } \Omega_{T} \tag{4.1}
\end{equation*}
$$

and $\mathbf{u}^{\varepsilon}$ is a weak solution (in the distributional sense; see (4.29)) to the problem

$$
\begin{array}{rlrl}
\mathbf{u}_{t}^{\varepsilon}-\Delta_{p}^{\varepsilon} \mathbf{u}^{\varepsilon}+\lambda\left(\mathbf{u}^{\varepsilon}-\mathbf{g}\right) & =\mu_{p, \lambda}^{\varepsilon} \mathbf{u}^{\varepsilon} & \text { in } \Omega_{T}, \\
\mathcal{B}_{p}^{\varepsilon} \mathbf{n}=0 & \text { on } \partial \Omega_{T}, \\
\mathbf{u}^{\varepsilon}=\mathbf{u}_{0} & \text { on } \Omega \times\{t=0\}, \tag{4.4}
\end{array}
$$

where

$$
\begin{equation*}
\mu_{p, \lambda}^{\varepsilon}:=b_{p}(\varepsilon)\left|\nabla \mathbf{u}^{\varepsilon}\right|^{2}+\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}^{p-2}\left|\nabla \mathbf{u}^{\varepsilon}\right|^{2}+\lambda\left(1-\mathbf{u}^{\varepsilon} \cdot \mathbf{g}\right) . \tag{4.5}
\end{equation*}
$$

Moreover, $\mathbf{u}^{\varepsilon}$ satisfies the energy inequality

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon}\left(\mathbf{u}^{\varepsilon}(s)\right)+\int_{0}^{s}\left\|\mathbf{u}_{t}^{\varepsilon}(t)\right\|_{L^{2}}^{2} d t \leq J_{p, \lambda}^{\varepsilon}\left(\mathbf{u}_{0}\right) \leq J_{p, \lambda}^{1}\left(\mathbf{u}_{0}\right) \quad \text { for a.e. } s \in[0, T] \tag{4.6}
\end{equation*}
$$

and the additional estimates

$$
\begin{align*}
& \left\|\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon}\right\|_{L^{\infty}\left(L^{p^{\prime}}\right)} \leq C \quad \text { for } p^{\prime}=\frac{p}{p-1}, \quad 1 \leq p<\infty  \tag{4.7}\\
& \left\|\operatorname{div} \mathcal{B}_{p}^{\varepsilon}\right\|_{L^{2}\left(L^{1}\right)} \leq C \quad \text { for } 1 \leq p<\infty  \tag{4.8}\\
& \left\|\operatorname{div}\left(\mathcal{B}_{p}^{\varepsilon} \wedge \mathbf{u}^{\varepsilon}\right)\right\|_{L^{2}\left(L^{2}\right)} \leq C \quad \text { for } 1 \leq p<\infty  \tag{4.9}\\
& \sqrt{b_{p}(\varepsilon)}\left\|\nabla \mathbf{u}^{\varepsilon}\right\|_{L^{\infty}\left(L^{2}\right)} \leq C \tag{4.10}
\end{align*}
$$

for some positive $\varepsilon$-independent constant $C$. Here $\mathcal{B}_{p}^{\varepsilon}$ is the $n \times m$ matrix

$$
\begin{equation*}
\mathcal{B}_{p}^{\varepsilon}:=b_{p}(\varepsilon) \nabla \mathbf{u}^{\varepsilon}+\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{p, \lambda}^{\varepsilon}(\mathbf{v}):=E_{p}^{\varepsilon}(\mathbf{v})+\frac{\lambda}{2} \int_{\Omega}|\mathbf{v}-\mathbf{g}|^{2} d x \tag{4.12}
\end{equation*}
$$

Proof. In light of Remark 3.1(c) and the density argument, without loss of the generality we assume that $\Omega$ is a bounded smooth domain, and $\mathbf{u}_{0}$ and $\mathbf{g}$ are smooth functions. On noting that $\left|\mathbf{u}_{0}\right|=1$ implies that $L^{\delta}\left(\mathbf{u}_{0}\right)=0$, then $E_{p}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right)=E_{p}^{\varepsilon}\left(\mathbf{u}_{0}\right)$ in (1.16). Since $E_{p}^{\varepsilon}\left(\mathbf{u}_{0}\right) \leq E_{p}^{1}\left(\mathbf{u}_{0}\right)$, hence the assumptions on $\mathbf{u}_{0}$ and $\mathbf{g}$ ensure (3.2) holds. Since the proof is long, we divide it into three steps.

Step 1: Extracting a convergent subsequence. Let $\mathbf{u}^{\varepsilon, \delta}$ be the weak solution solution to (1.20)-(1.22) whose existence is established in Theorem 3.7. Since $E_{p}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right) \leq$ $E_{p}^{1}\left(\mathbf{u}_{0}\right)$, then $J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{0}\right)$ is uniformly bounded with respect to $\varepsilon$ and $\delta$. Hence, (3.9) implies that $\mathbf{u}^{\varepsilon, \delta}$ satisfies the uniform (in both $\varepsilon$ and $\delta$ ) estimates (3.3)-(3.6) and the maximum principle $\left|\mathbf{u}^{\varepsilon, \delta}\right| \leq 1$ on $\bar{\Omega}_{T}$.

By the weak compactness of $W^{1, p}(\Omega)$ and Sobolev embedding (cf. [1, 45]), there exists a subsequence of $\left\{\mathbf{u}^{\varepsilon, \delta}\right\}_{\delta>0}$ (still denoted by the same notation) and a map
$\mathbf{u}^{\varepsilon} \in L^{\infty}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$ such that as $\delta \rightarrow 0$

$$
\begin{align*}
\mathbf{u}^{\varepsilon, \delta} \longrightarrow \mathbf{u}^{\varepsilon} \quad & \text { weakly* in } L^{\infty}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right),  \tag{4.13}\\
& \text { strongly in } L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right),  \tag{4.14}\\
& \text { a.e. in } \Omega_{T},  \tag{4.15}\\
\mathbf{u}_{t}^{\varepsilon, \delta} \longrightarrow \mathbf{u}_{t}^{\varepsilon} \quad & \text { weakly in } L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right),  \tag{4.16}\\
\left|\mathbf{u}^{\varepsilon, \delta}\right| \longrightarrow 1 & \text { strongly in } L^{2}\left((0, T) ; L^{2}(\Omega)\right) . \tag{4.17}
\end{align*}
$$

It follows immediately from (4.15) and (4.17) that

$$
\begin{equation*}
\left|\mathbf{u}^{\varepsilon}\right|=1 \quad \text { a.e. in } \Omega_{T} \tag{4.18}
\end{equation*}
$$

Step 2: Wedge product technique and passing to the limit. Since $\left|\mathbf{u}^{\varepsilon, \delta}\right| \leq 1$ in $\bar{\Omega}_{T}$, an application of the Lebesgue-dominated convergence theorem yields, on noting (4.15), that

$$
\begin{equation*}
\mathbf{u}^{\varepsilon, \delta} \xrightarrow{\delta \backslash 0} \mathbf{u}^{\varepsilon} \quad \text { strongly in } L^{r}\left((0, T) ; L^{r}\left(\Omega, \mathbf{R}^{n}\right)\right) \quad \forall r \in[1, \infty) \tag{4.19}
\end{equation*}
$$

Let

$$
\mathbf{f}^{\varepsilon, \delta}:=\frac{1}{\delta}\left(1-\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}\right) \mathbf{u}^{\varepsilon, \delta}-\lambda\left(\mathbf{u}^{\varepsilon, \delta}-\mathbf{g}\right)
$$

It follows from the estimate $\left|\mathbf{u}^{\varepsilon, \delta}\right| \leq 1$ and the inequality $\left|\mathbf{u}^{\varepsilon, \delta}\right| \leq \frac{1}{2}\left(1+\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}\right)$ that

$$
\begin{aligned}
\frac{1}{\delta} \int_{0}^{T} \int_{\Omega}\left(1-\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}\right)\left|\mathbf{u}^{\varepsilon, \delta}\right| d x d t \leq \frac{1}{\delta} \int_{0}^{T} & \int_{\Omega}\left(1-\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}\right)^{2} d x d t \\
& +\frac{1}{\delta} \int_{0}^{T} \int_{\Omega}\left(1-\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2}\right)\left|\mathbf{u}^{\varepsilon, \delta}\right|^{2} d x d t
\end{aligned}
$$

Inequality (3.4) immediately implies that the first term on the right-hand side is uniformly bounded in $\delta$. Testing (1.20) by $\mathbf{u}^{\varepsilon, \delta}$ and using estimates (3.3), (3.5), and (3.6), we conclude that the second term on the right-hand side is also uniformly bounded in $\delta$. Hence, $\mathbf{f}^{\varepsilon, \delta}$ is uniformly bounded with respect to $\delta$ in $L^{1}\left((0, T) ; L^{1}\left(\Omega, \mathbf{R}^{n}\right)\right)$. By Lemma 2.2 we have that

$$
\begin{equation*}
\nabla \mathbf{u}^{\varepsilon, \delta} \xrightarrow{\delta \backslash 0} \nabla \mathbf{u}^{\varepsilon} \quad \text { strongly in } L^{q}\left((0, T) ; L^{q}\left(\Omega, \mathbf{R}^{n \times m}\right)\right) \quad \forall q \in\left[1, p^{*}\right) . \tag{4.20}
\end{equation*}
$$

This and (3.5) imply that

$$
\begin{equation*}
\left|\nabla \mathbf{u}^{\varepsilon, \delta}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon, \delta} \xrightarrow{\delta \backslash 0}\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon} \tag{4.21}
\end{equation*}
$$

weakly* in $L^{\infty}\left((0, T) ; L^{p^{\prime}}\left(\Omega, \mathbf{R}^{n \times m}\right)\right)$ with $p^{\prime}=\frac{p}{p-1}$ if $p \neq 1$ and weakly* in $L^{\infty}((0, T)$; $\left.L^{\infty}\left(\Omega, \mathbf{R}^{n \times m}\right)\right)$ if $p=1$.

Next, taking the wedge product of (1.20) with $\mathbf{u}^{\varepsilon, \delta}$ yields

$$
\begin{equation*}
\mathbf{u}_{t}^{\varepsilon, \delta} \wedge \mathbf{u}^{\varepsilon, \delta}-\operatorname{div}\left(\mathcal{B}_{p}^{\varepsilon, \delta} \wedge \mathbf{u}^{\varepsilon, \delta}\right)-\lambda \mathbf{g} \wedge \mathbf{u}^{\varepsilon, \delta}=0 \tag{4.22}
\end{equation*}
$$

where $\mathcal{B}_{p}^{\varepsilon, \delta}$ is defined in (1.23).
Testing (4.22) with any $\mathbf{w} \in L^{\infty}\left((0, T) ; W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)\right)$ we get

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\left(\mathbf{u}_{t}^{\varepsilon, \delta} \wedge \mathbf{u}^{\varepsilon, \delta}\right) \cdot \mathbf{w}+\left(\mathcal{B}_{p}^{\varepsilon, \delta} \wedge \mathbf{u}^{\varepsilon, \delta}\right) \cdot \nabla \mathbf{w}-\lambda\left(\mathbf{g} \wedge \mathbf{u}^{\varepsilon, \delta}\right) \cdot \mathbf{w}\right\} d x d t=0 \tag{4.23}
\end{equation*}
$$

It follows from setting $\delta \rightarrow 0$ in (4.23) and using (4.16), (4.19), and (4.21) that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\left(\mathbf{u}_{t}^{\varepsilon} \wedge \mathbf{u}^{\varepsilon}\right) \cdot \mathbf{w}+\left(\mathcal{B}_{p}^{\varepsilon} \wedge \mathbf{u}^{\varepsilon}\right) \cdot \nabla \mathbf{w}-\lambda\left(\mathbf{g} \wedge \mathbf{u}^{\varepsilon}\right) \cdot \mathbf{w}\right\} d x d t=0 \tag{4.24}
\end{equation*}
$$

where $\mathcal{B}_{p}^{\varepsilon}$ is given by (4.11).
Note that (4.18) implies

$$
\begin{equation*}
\mathbf{u}_{t}^{\varepsilon} \cdot \mathbf{u}^{\varepsilon}=0, \quad\left(\mathcal{B}_{p}^{\varepsilon}\right)^{T} \mathbf{u}^{\varepsilon}=0 \quad \text { a.e. in } \Omega_{T} \tag{4.25}
\end{equation*}
$$

This in turn yields the following identity

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t}^{\varepsilon} \cdot \mathbf{u}^{\varepsilon} \varphi+\mathcal{B}_{p}^{\varepsilon} \cdot \nabla\left(\mathbf{u}^{\varepsilon} \varphi\right)+\lambda\left(\mathbf{u}^{\varepsilon}-\mathbf{g}\right) \cdot \mathbf{u}^{\varepsilon} \varphi\right\} d x d t=\int_{0}^{T} \int_{\Omega} \mu_{p, \lambda}^{\varepsilon} \varphi d x d t \tag{4.26}
\end{equation*}
$$

for any $\varphi \in L^{\infty}\left(\Omega_{T}\right) \cap L^{\infty}\left((0, T) ; W^{1, p^{*}}(\Omega)\right)$, where $\mu_{p, \lambda}^{\varepsilon}$ is defined by (4.5).
Finally, for any $\mathbf{v} \in\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$, taking $\mathbf{w}=\mathbf{u}^{\varepsilon} \wedge \mathbf{v}$ in (4.24), $\varphi=\mathbf{u}^{\varepsilon} \cdot \mathbf{v}$ in (4.26), and using the formula $\mathbf{a} \cdot(\mathbf{b} \wedge \mathbf{c})=(\mathbf{a} \wedge \mathbf{b}) \cdot \mathbf{c}$ yield

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t}^{\varepsilon} \cdot\left(\mathbf{u}^{\varepsilon} \wedge\left(\mathbf{u}^{\varepsilon} \wedge \mathbf{v}\right)\right)+\mathcal{B}_{p}^{\varepsilon} \cdot \nabla\left(\mathbf{u}^{\varepsilon} \wedge\left(\mathbf{u}^{\varepsilon} \wedge \mathbf{v}\right)\right)\right.  \tag{4.27}\\
&\left.-\lambda \mathbf{g} \cdot\left(\mathbf{u}^{\varepsilon} \wedge\left(\mathbf{u}^{\varepsilon} \wedge \mathbf{v}\right)\right)\right\} d x d t=0
\end{align*}
$$

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t}^{\varepsilon} \cdot \mathbf{u}^{\varepsilon}\left(\mathbf{u}^{\varepsilon} \cdot \mathbf{v}\right)\right. & +\mathcal{B}_{p}^{\varepsilon} \cdot \nabla\left(\mathbf{u}^{\varepsilon}\left(\mathbf{u}^{\varepsilon} \cdot \mathbf{v}\right)\right)  \tag{4.28}\\
& \left.+\lambda\left(\mathbf{u}^{\varepsilon}-\mathbf{g}\right) \cdot \mathbf{u}^{\varepsilon}\left(\mathbf{u}^{\varepsilon} \cdot \mathbf{v}\right)\right\} d x d t=\int_{0}^{T} \int_{\Omega} \mu_{p, \lambda}^{\varepsilon} \mathbf{u}^{\varepsilon} \cdot \mathbf{v} d x d t
\end{align*}
$$

Subtracting (4.27) from (4.28) and using the identity

$$
\mathbf{v}=\left(\mathbf{u}^{\varepsilon} \cdot \mathbf{v}\right) \mathbf{u}^{\varepsilon}-\mathbf{u}^{\varepsilon} \wedge\left(\mathbf{u}^{\varepsilon} \wedge \mathbf{v}\right)
$$

we obtain that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t}^{\varepsilon} \cdot \mathbf{v}+\mathcal{B}_{p}^{\varepsilon} \cdot \nabla \mathbf{v}+\lambda\left(\mathbf{u}^{\varepsilon}-\mathbf{g}\right) \cdot \mathbf{v}\right\} d x d t=\int_{0}^{T} \int_{\Omega} \mu_{p, \lambda}^{\varepsilon} \mathbf{u}^{\varepsilon} \cdot \mathbf{v} d x d t \tag{4.29}
\end{equation*}
$$

for any $\mathbf{v} \in\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$. This is equivalent to saying that $\mathbf{u}^{\varepsilon}$ is a weak solution (in the distributional sense) to (4.2)-(4.4).

Step 3: Wrapping up. We conclude the proof by showing the estimates (4.6)(4.10). First, (4.6) follows immediately from letting $\delta \rightarrow 0$ in (3.9), appealing to

Fatou's lemma and the lower semicontinuity of $L^{2}$ - and $L^{p^{*}}$-norms with respect to $L^{2}$ and $L^{p^{*}}$-weak convergence. We emphasize again that this is possible in the case $p=1$, because the uniform (in $\delta$ ) estimate (3.6) implies that $u^{\varepsilon} \in L^{\infty}\left((0, T) ; H^{1}\left(\Omega, \mathbf{R}^{n}\right)\right)$. Inequalities (4.7) and (4.10) are direct consequences of (4.6). Finally, the bounds (4.8) and (4.9) follow immediately from (4.29) and (4.24), respectively. Hence the proof is complete.

Remark 4.1. If $b_{p}(\varepsilon)=0$ is used in the regularization, the solutions to (4.1)-(4.4) are only expected to belong to $L^{\infty}\left((0, T) ;[B V(\Omega)]^{n}\right)$ in general when $p=1$.
5. Passing to the limit as $\varepsilon \rightarrow 0$ : The case $1<\boldsymbol{p}<\infty$. In this section, we shall pass to the limit as $\varepsilon \rightarrow 0$ in (4.1)-(4.4) and show that the limit map is a weak solution to (1.8)-(1.11). Since the analysis and techniques for passing the limit for $1<p<\infty$ and $p=1$ are quite different, we shall first consider the case $1<p<\infty$ in this section and leave the case $p=1$ to the next section. We begin with a definition of weak solutions to (1.8)-(1.11) in the case $1<p<\infty$.

DEFINITION 5.1. For $1<p<\infty$, a map $\mathbf{u}: \Omega_{T} \rightarrow \mathbf{R}^{n}$ is called a global weak solution to (1.8)-(1.11) if
(i) $\mathbf{u} \in L^{\infty}\left((0, T) ; W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$;
(ii) $|b u|=1$ a.e. on $\Omega_{T}$;
(iii) $\mathbf{u}$ satisfies (1.8)-(1.11) in the distributional sense.

Our main result of this section is the following existence theorem.
THEOREM 5.2. Let $1<p<\infty$, and suppose that the assumptions on $\mathbf{u}_{0}$ and $\mathbf{g}$ in Theorem 4.1 still hold. Then problem (1.8)-(1.11) has a weak solution $\mathbf{u}$ in the sense of Definition 5.1. Moreover, u satisfies the energy inequality

$$
\begin{equation*}
J_{p, \lambda}(\mathbf{u}(s))+\int_{0}^{s}\left\|\mathbf{u}_{t}(t)\right\|_{L^{2}}^{2} d t \leq J_{p, \lambda}\left(\mathbf{u}_{0}\right) \quad \text { for a.e. } s \in[0, T] \tag{5.1}
\end{equation*}
$$

where $J_{p, \lambda}$ is defined by (1.7).
Proof. We divide the proof into three steps.
Step 1: Extracting a convergent subsequence. Let $\mathbf{u}^{\varepsilon}$ denote the solution of (4.1)(4.4) constructed in Theorem 4.1. From (4.1), (4.6)-(4.10), the weak compactness of $W^{1, p}(\Omega)$, and Sobolev embedding (cf. [1, 45]), there exists a subsequence of $\left\{\mathbf{u}^{\varepsilon}\right\}_{\varepsilon>0}$ (still denoted by the same notation) and a map $\mathbf{u} \in L^{\infty}\left((0, T) ; W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap$ $H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$ such that as $\varepsilon \rightarrow 0$

$$
\begin{align*}
\mathbf{u}^{\varepsilon} \longrightarrow \mathbf{u} \quad & \text { weakly* in } L^{\infty}\left((0, T) ; W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)\right),  \tag{5.2}\\
& \text { strongly in } L^{2}\left((0, T) ; L^{p}\left(\Omega, \mathbf{R}^{n}\right)\right),  \tag{5.3}\\
& \text { a.e. in } \Omega_{T},  \tag{5.4}\\
b_{p}(\varepsilon) \nabla \mathbf{u}^{\varepsilon} \longrightarrow 0 \quad & \text { weakly in } L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n \times m}\right)\right),  \tag{5.5}\\
\mathbf{u}_{t}^{\varepsilon} \longrightarrow \mathbf{u}_{t} \quad & \text { weakly in } L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right) \tag{5.6}
\end{align*}
$$

It follows immediately from (5.4) and (4.18) that

$$
\begin{equation*}
|\mathbf{u}|=1 \quad \text { a.e. in } \Omega_{T} \tag{5.7}
\end{equation*}
$$

Step 2: Passing to the limit. First, by (5.4) and the Lebesgue-dominated convergence theorem we have that

$$
\begin{equation*}
\mathbf{u}^{\varepsilon} \xrightarrow{\varepsilon \backslash 0} \mathbf{u} \quad \text { strongly in } L^{r}\left((0, T) ; L^{r}\left(\Omega, \mathbf{R}^{n}\right)\right) \quad \forall r \in[1, \infty) \tag{5.8}
\end{equation*}
$$

Next, let $\mathbf{f}^{\varepsilon}:=\mu_{p, \lambda}^{\varepsilon} \mathbf{u}^{\varepsilon}-\lambda\left(\mathbf{u}^{\varepsilon}-\mathbf{g}\right)$. Clearly, $\mathbf{f}^{\varepsilon} \in L^{1}\left((0, T) ; L^{1}\left(\Omega ; \mathbf{R}^{n}\right)\right)$ and is uniformly bounded, on noting (4.5)-(4.6). By Lemma 2.3 we get

$$
\begin{equation*}
\nabla \mathbf{u}^{\varepsilon} \xrightarrow{\varepsilon \backslash 0} \nabla \mathbf{u} \quad \text { strongly in } L^{q}\left((0, T) ; L^{q}\left(\Omega, \mathbf{R}^{n \times m}\right)\right) \quad \forall q \in[1, p), \tag{5.9}
\end{equation*}
$$

which, using (4.7) and (5.5), implies that

$$
\begin{equation*}
\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}^{p-2} \nabla \mathbf{u}^{\varepsilon} \xrightarrow{\varepsilon \backslash 0}|\nabla \mathbf{u}|^{p-2} \nabla \mathbf{u} \quad \text { weakly* in } L^{\infty}\left((0, T) ; L^{p^{\prime}}\left(\Omega, \mathbf{R}^{n \times m}\right)\right), \tag{5.10}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{B}_{p}^{\varepsilon} \xrightarrow{\varepsilon \backslash 0} \mathcal{B}_{p}:=|\nabla \mathbf{u}|^{p-2} \nabla \mathbf{u} \quad \text { weakly in } L^{2}\left((0, T) ; L^{p_{*}^{\prime}}\left(\Omega, \mathbf{R}^{n \times m}\right)\right), \tag{5.11}
\end{equation*}
$$

where $p^{\prime}=\frac{p}{p-1}$ and $p_{*}^{\prime}:=\min \left\{2, p^{\prime}\right\}$.
It then follows from taking $\varepsilon \rightarrow 0$ in (4.24) and using (5.6), (5.8), and (5.11) that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\left(\mathbf{u}_{t} \wedge \mathbf{u}\right) \cdot \mathbf{w}+\left(\mathcal{B}_{p} \wedge \mathbf{u}\right) \cdot \nabla \mathbf{w}-\lambda(\mathbf{g} \wedge \mathbf{u}) \cdot \mathbf{w}\right\} d x d t=0 \tag{5.12}
\end{equation*}
$$

for any $\mathbf{w} \in C^{1}\left(\bar{\Omega}_{T}\right)$. Since $\mathcal{B}_{p} \in L^{\infty}\left((0, T) ; L^{p^{\prime}}\left(\Omega, \mathbf{R}^{n \times m}\right)\right)$, by the standard density argument one can show that (5.12) also holds for all $\mathbf{w} \in L^{\infty}\left((0, T) ; W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)\right) \cap$ $L^{\infty}\left(\Omega_{T}\right)$.

Since $|\mathbf{u}|=1$ a.e. in $\Omega_{T}$, there holds the following identity, which is analogous to (4.26):

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t} \cdot \mathbf{u} \varphi+\mathcal{B}_{p} \cdot \nabla(\mathbf{u} \varphi)+\lambda(\mathbf{u}-\mathbf{g}) \cdot \mathbf{u} \varphi\right\} d x d t=\int_{0}^{T} \int_{\Omega} \mu_{p, \lambda} \varphi d x d t \tag{5.13}
\end{equation*}
$$

for any $\varphi \in L^{\infty}\left(\Omega_{T}\right) \cap L^{\infty}\left((0, T) ; W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)\right)$, where $\mu_{p, \lambda}$ is defined by (1.12).
Finally, for any $\mathbf{v} \in\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$, on choosing $\mathbf{w}=\mathbf{u} \wedge \mathbf{v}$ in (5.12) and $\varphi=\mathbf{u} \cdot \mathbf{v}$ in (5.13), subtracting the resulting equations, and using the identity

$$
\mathbf{v}=(\mathbf{u} \cdot \mathbf{v}) \mathbf{u}-\mathbf{u} \wedge(\mathbf{u} \wedge \mathbf{v})
$$

we obtain that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t} \cdot \mathbf{v}+\mathcal{B}_{p} \cdot \nabla \mathbf{v}+\lambda(\mathbf{u}-\mathbf{g}) \cdot \mathbf{v}\right\} d x d t=\int_{0}^{T} \int_{\Omega} \mu_{p, \lambda} \mathbf{u} \cdot \mathbf{v} d x d t \tag{5.14}
\end{equation*}
$$

for any $\mathbf{v} \in\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$. Hence, $\mathbf{u}$ is a weak solution to (1.8)-(1.11).
Step 3: Wrapping up. We conclude the proof by showing the energy inequality (5.1). First, notice that (4.6) implies that

$$
\begin{equation*}
\int_{\Omega}\left\{\frac{1}{p}\left|\nabla \mathbf{u}^{\varepsilon}(s)\right|^{p}+\frac{\lambda}{2}\left|\mathbf{u}^{\varepsilon}(s)-\mathbf{g}\right|^{2}\right\} d x+\int_{0}^{s}\left\|\mathbf{u}_{t}^{\varepsilon}(t)\right\|_{L^{2}}^{2} d t \leq J_{p, \lambda}^{\varepsilon}\left(\mathbf{u}_{0}\right) \quad \forall s \in[0, T] \tag{5.15}
\end{equation*}
$$

Then (5.1) follows from taking $\varepsilon \rightarrow 0$ in (5.15) and using Fatou's lemma and the lower semicontinuity of the $L^{p}$-norm with respect to $L^{p}$-weak convergence. The proof is complete.

Remark 5.1. (a) We remark that it was proved in $[15,32,41]$ that weak solutions to (1.8)-(1.11) are not unique in general.
(b) Although the above proof is carried out for any $\alpha>0$ in the definition of $b_{p}(\varepsilon)$ (cf. (1.15)), $\alpha$ should be chosen large enough so that the error due to the perturbation
term $b_{p}(\varepsilon) \Delta$ is much smaller than the error due to other regularization terms in numerical simulations.
(c) The existence result of Theorem 5.2 is established under the assumption $\mathbf{u}_{0} \in W^{1, p *}\left(\Omega, \mathbf{R}^{n}\right)$ with $p *=\max \{p, 2\}$. This condition can be weakened to $\mathbf{u}_{0} \in$ $W^{1, p}\left(\Omega, \mathbf{R}^{n}\right)$ in the case $1<p<2$ by a smoothing technique.
6. Passing to the limit as $\varepsilon \rightarrow 0$ : The case $\boldsymbol{p}=1$. In this section, we consider the case $p=1$ and establish the existence of global weak solutions for the 1 -harmonic map heat flow (1.8)-(1.11) by passing to the limit as $\varepsilon \rightarrow 0$ in (4.2)-(4.4). There are two main difficulties which prevent one from repeating the analysis and techniques of the previous section. First, the compactness result of Lemma 2.3 no longer holds when $p=1$. Second, since the sequence $\left\{\mathbf{u}^{\varepsilon}\right\}_{\varepsilon>0}$ is uniformly bounded only in $L^{\infty}\left((0, T) ;\left[W^{1,1}(\Omega) \cap L^{\infty}(\Omega)\right]^{n}\right)$, and $W^{1,1}\left(\Omega, \mathbf{R}^{n}\right)$ is not a reflexive Banach space, hence the limiting map u now belongs to $L^{\infty}\left((0, T) ;\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}\right)$; i.e., $\mathbf{u}(t)$ is only a map of bounded variation. As expected, these two difficulties make the passage to the limit as $\varepsilon \rightarrow 0$ more difficult and delicate.
6.1. Technical tools and lemmas. In this subsection, we shall cite some technical tools and lemmas in order to develop a weak solution concept to be given in the next subsection for the 1-harmonic map heat flow. Specifically, we need the pairings $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ between a tensor field $\mathcal{A}$ and a $B V$-vector field $\mathbf{v}$ as a generalization of the pairing $\mathbf{b} \cdot D v$ between a vector field $\mathbf{b}$ and a $B V$-function $v$ developed in [4, 10]. The proofs of the key results in achieving this can be found in [23], where an extension of the theory for the 1-harmonic case studied in this section is developed for a general linear growth functional on the gradient.

We recall from [23] the space of divergence- $L^{q}$ tensors

$$
\begin{equation*}
\mathcal{Y}(\Omega)_{q}:=\left\{\mathcal{A} \in L^{\infty}\left(\Omega ; \mathbf{R}^{n \times m}\right) ; \operatorname{div} \mathcal{A} \in L^{q}\left(\Omega ; \mathbf{R}^{n}\right)\right\} \quad \text { for } 1 \leq q<\infty \tag{6.1}
\end{equation*}
$$

and that $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ are defined as follows.
Definition 6.1. For any $\mathcal{A} \in \mathcal{Y}(\Omega)_{1}$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$, we define $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ to be the functionals on $C_{0}^{\infty}(\Omega)$ and $\left[C_{0}^{\infty}(\Omega)\right]^{n}$, respectively, by

$$
\begin{align*}
& \langle\mathcal{A} \cdot D \mathbf{v}, \psi\rangle:=-\int_{\Omega}\left(\mathcal{A}^{T} \mathbf{v}\right) \cdot \nabla \psi d x-\int_{\Omega}(\operatorname{div} \mathcal{A} \cdot \mathbf{v}) \psi d x \quad \forall \psi \in C_{0}^{\infty}(\Omega)  \tag{6.2}\\
& \langle\mathcal{A} \wedge D \mathbf{v}, \mathbf{w}\rangle:=-\int_{\Omega}(\mathcal{A} \wedge \mathbf{v}) \cdot \nabla \mathbf{w} d x-\int_{\Omega}(\operatorname{div} \mathcal{A} \wedge \mathbf{v}) \cdot \mathbf{w} d x \quad \forall \mathbf{w} \in\left[C_{0}^{\infty}(\Omega)\right]^{n} \tag{6.3}
\end{align*}
$$

where $\mathcal{A}^{T}$ stands for the matrix transpose of $\mathcal{A}$ and the notation (2.4) is used in (6.3).
We now list some properties of the pairings $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ and refer to section 2 of [23] for their proofs. The first lemma declares that $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ are Radon measures in $\Omega$.

Lemma 6.2. For any Borel set $E \subset \Omega$, there hold

$$
\begin{aligned}
& |\langle\mathcal{A} \cdot D \mathbf{v}, \psi\rangle| \leq \max _{x \in E}|\psi(x)| \cdot\|\mathcal{A}\|_{L^{\infty}\left(E, \mathbf{R}^{n \times m}\right)} \cdot|D \mathbf{v}|(E) \quad \forall \psi \in C_{0}(E) \\
& |\langle\mathcal{A} \wedge D \mathbf{v}, \mathbf{w}\rangle| \leq \max _{x \in E}|\mathbf{w}(x)| \cdot\|\mathcal{A}\|_{L^{\infty}\left(E, \mathbf{R}^{n \times m}\right)} \cdot|D \mathbf{v}|(E) \quad \forall \mathbf{w} \in\left[C_{0}(E)\right]^{n}
\end{aligned}
$$

Hence, it follows from the Riesz theorem (cf. Theorem 1.54 of [3]) that both functionals $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ are Radon measures in $\Omega$.

Corollary 6.3. The measures $\mathcal{A} \cdot D \mathbf{v},|\mathcal{A} \cdot D \mathbf{v}|, \mathcal{A} \wedge D \mathbf{v}$, and $|\mathcal{A} \wedge D \mathbf{v}|$ all are absolutely continuous with respect to the measure $|D \mathbf{v}|$ in $\Omega$. Moreover, there hold inequalities

$$
\begin{align*}
&|(\mathcal{A} \cdot D \mathbf{v})(E)| \leq|\mathcal{A} \cdot D \mathbf{v}|(E) \leq\|\mathcal{A}\|_{L^{\infty}\left(E^{\prime}, \mathbf{R}^{n \times m}\right)} \cdot|D \mathbf{v}|(E)  \tag{6.4}\\
&|(\mathcal{A} \wedge D \mathbf{v})(E)| \leq|\mathcal{A} \wedge D \mathbf{v}|(E) \leq\|\mathcal{A}\|_{L^{\infty}\left(E^{\prime}, \mathbf{R}^{n \times m}\right)} \cdot|D \mathbf{v}|(E) \tag{6.5}
\end{align*}
$$

for all Borel sets $E$ and for all open sets $E^{\prime}$ such that $E \subset E^{\prime} \subset \Omega$.
Hence, by the Radon-Nikodým theorem (cf. Theorem 1.28 of [3]), there exist $|D \mathbf{v}|-$ measurable functions $\Theta:=\Theta(\mathcal{A}, D \mathbf{v}, x): \Omega \rightarrow \mathbf{R}$ and $\Lambda:=\Lambda(\mathcal{A}, D \mathbf{v}, x): \Omega \rightarrow \mathbf{R}^{n}$ such that

$$
\begin{align*}
(\mathcal{A} \cdot D \mathbf{v})(E) & =\int_{E} \Theta d|D \mathbf{v}| \quad \text { and } \tag{6.6}
\end{align*}\|\Theta\|_{L^{\infty}(\Omega,|D \mathbf{v}|)} \leq\|\mathcal{A}\|_{L^{\infty}\left(\Omega, \mathbf{R}^{n \times m}\right)},
$$

for all Borel sets $E \subset \Omega$.
The second lemma declares that every $\mathcal{A} \in \mathcal{Y}(\Omega)_{1}$ has a well-behaved traction $\mathcal{A} \mathbf{n}$ on the boundary of a Lipschitz domain $\Omega$.

Lemma 6.4. Let $\Omega$ be a bounded domain with a Lipschitz continuous boundary $\partial \Omega$ in $\mathbf{R}^{m}$. Then there exists a linear operator $\beta: \mathcal{Y}(\Omega)_{1} \rightarrow L^{\infty}\left(\partial \Omega ; \mathbf{R}^{n}\right)$ such that

$$
\begin{align*}
\|\beta(\mathcal{A})\|_{L^{\infty}\left(\partial \Omega, \mathbf{R}^{n}\right)} & \leq\|\mathcal{A}\|_{L^{\infty}\left(\Omega, \mathbf{R}^{n \times m}\right)}  \tag{6.8}\\
\langle\mathcal{A}, \mathbf{v}\rangle_{\partial \Omega} & =\int_{\partial \Omega} \beta(\mathcal{A})(x) \mathbf{v}(x) d \mathcal{H}^{m-1} \quad \forall \mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}  \tag{6.9}\\
\beta(\mathcal{A})(x) & =\mathcal{A}(x) \mathbf{n}(x) \quad \forall x \in \partial \Omega, \mathcal{A} \in C^{1}\left(\bar{\Omega}, \mathbf{R}^{n \times m}\right) \tag{6.10}
\end{align*}
$$

Remark 6.1. Since $\beta(\mathcal{A})$ is a weakly defined traction of $\mathcal{A}$ on $\partial \Omega$, hence we shall use $\mathcal{A} \mathbf{n}$ to denote $\beta(\mathcal{A})$ in the rest of this section.

The third lemma declares that the following hold.
Lemma 6.5. Let $\Omega$ be a bounded domain with a Lipschitz continuous boundary $\partial \Omega$ in $\mathbf{R}^{m}$. Then for any $\mathcal{A} \in \mathcal{Y}(\Omega)_{1}$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$ there hold the identities

$$
\begin{align*}
\int_{\Omega} \operatorname{div} \mathcal{A} \cdot \mathbf{v} d x+(\mathcal{A} \cdot D \mathbf{v})(\Omega) & =\int_{\partial \Omega} \mathcal{A} \mathbf{n} \cdot \mathbf{v} d \mathcal{H}^{m-1}  \tag{6.11}\\
\int_{\Omega} \operatorname{div} \mathcal{A} \wedge \mathbf{v} d x+(\mathcal{A} \wedge D \mathbf{v})(\Omega) & =\int_{\partial \Omega} \mathcal{A} \mathbf{n} \wedge \mathbf{v} d \mathcal{H}^{m-1} \tag{6.12}
\end{align*}
$$

Lemmas 6.6 and 6.7 state continuity results for the measure $\mathcal{A} \cdot D \mathbf{v}$ and $\mathcal{A} \wedge D \mathbf{v}$ with respect to $\mathcal{A}$ and $\mathbf{v}$, respectively.

Lemma 6.6. Let $\mathcal{A}_{j}, \mathcal{A} \in \mathcal{Y}(\Omega)_{1}$ and suppose that

$$
\begin{aligned}
& \mathcal{A}_{j} \longrightarrow \mathcal{A} \quad \text { weakly* in } L^{\infty}(E), \\
& \operatorname{div} \mathcal{A}_{j} \longrightarrow \operatorname{div} \mathcal{A} \quad \text { weakly in } L^{1}(E)
\end{aligned}
$$

for all open sets $E \subset \subset \Omega$. Then for all $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$ the following hold:

$$
\begin{align*}
& \mathcal{A}_{j} \cdot D \mathbf{v} \longrightarrow \mathcal{A} \cdot D \mathbf{v} \quad \text { weakly* in } \mathcal{M}(\Omega)  \tag{6.13}\\
& \mathcal{A}_{j} \wedge D \mathbf{v} \longrightarrow \mathcal{A} \wedge D \mathbf{v} \quad \text { weakly* in }[\mathcal{M}(\Omega)]^{n} \tag{6.14}
\end{align*}
$$

and

$$
\begin{array}{ll}
\Theta\left(\mathcal{A}_{j}, D \mathbf{v}, \cdot\right) \longrightarrow \Theta(\mathcal{A}, D \mathbf{v}, \cdot) & \text { weakly* in } L^{\infty}(E) \forall E \subset \subset \Omega \\
\Lambda\left(\mathcal{A}_{j}, D \mathbf{v}, \cdot\right) \longrightarrow \Lambda(\mathcal{A}, D \mathbf{v}, \cdot) & \text { weakly* in }\left[L^{\infty}(E)\right]^{n} \forall E \subset \subset \Omega \tag{6.16}
\end{array}
$$

Here " $E \subset \subset$ " means that $E$ is compactly contained in $\Omega$; that is, $E \subset \bar{E} \subset \Omega$ and $\bar{E}$ is compact.

Lemma 6.7. Let $\mathcal{A} \in \mathcal{Y}(\Omega)_{1}$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$. Suppose that $\left\{\mathbf{v}_{j}\right\} \subset$ $\left[C^{\infty}(\Omega) \cap B V(\Omega)\right]^{n}$ strictly converges to $\mathbf{v}$ (cf. Definition 3.14 of [3]). Then

$$
\begin{align*}
& \mathcal{A} \cdot D \mathbf{v}_{j} \longrightarrow \mathcal{A} \cdot D \mathbf{v} \quad \text { weakly* in } \mathcal{M}(\Omega)  \tag{6.17}\\
& \mathcal{A} \wedge D \mathbf{v}_{j} \longrightarrow \mathcal{A} \wedge D \mathbf{v} \quad \text { weakly* in }[\mathcal{M}(\Omega)]^{n} \tag{6.18}
\end{align*}
$$

Moreover,

$$
\begin{align*}
& \int_{\Omega} \mathcal{A} \cdot D \mathbf{v}_{j} d x \longrightarrow \int_{\Omega} \mathcal{A} \cdot D \mathbf{v}  \tag{6.19}\\
& \int_{\Omega} \mathcal{A} \wedge D \mathbf{v}_{j} d x \longrightarrow \int_{\Omega} \mathcal{A} \wedge D \mathbf{v} \tag{6.20}
\end{align*}
$$

Lemma 6.8 gives the precise representations for the density functions $\Theta$ and $\Lambda$ defined in Corollary 6.3.

Lemma 6.8. (i) If $\mathcal{A} \in \mathcal{Y}(\Omega)_{1} \cap C\left(\Omega, \mathbf{R}^{n \times m}\right)$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$, then there hold

$$
\begin{equation*}
\Theta(\mathcal{A}, D \mathbf{v}, x)=\mathcal{A}(x) \cdot \frac{D \mathbf{v}}{|D \mathbf{v}|}(x), \quad \Lambda(\mathcal{A}, D \mathbf{v}, x)=\mathcal{A}(x) \wedge \frac{D \mathbf{v}}{|D \mathbf{v}|}(x) \tag{6.21}
\end{equation*}
$$

for $|D \mathbf{v}|$ a.e. in $\Omega$.
(ii) If $\mathcal{A} \in \mathcal{Y}(\Omega)_{1}$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$, then there hold

$$
\begin{equation*}
\Theta(\mathcal{A}, D \mathbf{v}, x)=\mathcal{A}(x) \cdot \frac{D \mathbf{v}}{|D \mathbf{v}|}(x), \quad \Lambda(\mathcal{A}, D \mathbf{v}, x)=\mathcal{A}(x) \wedge \frac{D \mathbf{v}}{|D \mathbf{v}|}(x) \tag{6.22}
\end{equation*}
$$

for $|D \mathbf{v}|^{\text {a }}$ a.e. in $\Omega$, where $\frac{D \mathbf{v}}{|D \mathbf{v}|}$ denotes the density function of the measure $D \mathbf{v}$ with respect to the measure $|D \mathbf{v}|$, and $|D \mathbf{v}|^{a}$ denotes the absolute continuous part of the measure $|D \mathbf{v}|$ with respect to the Lebesgue measure $\mathcal{L}^{n}$.

Next, we recall from [23] the space of divergence-measure tensors

$$
\begin{equation*}
\mathcal{D} \mathcal{T}(\Omega):=\left\{\mathcal{A} \in L^{\infty}\left(\Omega, \mathbf{R}^{n \times m}\right) ; \operatorname{div} \mathcal{A} \in[\mathcal{M}(\Omega)]^{n}\right\} \tag{6.23}
\end{equation*}
$$

and briefly discuss two of its important properties. First, as in the case of the space of the divergence- $L^{1}$ tensors $\mathcal{Y}(\Omega)_{1}$, Definition 6.1 is still valid for $\mathcal{A} \in \mathcal{D} \mathcal{T}(\Omega)$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega) \cap C(\Omega)\right]^{n}$ (cf. [4]). Second, there is a well-behaved traction $\mathcal{A} \mathbf{n}$ for every $\mathcal{A} \in \mathcal{D} \mathcal{T}(\Omega)$.

LEmma 6.9. Let $\Omega$ be a bounded domain with Lipschitz continuous boundary $\partial \Omega$ in $\mathbf{R}^{m}$. Then there exists a linear operator $\alpha: \mathcal{D} \mathcal{T}(\Omega) \rightarrow L^{\infty}\left(\partial \Omega ; \mathbf{R}^{n}\right)$ such that

$$
\begin{align*}
& \|\alpha(\mathcal{A})\|_{L^{\infty}\left(\partial \Omega, \mathbf{R}^{n}\right)} \leq\|\mathcal{A}\|_{L^{\infty}\left(\Omega, \mathbf{R}^{n \times m}\right)}  \tag{6.24}\\
& \langle\mathcal{A}, \mathbf{v}\rangle_{\partial \Omega}=\int_{\partial \Omega} \alpha(\mathcal{A})(x) \mathbf{v}(x) d \mathcal{H}^{m-1} \quad \forall \mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega) \cap C(\Omega)\right]^{n},  \tag{6.25}\\
& \alpha(\mathcal{A})(x)=\mathcal{A}(x) \mathbf{n}(x) \quad \forall x \in \partial \Omega, \mathcal{A} \in C^{1}\left(\bar{\Omega}, \mathbf{R}^{n \times m}\right) \tag{6.26}
\end{align*}
$$

Moreover, for any $\mathcal{A} \in \mathcal{D} \mathcal{T}(\Omega)$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega) \cap C(\Omega)\right]^{n}$, let $\mathcal{A} \mathbf{n}:=\alpha(\mathcal{A})$ on $\partial \Omega$. Then there hold the following Green's formulas:

$$
\begin{align*}
(\operatorname{div} \mathcal{A} \cdot \mathbf{v})(\Omega)+(\mathcal{A} \cdot D \mathbf{v})(\Omega) & =\int_{\partial \Omega} \mathcal{A} \mathbf{n} \cdot \mathbf{v} d \mathcal{H}^{m-1}  \tag{6.27}\\
(\operatorname{div} \mathcal{A} \wedge \mathbf{v})(\Omega)+(\mathcal{A} \wedge D \mathbf{v})(\Omega) & =\int_{\partial \Omega} \mathcal{A} \mathbf{n} \wedge \mathbf{v} d \mathcal{H}^{m-1} \tag{6.28}
\end{align*}
$$

Third, the following product rule holds.
Lemma 6.10. For any $\mathcal{A} \in \mathcal{D} \mathcal{T}(\Omega)$ and $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$, the identities

$$
\begin{align*}
\operatorname{div}\left(\mathcal{A}^{T} \mathbf{v}\right) & =(\operatorname{div} \mathcal{A}) \cdot \overline{\mathbf{v}}+\overline{\mathcal{A} \cdot D \mathbf{v}}  \tag{6.29}\\
\operatorname{div}(\mathcal{A} \wedge \mathbf{v}) & =(\operatorname{div} \mathcal{A}) \wedge \overline{\mathbf{v}}+\overline{\mathcal{A} \wedge D \mathbf{v}} \tag{6.30}
\end{align*}
$$

hold in the sense of Radon measures in $\Omega$, where $\overline{\mathbf{v}}$ denotes the limit of a mollified sequence for $\mathbf{v}$ through a positive symmetric mollifier, and $\overline{\mathcal{A} \cdot D \mathbf{v}}$ (resp., $\overline{\mathcal{A} \wedge D \mathbf{v}}$ ) is a Radon measure which is absolutely continuous with respect to the measure $|D \mathbf{v}|$, and whose absolutely continuous part $(\overline{\mathcal{A} \cdot D \mathbf{v}})^{a}$ (resp., $\left.(\overline{\mathcal{A} \wedge D \mathbf{v}})^{a}\right)$ with respect to the Lebesgue measure $\mathcal{L}^{m}$ in $\Omega$ coincides with $\mathcal{A} \cdot(\nabla \mathbf{v})^{a}$ (resp., $\left.\mathcal{A} \wedge(\nabla \mathbf{v})^{a}\right)$ a.e. in $\Omega$, that is, $(\overline{\mathcal{A} \cdot D \mathbf{v}})^{a}=\mathcal{A} \cdot(\nabla \mathbf{v})^{a}$ (resp., $\left.(\overline{\mathcal{A} \wedge D \mathbf{v}})^{a}=\mathcal{A} \wedge(\nabla \mathbf{v})^{a}\right)$ for $\mathcal{L}^{m}$ a.e. in $\Omega$.

Remark 6.2. Equations (6.29) and (6.30) hold without all the overbars if either $\mathbf{v} \in\left[B V(\Omega) \cap L^{\infty}(\Omega) \cap C(\Omega)\right]^{n}$ or $\mathcal{A} \in \mathcal{Y}(\Omega)_{1}$.

Remark 6.3. It should be noted that the results of Lemmas 6.6-6.8 also hold for the tensor fields in $\mathcal{D} \mathcal{T}(\Omega)$ and the vector fields in $\left[B V(\Omega) \cap L^{\infty}(\Omega) \cap C(\Omega)\right]^{n}$.
6.2. Existence of weak solutions of 1 -harmonic map heat flow. Throughout the rest of this paper we let $B_{1}\left(\mathbf{R}^{n \times m}\right)$ denote the unit ball in the Euclidean space $\mathbf{R}^{n \times m}$; that is,

$$
B_{1}\left(\mathbf{R}^{n \times m}\right)=\left\{\mathcal{A} \in \mathbf{R}^{n \times m} ;|\mathcal{A}|:=\left(\sum_{j=1}^{m} \sum_{i=1}^{n} \mathcal{A}_{i j}^{2}\right)^{\frac{1}{2}} \leq 1\right\}
$$

In addition, let

$$
\sigma_{\lambda}^{\varepsilon}:=\mu_{1, \lambda}^{\varepsilon} \mathbf{u}^{\varepsilon}, \quad \mathcal{B}^{\varepsilon}:=\frac{\nabla \mathbf{u}^{\varepsilon}}{\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}}
$$

Hence $\mathcal{B}_{1}^{\varepsilon}=b_{1}(\varepsilon) \nabla \mathbf{u}^{\varepsilon}+\mathcal{B}^{\varepsilon}$ (cf. (4.11)).
We now give a definition of weak solutions to (1.8)-(1.11) in the case $p=1$.
Definition 6.11. For $p=1$, a map $\mathbf{u}: \Omega_{T} \rightarrow \mathbf{R}^{n}$ is called a global weak solution to (1.8)-(1.11) if there exists a tensor (or matrix-valued function) $\mathcal{B}$ such that
(i) $\mathbf{u} \in L^{\infty}\left((0, T) ;\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$;
(ii) $|\mathbf{u}|=1 \quad$ for $\mathcal{L}^{m+1}$ a.e. in $\Omega_{T}$;
(iii) $\mathcal{B} \in L^{\infty}\left((0, T) ; L^{\infty}\left(\Omega, B_{1}\left(\mathbf{R}^{n \times m}\right)\right)\right) \cap L^{2}((0, T) ; \mathcal{D} \mathcal{T}(\Omega))$;
(iv) $\mathbf{u}$ and $\mathcal{B}$ satisfy $\mathcal{B} \wedge \mathbf{u} \in L^{2}\left((0, T) ; \mathcal{Y}(\Omega)_{2}\right), \mathcal{B}^{T} \mathbf{u}=0$, and $\mathcal{B} \cdot(D \mathbf{u})^{a}=|D \mathbf{u}|^{a}$ for $\mathcal{L}^{m+1}$ a.e. in $\Omega_{T}$;
(v) $\mathcal{B} \mathbf{n}=0$ on $\partial \Omega_{T}$ in the sense of Lemma 6.9;
(vi) there holds the identity

$$
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t} \cdot \mathbf{v}+\mathcal{B} \cdot \nabla \mathbf{v}+\lambda(\mathbf{u}-\mathbf{g}) \cdot \mathbf{v}\right\} d x d t=\int_{0}^{T}\left(\int_{\Omega} \mathbf{v} d \sigma_{\lambda}\right) d t
$$

for any $\mathbf{v} \in\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$, where $\sigma_{\lambda}$ denotes the vector-valued Radon measure

$$
\begin{equation*}
\sigma_{\lambda}=(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}+\lambda(1-\mathbf{g} \cdot \mathbf{u}) \mathbf{u} \tag{6.31}
\end{equation*}
$$

Moreover, the Radon measure $(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}$ is absolutely continuous with respect to the measure $|D \mathbf{u}|$, and for $\mathcal{L}^{1}$ a.e. $t \in(0, T)$ there exists a function $\Phi(\mathcal{B}, D \mathbf{u}, x, t): \Omega \rightarrow \mathbf{R}$ such that

$$
\begin{aligned}
& ((\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u})(E)=\int_{E} \Phi(\mathcal{B} \wedge \mathbf{u}, D \mathbf{u}, x, t) d|D \mathbf{u}| \quad \text { for all Borel sets } E \subset \Omega \\
& \|\Phi(t)\|_{L^{\infty}(\Omega,|D \mathbf{u}|)} \leq\|\mathcal{B}(t)\|_{L^{\infty}\left(\Omega, \mathbf{R}^{n \times m}\right)} \quad \text { for } \mathcal{L}^{1} \text { a.e. } t \in(0, T) \\
& \Phi(\mathcal{B} \wedge \mathbf{u}, D \mathbf{u}, x, t)=(\mathcal{B}(t) \wedge \mathbf{u}) \wedge \frac{D \mathbf{u}}{|D \mathbf{u}|} \quad \text { for }|D \mathbf{u}|^{a} \text { a.e. in } \Omega, \mathcal{L}^{1} \text { a.e. } t \in(0, T) \\
& ((\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u})^{a}=(\mathcal{B} \wedge \mathbf{u}) \wedge(D \mathbf{u})^{a}=|D \mathbf{u}|^{a} \mathbf{u} \quad \text { for } \mathcal{L}^{m+1} \text { a.e. in } \Omega_{T}
\end{aligned}
$$

Remark 6.4. (a) The tensor field $\mathcal{B}$ extends $\frac{D \mathbf{u}}{|D \mathbf{u}|}$ as a calibration across the gulfs.
(b) If $\mathbf{u}(t) \in W_{\operatorname{loc}}^{1,1}(\Omega)$ and $\mathcal{B}(t) \in \mathcal{Y}(\Omega)_{1}$, using (ii) and (iv) and the identity $(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}=(\mathbf{a} \cdot \mathbf{c}) \mathbf{b}-(\mathbf{b} \cdot \mathbf{c}) \mathbf{a}$ we get that $(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}=|\nabla \mathbf{u}| \mathbf{u}$. Hence, (6.31) can be rewritten as

$$
\begin{equation*}
\sigma_{\lambda}=|\nabla \mathbf{u}| \mathbf{u}+\lambda(1-\mathbf{g} \cdot \mathbf{u}) \mathbf{u} \tag{6.32}
\end{equation*}
$$

Thus, (6.31) is a weak form of (6.32) since $|D \mathbf{u}| \mathbf{u}$ may not be defined for $\mathbf{u}(t) \in$ $\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$ and $\mathcal{B}(t) \in \mathcal{D} \mathcal{T}(\Omega)$.

Our main result of this section is the following existence theorem.
THEOREM 6.12. Let $p=1$, and suppose that $\mathbf{u}_{0} \in H^{1}\left(\Omega, \mathbf{R}^{n}\right)$ and $\mathbf{g} \in L^{2}\left(\Omega, \mathbf{R}^{n}\right)$ with $\left|\mathbf{u}_{0}\right|=1$ and $|\mathbf{g}| \leq 1$ a.e. in $\Omega$. Then problem (1.8)-(1.11) has a global weak solution $\mathbf{u}$ in the sense of Definition 6.11. Moreover, $\mathbf{u}$ satisfies the energy inequality

$$
\begin{equation*}
I_{\lambda}(\mathbf{u}(s))+\int_{0}^{s}\left\|\mathbf{u}_{t}(t)\right\|_{L^{2}}^{2} d t \leq I_{\lambda}\left(\mathbf{u}_{0}\right) \quad \text { for a.e. } s \in[0, T] \tag{6.33}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\lambda}(\mathbf{u}):=|D \mathbf{u}|(\Omega)+\frac{\lambda}{2} \int_{\Omega}|\mathbf{u}-\mathbf{g}|^{2} d x \tag{6.34}
\end{equation*}
$$

Proof. The proof is divided into four steps.

Step 1: Extracting a convergent subsequence and passing to the limit. Let $\mathbf{u}^{\varepsilon}$ denote the solution of (4.1)-(4.4) constructed in Theorem 4.1. It follows from (4.1), (4.6), (4.7), and (4.8) that $\left\{\mathbf{u}^{\varepsilon}\right\}_{\varepsilon>0}$ is uniformly bounded in $L^{\infty}\left((0, T) ;\left[W^{1,1}(\Omega) \cap\right.\right.$ $\left.\left.L^{\infty}(\Omega)\right]^{n}\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right),\left\{\mathcal{B}^{\varepsilon}\right\}_{\varepsilon>0}$ in $L^{\infty}\left((0, T) ; L^{\infty}\left(\Omega, B_{1}\left(\mathbf{R}^{n \times m}\right)\right)\right)$, and $\left\{\operatorname{div} \mathcal{B}_{1}^{\varepsilon}\right\}_{\varepsilon>0}$ in $L^{2}\left((0, T) ; L^{1}\left(\Omega ; \mathbf{R}^{n}\right)\right)$, and $\left\{\sigma_{\lambda}^{\varepsilon}\right\}_{\varepsilon>0}$ is uniformly bounded in $L^{\infty}((0, T)$; $\left.L^{1}\left(\Omega, \mathbf{R}^{n}\right)\right)$. Since $L^{1}(\Omega) \subset \mathcal{M}(\Omega)$ and $W^{1,1}(\Omega) \subset B V(\Omega)$, by the weak compactness of $\mathcal{M}(\Omega)$ and $B V(\Omega)$ (cf. [3]) we have that there exist subsequences of $\left\{\mathbf{u}^{\varepsilon}\right\}_{\varepsilon>0},\left\{\mathcal{B}^{\varepsilon}\right\}_{\varepsilon>0},\left\{\mathcal{B}_{1}^{\varepsilon}\right\}_{\varepsilon>0}$, and $\left\{\sigma_{\lambda}^{\varepsilon}\right\}_{\varepsilon>0}$ (still denoted by the same notation), respectively, and maps $\mathbf{u} \in L^{\infty}\left((0, T) ;\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}\right) \cap H^{1}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right)$, $\mathcal{B} \in L^{\infty}\left((0, T) ; L^{\infty}\left(\Omega, B_{1}\left(\mathbf{R}^{n \times m}\right)\right)\right), \nu \in L^{2}\left((0, T) ;[\mathcal{M}(\Omega)]^{n}\right)$, and $\sigma_{\lambda} \in L^{\infty}((0, T) ;$ $\left.[\mathcal{M}(\Omega)]^{n}\right)$, respectively, such that as $\varepsilon \rightarrow 0$

$$
\begin{align*}
\mathbf{u}^{\varepsilon} \longrightarrow \mathbf{u} \quad & \text { weakly* in } L^{\infty}\left((0, T) ;\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}\right),  \tag{6.35}\\
& \text { strongly in } L^{2}\left((0, T) ; L^{1}\left(\Omega, \mathbf{R}^{n}\right)\right)  \tag{6.36}\\
& \text { a.e. in } \Omega_{T},  \tag{6.37}\\
b_{1}(\varepsilon) \nabla \mathbf{u}^{\varepsilon} \longrightarrow 0 \quad & \text { weakly in } L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n \times m}\right)\right),  \tag{6.38}\\
\mathbf{u}_{t}^{\varepsilon} \longrightarrow \mathbf{u}_{t} \quad & \text { weakly in } L^{2}\left((0, T) ; L^{2}\left(\Omega, \mathbf{R}^{n}\right)\right),  \tag{6.39}\\
\operatorname{div} \mathcal{B}_{1}^{\varepsilon} \longrightarrow \nu & \text { weakly* in } L^{2}\left((0, T) ;[\mathcal{M}(\Omega)]^{n}\right),  \tag{6.40}\\
\mathcal{B}^{\varepsilon} \longrightarrow \mathcal{B} \quad & \text { weakly* in } L^{\infty}\left((0, T) ; L^{\infty}\left(\Omega, B_{1}\left(\mathbf{R}^{n \times m}\right)\right)\right),  \tag{6.41}\\
\sigma_{\lambda}^{\varepsilon} \longrightarrow \sigma_{\lambda} \quad & \text { weakly* in } L^{\infty}\left((0, T) ;[\mathcal{M}(\Omega)]^{n}\right) . \tag{6.42}
\end{align*}
$$

It follows immediately from (6.37) and (4.18) that

$$
\begin{equation*}
|\mathbf{u}|=1 \quad \text { a.e. in } \Omega_{T} \tag{6.43}
\end{equation*}
$$

and an application of the Lebesgue-dominated convergence theorem yields that

$$
\begin{equation*}
\mathbf{u}^{\varepsilon} \xrightarrow{\varepsilon \backslash 0} \mathbf{u} \quad \text { strongly in } L^{r}\left((0, T) ; L^{r}\left(\Omega, \mathbf{R}^{n}\right)\right) \quad \forall r \in[1, \infty) . \tag{6.44}
\end{equation*}
$$

Now, taking $\varepsilon \rightarrow 0$ in (4.24), and (4.29) (with $p=1$ ) we have for any $\mathbf{v} \in$ $\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$ and $\mathbf{w} \in L^{\infty}\left((0, T) ; H^{1}\left(\Omega ; \mathbf{R}^{n}\right)\right)$

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left\{\left(\mathbf{u}_{t} \wedge \mathbf{u}\right) \cdot \mathbf{w}+(\mathcal{B} \wedge \mathbf{u}) \cdot \nabla \mathbf{w}-\lambda(\mathbf{g} \wedge \mathbf{u}) \cdot \mathbf{w}\right\} d x d t=0  \tag{6.45}\\
& \int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t} \cdot \mathbf{v}+\mathcal{B} \cdot \nabla \mathbf{v}+\lambda(\mathbf{u}-\mathbf{g}) \cdot \mathbf{v}\right\} d x d t=\int_{0}^{T}\left(\int_{\Omega} \mathbf{v} d \sigma_{\lambda}\right) d t \tag{6.46}
\end{align*}
$$

Step 2: Identifying $\nu$ and $\sigma_{\lambda}$. First, it follows from the identity $\left(\mathcal{B}^{\varepsilon}\right)^{T} \mathbf{u}^{\varepsilon}=0$ (cf. $(4.25)),(6.41)$, and (6.44) that

$$
\begin{equation*}
\mathcal{B}^{T} \mathbf{u}=0 \quad \text { a.e. in } \Omega_{T} \tag{6.47}
\end{equation*}
$$

Second, for any $\mathbf{v} \in\left[C^{1}\left(\bar{\Omega}_{T}\right)\right]^{n}$, it follows from (6.38), (6.40), and (6.41) that

$$
\int_{\Omega_{T}} \mathbf{v} \cdot d \nu=\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{T}} \mathbf{v} \cdot \operatorname{div} \mathcal{B}_{1}^{\varepsilon} d x d t=-\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{T}} \nabla \mathbf{v} \cdot \mathcal{B}_{1}^{\varepsilon} d x d t=-\int_{\Omega_{T}} \nabla \mathbf{v} \cdot \mathcal{B} d x d t
$$

Hence, $\operatorname{div} \mathcal{B}$ exists and

$$
\begin{equation*}
\operatorname{div} \mathcal{B}=\nu, \quad \text { and therefore } \quad \mathcal{B} \in L^{2}((0, T) ; \mathcal{D} \mathcal{T}(\Omega)) \tag{6.48}
\end{equation*}
$$

It then follows from (6.11) that

$$
\mathcal{B} \mathbf{n}=0 \quad \text { on } \partial \Omega_{T}
$$

Third, notice that (6.45) immediately implies that

$$
\begin{equation*}
\operatorname{div}(\mathcal{B} \wedge \mathbf{u}) \in L^{2}\left(\Omega_{T}, \mathbf{R}^{n}\right), \quad \text { and hence } \quad \mathcal{B} \wedge \mathbf{u} \in L^{2}\left((0, T) ; \mathcal{Y}(\Omega)_{2}\right) \tag{6.49}
\end{equation*}
$$

Let $\left\{\mathbf{u}_{\rho}\right\}$ denote the smooth approximation sequence of $\mathbf{u}$ as constructed in Theorem 3.9 of [3]. For any $\mathbf{v} \in\left[C_{0}^{1}\left(\Omega_{T}\right)\right]^{n}$, setting $\mathbf{w}=\mathbf{u}_{\rho} \wedge \mathbf{v}$ in (6.45) we get

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t} \cdot\left(\mathbf{u} \wedge\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right)\right)+(\mathcal{B} \wedge \mathbf{u}) \cdot \nabla\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right)-\lambda \mathbf{g} \cdot\left(\mathbf{u} \wedge\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right)\right)\right\} d x d t=0 \tag{6.50}
\end{equation*}
$$

It follows from (6.43), the convergence property of $\mathbf{u}_{\rho}$ (cf. [3]), and the identity $\mathbf{u} \wedge$ $(\mathbf{u} \wedge \mathbf{v})=\mathbf{u}(\mathbf{u} \cdot \mathbf{v})-\mathbf{v}$ that

$$
\begin{aligned}
\lim _{\rho \rightarrow 0} \int_{\Omega} \mathbf{u}_{t} \cdot\left(\mathbf{u} \wedge\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right)\right) d x & =\int_{\Omega} \mathbf{u}_{t} \cdot(\mathbf{u} \wedge(\mathbf{u} \wedge \mathbf{v})) d x=\int_{\Omega} \mathbf{u}_{t} \cdot(\mathbf{u}(\mathbf{u} \cdot \mathbf{v})-\mathbf{v}) d x \\
& =-\int_{\Omega} \mathbf{u}_{t} \cdot \mathbf{v} d x \\
\lim _{\rho \rightarrow 0} \int_{\Omega} \mathbf{g} \cdot\left(\mathbf{u} \wedge\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right)\right) d x & =\int_{\Omega} \mathbf{g} \cdot(\mathbf{u} \wedge(\mathbf{u} \wedge \mathbf{v})) d x \\
& =\int_{\Omega}\{(\mathbf{u}-\mathbf{g}) \cdot \mathbf{v}-(1-\mathbf{g} \cdot \mathbf{u}) \mathbf{u} \cdot \mathbf{v}\} d x
\end{aligned}
$$

It follows from Theorem 3.9 of [3], Lemma 6.7, and the identity

$$
\int_{\Omega}(\mathcal{B} \wedge \mathbf{u}) \cdot \nabla\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right) d x=\int_{\Omega}\left\{\left((\mathcal{B} \wedge \mathbf{u}) \wedge \mathbf{u}_{\rho}\right) \cdot \nabla \mathbf{v}+\left((\mathcal{B} \wedge \mathbf{u}) \wedge \nabla \mathbf{u}_{\rho}\right) \cdot \mathbf{v}\right\} d x
$$

that

$$
\begin{aligned}
\lim _{\rho \rightarrow 0} \int_{\Omega}(\mathcal{B} \wedge \mathbf{u}) \cdot \nabla\left(\mathbf{u}_{\rho} \wedge \mathbf{v}\right) d x & =\int_{\Omega}((\mathcal{B} \wedge \mathbf{u}) \wedge \mathbf{u}) \cdot \nabla \mathbf{v} d x+\langle(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}, \mathbf{v}\rangle \\
& =-\int_{\Omega} \mathcal{B} \cdot \nabla \mathbf{v} d x+\langle(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}, \mathbf{v}\rangle
\end{aligned}
$$

Here we have used the fact that $(\mathcal{B} \wedge \mathbf{u}) \wedge \mathbf{u}=-\mathcal{B}$ in light of (6.43) and (6.47), and the measure $(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}$ is defined by (6.3) with $\mathcal{A}=\mathcal{B} \wedge \mathbf{u}$ and $\mathbf{v}=\mathbf{u}$.

Finally, substituting the above three equations into (6.50) and multiplying the equation by $(-1)$ we get

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left\{\mathbf{u}_{t} \cdot \mathbf{v}+\right. & \mathcal{B} \cdot \nabla \mathbf{v}+\lambda(\mathbf{u}-\mathbf{g}) \cdot \mathbf{v}\} d x d t  \tag{6.51}\\
& =\int_{0}^{T}\langle(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}+\lambda(1-\mathbf{g} \cdot \mathbf{u}) \mathbf{u}, \mathbf{v}\rangle d t
\end{align*}
$$

for any $\mathbf{v} \in\left[C_{0}^{1}\left(\Omega_{T}\right)\right]^{n}$. This and (6.46) imply that

$$
\sigma_{\lambda}=(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}+\lambda(1-\mathbf{g} \cdot \mathbf{u}) \mathbf{u}
$$

Step 3: Identifying $\mathcal{B}$. First, since $\left\{\mathcal{B}^{\varepsilon} \cdot \nabla \mathbf{u}^{\varepsilon}\right\}$ is uniformly bounded in $L^{2}((0, T)$; $L^{1}(\Omega)$ ), then there exists a subsequence (still denoted by the same notation) and $\mu \in L^{2}((0, T) ; \mathcal{M}(\Omega))$ such that

$$
\begin{equation*}
\mathcal{B}^{\varepsilon} \cdot \nabla \mathbf{u}^{\varepsilon} \longrightarrow \mu \quad \text { weakly* in } L^{2}((0, T) ; \mathcal{M}(\Omega)) \tag{6.52}
\end{equation*}
$$

Let $\mathbf{u}_{\rho}^{\varepsilon}$ and $\mathbf{u}_{\rho}$ denote mollified sequences for $\mathbf{u}^{\varepsilon}$ and $\mathbf{u}$, respectively, through a positive symmetric mollifier. For any open set $E \subset \Omega$ we have

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{E} \mathcal{B}^{\varepsilon} \cdot \nabla \mathbf{u}^{\varepsilon} d x d t & =\lim _{\varepsilon \rightarrow 0} \lim _{\rho \rightarrow 0} \int_{0}^{T} \int_{E} \mathcal{B}^{\varepsilon} \cdot D \mathbf{u}_{\rho}^{\varepsilon} d x d t  \tag{6.53}\\
& =\lim _{\rho \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{E} \mathcal{B}^{\varepsilon} \cdot D \mathbf{u}_{\rho}^{\varepsilon} d x d t \\
& =\lim _{\rho \rightarrow 0} \int_{0}^{T}\left(\mathcal{B} \cdot D \mathbf{u}_{\rho}\right)(E) d t \quad(\text { by }(6.41),(6.44)) \\
& =\int_{0}^{T} \overline{\mathcal{B} \cdot D \mathbf{u}}(E) d t \quad(\text { by }(6.29))
\end{align*}
$$

where $\overline{\mathcal{B} \cdot D \mathbf{u}}$ is defined in Lemma 6.10.
Hence, it follows from (6.52), (6.53), and Lemma 6.10 that

$$
\begin{equation*}
\mu=\overline{\mathcal{B} \cdot D \mathbf{u}} \ll|D \mathbf{u}| \tag{6.54}
\end{equation*}
$$

We refer the reader to Definition 1.24 of [3] for the notation " $\ll$."
On the other hand, a direct calculation yields that

$$
\mathcal{B}^{\varepsilon} \cdot \nabla \mathbf{u}^{\varepsilon}=\frac{\left|\nabla \mathbf{u}^{\varepsilon}\right|^{2}}{\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}} \geq\left|\nabla \mathbf{u}^{\varepsilon}\right|_{\varepsilon}-\varepsilon
$$

Setting $\varepsilon \rightarrow 0$ and by the lower semicontinuity of the $B V$-norm (cf. [3]) we obtain

$$
\mu \gg|D \mathbf{u}|
$$

which together with (6.54) and Lemma 6.10 yield that

$$
\begin{equation*}
|D \mathbf{u}|=\mu=\overline{\mathcal{B} \cdot D \mathbf{u}} \tag{6.55}
\end{equation*}
$$

and hence

$$
\begin{equation*}
|D \mathbf{u}|^{a}=(\overline{\mathcal{B} \cdot D \mathbf{u}})^{a}=\mathcal{B} \cdot(D \mathbf{u})^{a} . \tag{6.56}
\end{equation*}
$$

Finally, we note that all other properties of $\mathcal{B}$ and the measure $(\mathcal{B} \wedge \mathbf{u}) \wedge D \mathbf{u}$ listed in (vi) of Definition 6.11 are immediate consequences of (6.55) and Lemmas 6.2, 6.46.10, and Corollary 6.3.

Step 4: Finishing up. We now conclude the proof of the theorem by showing the energy inequality (6.33). First, notice that (4.6) implies that for a.e. $s \in[0, T]$

$$
\begin{align*}
I_{\lambda}\left(\mathbf{u}^{\varepsilon}(s)\right)+\int_{0}^{s}\left\|\mathbf{u}_{t}^{\varepsilon}(t)\right\|_{L^{2}}^{2} d t & \leq J_{1, \lambda}^{\varepsilon}\left(\mathbf{u}_{0}\right)  \tag{6.57}\\
& \leq \frac{b_{1}(\varepsilon)}{2}\left\|\nabla \mathbf{u}_{0}\right\|_{L^{2}}^{2}+a_{1}(\varepsilon)|\Omega|+I_{\lambda}\left(\mathbf{u}_{0}\right)
\end{align*}
$$

Then (6.33) follows from taking $\varepsilon \rightarrow 0$ in (6.57), using the lower semicontinuity of the $B V$-seminorm and the $L^{2}$-norm with respect to $L^{2}$-weak convergence. The proof is complete.

Remark 6.5. (a) Since weak solutions to (1.8)-(1.11) are not unique in general for $1<p<\infty$ (cf. [15, 32, 41]), we expect that this nonuniqueness also holds for the case $p=1$.
(b) The existence result in Theorem 6.12 is proved under the assumption $\mathbf{u}_{0} \in$ $H^{1}\left(\Omega, \mathbf{R}^{n}\right)$. This assumption can be weakened to $\mathbf{u}_{0} \in\left[B V(\Omega) \cap L^{\infty}(\Omega)\right]^{n}$ using a smoothing technique.

## 7. Fully discrete finite element approximations.

7.1. Formulation of fully discrete finite element methods. For ease of exposition, we assume $\Omega$ is a polytope in this section. Let $\mathcal{T}_{h}$ be a quasi-uniform "triangulation" of the domain $\Omega$ of mesh size $0<h<1$ and $\bar{\Omega}=\bigcup_{K \in \mathcal{T}_{h}} \bar{K}\left(K \in \mathcal{T}_{h}\right.$ are tetrahedrons in the case $m=3$ ). Let $J_{\tau}:=\left\{t_{k}\right\}_{k=0}^{L}$ be a uniform partition of $[0, T]$ with mesh size $\tau:=\frac{T}{L}$, and $\partial_{t} \mathbf{v}^{k}:=\left(\mathbf{v}^{k}-\mathbf{v}^{k-1}\right) / \tau$. For an integer $r \geq 1$, let $P_{r}(K)$ denote the space of polynomials of degree less than or equal to $r$ on $K$. We introduce the finite element space

$$
\mathbf{V}^{h}=\left\{\mathbf{v}_{h} \in C\left(\bar{\Omega}, \mathbf{R}^{n}\right) \cap H^{1}\left(\Omega, \mathbf{R}^{n}\right) ;\left.\mathbf{v}_{h}\right|_{K} \in\left[P_{r}(K)\right]^{n} \forall K \in \mathcal{T}_{h}\right\}
$$

Notice that the density function $F$ defined in (1.17) is not a convex function. On the other hand, there exist two convex functions $W_{+}$and $W_{-}$such that

$$
\begin{equation*}
F(\mathbf{v})=W_{+}(\mathbf{v})-W_{-}(\mathbf{v}) \tag{7.1}
\end{equation*}
$$

One such an example is $W_{+}(\mathbf{v})=\frac{|\mathbf{v}|^{4}}{4}$ and $W_{-}(\mathbf{v})=\frac{|\mathbf{v}|^{2}}{2}-\frac{1}{4}$. Clearly, the above decomposition is not unique.

We are now ready to introduce our fully discrete finite element discretizations for the initial boundary value problem (1.20)-(1.22). Find $\mathbf{u}_{h}^{k} \in \mathbf{V}^{h}$ for $k=1,2, \ldots, L$ such that

$$
\begin{align*}
\int_{\Omega}\left\{\partial_{t} \mathbf{u}_{h}^{k} \cdot \mathbf{v}_{h}+\mathcal{B}_{h}^{k} \cdot \nabla \mathbf{v}_{h}\right. & \left.+\lambda\left(\mathbf{u}_{h}^{k}-\mathbf{g}\right) \cdot \mathbf{v}_{h}+\frac{1}{\delta} W_{+}^{\prime}\left(\mathbf{u}_{h}^{k}\right) \cdot \mathbf{v}_{h}\right\} d x  \tag{7.2}\\
& =\frac{1}{\delta} \int_{\Omega} W_{-}^{\prime}\left(\mathbf{u}_{h}^{k-1}\right) \cdot \mathbf{v}_{h} d x \quad \forall \mathbf{v} \in \mathbf{V}^{h}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{h}^{k}=\left[b_{p}(\varepsilon)+\left|\nabla \mathbf{u}_{h}^{k}\right|_{\varepsilon}^{p-2}\right] \nabla \mathbf{u}_{h}^{k} \tag{7.3}
\end{equation*}
$$

with some starting value $\mathbf{u}_{h}^{0} \in \mathbf{V}^{h}$ to be specified later. Note that for notational brevity we have omitted the indices $\varepsilon, \delta$, and $p$ on $\mathbf{u}_{h}^{k}$ and $\mathcal{B}_{h}^{k}$

For each $k,(7.2)$ is a nonlinear equation in $\mathbf{u}_{h}^{k}$. Hence, the above numerical method is an implicit scheme, and its well-posedness is ensured by the following theorem.

ThEOREM 7.1. For each fixed $k \geq 1$, suppose that $\mathbf{u}_{h}^{k-1} \in \mathbf{V}^{h}$ is known. Then there exists a unique solution $\mathbf{u}_{h}^{k} \in \mathbf{V}^{h}$ to (7.2)-(7.3). Moreover, $\left\{\mathbf{u}_{h}^{k}\right\}_{k=0}^{L}$ satisfies the following energy estimate:

$$
\begin{equation*}
\frac{\tau}{2} \sum_{k=1}^{\ell}\left\|\partial_{t} \mathbf{u}_{h}^{k}\right\|_{L^{2}}^{2}+J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{h}^{k}\right) \leq J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{h}^{0}\right) \quad \text { for } 1 \leq \ell \leq L \tag{7.4}
\end{equation*}
$$

Here $J_{p, \lambda}^{\varepsilon, \delta}$ is defined by (1.19).
Proof. For each fixed $k \geq 1$, it is easy to check that (7.2)-(7.3) is the EulerLagrange equation of the following functional over $\mathbf{V}^{h}$ :

$$
\begin{align*}
G_{k}(\mathbf{v}):=\int_{\Omega}\left\{\frac{1}{2 \tau}\left|\mathbf{v}-\mathbf{u}_{h}^{k-1}\right|^{2}\right. & +\frac{b_{p}(\varepsilon)}{2}|\nabla \mathbf{v}|^{2}+\frac{1}{p}|\nabla \mathbf{v}|_{\varepsilon}^{p}+\frac{\lambda}{2}|\mathbf{v}-\mathbf{g}|^{2}  \tag{7.5}\\
& \left.+\frac{1}{\delta} W_{+}(\mathbf{v})\right\} d x-\frac{1}{\delta} \int_{\Omega} W_{-}^{\prime}\left(\mathbf{u}_{h}^{k-1}\right) \cdot \mathbf{v} d x
\end{align*}
$$

Since $G_{k}$ is a convex, coercive, and differentiable functional, then it has a unique minimizer $\mathbf{u}_{h}^{k} \in \mathbf{V}^{h}$ (cf. [47]), and hence (7.2)-(7.3) has a unique solution.

Since $\mathbf{u}_{h}^{k}$ is the minimizer of $G_{k}$ over $\mathbf{V}^{h}$, we have that

$$
\begin{equation*}
G_{k}\left(\mathbf{u}_{h}^{k}\right) \leq G_{k}\left(\mathbf{u}_{h}^{k-1}\right) \tag{7.6}
\end{equation*}
$$

It follows from the convexity of $W_{-}$that

$$
W_{-}^{\prime}\left(\mathbf{u}_{h}^{k-1}\right)\left(\mathbf{u}_{h}^{k}-\mathbf{u}_{h}^{k-1}\right) \leq W_{-}\left(\mathbf{u}_{h}^{k}\right)-W_{-}\left(\mathbf{u}_{h}^{k-1}\right)
$$

This and (7.6) imply that

$$
\frac{1}{2}\left\|\partial_{t} \mathbf{u}_{h}^{k}\right\|_{L^{2}}^{2}+\frac{J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{h}^{k}\right)-J_{p, \lambda}^{\varepsilon, \delta}\left(\mathbf{u}_{h}^{k-1}\right)}{\tau} \leq 0
$$

The bound (7.4) then follows from applying the summation operator $\tau \sum_{k=1}^{\ell}(1 \leq \ell \leq$ $L)$ to the last inequality. Hence the proof is complete.
7.2. Convergence analysis. The goal of this subsection is to show that the numerical solution of (7.2)-(7.3) converges to the unique weak solution of (1.20)(1.22) as $h, \tau \rightarrow 0$. There are two approaches to reach this goal. The first approach assumes the existence of the solution of (1.20)-(1.22), which in fact has been proved in Theorem 3.7, and then proves that $\mathbf{u}_{h}^{k}$ converges to that solution. The other approach shows the convergence without assuming the existence of the solution of (1.20)-(1.22). This can be done by applying the energy method and compactness argument used in the proof of Theorem 3.7 to the finite element solution $\left\{\mathbf{u}_{h}^{k}\right\}$. In the following, we shall go with the latter approach since this will also provide an alternative proof for Theorem 3.7 as alluded to in Remark 3.1(c).

For the fully discrete finite element solution $\left\{\mathbf{u}_{h}^{k}\right\}$, we define its linear interpolation in $t$ as follows:

$$
\begin{equation*}
\mathbf{U}^{\varepsilon, \delta, h, \tau}(\cdot, t):=\frac{t-t_{k-1}}{\tau} \mathbf{u}_{h}^{k}(\cdot)+\frac{t_{k}-t}{\tau} \mathbf{u}_{h}^{k-1}(\cdot) \quad \forall t \in\left[t_{k-1}, t_{k}\right], \quad 1 \leq k \leq L \tag{7.7}
\end{equation*}
$$

Clearly, $\mathbf{U}^{\varepsilon, \delta, h, \tau}$ is continuous in both $x$ and $t$.
The main result of this section is the following convergence theorem.
Theorem 7.2. For $1 \leq p<\infty$, suppose that $\mathbf{u}_{0} \in W^{1, p^{*}}\left(\Omega, \mathbf{R}^{n}\right)$ with $p^{*}=$ $\max \{2, p\},\left|\mathbf{u}_{0}\right|=1$, and $|\mathbf{g}| \leq 1$ in $\Omega$. For each pair of positive numbers $(\varepsilon, \delta)$, let $\mathbf{U}^{\varepsilon, \delta, h, \tau}$ be defined by (7.7). Then there exists $\mathbf{u}^{\varepsilon, \delta} \in L^{\infty}\left(\Omega_{T}\right)$ such that

$$
\begin{equation*}
\lim _{h, \tau \rightarrow 0}\left\|\mathbf{u}^{\varepsilon, \delta}-\mathbf{U}^{\varepsilon, \delta, h, \tau}\right\|_{L^{q}\left(\Omega_{T}\right)}=0 \quad \forall q \in[1, \infty) \tag{7.8}
\end{equation*}
$$

provided that

$$
\lim _{h \rightarrow 0}\left\|\mathbf{u}_{0}-\mathbf{u}_{h}^{0}\right\|_{W^{1, p^{*}}(\Omega)}=0
$$

Moreover, $\mathbf{u}^{\varepsilon, \delta}$ solves (1.20)-(1.22) in the sense of Definition 3.1.
Proof. The proof follows along the same lines as that of Theorem 1.5 of [12], where the convergence of a general Galerkin approximation was proved for the case $p \geq 2$. Since the finite element approximation is a special Galerkin approximation, the proof of Theorem 1.5 of [12] can easily be adapted to the finite element approximation $\mathbf{U}^{\varepsilon, \delta, h, \tau}$ for $p \geq 2$ thanks to the discrete energy estimate (7.4) and the facts that $\partial_{t} \mathbf{u}_{h}^{k}=\mathbf{U}_{t}^{\varepsilon, \delta, h, \tau}$ and $\tau \sum_{k=1}^{L}\left\|\partial_{t} \mathbf{u}_{h}^{k}\right\|_{L^{2}}^{2}=\left\|\mathbf{U}_{t}^{\varepsilon, \delta, h, \tau}\right\|_{L^{2}\left(L^{2}\right)}$.

Since the operator $-\Delta_{p}^{\varepsilon}$ is uniformly elliptic, as a result, the compactness of Lemma 2.2 holds not only for $p \geq 2$ but also for $1 \leq p<2$. In addition, note that $\mathbf{U}^{\varepsilon, \delta, h, \tau}$ is uniformly (in $h$ and $\tau$ ) bounded in $L^{\infty}\left((0, T) ; H^{1}\left(\Omega, \mathbf{R}^{n}\right)\right.$ ) for $1 \leq p<2$. Hence, the proof of Theorem 1.5 of [12] can be adapted with slight modifications to prove (7.8) for the case $1 \leq p<2$.

Remark 7.1. Several practical choices of $\mathbf{u}_{h}^{0}$ are possible. For instance, both the $L^{2}$-projection of $\mathbf{u}_{0}$ and the Clemént finite element interpolation of $\mathbf{u}_{0}$ into $\mathbf{V}^{h}$ (cf. [14]) are qualified candidates for $\mathbf{u}_{h}^{0}$.

An immediate consequence of Theorems 4.1, 5.2, 6.12, 7.1, and 7.2 is the following convergence theorem.

Theorem 7.3. Let $1 \leq p<\infty$, let $\mathbf{U}^{\varepsilon, \delta, h, \tau}$ be defined by (7.7), and assume that the assumptions of Theorems 7.1, 7.2, 4.1, 5.2, and 6.12 hold. Then there exists a subsequence of $\left\{\mathbf{U}^{\varepsilon, \delta, h, \tau}\right\}$ (still denoted by the same notation) and a weak solution $\mathbf{u}$ of (1.8)-(1.11) such that

$$
\begin{equation*}
\lim _{\varepsilon, \delta \rightarrow 0,} \lim _{h, \tau \rightarrow 0,}\left\|\mathbf{u}-\mathbf{U}^{\varepsilon, \delta, h, \tau}\right\|_{L^{q}\left(\Omega_{T}\right)}=0 \quad \forall q \in[1, \infty) . \tag{7.9}
\end{equation*}
$$
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#### Abstract

This paper provides results on local and global existence for a class of solutions to the Euler equations for an incompressible, inviscid fluid. By considering a class of solutions which exhibits a characteristic growth at infinity we obtain an initial value problem for a nonlocal equation. We establish local well-posedness in all dimensions and persistence in time of these solutions for three and higher dimensions. We also examine a weaker class of global solutions.
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1. Introduction. A fundamental question in the study of fluids concerns the possibility of finite time blow up of solutions to the Euler equations for a perfect, incompressible fluid. It is well known that blow up cannot take place in the twodimensional case for solutions defined over a bounded domain subject to Dirichlet boundary conditions (see, for example, the work of Wolibner [17] and Ebin [7]), since smooth data in this case lead to solutions remaining smooth for all time. However, the question remains open in higher dimensions.

A separate class of solutions consists of those having "stagnation-point" form, which attracted early attention by Weyl [16] and Lin [13], and provides a set of equations which depend on only a single spatial variable and time. The resulting equations, once solved, provide exact solutions to the full Euler equations. However, the associated growth of the full solutions in certain directions means that the flows possess, at best, only locally finite kinetic energy. Nevertheless, one may discuss such questions as finite time blow up for this class, and it has been shown by Stuart in [15] that this can take place when the reduced equations are defined over the real line and those solutions decay at infinity. In this case the corresponding spatial domain for the full equations is $\mathbb{R}^{n}$ for $n=2$ and $n=3$, with the full set of solutions growing linearly in the other direction(s).

The evolution of two-dimensional solutions, which can blow up on the unbounded domain $\mathbb{R}^{2}$, therefore differs significantly from the class of globally defined solutions which exists for bounded subdomains of $\mathbb{R}^{2}$. So the consequences of higherdimensional stagnation-point solutions blowing up might be thought to result simply from their behavior at infinity rather than bearing on the question of singularity formation. This view is in some sense strengthened by the results of Childress et al. in [3] (see also a related result by Cox in [5]), where solutions defined over a twodimensional, infinite strip were examined. Since blow up was still found over this, smaller, semi-infinite domain, stagnation-point solutions defined over such domains

[^73]would give the appearance of behaving, generally, much as those defined on the full space.

A similar approach is implemented by Constantin in [4] to reduce the threedimensional Euler equations, periodic in two directions, to a nonlocal Riccati equation and prove the blow up in finite time by solving these equations on characteristics.

In this paper we consider a stagnation-point class of solutions defined over $\mathbb{R}^{n}$ which is spatially periodic in one coordinate direction. In two dimensions, the equations reduce to those of [3] and, although we examine slightly different boundary conditions, the same blow up results essentially apply. In three and higher dimensions, however, we find a "regularizing" effect not present in solutions which decay to zero at infinity in the same coordinate direction, and this leads to the existence for all time of all such solutions, stemming from sufficiently smooth initial data.

Section 2 sets out the fundamental field equations, which in a basic sense date back to [13], [16]. Section 3 is devoted to local well-posedness (existence, uniqueness, and continuous dependence on initial data) of classical solutions to the initial value problem for the pseudodifferential equation derived in section 2. We establish this result by rewriting the problem on the topological group $\mathcal{D}$ of $C^{1}$ class diffeomorphisms as an initial value problem for an ordinary differential equation. Section 4 provides a priori estimates for more regular classes of solutions, leading to global existence of such solutions in three and higher dimensions.

In section 5 , we reconsider a class of piecewise affine solutions previously mentioned in [3]. These solutions are less regular than those arising in our existence results. It is found that they exist globally, independently of the underlying dimension.
2. The $\boldsymbol{n}$-dimensional equation. Consider the $n$-dimensional Euler equations for an ideal, inviscid and incompressible fluid

$$
\begin{array}{r}
\partial_{t} \mathbf{u}+\mathbf{u} \cdot \nabla \mathbf{u}+\nabla p=0, \\
\nabla \cdot \mathbf{u}=0, \tag{2.1b}
\end{array}
$$

where $\mathbf{x}=\left(x_{1}, \ldots x_{n}\right) \equiv\left(x_{1}, \mathbf{x}^{\prime}\right)$. Denoting $x_{1}$ by $x, \mathbf{u}\left(x, \mathbf{x}^{\prime}, t\right)$ represents the spatial velocity field of the fluid and $p\left(x, \mathbf{x}^{\prime}, t\right)$ its pressure. We impose the ansatz

$$
\begin{equation*}
\mathbf{u}\left(x, \mathbf{x}^{\prime}, t\right)=\left(u(x, t),-\partial_{x} u(x, t) \mathbf{v}\left(\mathbf{x}^{\prime}, t\right)\right), \tag{2.2}
\end{equation*}
$$

where the $(n-1)$-dimensional vector field, $\mathbf{v}$, will be chosen below. As a consequence of (2.2), (2.1a) may be written as

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u+\partial_{x} p=0, \tag{2.3}
\end{equation*}
$$

together with

$$
\begin{equation*}
\partial_{t} \partial_{x} u \mathbf{v}+\partial_{x} u \partial_{t} \mathbf{v}+u \partial_{x}^{2} u \mathbf{v}-\left(\partial_{x} u\right)^{2} \mathbf{v} \cdot \nabla^{\prime} \mathbf{v}-\nabla^{\prime} p=\mathbf{0} \tag{2.4}
\end{equation*}
$$

where the primed operators refer to the variable $\mathbf{x}^{\prime}$. Using (2.2) and (2.3), one sees that $\nabla^{\prime} \partial_{x} p=0$. Hence, differentiating (2.4) in $x$ eliminates the pressure term to give

$$
\begin{equation*}
\partial_{x}\left(\partial_{t} \partial_{x} u+u \partial_{x}^{2} u\right) \mathbf{v}+\partial_{x}^{2} u \partial_{t} \mathbf{v}-\partial_{x}\left(\left(\partial_{x} u\right)^{2}\right) \mathbf{v} \cdot \nabla^{\prime} \mathbf{v}=\mathbf{0} \tag{2.5}
\end{equation*}
$$

Applying the $\nabla^{\prime}$. operator to (2.5) and using (2.1b) with (2.2) to find that $\nabla^{\prime} \cdot \mathbf{v}=1$ shows

$$
\begin{equation*}
\partial_{x}\left(\partial_{t} \partial_{x} u+u \partial_{x}^{2} u\right)-\partial_{x}\left(\left(\partial_{x} u\right)^{2}\right) \nabla^{\prime} \mathbf{v}: \nabla^{\prime} \mathbf{v}=0 \tag{2.6}
\end{equation*}
$$

where $\nabla^{\prime} \mathbf{v}: \nabla^{\prime} \mathbf{v}=\operatorname{tr}\left(\nabla^{\prime} \mathbf{v}\right)^{2}=\partial_{j} v_{k} \partial_{k} v_{j}$ (summing over $j, k$ from 2 to $n$ ). For compatibility, we must choose $\mathbf{v}$ such that $\nabla^{\prime} \mathbf{v}: \nabla^{\prime} \mathbf{v}$ is independent of $\mathbf{x}^{\prime}$. This can be done, for instance, by choosing $\mathbf{v}=\frac{1}{n-1} \mathbf{x}^{\prime}$, in which case $\nabla^{\prime} \mathbf{v}: \nabla^{\prime} \mathbf{v}=\frac{1}{n-1}$ and (2.4) takes the form

$$
\begin{equation*}
\left(\partial_{t} \partial_{x} u+u \partial_{x}^{2} u-\frac{1}{n-1}\left(\partial_{x} u\right)^{2}\right) \mathbf{v}-\nabla^{\prime} p=\mathbf{0} . \tag{2.7}
\end{equation*}
$$

We note that this particular choice of $\mathbf{v}$ corresponds to the stagnation-point form solution referred to in the introduction. As a result, the solution becomes unbounded in the $\mathbf{x}^{\prime}$ direction, and hence has infinite energy when considered over the entire $n$ dimensional domain. We next examine the periodic, initial-boundary value problem, with boundary conditions for $x \in \mathbb{T} \simeq \mathbb{R} / \mathbb{Z}, t \geq 0$, given by

$$
\begin{equation*}
\mathbf{u}\left(0, \mathbf{x}^{\prime}, t\right)=\mathbf{u}\left(1, \mathbf{x}^{\prime}, t\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
p\left(0, \mathbf{x}^{\prime}, t\right)=p\left(1, \mathbf{x}^{\prime}, t\right) \tag{2.9}
\end{equation*}
$$

Since (2.6) now becomes

$$
\begin{equation*}
\left.\partial_{x}\left(\partial_{t} \partial_{x} u+u \partial_{x}^{2} u\right)-\frac{1}{n-1} \partial_{x}\left(\left(\partial_{x} u\right)^{2}\right)\right)=0 \tag{2.10}
\end{equation*}
$$

which we remark happens to be the $x$-derivative of a Calogero-class equation (see [2])

$$
\partial_{x} \partial_{t} u+u \partial_{x}^{2} u-\Phi\left(\partial_{x} u\right)=0
$$

we obtain the equation

$$
\begin{equation*}
\partial_{t} \partial_{x} u+u \partial_{x}^{2} u-\frac{1}{n-1}\left(\partial_{x} u\right)^{2}=f \tag{2.11}
\end{equation*}
$$

with $f$ purely a function of time. This implies, by (2.7), that

$$
\begin{equation*}
\nabla^{\prime} p=\frac{f}{n-1} \mathbf{x}^{\prime} \tag{2.12}
\end{equation*}
$$

while by (2.3), $-\partial_{x}^{2} p=\frac{n}{n-1}\left(\partial_{x} u\right)^{2}+f$ and so $\Delta p=-\frac{n}{n-1}\left(\partial_{x} u\right)^{2}$. Finally, for sufficiently smooth functions $u(x, t)$, using (2.8) and integrating (2.11) we have

$$
\begin{equation*}
f=-\frac{n}{n-1} \int_{\mathbb{T}}\left(\partial_{x} u\right)^{2} d x \tag{2.13}
\end{equation*}
$$

while (2.3), (2.8), and (2.9) imply that

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{T}} u d x=0 \tag{2.14}
\end{equation*}
$$

Let us introduce the operator $\partial_{x}^{-1}$ defined by

$$
\partial_{x}^{-1} \phi(x, t)=\int_{x_{0}}^{x} \phi(y, t) d y-\int_{\mathbb{T}} \int_{x_{0}}^{x} \phi(y, t) d y d x
$$

We make the observation that $\partial_{x}$ and $\partial_{x}^{-1}$ generally do not commute since $\left[\partial_{x}, \partial_{x}^{-1}\right] \phi=$ $\int_{\mathbb{T}} \phi d x$, where $[P, Q]=P Q-Q P$. Consider (2.11), written in the form

$$
\begin{equation*}
\partial_{x}\left(\partial_{t} u+u \partial_{x} u\right)=\frac{n}{n-1}\left(\partial_{x} u\right)^{2}+f(t) \tag{2.15}
\end{equation*}
$$

with $n>1$. As a result of (2.13) and the fact that $\partial_{x}^{-1} \partial_{x} \phi=\phi-\int_{\mathbb{T}} \phi d x$, we may write (2.15) in a nonlocal form as

$$
\begin{equation*}
\partial_{x}\left(\partial_{t} u+u \partial_{x} u\right)=\frac{n}{n-1} \partial_{x}^{-1} \partial_{x}\left(\left(\partial_{x} u\right)^{2}\right) \tag{2.16}
\end{equation*}
$$

and then, using the periodicity of $u$, we obtain

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u=\frac{n}{n-1} \partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x} u\right)^{2}\right) \tag{2.17}
\end{equation*}
$$

Okamoto and Zhu [14] previously established local existence for (2.10) with $u \in H^{2}$, using a method introduced by Kato and Lai. Their approach requires showing uniqueness separately and then using uniqueness to prove continuous dependence on initial data. Here we instead derive a local well-posedness result in $C^{1}$ which follows from Picard iteration after rewriting the equation as an ordinary differential equation on an infinite-dimensional Banach space. This method can also be used to prove wellposedness in Sobolev spaces $H^{s}(\mathbb{T})$ for $s>3 / 2$ (see [10] and [12], for example, for a similar result for the Camassa-Holm equation).
3. Local existence of classical solutions. In [1], Arnold observed that the initial value problem for the classical Euler equations of a perfect fluid can be stated as a geometric problem of finding geodesics on the group of volume preserving diffeomorphisms. Following this observation, Ebin and Marsden [8] developed the functional analytic tools to establish sharp local well-posedness results for the Euler equations. This method has since been used for other equations with similar geometric interpretations; for example, Misiołek [12] obtained local well-posedness in $C^{1}(\mathbb{T})$ for the Camassa-Holm equation, which is the equation for geodesics of the $H^{1}$ metric on the Virasoro group.

In this section we develop an appropriate analytic framework for (2.17), using a similar approach to prove the following theorem.

Theorem 3.1. Suppose that $n>1$. Then there exists a unique solution

$$
u \in C^{0}\left([0, T), C^{1}(\mathbb{T})\right) \cap C^{1}\left([0, T), C^{0}(\mathbb{T})\right)
$$

to the Cauchy problem for (2.17) with initial data $u_{0} \in C^{1}(\mathbb{T})$ for some $T>0$, and the solution depends continuously on the initial data.

Let $\gamma$ be the flow generated by $u$, that is,

$$
\frac{d \gamma}{d t}(x, t)=u(\gamma(x, t), t)
$$

or $u=\dot{\gamma} \circ \gamma^{-1}$. Then we obtain the equation

$$
\begin{equation*}
\ddot{\gamma}=\frac{n}{n-1} \partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x}\left(\dot{\gamma} \circ \gamma^{-1}\right)\right)^{2}\right) \circ \gamma \tag{3.1}
\end{equation*}
$$

from (2.17). Therefore it is sufficient to prove that

$$
F(X, \gamma)=\frac{n}{n-1}\left(\partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}\right)\right) \circ \gamma
$$

defines a continuously differentiable vector field in a neighborhood of the identity on the topological group $\mathcal{D}$ of $C^{1}$ class diffeomorphisms. Then Theorem 3.1 follows by Picard iteration over Banach spaces.

We remark that the smooth dependence on initial data for (3.1) implies only continuous dependence on initial data for (2.17). The map $\gamma \rightarrow \gamma^{-1}$ is continuous but not locally Lipschitz [8], and this prevents obtaining more regularity for the initial data to solution map by this method. The question of whether the regularity of the solution map $u_{0} \rightarrow u(t)$ can be improved, or not, is open. It is known, for instance, that it is not possible to improve the regularity of this map for the Camassa-Holm equation in Sobolev spaces [11].

In the remainder of this section, $C_{\gamma}$ will represent a generic constant depending only on the $C^{1}$ norms of $\gamma$ and $\gamma^{-1}$.

Proof of Theorem 3.1. Let us denote by $P_{\gamma}$ the operator given by conjugation

$$
P_{\gamma}(\phi):=P\left(\phi \circ \gamma^{-1}\right) \circ \gamma
$$

for any $\gamma \in \mathcal{D}$ and pseudodifferential operator $P$. Using this notation we write

$$
F(X, \gamma)=\frac{n}{n-1}\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}
$$

Next we compute the directional derivative $\partial_{\gamma} F_{(X, \gamma)}$ and prove that it is a bounded linear map.

Note that $\left(\partial_{x}^{-2} \partial_{x}\right) f=\partial_{x}^{-1}\left\{f-\int_{0}^{1} f d x\right\}$ is a bounded operator from $C^{0}(\mathbb{T})$ into $C^{1}(\mathbb{T})$. Furthermore we abuse the notation slightly and denote by $\mathcal{D}$ the connected component of orientation preserving $C^{1}$ diffeomorphisms of $\mathbb{T}$.

Let $s \rightarrow \gamma_{s}$ be a smooth curve in $\mathcal{D}$ such that $\gamma_{0}=i d$ and $\left.\partial_{s} \gamma_{s}\right|_{s=0}=W$ for $W \in C^{1}(\mathbb{T})$. Then we have

$$
\begin{equation*}
\partial_{\gamma} F_{(X, \gamma)}(W)=\frac{n}{n-1}\left\{\left.\left(\partial_{\varepsilon} G_{\varepsilon}\right)\right|_{\varepsilon=0} \circ \gamma+W\left(\partial_{x} G_{\varepsilon}\right)_{\varepsilon=0} \circ \gamma\right\} \tag{3.2}
\end{equation*}
$$

where $G_{\varepsilon}=\partial_{x}^{-2} \partial_{x}\left\{\left(\partial_{x}\left(X \circ \gamma_{\varepsilon}^{-1}\right)\right)^{2}\right\}$. We know that $\partial_{x} \partial_{x}^{-1}$ gives the identity; hence the second summand on the right in (3.2) can be written as

$$
\begin{equation*}
\left.W \partial_{x} G_{\varepsilon}\right|_{\varepsilon=0} \circ \gamma=\left\{\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}-\int_{0}^{1}\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} d x\right\} W \tag{3.3}
\end{equation*}
$$

Moreover, the computation of the first summand on the right in (3.2) is reduced by

$$
\begin{equation*}
\left.\left(\partial_{\varepsilon} G_{\varepsilon}\right)\right|_{\varepsilon=0}=\partial_{x}^{-2} \partial_{x}\left(\left.\partial_{\varepsilon} H_{\varepsilon}\right|_{\varepsilon=0}\right) \tag{3.4}
\end{equation*}
$$

to determine $\left.\partial_{\varepsilon} H_{\varepsilon}\right|_{\varepsilon=0}$, where $H_{\varepsilon}=\left(\partial_{x}\left(X \circ \gamma_{\varepsilon}^{-1}\right)\right)^{2}$. Here a straightforward computation leads to

$$
\begin{equation*}
\left.\partial_{\varepsilon} H_{\varepsilon}\right|_{\varepsilon=0}=-\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} \partial_{x}\left(W \circ \gamma^{-1}\right)-\partial_{x}\left\{\left(W \circ \gamma^{-1}\right)\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}\right\} \tag{3.5}
\end{equation*}
$$

Then, after an integration by parts, we obtain

$$
\begin{aligned}
\left.\partial_{\varepsilon} G_{\varepsilon}\right|_{\varepsilon=0}= & -\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}\left(W \circ \gamma^{-1}\right)+\int_{0}^{1}\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}\left(W \circ \gamma^{-1}\right) d x \\
& -\partial_{x}^{-2} \partial_{x}\left\{\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} \partial_{x}\left(W \circ \gamma^{-1}\right)\right\} \\
& +\left.\left(x-\frac{1}{2}\right)\left\{\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}\left(W \circ \gamma^{-1}\right)\right\}\right|_{0} ^{1} .
\end{aligned}
$$

The last term on the left-hand side of the above inequality vanishes since $X$ and $W$ are periodic functions and $\gamma$ is an orientation preserving diffeomorphism. Therefore we have

$$
\begin{align*}
\partial_{\gamma} F_{(X, \gamma)}(W)=\frac{n}{n-1}\{ & -\partial_{x}^{-2} \partial_{x}\left\{\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} \partial_{x}\left(W \circ \gamma^{-1}\right)\right\} \circ \gamma \\
& +\int_{0}^{1}\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} W \circ \gamma^{-1} d x  \tag{3.6}\\
& \left.-W \int_{0}^{1}\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} d x\right\}
\end{align*}
$$

The linearity of the map $W \rightarrow \partial_{\gamma} F_{(X, \gamma)}(W)$ is clear. Thus we proceed to show that it is bounded. It is sufficient to estimate the $C^{1}$ norms of all three summands on the right in (3.6). The second and third terms are both bounded by $C_{\gamma}\|W\|_{C^{0}}\|X\|_{C^{1}}^{2}$. For the first term on the right in (3.6), we have

$$
\begin{align*}
\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}\left(\partial_{x}\right)_{\gamma} W\right\}\right\|_{C^{1}} \leq & \left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}\left(\partial_{x}\right)_{\gamma} W\right\}\right\|_{C^{0}} \\
& +\left\|\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}\left(\partial_{x}\right)_{\gamma} W\right\|_{C^{0}}\|\gamma\|_{C^{1}} \tag{3.7}
\end{align*}
$$

which is bounded by $C_{\gamma}\|X\|_{C^{1}}^{2}\|W\|_{C^{1}}$.
In the direction of $X$, the Gâteaux derivative of $F$ is given by

$$
\partial_{X} F_{(X, \gamma)}(W)=\frac{2 n}{n-1}\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left(\left(\partial_{x}\right)_{\gamma} X\left(\partial_{x}\right)_{\gamma} W\right)
$$

and this is a bounded map since

$$
\begin{aligned}
\left\|\partial_{X} F_{(X, \gamma)}(W)\right\|_{C^{1}} \leq & C_{n}\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left(\left(\partial_{x}\right)_{\gamma} X\left(\partial_{x}\right)_{\gamma} W\right)\right\|_{C^{0}} \\
& +\left\|\left(\partial_{x}\right)_{\gamma} X\left(\partial_{x}\right)_{\gamma} W-\int_{\mathbb{T}}\left(\partial_{x}\right)_{\gamma} X\left(\partial_{x}\right)_{\gamma} W d x\right\|_{C^{0}}\|\gamma\|_{C^{1}} \\
\leq & C_{n, \gamma}\|X\|_{C^{1}}\|W\|_{C^{1}}
\end{aligned}
$$

where $C_{n, \gamma}$ depends only on $n$ and $C^{1}$ norms of $\gamma$ and $\gamma^{-1}$.
In order to complete the proof of Theorem 3.1 it is sufficient to show that $F$ is Fréchet differentiable; i.e., both directional derivatives $\partial_{\gamma} F$ and $\partial_{X} F$ are continuous maps.

Continuity of $(X, \gamma) \rightarrow \partial_{\gamma} F_{(X, \gamma)}(W)$. The following inequality reduces the proof of continuity of $\partial_{\gamma} F_{(X, \gamma)}(W)$ to estimating the two summands on the right-hand side:

$$
\begin{aligned}
\left\|\partial_{\gamma} F_{\left(X_{1}, \gamma_{1}\right)}(W)-\partial_{\gamma} F_{\left(X_{2}, \gamma_{2}\right)}(W)\right\|_{C^{1}} \leq & \left\|\partial_{\gamma} F_{\left(X_{1}, \gamma_{1}\right)}(W)-\partial_{\gamma} F_{\left(X_{2}, \gamma_{1}\right)}(W)\right\|_{C^{1}} \\
& +\left\|\partial_{\gamma} F_{\left(X_{2}, \gamma_{1}\right)}(W)-\partial_{\gamma} F_{\left(X_{2}, \gamma_{2}\right)}(W)\right\|_{C^{1}}
\end{aligned}
$$

where the inequality holds up to a constant depending on $n$. We rewrite the $C^{1}$ norm that we wish to estimate to show continuity in $X$ as
$\left\|\partial_{\gamma} F_{\left(X_{1}, \gamma\right)}-\partial_{\gamma} F_{\left(X_{2}, \gamma\right)}\right\|_{C^{1}} \leq\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\left(\partial_{x}\right)_{\gamma} X_{1}\right)^{2}-\left(\left(\partial_{x}\right)_{\gamma} X_{2}\right)^{2}\right)\left(\partial_{x}\right)_{\gamma} W\right\}\right\|_{C^{1}}$

$$
\begin{align*}
& +\left|\int_{0}^{1}\left(\partial_{x}\left(X_{1} \circ \gamma-X_{2} \circ \gamma\right)\right)^{2} W \circ \gamma^{-1} d x\right|  \tag{3.8}\\
& +|W|\left|\int_{0}^{1}\left(\partial_{x}\left(X_{1} \circ \gamma-X_{2} \circ \gamma\right)\right)^{2} d x\right|
\end{align*}
$$

The last two summands in (3.8) are bounded by $C_{\gamma}\left\|X_{1}-X_{2}\right\|_{C^{1}}^{2}\|W\|_{C^{0}}$. For the remaining term, we have

$$
\begin{aligned}
& \left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\left(\partial_{x}\right)_{\gamma} X_{1}\right)^{2}-\left(\left(\partial_{x}\right)_{\gamma} X_{2}\right)^{2}\right)\left(\partial_{x}\right)_{\gamma} W\right\}\right\|_{C^{1}} \\
& \leq\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\left(\partial_{x}\right)_{\gamma} X_{1}\right)^{2}-\left(\left(\partial_{x}\right)_{\gamma} X_{2}\right)^{2}\right)\left(\partial_{x}\right)_{\gamma} W\right\}\right\|_{C^{0}} \\
& \quad+\left\|\left(\left(\partial_{x}\left(X_{1} \circ \gamma^{-1}\right)\right)^{2}-\left(\partial_{x}\left(X_{2} \circ \gamma^{-1}\right)\right)^{2}\right) \partial_{x}\left(W \circ \gamma^{-1}\right)\right\|_{C^{0}}\left\|\partial_{x} \gamma\right\|_{C^{0}},
\end{aligned}
$$

which is bounded by $C_{\gamma}\left\|X_{1}-X_{2}\right\|_{C^{1}}\left\|X_{1}+X_{2}\right\|_{C^{1}}\|W\|_{C^{1}}$.
Our next estimate establishes continuity of $\gamma \rightarrow \partial_{\gamma} F_{(X, \gamma)}(W)$. Note that it is sufficient to consider

$$
\begin{align*}
& \left\|\partial_{\gamma} F_{(X, \gamma)}(W)-\partial_{\gamma} F_{(X, i d)}(W)\right\|_{C^{1}} \\
& \quad \leq\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}\left(\partial_{x}\right)_{\gamma} W\right\}-\partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x} X\right)^{2} \partial_{x} W\right)\right\|_{C^{1}}  \tag{3.9}\\
& \quad+\left|\int_{0}^{1}\left\{\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}\left(W \circ \gamma^{-1}\right)-\left(\partial_{x} X\right)^{2} W\right\} d x\right|  \tag{3.10}\\
& \quad+\|W\|_{C^{0}}\left|\int_{0}^{1}\left\{\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2}-\left(\partial_{x} X\right)^{2}\right\} d x\right| \tag{3.11}
\end{align*}
$$

where the inequality is up to a constant depending on $n$. After adding and subtracting the appropriate terms, (3.10) is bounded by

$$
\begin{equation*}
\|W\|_{C^{0}}\left\|\partial_{x} X\right\|_{C^{0}}\left\|\left(\partial_{x} X \circ \gamma^{-1}\right) \partial_{x} \gamma^{-1}-\partial_{x} X\right\|_{C^{0}}+\left\|\partial_{x} X\right\|_{C^{0}}^{2}\|W\|_{C^{1}}\|\gamma-i d\|_{C^{0}}, \tag{3.12}
\end{equation*}
$$

which is bounded (up to a constant $C_{\gamma}$ ) by $\|X\|_{C^{1}}^{2}\|W\|_{C^{1}}\|\gamma-i d\|_{C^{1}}$. The term in (3.11) is estimated similarly. Hence in order to establish continuity in $\gamma$ it is sufficient to bound

$$
\begin{align*}
& \left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}\left(\partial_{x}\right)_{\gamma} W\right\}-\partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x} X\right)^{2} \partial_{x} W\right)\right\|_{C^{1}} \\
& \leq\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma}\left\{\left(\left(\partial_{x}\right)_{\gamma} X\right)^{2}\left(\partial_{x}\right)_{\gamma} W\right\}-\partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x} X\right)^{2} \partial_{x} W\right)\right\|_{C^{0}}  \tag{3.13}\\
& +\|\left\{\left(\partial_{x}\left(X \circ \gamma^{-1}\right)^{2} \partial_{x}\left(W \circ \gamma^{-1}\right)\right\} \circ \gamma \partial_{x} \gamma-\left(\partial_{x} X\right)^{2} \partial_{x} W \|_{C^{0}} .\right. \tag{3.14}
\end{align*}
$$

The norm in (3.14) is equal to

$$
\begin{equation*}
\left\|\partial_{x} W\left(\partial_{x} X\right)^{2}\left\{\left(\partial_{x} \gamma^{-1}\right)^{2} \circ \gamma-1\right\}\right\|_{C_{0}}, \tag{3.15}
\end{equation*}
$$

which is bounded by $C_{\gamma}\left\|\partial_{x} X\right\|_{C^{0}}^{2}\left\|\partial_{x} W\right\|_{C^{0}}\|\gamma-i d\|_{C^{1}}$. For (3.13) it is sufficient to estimate

$$
\begin{equation*}
\left\|\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma} S-\partial_{x}^{-2} \partial_{x} S\right\|_{C^{0}}+\left\|\partial_{x}^{-2} \partial_{x} S-\partial_{x}^{-2} \partial_{x}\left(\left(\partial_{x} X\right)^{2} \partial_{x} W\right)\right\|_{C^{0}}, \tag{3.16}
\end{equation*}
$$

where

$$
S=S(X, \gamma, W)=\left(\partial_{x}\left(X \circ \gamma^{-1}\right)\right)^{2} \circ \gamma \partial_{x}\left(W \circ \gamma^{-1}\right) \circ \gamma .
$$

After a change of variables we regroup the terms in the first summand of (3.16) to obtain

$$
\begin{equation*}
\left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma} S-\partial_{x}^{-2} \partial_{x} S=\int_{0}^{1} \int_{\gamma^{-1}(x)}^{x} S(y) \partial_{x} \gamma(y) d y d x+\int_{x_{0}}^{x} S(y)\left(\partial_{x} \gamma(y)-1\right) d y \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
-\left(\gamma(x)-\frac{1}{2}\right) \int_{0}^{1} S \circ \gamma^{-1}(y) d y+\left(x-\frac{1}{2}\right) \int_{0}^{1} S(y) d y . \tag{3.18}
\end{equation*}
$$

The right-hand side of this equality can be simplified further as

$$
\begin{align*}
& \left(\partial_{x}^{-2} \partial_{x}\right)_{\gamma} S-\partial_{x}^{-2} \partial_{x} S=\int_{0}^{1} \int_{\gamma^{-1}(x)}^{x} S(y) \partial_{x} \gamma(y) d y d x  \tag{3.20}\\
& +\partial_{x}^{-2} \partial_{x}\left(S\left(\partial_{x} \gamma-1\right)\right)-(\gamma(x)-x) \int_{0}^{1} S \circ \gamma^{-1}(y) d y . \tag{3.21}
\end{align*}
$$

Clearly the sup norms of all three summands in (3.20)-(3.21) vanish in the limit as $\gamma$ goes to $i d$ in $C^{1}$. The second summand in (3.16) is equal to the $C^{0}$ norm of

$$
\begin{equation*}
\partial_{x}^{-2} \partial_{x}\left(\partial_{x} W\left(\partial_{x} X\right)^{2}\left\{\left(\partial_{x} \gamma^{-1}\right)^{3} \circ \gamma-1\right\}\right), \tag{3.22}
\end{equation*}
$$

which is bounded by $C_{\gamma}\|W\|_{C^{1}}\|X\|_{C^{1}}^{2}\|\gamma-i d\|_{C^{1}}$. Hence the continuity of $\gamma \rightarrow \partial F_{(X, \gamma)}$ follows.

The continuity of $(X, \gamma) \rightarrow \partial_{X} F_{(X, \gamma)}$ can be shown analogously. Therefore $F(X, \gamma)$ defines a continuously differentiable map in a neighborhood of $\left(i d, u_{0}\right)$. This completes the proof of Theorem 3.1.
4. Global existence for $n \geq 3$. In this section we investigate the persistence of solutions of the initial value problem for (2.17) and show that, unlike the twodimensional case where solutions may blow up in finite time (see [3], [5]), they persist for $n \geq 3$ in the appropriate function spaces.

For the theorem below let us use the following notation:

$$
X_{n}(\mathbb{T})= \begin{cases}W^{2, \infty}(\mathbb{T}), & n=3, \\ W^{2, \frac{n-1}{n-3}}(\mathbb{T}), & n>3,\end{cases}
$$

and

$$
Y_{n}(\mathbb{T})= \begin{cases}W^{1, \infty}(\mathbb{T}), & n=3 \\ W^{1, \frac{n-1}{n-3}}(\mathbb{T}), & n>3\end{cases}
$$

Theorem 4.1. Let $n \geq 3$ and assume that $u_{0}(x) \in X_{n}(\mathbb{T})$. Then the solution $u(x, t)$ from Theorem 3.1 has a unique extension to all $T<\infty$ such that $u(x, t) \in$ $C^{0}\left([0, T], X_{n}(\mathbb{T})\right) \cap C^{1}\left([0, T], Y_{n}(\mathbb{T})\right)$.

Proof. Consider (2.10), expressed in the form

$$
\begin{equation*}
\partial_{t} \partial_{x}^{2} u+u \partial_{x}^{3} u+\frac{n-3}{n-1} \partial_{x} u \partial_{x}^{2} u=0 \tag{4.1}
\end{equation*}
$$

Using the flow $\gamma$ of $u(\dot{\gamma}=u \circ \gamma)$ in (4.1), we first solve for $\partial_{x}^{2} u$ :

$$
\begin{equation*}
\partial_{x}^{2} u \circ \gamma(t)=u_{0}^{\prime \prime} \exp \left(-\frac{n-3}{n-1} \int_{0}^{t} \partial_{x} u \circ \gamma(s) d s\right) . \tag{4.2}
\end{equation*}
$$

By the identity $\partial_{x} \dot{\gamma}=\partial_{x} u \circ \gamma \partial_{x} \gamma$, we also have

$$
\begin{equation*}
\partial_{x} \gamma(t)=\exp \left(\int_{0}^{t} \partial_{x} u \circ \gamma(s) d s\right) \tag{4.3}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\partial_{x}^{2} u \circ \gamma(t)\left(\partial_{x} \gamma(t)\right)^{\frac{n-3}{n-1}}=u_{0}^{\prime \prime} \tag{4.4}
\end{equation*}
$$

Note that Theorem 3.1 implies that $\gamma \in C^{1}$ locally in time and it follows, given $\partial_{x} \gamma(0)=1$, that there exists an interval, $t \in[0, \tau(\varepsilon))$, over which $0<\varepsilon \leq \inf _{\mathrm{x} \in \mathbb{T}}$ $\partial_{\mathrm{x}} \gamma(\mathrm{t}) \leq \sup _{\mathrm{x} \in \mathbb{T}} \partial_{\mathrm{x}} \gamma(\mathrm{t}) \leq \varepsilon^{-1}$. Equation (4.4) then implies that, locally, $u \in X_{n}(\mathbb{T})$, since $\gamma$ maps $\mathbb{T}$ diffeomorphically to itself. In turn, (2.16) shows that $\partial_{t} u \in Y_{n}(\mathbb{T})$ over the same time interval. (With additional assumptions on the data, further regularity can also be bootstrapped to higher derivatives.)

Assuming then that sufficient smoothness holds locally in time, we find on multiplying (4.1) by $\left|\partial_{x}^{2} u\right|^{p-2} \partial_{x}^{2} u$ that

$$
\begin{equation*}
\partial_{t}\left|\partial_{x}^{2} u\right|^{p}+u \partial_{x}\left|\partial_{x}^{2} u\right|^{p}+p \frac{n-3}{n-1} \partial_{x} u\left|\partial_{x}^{2} u\right|^{p}=0 \tag{4.5}
\end{equation*}
$$

Since (2.2) and (2.8) imply that both $u$ and $\partial_{x} u$ are periodic functions of $x$, the same is true of $\partial_{x}^{2} u$, by (2.11). One therefore obtains, on integrating (4.5) over $\mathbb{T}$,

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{T}}\left|\partial_{x}^{2} u\right|^{p} d x+\left(p \frac{n-3}{n-1}-1\right) \int_{\mathbb{T}} \partial_{x} u\left|\partial_{x}^{2} u\right|^{p} d x=0 \tag{4.6}
\end{equation*}
$$

from which it follows that the $L^{\frac{n-1}{n-3}}(\mathbb{T})$ norm of $\partial_{x}^{2} u$ is uniformly conserved in time for $n>3$. The case $n=3$ can either be considered as the limit $n \rightarrow 3$ with $p \rightarrow \infty$ in (4.6), or directly using (4.1) which shows that $\partial_{x}^{2} u$ is constant along characteristics and hence its $L^{\infty}(\mathbb{T})$ norm is uniformly conserved.

Periodicity of $u(x, t)$ in $x$ implies there exists a zero for $\partial_{x} u$, say at $x=x_{0}(t)$, and so for $x, x_{0} \in \mathbb{T}$,

$$
\partial_{x} u(x, t)=\int_{x_{0}}^{x} \partial_{y}^{2} u(y, t) d y
$$

For $n>3$, we therefore have the estimate

$$
\left|\partial_{x} u(x, t)\right| \leq\left|x-x_{0}\right|^{\frac{2}{n-1}}| | u_{0}^{\prime \prime}\left\|_{\frac{n-1}{n-3}} \leq\right\| u_{0}^{\prime \prime} \|_{\frac{n-1}{n-3}}
$$

using Hölder's inequality, and so

$$
\left\|\partial_{x} u\right\|_{\infty} \leq\left\|u_{0}^{\prime \prime}\right\|_{\frac{n-1}{n-3}}^{n-3} .
$$

If $n=3$, then

$$
\left\|\partial_{x}^{2} u\right\|_{\infty}=\left\|u_{0}^{\prime \prime}\right\|_{\infty},
$$

which means

$$
\left|\partial_{x} u(x, t)\right| \leq \mid x-x_{0}\left\|u_{0}^{\prime \prime}\right\|_{\infty} \leq\left\|u_{0}^{\prime \prime}\right\|_{\infty}
$$

for all $x \in \mathbb{T}$, and so

$$
\left\|\partial_{x} u\right\|_{\infty} \leq\left\|u_{0}^{\prime \prime}\right\|_{\infty}
$$

for all $t>0$.
Further, since $u(x, t)-u_{0}(x)$ has mean zero by (2.14), there exists $x=x_{1}(t)$, where $u\left(x_{1}, t\right)=u_{0}\left(x_{1}\right)$ and, for $x, x_{1} \in \mathbb{T}$, we have

$$
u(x, t)=u_{0}(x)+\int_{x_{1}}^{x}\left(\partial_{y} u(y, t)-u_{0}^{\prime}(y)\right) d y .
$$

It follows that

$$
|u(x, t)| \leq\left\|u_{0}\right\|_{\infty}+\left|x-x_{1}\right|\left(\left\|\partial_{x} u\right\|_{\infty}+\left\|u_{0}^{\prime}\right\|_{\infty}\right)
$$

for all $x \in \mathbb{T}$, which gives the inequality

$$
\|u\|_{\infty} \leq\left\|\partial_{x} u\right\|_{\infty}+\left\|u_{0}\right\|_{C^{1}} .
$$

Combining the results of the previous two paragraphs shows that

$$
\begin{equation*}
\|u\|_{C^{1}} \leq\left\|u_{0}\right\|_{C^{2}} \quad \text { for } \quad n=3, \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{C^{1}} \leq\left\|u_{0}\right\|_{C^{1}}+\left\|u_{0}^{\prime \prime}\right\|_{\frac{n-1}{n-3}} \quad \text { for } \quad n>3 . \tag{4.8}
\end{equation*}
$$

Finally, on using the properties of the operators $\partial_{x}^{-1} \partial_{x}$ and $\partial_{x}^{-2} \partial_{x}$ in (2.16) and (2.17) together with the above estimates, it is seen that $\left\|\partial_{t} u\right\|_{\infty}$ and $\left\|\partial_{t} \partial_{x} u\right\|_{\infty}$ are majorized by a function of $\left\|u_{0}\right\|_{C^{2}}$ for $n=3$, while $\left\|\partial_{t} u\right\|_{\infty}$ and $\left\|\partial_{t} \partial_{x} u\right\|_{\frac{n-1}{n-3}}$ are majorized by a function of $\left\|u_{0}\right\|_{W^{2, \frac{n-1}{n-3}}}$ for $n>3$.

In both of these cases it follows that the $C^{1}(\mathbb{T})$ norm of $u$ and the $C^{0}(\mathbb{T})$ norm of $\partial_{t} u$ remain uniformly bounded in time over any interval of local existence and, by bootstrapping the arguments of Theorem 3.1, the solution can be continued, globally, in time.

As a remark, we note here how a blow up argument made in [3], which involves a nontrivial class of separable solutions to (2.10) for $n=2$, fails to apply in the case $n>3$. In particular, the possible appearance of a $(\tau-t)^{-1}$ factor, $\tau>0$, in the two-dimensional case no longer exists in higher dimensions.

Given the solution form $u(x, t)=X(x) T(t),(2.10)$ reduces to

$$
\begin{equation*}
\lambda X^{\prime \prime}(x)+\frac{n-3}{n-1} X^{\prime}(x) X^{\prime \prime}(x)+X(x) X^{\prime \prime \prime}(x)=0, x \in \mathbb{T}, \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{T}(t)-\lambda T(t)^{2}=0, t \geq 0 \tag{4.10}
\end{equation*}
$$

and $\lambda$ is a constant. Multiplying (4.9) by $\left|X^{\prime \prime}(x)\right|^{\frac{5-n}{n-3}} X^{\prime \prime}(x)$ now gives

$$
\begin{equation*}
\lambda\left|X^{\prime \prime}(x)\right|^{\frac{n-1}{n-3}}+\frac{n-3}{n-1}\left(X^{\prime}(x)\left|X^{\prime \prime}(x)\right|^{\frac{n-1}{n-3}}+X(x)\left(\left|X^{\prime \prime}(x)\right|^{\frac{n-1}{n-3}}\right)^{\prime}\right)=0 \tag{4.11}
\end{equation*}
$$

By using periodicity, an integration of (4.11) over $\mathbb{T}$ for $n>3$ therefore shows

$$
\begin{equation*}
\lambda \int_{\mathbb{T}}\left|X^{\prime \prime}(x)\right|^{\frac{n-1}{n-3}} d x=0 \tag{4.12}
\end{equation*}
$$

and the result then follows. We note that there are in general one or more points of inflection in nontrivial, periodic solutions, which prevents this argument from holding in two dimensions.
5. Weak solutions. In this section, we construct a basic, piecewise differentiable class of weak solutions $u(x, t) \in C^{0}\left([0, T), P C^{1}(\mathbb{T})\right) \cap C^{1}\left([0, T), P C^{0}(\mathbb{T})\right)$ to (2.11), which are found to exist for all $T>0$, regardless of the underlying dimension.

For every vector field $\Phi(\mathbf{x}, t) \in C_{0}^{\infty}\left([0, T) \times \mathbb{T} \times \mathbb{R}^{n-1} ; \mathbb{R}^{n}\right)$ such that $\nabla \cdot \Phi=0$, and for every scalar function $\theta(\mathbf{x}, t) \in C_{0}^{\infty}\left([0, T) \times \mathbb{T} \times \mathbb{R}^{n-1} ; \mathbb{R}\right)$, the velocity field $\mathbf{u}(\mathbf{x}, t)$ in (2.1b) satisfies

$$
\begin{gather*}
\int_{Q} \partial_{t} \Phi \cdot \mathbf{u}+(\nabla \Phi \mathbf{u}) \cdot \mathbf{u} d \mathbf{x} d t+\int_{\mathbb{T} \times \mathbb{R}^{n-1}} \Phi(\mathbf{x}, 0) \cdot \mathbf{u}(\mathbf{x}, 0) d \mathbf{x}=0  \tag{5.1}\\
\int_{\mathbb{R}^{n}} \nabla \theta \cdot \mathbf{u} d \mathbf{x}=0 \tag{5.2}
\end{gather*}
$$

where $Q=[0, T) \times \mathbb{T} \times \mathbb{R}^{n-1}$.
In terms of (2.2), (5.1) and (5.2) reduce to

$$
\begin{array}{r}
\int_{Q} \partial_{t} \phi u-\partial_{t} \Phi^{\prime} \cdot \mathbf{v} \partial_{x} u d \mathbf{x} d t \\
+\int_{Q} \partial_{x} \phi u^{2}-\left(\partial_{x} \Phi^{\prime}+\nabla^{\prime} \phi\right) \cdot \mathbf{v} u \partial_{x} u+\left(\nabla^{\prime} \Phi^{\prime} \mathbf{v}\right) \cdot \mathbf{v}\left(\partial_{x} u\right)^{2} d \mathbf{x} d t \\
+\int_{\mathbb{T} \times \mathbb{R}^{n-1}} \phi(\mathbf{x}, 0) u(x, 0)-\Phi^{\prime}(\mathbf{x}, 0) \cdot \mathbf{v}(\mathbf{x}, 0) \partial_{x} u(x, 0) d \mathbf{x}=0, \\
\int_{\mathbb{T} \times \mathbb{R}^{n-1}} \partial_{x} \theta u-\nabla^{\prime} \theta \cdot \mathbf{v} \partial_{x} u d \mathbf{x}=0, \tag{5.4}
\end{array}
$$

in which we have used the notation $\Phi=\left(\phi, \Phi^{\prime}\right)$ to distinguish the first component from the remaining $n-1$ components of $\Phi$. Denoting by $[\mathbf{u}]=\mathbf{u}_{+}-\mathbf{u}_{-}$the jump in $\mathbf{u}$ across any smooth surface of discontinuity, $S$, and considering test functions whose support crosses $S$, (5.2) shows that

$$
\begin{equation*}
[\mathbf{u}] \cdot \mathbf{n}=0 \tag{5.5}
\end{equation*}
$$

where $\mathbf{n}=\left(\mathfrak{n}, \mathbf{n}^{\prime}\right)$ is normal to $S$. Then, by (5.4), we have

$$
\begin{equation*}
[u] \mathfrak{n}-\left[\partial_{x} u\right] \mathbf{v} \cdot \mathbf{n}^{\prime}=0, \text { where } \mathbf{v}=\frac{1}{n-1} \mathbf{x}^{\prime} \tag{5.6}
\end{equation*}
$$

In examining weak, frontlike, piecewise continuous solutions for which $[u]=0$ and $\left[\partial_{x} u\right] \neq 0$ (see $[6]$ ), it follows that these discontinuities propagate so that $\mathbf{n}^{\prime} \cdot \mathbf{x}^{\prime}=$ 0 . A weak formulation specific to such discontinuities may be derived by means of appropriate choice of test functions from (5.3), or by observing that (2.11) may be written in conservation form as

$$
\begin{equation*}
\partial_{t}\left(\left(\partial_{x} u\right)^{1-n}\right)+\partial_{x}\left(u\left(\partial_{x} u\right)^{1-n}\right)+(n-1)\left(\partial_{x} u\right)^{-n} f=0, x \in \mathbb{T} \tag{5.7}
\end{equation*}
$$

We will admit weak solutions, $u(x, t)$, which satisfy the relation

$$
\begin{array}{r}
\int_{\mathfrak{Q}} \partial_{t} \varphi\left(\partial_{x} u\right)^{1-n}+\partial_{x} \varphi u\left(\partial_{x} u\right)^{1-n}-(n-1) f \varphi\left(\partial_{x} u\right)^{-n} d x d t \\
+\int_{\mathbb{T}} \varphi(x, 0)\left(\partial_{x} u\right)^{1-n}(x, 0) d x=0 \tag{5.9}
\end{array}
$$

for all $\varphi(x, t) \in C_{0}^{\infty}(\mathfrak{Q})$, where $\mathfrak{Q}=[0, T) \times \mathbb{T}$. Using standard Rankine-Hugoniottype arguments [6], discontinuities in $\partial_{x} u$ that jump across a curve $x=\psi(t)$ are seen to satisfy

$$
\begin{equation*}
(-\dot{\psi}+u(\psi, t))\left[\left(\partial_{x} u\right)^{1-n}\right]=0 \tag{5.10}
\end{equation*}
$$

and such discontinuities therefore propagate with the flow of $(2.11)$; i.e., $\psi(t)$ is a member of the characteristic family $\dot{\gamma}=u \circ \gamma$.
5.1. Piecewise affine solutions. We begin by commenting on the general case of periodic, $N$-phase, piecewise affine solutions. Given that both $\partial_{x} u$ and $\partial_{t} u$ may be discontinuous across the curves $x=\psi_{i}(t), 1 \leq i \leq N-1$, in order for $u$ to remain continuous there we must have $[u](\gamma(t), t)=0$, and so $\frac{d}{d t}[u](\gamma(t), t)=0$. As a result, $\partial_{t}[u]+u \partial_{x}[u]=0$, and first derivative jumps are seen to satisfy the relations

$$
\begin{equation*}
\left[\partial_{t} u\right]+u\left[\partial_{x} u\right]=0 \text { and }\left[\partial_{x} p\right]=0 \tag{5.11}
\end{equation*}
$$

from (2.3). Under these conditions on $u$, the expression for $f(t)$, which was obtained in (2.13) by integrating (2.11) for $u \in C^{1}(\mathbb{T})$, remains unchanged:

$$
\begin{equation*}
f=-\frac{n}{n-1} \int_{\mathbb{T}}\left(\partial_{x} u\right)^{2} d x \tag{5.12}
\end{equation*}
$$

In the special case, $N=2$, which we consider here, our form of solution is given by the periodic extension of the function

$$
u(x, t)=\alpha+ \begin{cases}x p, & x \in(0, \tilde{\phi})  \tag{5.13}\\ \tilde{\phi} p+(x-\tilde{\phi}) q, & x \in(\tilde{\phi}, \tilde{\psi}) \\ \tilde{\phi} p+(\tilde{\psi}-\tilde{\phi}) q+(x-\tilde{\psi}) p, & x \in(\tilde{\psi}, 1)\end{cases}
$$

where $\tilde{\phi}=\phi-[[\phi]], \tilde{\psi}=\underset{\sim}{\phi}-[[\psi]]$, with [[.]] denoting the "integer part" of the argument. The functions $\tilde{\phi}(t)$ and $\tilde{\psi}(t)$ are the representatives in $[0,1]$ of the phase
curves $\phi(t), \psi(t) \in(-\infty, \infty)$, which start out from $\phi(0), \psi(0) \in[0,1]$ and separate those regions where $\partial_{x} u(x, t)$ periodically takes on values of $p(t)$ or $q(t)$.

Proceeding heuristically for the moment, periodicity of $u(x, t)$ requires that

$$
\begin{equation*}
\mathcal{N}(t)=\phi(t) p(t)+(\psi(t)-\phi(t)) q(t)+(1-\psi(t)) p(t)=0 . \tag{5.14}
\end{equation*}
$$

Given the spatial periodicity in pressure (see (2.9)), we recall that integration of (2.3) over one period showed the integral $\int_{0}^{1} u(x, t) d x$ to be independent of time. This allows (5.13) to be used to give an expression for $\alpha(t)$. The result may be written, for instance, in terms of $p, \tilde{\phi}$, and $\tilde{\psi}$, as

$$
\begin{equation*}
\alpha+\frac{p}{2}(\tilde{\phi}+\tilde{\psi}-1)=c, \tag{5.15}
\end{equation*}
$$

where we have set $c=\int_{0}^{1} u(x, 0) d x=\alpha(0)+\frac{p(0)-q(0)}{2}(\psi(0)-\phi(0))(\phi(0)+\psi(0)-1)$. We will assume that $0<\phi(0)<\psi(0)<1$. Choosing, for convenience, $c=0$, the "average characteristic" must propagate with speed zero and we will see, consequently, that both $\phi(t)$ and $\psi(t)$ remain in $[0,1]$ for all time. The distinctions between $\tilde{\phi}$ and $\phi, \tilde{\psi}$, and $\psi$ will therefore not be made further here.

Combining (2.11), (5.12), and (5.13) now gives

$$
\begin{equation*}
\dot{p}=\frac{1}{n-1} p^{2}+f, \quad \dot{q}=\frac{1}{n-1} q^{2}+f, \tag{5.16}
\end{equation*}
$$

where

$$
\begin{equation*}
f=-\frac{n}{n-1}\left(\phi p^{2}+(\psi-\phi) q^{2}+(1-\psi) p^{2}\right) . \tag{5.17}
\end{equation*}
$$

Also, by (5.10),

$$
\begin{equation*}
\dot{\phi}=\alpha+\phi p \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\psi}=\alpha+\phi p+(\psi-\phi) q . \tag{5.19}
\end{equation*}
$$

We next verify that (5.14) follows from the system of equations (5.16)-(5.19). Differentiation and some simplification gives

$$
\begin{gathered}
\dot{\mathcal{N}}=-(\psi-\phi)(p-q) q+(\psi-\phi) q^{2}+(\phi+(1-\psi))\left(\frac{p^{2}}{n-1}+f\right)+(\psi-\phi)\left(\frac{q^{2}}{n-1}+f\right) \\
=-(\psi-\phi)(p-q) q-\left((\phi+(1-\psi)) p^{2}+(\psi-\phi) q^{2}\right) \\
=-p(q(\psi-\phi)+p(\phi+(1-\psi))) \\
=-p \mathcal{N},
\end{gathered}
$$

and so $\mathcal{N}(t)=\mathcal{N}(0) e^{-\int_{0}^{t} p(s) d s}$. In particular, taking periodic data, $\mathcal{N}(0)=0$, means that $\mathcal{N}(t)=0, t>0$. We may therefore use (5.14) to write (5.19) as

$$
\begin{equation*}
(1-\psi)=-\alpha+(1-\psi) p, \tag{5.20}
\end{equation*}
$$

and again employ (5.14) to express the following phase fractions as functions of $p$ and $q$ :

$$
\begin{equation*}
\psi-\phi=\frac{p}{p-q}, \quad \phi+(1-\psi)=\frac{-q}{p-q} \tag{5.21}
\end{equation*}
$$

Using these relations in (5.17) leads to

$$
\begin{equation*}
f=\frac{n}{n-1} p q \tag{5.22}
\end{equation*}
$$

from which (5.16) reduces to the autonomous system

$$
\begin{align*}
\dot{p} & =\frac{1}{n-1}\left(p^{2}+n p q\right)  \tag{5.23}\\
\dot{q} & =\frac{1}{n-1}\left(q^{2}+n p q\right) \tag{5.24}
\end{align*}
$$

Subtracting (5.18) from (5.19) implies

$$
\begin{equation*}
\psi(t)-\phi(t)=(\psi(0)-\phi(0)) \exp \left(\int_{0}^{t} q(s) d s\right) \tag{5.25}
\end{equation*}
$$

which means that the center phase fraction does not collapse as long as $\int_{0}^{t} q(s) d s$ remains bounded away from $-\infty$. Similarly, adding (5.18) and (5.20) gives

$$
\begin{equation*}
\phi(t)+(1-\psi(t))=\left(\phi(0)+(1-\psi(0)) \exp \left(\int_{0}^{t} p(s) d s\right)\right. \tag{5.26}
\end{equation*}
$$

and the outer phase fraction exists as long as $\int_{0}^{t} p(s) d s>-\infty$. Comparing (5.25) and (5.26) shows also that periodicity imposes the following requirement on $p(t)$ and $q(t)$ in terms of their initial phase fractions:

$$
(5.27)\left(\phi(0)+(1-\psi(0)) \exp \left(\int_{0}^{t} p(s) d s\right)+(\psi(0)-\phi(0)) \exp \left(\int_{0}^{t} q(s) d s\right)=1\right.
$$

Using (5.16) to compute $p-q$ next gives

$$
\begin{equation*}
p(t)-q(t)=(p(0)-q(0)) \exp \left(\frac{1}{n-1} \int_{0}^{t} p(s)+q(s) d s\right) \tag{5.28}
\end{equation*}
$$

which shows $p(t)-q(t)$ cannot change sign. By (5.21), $p(t)$ and $q(t)$ consequently keep their signs as long as neither phase fraction collapses. This can alternatively be seen by considering a sketch of $u$ and observing that $p$ and $q$ have opposite signs and can vanish only simultaneously. Thus, without loss of generality, we subsequently assume $p(t)>0>q(t)$, for at least some $t \geq 0$.

In the following lemma, we solve the system (5.23), (5.24) implicitly in order to show that two-phase solutions of the type (5.13) exist for all time.

Lemma 5.1. Let $(p(t), q(t))$ satisfy (5.23), (5.24) with initial data $p(0)>0>q(0)$ (respectively, $p(0)<0<q(0))$. Then $(p(t), q(t))$ exists for all $t \in(-\infty, \infty)$ and satisfies $p(t)>0>q(t)$ (respectively, $p(t)<0<q(t)$ ). Further, $(p(t), q(t)) \rightarrow(0,0)$ as $t \rightarrow \pm \infty$, and $\|u(., t)\|_{C^{1}}+\left\|\partial_{t} u(., t)\right\|_{C^{0}} \rightarrow 0$ as $t \rightarrow \pm \infty$.

Proof. Writing (5.23) and (5.24) using polar variables $p(t)=r(t) \cos \theta(t), q(t)=$ $r(t) \sin \theta(t), r(t) \geq 0$, leads to the following:

$$
\begin{equation*}
\dot{r}(t)=\frac{r^{2}}{n-1}\left(\cos ^{3}(\theta(t))+n(\cos \theta(t)+\sin \theta(t)) \cos \theta(t) \sin \theta(t)+\sin ^{3}(\theta(t))\right) \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\theta}(t)=r(\cos \theta(t)-\sin \theta(t)) \cos \theta(t) \sin \theta(t) \tag{5.30}
\end{equation*}
$$

In the case $p(0)>0>q(0), \theta(0) \in(-\pi / 2,0)$, so by $(5.30) \dot{\theta}(0)<0$ and, as long as $\theta(t) \in(-\pi / 2,0), \dot{\theta}(t)<0$.

We will show that $\theta(t) \rightarrow-\pi / 2$ as $t \rightarrow \infty(\theta(t) \rightarrow 0$ as $t \rightarrow-\infty)$ by using (5.29) and (5.30). Integrating the resulting expression for $\frac{d \ln r}{d \theta}$ gives

$$
\begin{equation*}
r(\theta)=c|\cos \theta \sin \theta|^{\frac{1}{n-1}}|\cos \theta-\sin \theta|^{-\frac{n+1}{n-1}} \tag{5.31}
\end{equation*}
$$

where $c>0$ denotes a generic constant. Inserting this expression for $r(\theta)$ in (5.30) results in

$$
\begin{align*}
\dot{\theta}(t) & =c|\cos \theta \sin \theta|^{\frac{1}{n-1}}|\cos \theta-\sin \theta|^{-\frac{n+1}{n-1}}(\cos \theta-\sin \theta) \cos \theta \sin \theta \\
& =-c|\cos \theta \sin \theta|^{\frac{n}{n-1}}|\cos \theta-\sin \theta|^{-\frac{2}{n-1}} \tag{5.32}
\end{align*}
$$

for $\theta(t) \in(-\pi / 2,0)$, and so

$$
\begin{equation*}
\int_{\theta(0)}^{\theta(t)} \frac{|\cos \theta-\sin \theta|^{\frac{2}{n-1}}}{|\cos \theta \sin \theta|^{\frac{n}{n-1}}} d \theta=-c t,-\frac{\pi}{2}<\theta(0)<0, c>0 \tag{5.33}
\end{equation*}
$$

Since $\frac{n}{n-1}>1$, the integral expression diverges, both as $\theta(t) \rightarrow-\pi / 2(t \rightarrow+\infty)$ and as $\theta(t) \xrightarrow{n} 0(t \rightarrow-\infty)$. Thus $\theta(t)$ and, from (5.31), $r(t)$, are bounded, continuous functions of time, with $\theta(t) \in(-\pi / 2,0)$. By (5.31) then, $r(t) \rightarrow 0$ as $t \rightarrow \pm \infty$, and, noting that from (5.14), (5.15),

$$
\alpha(t)=-\frac{p(t)-q(t)}{2}(\psi(t)-\phi(t))(\phi(0)+\psi(0)-1)
$$

it follows from (5.35) and (5.36) that

$$
p(t), q(t), \alpha(t), \text { and } u(x, t) \rightarrow 0 \text { as } t \rightarrow \pm \infty
$$

The remaining conclusions are easily obtained.
Finally, we show that for $c=0$ the phases remain in the interval $[0,1]$ for all time.
Theorem 5.1. Suppose $c=0$ and $0<\phi(0)<\psi(0)<1$. Then the phases $\phi, \psi$ stay in $[0,1]$. In particular

$$
\phi(t) \in\left[\phi(0), \frac{1}{2}(\phi(0)+\psi(0)) \text { and } \psi(t) \in\left(\frac{1}{2}(\phi(0)+\psi(0)), \psi(0)\right]\right.
$$

for all $t>0$. Further, the time asymptotic behavior satisfies

$$
\lim _{t \rightarrow \infty} \phi(t)=\frac{1}{2}(\phi(0)+\psi(0))=\lim _{t \rightarrow \infty} \psi(t)
$$

Proof. With (5.15) giving $\alpha$ (for $c=0$ ), substituting into (5.18) and (5.20) shows that, by (5.26),

$$
\begin{equation*}
\dot{\phi}(t)=(1-\psi(t))=\frac{p}{2}(\phi+(1-\psi))=\frac{1}{2}(\phi(0)+(1-\psi(0))) p(t) \exp \left(\int_{0}^{t} p(s) d s\right), \tag{5.34}
\end{equation*}
$$

and the individual phases therefore satisfy

$$
\begin{equation*}
\phi(t)=\phi(0)+\frac{1}{2}(\phi(0)+(1-\psi(0)))\left(\exp \left(\int_{0}^{t} p(s) d s\right)-1\right) \tag{5.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(t)=\psi(0)-\frac{1}{2}(\phi(0)+(1-\psi(0)))\left(\exp \left(\int_{0}^{t} p(s) d s\right)-1\right) . \tag{5.36}
\end{equation*}
$$

Now we examine (5.27). Assuming $q<0<p$, the first term is monotonically increasing in time and must converge, for $0<\phi(0)<\psi(0)<1$, to a positive limit. The second term is positive but monotonically decreasing, so it may converge, as $t \rightarrow \infty$, either to a positive limit or to zero. Formally, setting $0<\int_{0}^{\infty} p(t) d t=L<\infty$ and $-\infty \leq \int_{0}^{\infty} q(t) d t=M<0$, (5.27) and (5.28) imply

$$
\begin{equation*}
(\phi(0)+(1-\psi(0))) e^{L}+(\psi(0)-\phi(0)) e^{M}=1 \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(p(t)-q(t))=(p(0)-q(0)) e^{\frac{L+M}{n+1}} . \tag{5.38}
\end{equation*}
$$

If $M$ is finite and $p(0) \neq q(0)$, then (5.38), together with the necessity for $p(t)$ to approach zero as $t \rightarrow \infty$, means that $\lim _{t \rightarrow \infty} q(t) \neq 0$. However, this implies that $M=-\infty$, a contradiction. On the other hand, if $M=-\infty$, then, since $L<\infty$, (5.38) requires that $\lim _{t \rightarrow \infty} q(t)=0$, which is permitted. We conclude that, for smooth solutions $p(t), q(t)$ to exist with $p(0)>0>q(0)$, we require that $L=\int_{0}^{\infty} p(t) d t<\infty$ and $M=\int_{0}^{\infty} q(t) d t=-\infty$. Thus, by (5.37),

$$
\begin{equation*}
e^{L}=\frac{1}{\phi(0)+1-\psi(0)} . \tag{5.39}
\end{equation*}
$$

Writing (5.35) in the form

$$
\begin{equation*}
\phi(t)=\frac{1}{2}(\phi(0)-(1-\psi(0)))+\frac{1}{2}(\phi(0)+(1-\psi(0))) \exp \int_{0}^{t} p(s) d s, \tag{5.40}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \phi(t)=\frac{1}{2}(\phi(0)+\psi(0)) \tag{5.41}
\end{equation*}
$$

and, similarly,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \psi(t)=\frac{1}{2}(\phi(0)+\psi(0)) . \tag{5.42}
\end{equation*}
$$

By the monoticity in time of $\int_{0}^{t} p(s) d s$, therefore $\phi(t) \in\left[\phi(0), \frac{1}{2}(\phi(0)+\psi(0))\right.$ and $\psi(t) \in\left(\frac{1}{2}(\phi(0)+\psi(0)), \psi(0)\right]$ for all $t>0$.
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#### Abstract

There are several recent developments in the well-known problem of breaking of homoclinic orbits (splitting of separatrices) of a system that undergoes a singular perturbation. First, survival of a homoclinic orbit is an exceptional situation that can be linked to triviality of the Stokes phenomenon of the underlying "truncated" equation. Second, homoclinic connections to exponentially small periodic orbits survive the perturbation in the generic case. In this paper we consider a different problem: we study deformations of "genuine" periodic orbits of the second order equation $y^{\prime \prime}=y+y^{2}$ that undergoes the singular perturbation $\varepsilon^{2} y^{\prime \prime \prime \prime}+\left(1-\varepsilon^{2}\right) y^{\prime \prime}=y+y^{2}$, where $\varepsilon>0$ is a small parameter. We prove that if the period and the constant of motion do not change too rapidly (in $\varepsilon$ ), a genuine (nontrivial) periodic solution does not survive the perturbation.
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## 1. Introduction.

1.1. Breaking of homoclinic connections. Let $y=0$ be a hyperbolic stationary point of an $n$-dimensional differential equation $y^{\prime}=f(y)$, and let $W_{s}, W_{u}$ be the stable and unstable manifolds at $y=0$. It is said that the stationary point $y=0$ has a homoclinic connection if there exists a phase trajectory, originating and ending at $y=0$, that lies on $W_{s} \cap W_{u}$. For example, the (bounded) separatrix solution

$$
\begin{equation*}
y(x)=-\frac{3 / 2}{\cosh ^{2}(x / 2)} \tag{1}
\end{equation*}
$$

to

$$
\begin{equation*}
y^{\prime \prime}(x)=y(x)+y^{2}(x) \tag{2}
\end{equation*}
$$

corresponds to the homoclinic connection of the stationary point $(0,0)$ in the phase plane of (2). There exists a general problem to describe how a singular perturbation of the original equation affects the homoclinic (or a heteroclinic) connection. A large number of particular singularly perturbed equations, originating from the corresponding physical or computational problems, have been discussed in the literature (see, for example, [STL] and the references therein). In particular, the singular perturbation

$$
\begin{equation*}
\varepsilon^{2} y^{\prime \prime \prime \prime}(x)+\left(1-\varepsilon^{2}\right) y^{\prime \prime}(x)=y(x)+y^{2}(x) \tag{3}
\end{equation*}
$$

of (2) is related to the traveling wave reduction of a fifth order KdV equation that models gravity water waves. Existence or nonexistence of homoclinic connections of (3) has been studied in a number of papers; see, for example, [HM], [PRG], [GJ]. A rigorous proof of nonexistence of such connections was obtained in [AM] (see also

[^74][Eck]) and later on in [To4], where the "asymptotic beyond all orders" approach, first suggested in $[\mathrm{KS}]$ for a simple crystal growth model, was put on a rigorous basis. This approach is, in a sense, a natural way to study exponentially small phenomena, such as the mismatch between the stable and the unstable manifolds of (3). The goal of the present paper is to show that a similar argument can be used to prove nonexistence of symmetrical periodic solutions to (3) (see below), subject to some additional requirements.

The approach of $[\mathrm{KS}]$ is to rescale (3), which is called the outer equation, to the inner equation

$$
\begin{equation*}
v^{\prime \prime \prime \prime}(z)+\left(1-\varepsilon^{2}\right) v^{\prime \prime}(z)=\varepsilon^{2} v(z)+v^{2}(z) \tag{4}
\end{equation*}
$$

where $x=\varepsilon z$ and $v=\varepsilon^{2} y$. The main advantage of (4) versus (3) is that the (exponentially small) difference between the stable and unstable solutions is detectable even in the leading order part

$$
\begin{equation*}
v^{\prime \prime \prime \prime}(z)+v^{\prime \prime}(z)=v^{2}(z) \tag{5}
\end{equation*}
$$

of (4), which is called the truncated equation (4). This means that the difference between the stable and unstable solutions to (3) can be studied through the Stokes phenomenon of (5). In fact, in [TP] we considered the family of singular perturbations

$$
\begin{equation*}
\varepsilon^{2} y^{(\mathrm{iv})}+\left(1-\varepsilon^{2}\right) y^{\prime \prime}-y=y^{2}+\varepsilon^{2} \gamma\left(2 y y^{\prime \prime}+\left(y^{\prime}\right)^{2}\right) \tag{6}
\end{equation*}
$$

of (2), parametrized by $\gamma \in \mathbb{R}$, and found exact conditions for persistence of the homoclinic connection (under the singular perturbation) in terms of the Stokes constant for the corresponding truncated inner equation. The technique developed in [To4] can be modified to consider singularly perturbed problems in other settings. For example, it was used in [To5] to show that the discretized equation (3) does not have a homoclinic connection.

Notice that persistence of the homoclinic connection under singular perturbations (3), (6) is equivalent to existence of a symmetrical (even) stable solution to the corresponding equation. Since the family of stable solutions to (3) (or to (6)) is one-dimensional (translation), we can arrange for $y^{\prime}(0)=0$; then the symmetry of the stable solution $y(x)$ is equivalent to $y^{\prime \prime \prime}(0)=0$.
1.2. Deformation of periodic solutions under singular perturbations. The problem of deformations of periodic solutions under singular perturbations has not yet received as much attention as the problem of homoclinic connections. However, it is known that there exist symmetrical periodic solutions to (3) that are exponentially small in $\varepsilon$; see [Lo] and later papers [IL1], [IL2]. We consider such periodic solutions as deformations of a constant solution $y \equiv 0$ of the unperturbed equation (2). Existence of even periodic solutions that are deformations of a trivial solution was also proved in [BPBA] for a certain class of reversible fourth order Hamiltonian systems with zero Hamiltonian. Discussion of even periodic solutions for some fourth order ODEs with nonzero Hamiltonian and cubic nonlinearity ((3) has a quadratic nonlinearity) can be found in $[\mathrm{PT}]$.

In the present paper we extended the technique of [To4] to study deformations of a genuine (nonconstant) periodic solution of (2). We limit our attention to periodic solutions inside the potential well of (2). Any such solution is given by the Weierstrass elliptic $\wp$-function with invariants $g_{2}, g_{3}$,

$$
\begin{equation*}
y(x)=6 \wp_{g_{2}, g_{3}}\left(x-x_{0}\right)-\frac{1}{2} \tag{7}
\end{equation*}
$$

and has an integral of motion

$$
\begin{equation*}
y^{\prime 2}=y^{2}+\frac{2}{3} y^{3}+C \tag{8}
\end{equation*}
$$

where $x_{0} \in \mathbb{C}$ is a translation and $g_{2}=\frac{1}{12}, g_{3}=-\frac{1}{36}\left(C+\frac{1}{6}\right)$ (see section 1.3). The requirement $C \in\left(-\frac{1}{3}, 0\right)$ on the constant of motion (energy) $C$ guarantees that solution $y(x)$ is inside the potential well. (The value $C=0$ corresponds to the trivial solution and to the separatrix solution of (2), whereas $C=-\frac{1}{3}$ corresponds to the stationary solution $y(x) \equiv-1$.) Solution (7) is a periodic function with finite basic real and purely imaginary periods

$$
\begin{equation*}
2 \omega_{1}=\int_{e_{1}}^{\infty} \frac{d u}{\sqrt{4 u^{3}-\frac{1}{12} u-g_{3}}}, \quad 2 \omega_{3}=i \int_{-\infty}^{e_{3}} \frac{d u}{\sqrt{4 u^{3}-\frac{1}{12} u-g_{3}}} \tag{9}
\end{equation*}
$$

where $e_{1}, e_{3}$ are the largest and the smallest real roots of $4 u^{3}-\frac{1}{12} u-g_{3}=0$ (see below), respectively. It is also an even function provided that $x_{0}$ is an integer linear combination of $\omega_{1}, \omega_{3}$. It will be convenient for us to choose

$$
\begin{equation*}
x_{0}=\omega_{3} \tag{10}
\end{equation*}
$$

so that the unperturbed solution (7) is bounded, real-valued, symmetrical, and periodic with the period $2 \omega_{1}$ on $x \in \mathbb{R}$. Equivalently, we can consider solution (7) with $x_{0}=0$ along the horizontal line $\omega_{3}+\mathbb{R}$ in the complex $x$-plane.

The perturbed equation (3) also has an integral of motion

$$
\begin{equation*}
\varepsilon^{2}\left(2 y^{\prime \prime \prime} y^{\prime}-y^{\prime \prime 2}\right)+\left(1-\varepsilon^{2}\right) y^{\prime 2}-y^{2}-\frac{2}{3} y^{3}=C(\varepsilon) \tag{11}
\end{equation*}
$$

where $C(\varepsilon)$ is the constant of motion (energy). Since we are interested in deformations of periodic solutions satisfying (8), we require $C(0)=C \in\left(-\frac{1}{3}, 0\right)$.

Let $\alpha \geq 1$. We say that a solution $y(x, \varepsilon)$ to the perturbed equation (3) is a $C^{\alpha}$-deformation of a periodic solution (7) (in the potential well) to the unperturbed equation (2) under the singular perturbation (3) on interval $S$ if

$$
\begin{equation*}
Y(x, \varepsilon)=Y(x, 0)+\varepsilon^{\alpha} \tilde{Y}(x, \varepsilon) \tag{12}
\end{equation*}
$$

where vector $\tilde{Y}(x, \varepsilon)$ is continuous in $\varepsilon$, uniformly on interval $S$ of the $x$-axis. Here $Y(x, \varepsilon)=\operatorname{Col}\left(y(x, \varepsilon), y^{\prime}(x, \varepsilon), y^{\prime \prime}(x, \varepsilon), y^{\prime \prime \prime}(x, \varepsilon)\right)$. Note that a $C^{\alpha}$-deformation of a periodic solution (7) has constant of motion (11) satisfying

$$
\begin{equation*}
C(\varepsilon)=C+\varepsilon^{\alpha} \tilde{C}(\varepsilon) \tag{13}
\end{equation*}
$$

where $\tilde{C}(\varepsilon)$ is a continuous function.
Our main result is the following theorem.
ThEOREM 1.1. Let $y(x, 0)=6 \wp_{\frac{1}{12}, g_{3}}\left(x-\omega_{3}\right)-\frac{1}{2}$, where $\left|g_{3}\right|<6^{-3}$, be a periodic solution (inside the potential well) of the nonperturbed equation (2). Let $n \in \mathbb{N}$ and $y(x, \varepsilon)$ be a $C^{\alpha}$-deformation, $\alpha \geq 1$, of $y(x, 0)$ under the perturbation (3) on some open interval $S$ that contains the segment $\left[\omega_{1}, n \omega_{1}\right]$. Then the deformation $y(x, \varepsilon)$ does not contain a sequence of symmetric periodic solutions $y\left(x, \varepsilon_{m}\right)$ of (3) with periods $2 k \omega_{1}\left(\varepsilon_{m}\right)$, where $k=1,2, \ldots, n, \lim _{m \rightarrow \infty} \varepsilon_{m}=0$, and $\omega_{1}(\varepsilon)$ is subject to

$$
\begin{equation*}
\omega_{1}(\varepsilon)-\omega_{1}=\varepsilon^{\frac{\alpha}{2}} \tau(\varepsilon) \tag{14}
\end{equation*}
$$

where $\tau(\varepsilon)$ is a continuous function for small $\varepsilon \geq 0$.
Similarly to the homoclinic connection problem, the central idea of our proof here is uniform (in small $\varepsilon \geq 0$ ) control of an iterative solution of inner equation (4). In a certain sense, though, the homoclinic connection problem is simpler, because the manifolds of stable and unstable solutions to (3) are one-dimensional, whereas deformations of a periodic solution to (2) under the perturbation (3) form a manifold of the full dimension. We rescale the outer equation (3) to the inner equation (4) by $x=\varepsilon z, v=\varepsilon^{2} y$ and approach the problem through the following sequence of steps: (a) we construct by iterations a two-parameter family $\mathcal{F}_{\alpha}$ of deformations of the rescaled periodic solution (7), (10), satisfying (4); (b) we show that solutions $v(z, \varepsilon)$ to the inner equation (4) that corresponds to a $C^{\alpha}$-deformation $y(x, \varepsilon)$ of a periodic solution (7) with the period $2 \omega_{1}$ belong to the family $\mathcal{F}_{\alpha}$; and (c) for any $k \in \mathbb{N}$ we prove that the family $\mathcal{F}_{\alpha}$ does not contain a sequence $\left\{v\left(z, \varepsilon_{m}\right)\right\}_{1}^{\infty}$ of symmetrical and periodic (with the period $\left.2 k \frac{\omega_{1}\left(\varepsilon_{m}\right)}{\varepsilon_{m}}\right)$ solutions if $\omega_{1}(\varepsilon)$ is subject to (14).

The paper is organized in the following way. In the remaining part of this section we describe the Stokes phenomenon for the truncated inner equation (5) and some connections between deformations of homoclinic and periodic orbits of (3). Solution of (3) by iterations, which yields the two-parameter family of solutions $\mathcal{F}_{\alpha}$, is obtained in sections 2-3. Finally, the proof of Theorem 1.1 is completed in section 4.
1.3. Periodic solutions of the unperturbed equation. It is easy to check that the values $C$ from the interval $\left(-\frac{1}{3}, 0\right)$ define periodic solutions of the unperturbed equation (2) within the well of the potential $-y^{2}-\frac{2}{3} y^{3}$. After the change of variables $y=6 X-\frac{1}{2},(8)$ is reduced to

$$
\begin{equation*}
X^{\prime 2}=4 X^{3}-\frac{1}{12} X-g_{3} \tag{15}
\end{equation*}
$$

where $g_{3}=-\frac{1}{36}\left(C+\frac{1}{6}\right)$. The solution to this equation is given by the Weierstrass elliptic function $\wp(x)=\wp_{g_{2}, g_{3}}(x)$, where the invariant $g_{2}=\frac{1}{12}$ and $g_{3}$ is defined above. Thus, periodic solutions to the unperturbed equation (2) are given by

$$
\begin{equation*}
y(x)=6 \wp_{g_{2}, g_{3}}(x)-\frac{1}{2} . \tag{16}
\end{equation*}
$$

The number $\Delta=g_{2}^{3}-27 g_{3}^{2}$ is called the discriminant of $\wp_{g_{2}, g_{3}}(x)$. The condition $\Delta>0$ is equivalent to $\left|g_{3}\right|<6^{-3}$, i.e., to $C \in\left(-\frac{1}{3}, 0\right)$. Under this condition the Weierstrass function $\wp$ has real period $2 \omega_{1}$ defined by (9) and purely imaginary period $2 \omega_{3}$, where $\omega_{1},-i \omega_{3}$ are positive numbers (the latter requires correct choice of the branch of the square root in (9)). Using the standard notation, we denote $\omega_{2}=\omega_{1}+\omega_{3}$ and $e_{j}=\wp\left(\omega_{j}\right)$, where $j=1,2,3$. It is well known that (see, for example, [GR]) $e_{j}$ are the roots of the cubic polynomial in (15),

$$
\begin{equation*}
\wp^{\prime}\left(\omega_{j}\right)=0, j=1,2,3, \quad e_{1}+e_{2}+e_{3}=0, \quad \text { and } \quad e_{3} \leq e_{2} \leq e_{1} \tag{17}
\end{equation*}
$$

When $x$ varies along the real axis, the value of $\wp$ varies between $e_{1}$ and $+\infty$ (as $\wp(x)$ is an even function that has a second order pole at the origin with the principle part $\left.\frac{1}{x^{2}}\right)$; see Figure 1.

This corresponds to the periodic solution of (2), defined by (16), with the range from $\tilde{e}_{1}$ to infinity outside the potential well, i.e., to the unbounded branch of the periodic orbit (the energy of the motion is fixed). Here $\tilde{e}_{j}=6 e_{j}-\frac{1}{2}, j=1,2,3$; see Figure 2.


FIG. 1. Part of the parallelogram of periods $0 \omega_{1} \omega_{2} \omega_{3}$ for the Weierstrass functions $\wp(x)$ in the complex $x$-plane together with the corresponding values of $\wp$ shown in the brackets.


FIG. 2. Phase portrait of (2) showing periodic solutions $(\Delta>0)$ of the same period inside (bounded) and outside (unbounded) the potential well. Here $\tilde{e}_{j}=6 e_{j}-\frac{1}{2}, j=1,2,3$.

When $x$ varies along the horizontal line $\Im x=\omega_{3}$, the value of $\wp$ varies between $e_{3}$ and $e_{2}$. That corresponds to the periodic solution of (2), defined by (16), with the range from $\tilde{e}_{3}$ to $\tilde{e}_{2}$ inside the potential well, i.e., to the bounded branch of the periodic orbit. When $x$ varies along the vertical line $\Re x=\omega_{1}$, the value of $\wp$ varies between $e_{1}$ and $e_{2}$. That corresponds to the tunneling between the unbounded and bounded branches of the periodic orbit defined by the solution (16); see Figures 1 and 2. For $\Delta<0$ the periods $\omega_{1}$ and $\omega_{3}$ are complex conjugated so that $\omega_{2}$ is real. In this case the value of $\wp$ varies between $e_{2}$ and $+\infty$, which corresponds to infinite periodic motion outside the potential well; see Figure 3.


Fig. 3. Phase portrait of (2) showing an unbounded periodic solution $(\Delta<0)$ outside the potential well. Here $\tilde{e}_{2}=6 e_{2}-\frac{1}{2}$.

Here and henceforth it will be convenient for us to consider $x_{0}$ from (7) to be zero. Then we are interested in the behavior of $y(x)$ along the horizontal line $\omega_{3}(\varepsilon)+\mathbb{R}$.
1.4. Solutions to the perturbed equation. Considering perturbations of the separatrix solution (1) of the original equation, we focus our attention on the stable and unstable solutions of the perturbed equation (3) (those are solutions corresponding to the one-dimensional manifolds $W_{s}$ and $W_{u}$ in the phase space of (3)). We define the unstable and stable solutions to (3) as

$$
\begin{equation*}
y_{u, s}(x, \varepsilon)=\sum_{k=1}^{\infty} y_{k}(\varepsilon) e^{ \pm k x} \tag{18}
\end{equation*}
$$

respectively, where $y_{1}(\varepsilon)$ as an arbitrary continuous positive function and all $y_{k}, k>1$, are uniquely defined through $y_{1}[\mathrm{To4}]$. The series (18) is convergent in properly chosen left- and right-half planes of the complex $x$-plane, respectively. It is easy to check that for $\varepsilon=0$ the choice of $y_{1}(0)=6$ yields the unbounded separatrix solution

$$
\begin{equation*}
y(x)=\frac{3 / 2}{\sinh ^{2}(x / 2)} \tag{19}
\end{equation*}
$$

which is related to the bounded separatrix solution (1) through the shift $x \mapsto x+i \pi$. Considering $x$ as a complex variable, now and henceforth we refer to (19) as the separatrix solution of (3).

Perturbations of periodic solutions to the original equation (2) that we are interested in are not as clearly identifiable as solutions (18) in the separatrix case. We start with considering the separatrix solution of (3) as the limit of periodic solutions (16) as $C \rightarrow 0^{-}$. In this limit the real half-period $\omega_{1} \rightarrow \infty$, and the imaginary half-period $\omega_{3} \rightarrow i \pi$. Thus, the point $\omega_{2} \rightarrow i \pi+\infty$ as $C \rightarrow 0^{-}$.

Note that the stable and unstable solutions (18) are symmetrical with respect to $x=0$ since $y_{s}(x, \varepsilon)=y_{u}(-x, \varepsilon)$. Alternatively, we can consider $y_{u}(x)$ as the
symmetrical continuation of $y_{s}(x)$ through $x=\infty$ on the compactification of $\mathbb{R}$. The same observation is correct for the horizontal line $\Im x=\pi$ and $x=i \pi+\infty$. The analogue of the point $x=i \pi+\infty$ in the periodic case is $x=\omega_{2}$. Therefore, by analogy with the separatrix case, we will consider perturbations of the periodic solution (16) that are symmetrical with respect to the point $\omega_{2}(\varepsilon)$. Equivalently, that means that the first and third derivatives of $y(x)$ turn zero at $x_{0}=\omega_{2}$. The remaining two of the total of four conditions to define $y(x, \varepsilon)$ are $y^{\prime}\left(\omega_{3}(\varepsilon), \varepsilon\right)=0$ and the integral of motion (11). Thus, $y(x, \varepsilon)$ satisfies third order differential equation (11) with the prescribed energy $C(\varepsilon)$ together with three boundary conditions

$$
\begin{equation*}
y^{\prime}\left(\omega_{3}(\varepsilon), \varepsilon\right)=0, \quad y^{\prime}\left(\omega_{2}(\varepsilon), \varepsilon\right)=y^{\prime \prime \prime}\left(\omega_{2}(\varepsilon), \varepsilon\right)=0 \tag{20}
\end{equation*}
$$

where $C(0)=C$ and $2 \omega_{1}(\varepsilon), 2 \omega_{3}(\varepsilon)$ are the fundamental periods of the Weierstrass function $\wp$ in the solution (16) of (8).

It is easy to see that if $f(x)$ is an even (symmetrical at $x=0$ ) periodic function with a period $2 \omega_{1}$, then $f(x)$ is symmetrical at any point $x=k \omega_{1}, k \in \mathbb{N}$. Since a solution $y(x, \varepsilon)$ to the $\operatorname{BVP}(11),(20)$ is symmetrical at $x=\omega_{2}(\varepsilon)$ on the horizontal line $\Im x=\Im \omega_{3}(\varepsilon), y(x, \varepsilon)$ is an even periodic solution if and only if

$$
\begin{equation*}
y^{\prime \prime \prime}\left(\omega_{3}(\varepsilon), \varepsilon\right)=0 \tag{21}
\end{equation*}
$$

1.5. The Stokes phenomenon for the inner equation. Periodic solutions (16) to (2) have second order poles at $x=0$. The asymptotic beyond all orders approach of $[\mathrm{KS}]$ suggests blowing up this singularity by rescaling

$$
\begin{equation*}
x=\varepsilon z, \quad y(x, \varepsilon)=\varepsilon^{-2} v(z, \varepsilon) \tag{22}
\end{equation*}
$$

where $z$ is a new independent complex variable. The rescaled equation (inner equation) is given by (4), which we can rewrite as

$$
\begin{equation*}
\left(D_{z}^{2}+1\right)\left(D_{z}^{2}-\varepsilon^{2}\right) v=v^{2} \tag{23}
\end{equation*}
$$

Let $v_{+}(z, \varepsilon)$ and $v_{-}(z, \varepsilon)$ denote, respectively, the rescaled solutions to the BVP $(11),(20)$ and to its "symmetrical" problem, where conditions at $\omega_{2}(\varepsilon)$ are replaced by the same conditions at $-\bar{\omega}_{2}(\varepsilon)=-\omega_{1}(\varepsilon)+\omega_{3}(\varepsilon)$, i.e., $y^{\prime}\left(-\bar{\omega}_{2}(\varepsilon), \varepsilon\right)=y^{\prime \prime \prime}\left(-\bar{\omega}_{2}(\varepsilon), \varepsilon\right)=$ 0 . Our observation (proved below) is that, similarly to the case of the separatrix solution, the leading order (in $\varepsilon$ ) of the difference between $v_{+}(z, \varepsilon)$ and $v_{-}(z, \varepsilon)$ can be derived from the truncated equation

$$
\begin{equation*}
\left(D_{z}^{2}+1\right) D_{z}^{2} v=v^{2} \tag{24}
\end{equation*}
$$

Note that $z=\infty$ is the irregular singular point of (24) and that this equation has a unique formal power series solution

$$
\begin{equation*}
\hat{v}(z)=\sum_{k=1}^{\infty} \frac{v_{k}}{z^{2 k}} \tag{25}
\end{equation*}
$$

where $v_{1}=6$.
The inverse Laplace transform $\mathcal{L}^{-1}$ converts the truncated inner equation (24) into the convolution equation

$$
\begin{equation*}
\left(p^{4}+p^{2}\right) V(p)=V(p) * V(p) \tag{26}
\end{equation*}
$$

where $p$ is a dual variable (called Borel variable), $V(p)=\left[\mathcal{L}^{-1} v\right](p)$, and $F(p) * G(p)=$ $\int_{0}^{p} F(p-\tau) G(\tau) d \tau$. It is well known that the asymptotic expansion (25) of $v(z)$ yields the corresponding asymptotic expansion in powers of $p$ of $V(p)$ at $p=0$.

THEOREM 1.2. Equation (26) admits a unique nontrivial power series solution in odd powers of $p$. This solution defines a function $V(p)$ that is analytic at the whole $p$-plane except for two vertical rays: from $p=i$ upward and from $p=-i$ downward. The function $V(p)$ is of exponential order 1 along any nonvertical ray in this cut p-plane.

This theorem follows from a more general statement (Main Theorem) of [To2].
Corollary 1.3. Let $v_{ \pm}(z)$ be defined by

$$
\begin{equation*}
v_{ \pm}(z)=\int_{0}^{ \pm \infty} e^{-z p} V(p) d p \tag{27}
\end{equation*}
$$

These functions are the only analytic solutions of the truncated inner equation (24) that satisfy

$$
\begin{equation*}
v_{ \pm}(z) \sim \hat{v}(z) \quad \text { as } z \rightarrow \infty, \quad z \in S_{ \pm} \tag{28}
\end{equation*}
$$

where $S_{ \pm}$are sectors

$$
\begin{equation*}
S_{+}=\{z:|\arg z|<\pi\}, \quad S_{-}=\{z:|\arg z-\pi|<\pi\} \tag{29}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
v_{+}(z)-v_{-}(z)=-2 \pi i s e^{i z}(1+o(1)) \quad \text { as } \quad z \rightarrow \infty, \quad 0<\arg z<\pi \tag{30}
\end{equation*}
$$

where the constant $s$ is determined through

$$
\begin{equation*}
s=\lim _{p \rightarrow-i}(p+i) V(p) \tag{31}
\end{equation*}
$$

Proof. The Taylor expansion of $V(p)$ at $p=0$ can be obtained by applying the inverse Laplace transform (Borel transform) to the formal series $\hat{v}(z)$. The function $V(p)$ is analytic on a Riemann surface that has possible branch points of the logarithmic type at $p=i k$, where $k \in \mathbb{Z} \backslash\{0\}$. The statement on the behavior of $V(p)$ at singularities $p= \pm i$ follows from Theorem 2.2 in [To2]. The uniqueness of solutions $v_{ \pm}(z)$ satisfying (28) follows from Theorem 1.2 and properties of the Laplace transform.

Definition 1.4. The constant $s$ in (31) is called the Stokes constant for the truncated inner equation (24).

Proposition 1.5. The following three conditions are equivalent: (i) the formal power series solution (25) has a positive radius of convergence; (ii) $s=0$; and (iii) $v_{+}(z) \equiv v_{-}(z)$.

Proof. The fact that (i) implies (iii) is obvious. The inverse statement follows from the fact that $v(z)=v_{+}(z) \equiv v_{-}(z)$ implies that the function $v(z)$ is singlevalued near infinity and has asymptotic expansion $\hat{v}(z)$ in the full neighborhood of infinity (see [Wa]). It is also clear that (i) implies (ii), since in this case $\mathcal{L}^{-1} \hat{v}(z)$ is an entire function. Suppose now that $s=0$. Since $V(p)$ is real-analytic on $\mathbb{R}$, we obtain that $V(p)=o\left(\frac{1}{p-( \pm i)}\right)$ as $p \rightarrow \pm i$. That means, according to Corollary 2.2 in [To2], that $v_{+}(z)$ coincides with $v_{-}(z)$ in both the lower and upper $z$ half-planes. Thus (ii) implies (iii).

Divergence (zero radius of convergence) of the formal power series (25) was proved in [To2, p. 247]. According to Proposition 1.5, this implies that $v_{+}(z) \not \equiv v_{-}(z)$. (In fact, nonzero numerical values of $s$ for equations, equivalent to (24), were computed in [PRG], [GJ] by means of formal Borel summation.) This implies, at least at the formal level, that solution $v_{+}(z, \varepsilon)$ to (23) does not coincide with solution $v_{-}(z, \varepsilon)$ to (23). To make this statement rigorous, it is sufficient to show that (a)

$$
\begin{equation*}
v_{ \pm}(z, \varepsilon) \rightarrow v_{ \pm}(z) \tag{32}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$ in some regions $R_{ \pm}$uniformly in $z \in R_{ \pm}$, and (b) intersection $R_{+} \cap R_{-}$ contains some segment of a positive length.
2. Inner equation. In the following theorem (Theorem 2.1) we construct a two-parameter family of solutions to (23) that are symmetrical at $z=\tilde{\omega}_{2}(\varepsilon)$ and that converge to $v_{+}(z)$, or to its translation $v_{+}(z-h), h \in \mathbb{R}$, as $\varepsilon \rightarrow 0$ uniformly in the corresponding region (see below) of the complex $z$-plane. Here $\tilde{\omega}_{j}(\varepsilon)=\frac{\omega_{j}(\varepsilon)}{\varepsilon}$, $j=1,2,3$.

This result constitutes an essential part of the method of [KS]; convergence of $v_{+}(z, \varepsilon)$ to $v_{+}(z)$ was mentioned only briefly in the original paper [KS] (with regard to a third order equation considered there), but explicit formulations and proofs were omitted. In other papers, connection between solutions of (23) and (24) was considered only on the formal level. The proof of convergence of $v_{+}(z, \varepsilon)$ to $v_{+}(z)$ in the separatrix case was given in [To4] (see also [To5] for the discretized equation (2), as well as [TP] for a more general family of singular perturbations of (2)). The major difficulty there was based on the fact that solutions of the full and of the truncated inner equations have different rates of convergence to 0 as $z \rightarrow \infty$ (in proper directions): $v_{+}(z, \varepsilon), \varepsilon>0$, approaches 0 exponentially fast (in $z$ ), while $v_{+}(z)$ has only power order convergence. One needs to find, however, some uniform majorization that will cover both cases. In order to find such a majorization, we suggested [To4], [To5] linearizing (23) around the unperturbed solution $6 q^{2}$, where $q(z, \varepsilon)=\frac{\varepsilon}{\sin \frac{\varepsilon z}{2}}$, and applying the contraction mapping principle to the obtained equation. A similar approach will be developed below with the natural choice

$$
\begin{equation*}
q(z, \varepsilon)=\varepsilon \sqrt{\wp_{\frac{1}{12}, g_{3}(\varepsilon)}(\varepsilon z)-\frac{1}{12}}, \tag{33}
\end{equation*}
$$

where $g_{3}=g_{3}(\varepsilon)$ is determined through $\omega_{1}=\omega_{1}(\varepsilon)$ by (9).
2.1. Linearized equation. The substitution

$$
\begin{equation*}
v(z, \varepsilon)=u(z, \varepsilon)+6 c(\varepsilon) q^{2}(z, \varepsilon) \tag{34}
\end{equation*}
$$

where $q(z, \varepsilon)$ is given by (33), reduces (23) to

$$
\begin{equation*}
\left(D_{z}^{2}+1\right)\left(D_{z}^{2}-\varepsilon^{2}\right) u=u^{2}+12 c(\varepsilon) q^{2} u+f(q) \tag{35}
\end{equation*}
$$

Here $c=c(\varepsilon)$ is a continuous function satisfying $c(0)=1$. Calculations of $f$ after some algebra yield

$$
\begin{equation*}
f(q)=c\left[36\left(c-1-4 \varepsilon^{2}\right) q^{4}-6!q^{6}-2 \varepsilon^{6} J(\varepsilon)\right] \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
J(\varepsilon)=-36 g_{3}(\varepsilon)-\frac{1}{6} \tag{37}
\end{equation*}
$$

is determined through $\omega_{1}=\omega_{1}(\varepsilon)$. (To simplify notation, we omit the $\varepsilon$ dependence in $\omega_{j}$ or $\tilde{\omega}_{j}, j=1,2,3$, provided that such omission cannot cause any misunderstanding.) Note that $\lim _{\varepsilon \rightarrow 0} 6 c(\varepsilon) q^{2}(z, \varepsilon)=\frac{6}{z^{2}}$. This is the leading term of the asymptotic expansion (25) of $v_{+}(z)$. So, substitution (34) linearizes (23) with respect to the leading term for both positive and zero values of $\varepsilon$.

Let

$$
\begin{equation*}
w=\left(D^{2}+1\right) u \tag{38}
\end{equation*}
$$

Then (35) becomes

$$
\begin{equation*}
\left(D^{2}-\varepsilon^{2}\right) w=\left[\left(D^{2}+1\right)^{-1} w\right]^{2}+12 c q^{2}\left(D^{2}+1\right)^{-1} w+f(q) \tag{39}
\end{equation*}
$$

or

$$
\begin{align*}
{\left[D^{2}-\left(\varepsilon^{2}+12 q^{2}\right)\right] w=} & {\left[\left(D^{2}+1\right)^{-1} w\right]^{2} }  \tag{40}\\
& +12 c q^{2}\left[\left(D^{2}+1\right)^{-1}-1\right] w-12 q^{2}(1-c) w+f(q)
\end{align*}
$$

Using the identity

$$
\begin{equation*}
\left(D^{2}+1\right)^{-1}-1=-\left(D^{2}+1\right)^{-1} D^{2} \tag{41}
\end{equation*}
$$

and solving (39) for $D^{2} w$, we finally get

$$
\begin{align*}
& {\left[D^{2}-\left(\varepsilon^{2}+12 q^{2}\right)\right] w=\left[1-12 c q^{2}\left(D^{2}+1\right)^{-1}\right]\left(f(q)+\left[\left(D^{2}+1\right)^{-1} w\right]^{2}\right)}  \tag{42}\\
& -12 q^{2}(1-c) w-12 c q^{2}\left(D^{2}+1\right)^{-1}\left[\varepsilon^{2}+12 c q^{2}\left(D^{2}+1\right)^{-1}\right] w
\end{align*}
$$

This integrodifferential equation is equivalent to (35), (38). We solve (42) by the contraction mapping principle, considering it as a "perturbation" of the nonhomogeneous linear ODE

$$
\begin{equation*}
\left[D^{2}-\left(\varepsilon^{2}+12 q^{2}\right)\right] w=\left[1-12 c q^{2}\left(D^{2}+1\right)^{-1}\right] f(q) \tag{43}
\end{equation*}
$$

The corresponding homogeneous equation

$$
\begin{equation*}
\left[D^{2}-\left(\varepsilon^{2}+12 q^{2}\right)\right] w=0 \tag{44}
\end{equation*}
$$

has two independent solutions $v_{1}(z)$ and $v_{2}(z)$, where $v_{2}(z)$ is symmetric (even) and $v_{1}(z)$ is antisymmetric (odd) at the origin. Indeed, $v=6 q^{2}$ is a solution to $\left(D^{2}-\varepsilon^{2}\right) v=$ $v^{2}$, which is the rescaled equation (2). Differentiating both sides of the latter equation, we get $\left(D^{2}-\varepsilon^{2}\right) v^{\prime}=2 v v^{\prime}$. This equation coincides with (44), where $w=v^{\prime}$. Thus, we obtain

$$
\begin{equation*}
v_{1}(z)=6 \frac{d}{d z} q^{2}=6 \varepsilon^{3} \wp^{\prime}(\varepsilon z) \tag{45}
\end{equation*}
$$

The second linearly independent solution can be taken as

$$
\begin{equation*}
v_{2}(z)=v_{1}(z) \int_{0}^{z} \frac{d \xi}{v_{1}^{2}(\xi)} \tag{46}
\end{equation*}
$$

Note that $\wp(\varepsilon z)$ is symmetrical and, thus, $v_{1}$ is an antisymmetrical (odd) function with respect to any integer combination of half periods $\tilde{\omega}_{1}$ and $\tilde{\omega}_{3}$. It will be shown below (section 2.3) that solutions

$$
\begin{equation*}
v_{2 j}(z)=v_{2}(z)-\frac{1}{6 \varepsilon^{7} \Delta}\left[\frac{3 g_{3}}{2} \omega_{j}-g_{2} \zeta\left(\omega_{j}\right)\right] v_{1}(z), \quad j=1,2,3 \tag{47}
\end{equation*}
$$

to (44), where

$$
\begin{equation*}
\zeta(x)=\frac{1}{x}-\int_{0}^{x}\left(\wp(y)-\frac{1}{y^{2}}\right) d y \tag{48}
\end{equation*}
$$

is a "negative antiderivative" of $\wp$, are symmetrical at the points $z=\tilde{\omega}_{j}$, respectively.
2.2. Formulation of the theorem. Let $g(z)$ be a function, symmetrical (even) with respect to the point $\tilde{\omega}_{2}(\varepsilon)$, and let $\mathcal{I}_{2}=\left(D^{2}+1\right)^{-1}$ denote the operator, inverse to $D^{2}+1$ and such that $\mathcal{I}_{2} g(z)$ is symmetrical with respect to $\tilde{\omega}_{2}(\varepsilon)$. The construction of $\mathcal{I}_{2}$ will be given in section 3.1.

Equation (42) can be written in the operator form as $w=\mathcal{N} w$, where

$$
\begin{equation*}
\mathcal{N} w=\mathcal{I}_{1} \circ\left[\left(1-12 c q^{2} \mathcal{I}_{2}\right)\left[f+\left(\mathcal{I}_{2} w\right)^{2}\right]-12 q^{2}(1-c) w+12 c q^{2} \mathcal{I}_{2}\left(\varepsilon^{2}+12 c q^{2} \mathcal{I}_{2}\right) w\right] \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{I}_{1} g(z)=-v_{1}(z) \int_{\tilde{\omega}_{2}}^{z} v_{2}(\xi) g(\xi) d \xi+v_{2}(z) \int_{\tilde{\omega}_{2}}^{z} v_{1}(\xi) g(\xi) d \xi \tag{50}
\end{equation*}
$$

We define iterations

$$
\begin{equation*}
w_{0}=0, \quad w_{1}=\mathcal{N} w_{0}+\varepsilon^{6} b(\varepsilon) v_{22}(z), \quad w_{n}=\mathcal{N} w_{n-1}, n=2,3, \ldots \tag{51}
\end{equation*}
$$

and $\Delta w_{n}=w_{n}-w_{n-1}, n=1,2, \ldots$, where $b(\varepsilon)$ is a continuous function in a vicinity of $\varepsilon=0$. The following theorem proves uniform convergence of the series $\sum_{n=1}^{\infty} \Delta w_{n}$ in a region $R_{z_{0}} \subset \mathbb{C}$, which is defined below. Thus, we obtain a family of solutions to (42), parametrized by $c(\varepsilon)$ and $b(\varepsilon)$, which are symmetrical at $z=\tilde{\omega}_{2}$.

Consider the parallelogram of periods of the elliptic function $q(z, \varepsilon)$ (the periods are $2 \tilde{\omega}_{1}$ and $\left.2 \tilde{\omega}_{3}\right)$ centered at the origin with the square cut that has vertices $\pm z_{0}(1+i)$ and $\pm z_{0}(1-i)$, where $z_{0}>0$ is a positive constant. We require $\varepsilon \in\left[0, \varepsilon_{0}\right]$, where

$$
\begin{equation*}
\varepsilon_{0} z_{0}<\min \left\{\omega_{1},\left|\omega_{3}\right|\right\} \tag{52}
\end{equation*}
$$

By $R_{z_{0}}$ we denote a quarter of this figure, i.e., of the parallelogram of periods with the square cut, that lies in the first quadrant; see Figure 4.

Theorem 2.1. Let $E$ be a closed subinterval of $\left(-\frac{1}{3}, 0\right)$, and let $J(\varepsilon)$ from (37) be a function, defined on a neighborhood of $\varepsilon=0$ with the range in $E$. Let continuous functions $b(\varepsilon), c(\varepsilon)$ satisfy

$$
\begin{equation*}
|b(\varepsilon)| \leq l \varepsilon^{\alpha} \quad \text { and } \quad|c(\varepsilon)-1| \leq l \varepsilon^{\alpha} \tag{53}
\end{equation*}
$$

for some $l>0, \alpha \geq 1$, and for all nonnegative $\varepsilon$ from a vicinity of $\varepsilon=0$. Then there exist $\varepsilon_{0}>0, z_{0}>0$ satisfying (52), which depend only on $E$ and $l$, and such that the series

$$
\begin{equation*}
w(z, \varepsilon)=\sum_{n=1}^{\infty} \Delta w_{n}(z, \varepsilon) \tag{54}
\end{equation*}
$$



Fig. 4. Region $R_{z_{0}}$.
converges uniformly in $R_{z_{0}} \times\left[0, \varepsilon_{0}\right]$.
Remark 2.2. The rectangular "cut" in $R_{z_{0}}$ can be replaced by a cut of any other shape so that the distance between $R_{z_{0}}$ and the origin is $O\left(z_{0}\right)$. In fact, it will be replaced by a more convenient triangular "cut" in the course of the proof.

The proof of the theorem is given in section 3.4.
2.3. The second fundamental solution to the linearized equation. Note that, similarly to the separatrix case, the solution $v_{1}$ to (44) is an odd function, while the solution $v_{2}$ is an even function; see (45)-(46). Moreover, $\wp(\varepsilon z)$ is symmetrical, and, thus, $v_{1}$ is an antisymmetrical (odd) function with respect to any integer combination of half-periods $\tilde{\omega}_{1}$ and $\tilde{\omega}_{3}$.

Our computation of $v_{2}$ is based on the well-known fact (see, for example, [WW]) that the difference between two elliptic functions with the same periods and same principal parts at each singular point is a constant. The only zeros of the function $\wp^{\prime}(\varepsilon z)$ within the parallelogram of periods are simple zeros at the points $\tilde{\omega}_{j}, j=1,2,3$. Therefore

$$
\begin{equation*}
\frac{1}{\wp^{\prime 2}(\varepsilon z)}=A_{0}+\sum_{j=1}^{3} A_{j} \wp\left(\varepsilon z-\omega_{j}\right) \tag{55}
\end{equation*}
$$

for all $z$ and

$$
\begin{equation*}
\int_{0}^{z} \frac{d \xi}{\wp^{\prime 2}(\varepsilon \xi)}=A_{0} z-\frac{1}{\varepsilon} \sum_{j=1}^{3} A_{j}\left[\zeta\left(\varepsilon z-\omega_{j}\right)+\zeta\left(\omega_{j}\right)\right] \tag{56}
\end{equation*}
$$

where the constants $A_{k}, k=0,1,2,3$, will be discussed below and $\zeta(x)$, defined by (48), is an odd function. The following arguments use some standard facts about the Weierstrass $\wp$-function that can be found, for example, in [WW], [Ha].

Using the "addition theorem" for $\zeta$-function

$$
\begin{equation*}
\zeta\left(\varepsilon z-\omega_{j}\right)-\zeta\left(-\omega_{j}\right)=\zeta(\varepsilon z)+\frac{1}{2} \frac{\wp^{\prime}(\varepsilon z)}{\wp(\varepsilon z)-e_{j}}, \quad j=1,2,3 \tag{57}
\end{equation*}
$$

we get

$$
\begin{equation*}
\int_{0}^{z} \frac{d \xi}{\wp^{\prime 2}(\varepsilon \xi)}=\frac{1}{\varepsilon}\left[A_{0} \varepsilon z-\zeta(\varepsilon z) \sum_{j=1}^{3} A_{j}-\frac{1}{2} \wp^{\prime}(\varepsilon z) \sum_{j=1}^{3} \frac{A_{j}}{\wp(\varepsilon z)-e_{j}}\right] \tag{58}
\end{equation*}
$$

Constants $A_{k}, k=0,1,2,3$, are calculated in Lemma 2.3 below. Differential equations

$$
\begin{equation*}
\wp^{\prime 2}=4 \prod_{j=1}^{3}\left(\wp-e_{j}\right) \quad \text { and } \quad \wp^{\prime \prime}=6 \wp^{2}-\frac{g_{2}}{2} \tag{59}
\end{equation*}
$$

for the Weierstrass $\wp$-function and identities

$$
\begin{equation*}
e_{1} e_{2}+e_{1} e_{3}+e_{2} e_{3}=-\frac{g_{2}}{4} \quad \text { and } \quad e_{1} e_{2} e_{3}=\frac{g_{3}}{4} \tag{60}
\end{equation*}
$$

are also utilized in this lemma.
Lemma 2.3.

$$
\begin{equation*}
A_{0}=\frac{9 g_{3}}{\Delta}, \quad A_{j}=\left[\frac{1}{2\left(e_{j}-e_{i}\right)\left(e_{j}-e_{k}\right)}\right]^{2}, \quad j=1,2,3, \quad \text { and } \quad A_{+}=\sum_{j=1}^{3} A_{j}=\frac{6 g_{2}}{\Delta} \tag{61}
\end{equation*}
$$

where the indices $i, j, k$ are a permutation of $1,2,3$.
Proof. The Taylor expansion of $\wp$ at $\omega_{j}, j=1,2,3$, yields

$$
\begin{equation*}
\wp(x)=e_{j}+a_{j}\left(x-\omega_{j}\right)^{2}+O\left(x-\omega_{j}\right)^{4} \tag{62}
\end{equation*}
$$

Therefore the principal part of $\left(\wp^{\prime}\right)^{-2}$ at $\omega_{j}$ is $\frac{1}{4 a_{j}^{2}\left(x-\omega_{j}\right)^{2}}$. According to (59), $a_{j}=$ $\frac{1}{2} \wp^{\prime \prime}\left(\omega_{j}\right)=3 e_{j}^{2}-\frac{g_{2}}{4}$. The principal part of $\wp(x)$ at the origin is $\frac{1}{x^{2}}$. Thus

$$
\begin{equation*}
A_{j}=\frac{1}{\left(6 e_{j}^{2}-\frac{g_{2}}{2}\right)^{2}}=\left[\frac{1}{2\left(e_{j}-e_{i}\right)\left(e_{j}-e_{k}\right)}\right]^{2} \tag{63}
\end{equation*}
$$

where the indices $i, j, k$ are a permutation of $1,2,3$. The latter expression follows from

$$
\begin{gather*}
3 e_{j}^{2}-\frac{g_{2}}{4}=2 e_{j}^{2}+e_{j}\left(e_{j}+e_{i}\right)+e_{j} e_{k}+e_{i} e_{k}=2 e_{j}^{2}+e_{i} e_{k}=2\left(e_{i}+e_{k}\right)^{2}+e_{i} e_{k}  \tag{64}\\
=\left(2 e_{i}+e_{k}\right)\left(2 e_{k}+e_{i}\right)=\left(e_{i}-e_{j}\right)\left(e_{k}-e_{j}\right)
\end{gather*}
$$

where (17) and (60) were taken into account.
Direct computations, based on (17) and (60), show that

$$
\begin{equation*}
\sum_{j=1}^{3} e_{j}^{2}=\frac{g_{2}}{2}, \quad \sum_{i<k} e_{i}^{2} e_{k}^{2}=\frac{g_{2}^{2}}{16}, \quad \text { and } \quad \sum_{j=1}^{3} e_{j}^{3}=\frac{3}{4} g_{3} \tag{65}
\end{equation*}
$$

where summation in the second expression is taken over all possible pairs $i, k$ such that $1 \leq i<k \leq 3$. Then

$$
\begin{equation*}
\sum_{j=1}^{3} A_{j}=\frac{\sum_{i<k}\left(e_{i}-e_{k}\right)^{2}}{4 \prod_{i<k}\left(e_{i}-e_{k}\right)^{2}}=\frac{3 g_{2}}{8 \prod_{i<k}\left(e_{i}-e_{k}\right)^{2}} \tag{66}
\end{equation*}
$$

Next we compute the denominator, using (60) and (63):

$$
\begin{gather*}
-8 \prod_{i<k}\left(e_{i}-e_{k}\right)^{2}=\prod_{j=1}^{3}\left(6 e_{j}^{2}-\frac{g_{2}}{2}\right)=-\frac{g_{2}^{3}}{8}+6 \frac{g_{2}^{2}}{4} \sum_{j=1}^{3} e_{j}^{2}-18 g_{2} \sum_{i<k} e_{i}^{2} e_{k}^{2}  \tag{67}\\
+6^{3} \prod_{j=1}^{3} e_{j}^{2}=\frac{1}{2}\left(27 g_{3}^{2}-g_{2}^{3}\right)=-\frac{\Delta}{2}
\end{gather*}
$$

Now the second statement of the lemma follows from (66).
In order to evaluate $A_{0}$ we put $z=0$ at (55). Since $\wp^{\prime}$ has a pole at the origin, (55) yields

$$
\begin{equation*}
A_{0}=-\sum_{j=1}^{3} A_{j} e_{j}=\frac{\sum_{j=1}^{3} e_{j}\left(e_{i}-e_{k}\right)^{2}}{-4 \prod_{i<k}\left(e_{i}-e_{k}\right)^{2}} \tag{68}
\end{equation*}
$$

Using (17) and (65), we calculate the numerator in the latter expression as $-\frac{9}{4} g_{3}$. Then the first statement of the lemma follows from (67)-(68).

Now, the combination of (45)-(46) and of (58)-(59) yields

$$
\begin{equation*}
v_{2}(z)=\frac{1}{6 \varepsilon^{4}}\left[\left[A_{0} x-A_{+} \zeta(x)\right] \wp^{\prime}(x)-2 \sum_{j=1}^{3} A_{j}\left(\wp(x)-e_{i}\right)\left(\wp(x)-e_{k}\right)\right] \tag{69}
\end{equation*}
$$

where for convenience we use the notation $x=\varepsilon z$. The latter sum is a quadratic polynomial in $\wp$, which, according to (17) and (68), can be written as $-2 A_{+} \wp^{2}+$ $2 A_{0} \wp+B$, where the constant $B=-2 \sum_{j=1}^{3} A_{j} e_{i} e_{k}$. In order to determine $B$, note that (46) implies that $v_{2}$ is an even function, which has zero of order four at the origin. Using the Laurent expansions of $\wp, \wp^{\prime}$, and $\zeta$ at the origin (see [GR]) and equating the constant term of (69) to be zero, we obtain

$$
\begin{equation*}
B=-2 \sum_{j=1}^{3} A_{j} e_{i} e_{k}=A_{+}\left(\frac{g_{2}}{10}+\frac{g_{2}}{30}\right)+2 A_{+} \frac{g_{2}}{10}=\frac{2 g_{2}^{2}}{\Delta} . \tag{70}
\end{equation*}
$$

Combining the latter equation with (69) and Lemma 2.3 yields

$$
\begin{align*}
v_{2}(z) & =\frac{1}{\varepsilon^{4} \Delta}\left(\left[\frac{3 g_{3}}{2} \varepsilon z-g_{2} \zeta(\varepsilon z)\right] \wp^{\prime}(\varepsilon z)-2 g_{2} \wp^{2}(\varepsilon z)+3 g_{3} \wp(\varepsilon z)+\frac{g_{2}^{2}}{3}\right)  \tag{71}\\
& =\frac{1}{\varepsilon^{4} \Delta}\left(\frac{3 g_{3}}{2}\left[\varepsilon z \wp^{\prime}(\varepsilon z)+2 \wp(\varepsilon z)\right]-\frac{g_{2}}{3}\left[3 \zeta(\varepsilon z) \wp^{\prime}(\varepsilon z)+6 \wp^{2}(\varepsilon z)-g_{2}\right]\right) .
\end{align*}
$$

Note that $v_{2}(z)$ is an elliptic function if and only if $\frac{3 g_{3}}{2} x-g_{2} \zeta(x)$ is doubly periodic with fundamental periods $2 \omega_{1}, 2 \omega_{3}$. Using $\zeta\left(x+2 \omega_{j}\right)=\zeta(x)+2 \zeta\left(\omega_{j}\right)$ for all $x$ in the domain of $\zeta$ and $j=1,2,3$ [GR], we can write the condition that $v_{2}$ is an elliptic function as

$$
\begin{equation*}
3 g_{3} \omega_{j}-2 g_{2} \zeta\left(\omega_{j}\right)=0, \quad j=1,3 \tag{72}
\end{equation*}
$$

Considering these equations as a linear system for unknowns $3 g_{3},-2 g_{2}$, we come to the conclusion that it cannot have nontrivial solutions since its determinant $\omega_{1} \zeta\left(\omega_{3}\right)$ $\omega_{3} \zeta\left(\omega_{1}\right) \equiv-\frac{i \pi}{2}[\mathrm{GR}]$. Thus $v_{2}$ is not an elliptic function for any energy $C \in\left(-\frac{1}{3}, 0\right)$. Note that in the case of the separatrix solution $v_{2}$ is also not a hyperbolic function (see [To4]).
2.4. Estimates for $\boldsymbol{v}_{\mathbf{1}}(\boldsymbol{z}), \boldsymbol{v}_{\mathbf{2}}(\boldsymbol{z})$. Let $T$ denote trapezoid $A B C D$ in $\mathbb{C}$ with the vertices $A\left(\tilde{\omega}_{1}-\tilde{\omega}_{3}\right), B\left(\tilde{\omega}_{1}+2 \tilde{\omega}_{3}\right), C\left(\frac{3}{2} \tilde{\omega}_{3}\right), D\left(-\frac{1}{2} \tilde{\omega}_{3}\right)$. We start with the estimate

$$
\begin{equation*}
\left|q^{2}(z, \varepsilon)\right| \leq \frac{Q}{|z|^{2}} \tag{73}
\end{equation*}
$$

with some $Q>0$, which is valid for any $\varepsilon \geq 0$ and for any $z$ in the trapezoid $T$. The value of the constant $Q$ can be chosen as $Q=1+\left|\omega_{2}\right|^{2} \tilde{Q}$, where $\tilde{Q}=$ $\frac{1}{12}+\max _{x \in \tilde{T}}\left|\wp(x)-\frac{1}{x^{2}}\right|$. Here $\tilde{T}$ denotes the trapezoid in the $x$-plane, $x=\varepsilon z$, that corresponds to $T$. Note that $\omega_{2}$ is defined by the energy $J(\varepsilon)$ of the periodic solution (33). However, we can choose $Q$ such that (73) holds for all $J(\varepsilon) \in E$.

Lemma 2.4. There exist positive constants $A$ and $B$ such that the estimates

$$
\begin{equation*}
\left|v_{1}(z)\right| \leq \frac{A}{|z|^{3}} \quad \text { and } \quad\left|v_{2}(z)\right| \leq B|z|^{4} \tag{74}
\end{equation*}
$$

are valid in $T$ for any $\varepsilon \geq 0$ and any $J(\varepsilon) \in E$.
Proof. The first estimate follows from (45) and the inequality

$$
\begin{equation*}
\left|\wp^{\prime}(x)+\frac{2}{x^{3}}\right| \leq A^{3} \tag{75}
\end{equation*}
$$

in $\tilde{T}$, similarly to (73).
The second inequality (74) follows from the fact that the expression in the square brackets in the right-hand side of (69) is bounded by $6|x|^{4} B$ in $\tilde{T}$ with some positive constant $B$ that does not depend on $\varepsilon$ and on $J(\varepsilon) \in E$.

## 3. Solution by iterations.

3.1. Operator $\left(D^{\mathbf{2}}+\mathbf{1}\right)^{\mathbf{- 1}}$. Let $\omega \in \mathbb{C}, a>0$, and let an analytic function $g(z)$ be real-valued on $\Re z=\Re \omega$ and symmetrical with respect to $\omega$. Note that under these assumptions $g(z)$ is also real-valued along $\Im z=\Im \omega$.

Proposition 3.1. The operator $I_{a}^{\omega}$ defined by

$$
\begin{equation*}
I_{a}^{\omega} g(z)=\frac{1}{2 i}\left[e^{i z} \int_{\omega-i a}^{z} e^{-i \xi} g(\xi) d \xi-e^{-i z} \int_{\omega+i a}^{z} e^{i \xi} g(\xi) d \xi\right] \tag{76}
\end{equation*}
$$

is inverse to $D^{2}+1$, and $I_{a}^{\omega} g(z)$ is real-valued on $\Re z=\Re \omega$ and symmetrical with respect to $\omega$.

Proof. The first statement of the proposition is obvious. In order to prove the second statement, we decompose

$$
\begin{equation*}
I_{a}^{\omega} g(z)=I^{\omega} g(z)+\frac{1}{2 i}\left[e^{i z} \int_{\omega-i a}^{\omega} e^{-i \xi} g(\xi) d \xi-e^{-i z} \int_{\omega+i a}^{\omega} e^{i \xi} g(\xi) d \xi\right] \tag{77}
\end{equation*}
$$

where $I^{\omega}=I_{0}^{\omega}$. Let $i b=\int_{\omega}^{\omega+i a} e^{i(\xi-\omega)} g(\xi) d \xi$. Since $g$ is real-valued along the path of integration, $b \in \mathbb{R}$ and $-i b=\int_{\omega}^{\omega-i a} e^{-i(\xi-\omega)} g(\xi) d \xi$. Thus, the second term in (77) is symmetrical and real-valued as it is

$$
\begin{equation*}
\frac{1}{2 i}\left[i b e^{i(z-\omega)}+i b e^{-i(z-\omega)}\right]=b \cos (z-\omega) . \tag{78}
\end{equation*}
$$

To complete the proof we observe that

$$
\begin{align*}
I^{\omega} & =\frac{1}{2 i}\left[e^{i z} \int_{\omega}^{z} e^{-i \xi} g(\xi) d \xi-e^{-i z} \int_{\omega}^{z} e^{i \xi} g(\xi) d \xi\right]=\int_{\omega}^{z} \sin (z-\xi) g(\xi) d \xi  \tag{79}\\
& =\sin (z-\omega) \int_{\omega}^{z} \cos (\xi-\omega) g(\xi) d \xi-\cos (z-\omega) \int_{\omega}^{z} \sin (\xi-\omega) g(\xi) d \xi
\end{align*}
$$

is also symmetrical with respect to $\omega$ and real-valued.
Using the reflection principle, it is easy to show that the function $g(z)$ of Proposition 3.1 is periodic with real or purely imaginary period $2 P$ if and only if it is symmetrical with respect to $\omega+P$. Then Proposition 3.1 shows that there is a (real) one-parameter family of operators $I_{a}^{\omega}$, preserving the symmetry of $g$ at $\omega$. The following proposition shows that symmetry can be preserved at both $\omega$ and $\omega+P$ if $P$ is not a multiple of $\pi$. If $P$ is a multiple of $\pi$, one can prove that a symmetrical and periodic $\left(D^{2}+1\right)^{-1} g(z)$ exists if and only if the Fourier expansion of $g(z)$ does not contain a $\cos z$ term.

Proposition 3.2. Let $g(z)$ be a function, symmetrical with respect to $\omega$ and $\omega+P$ and real-valued on $[\omega, \omega+P]$, where $P$ is either real or purely imaginary. If $P \neq k \pi, k \in \mathbb{N}$, then there exists an operator $I$ that is inverse to $D^{2}+1$ and such that $I g$ inherits the abovementioned properties of $g$.

Proof. To satisfy the requirements at $\omega$, the operator $I$ has to be of the form $I g=I^{\omega} g+d \cos (z-\omega)$, where $d \in \mathbb{R}$ (and depends on $g$ ). Then

$$
\begin{align*}
& I g=I^{\omega+P} g+d \cos (z-\omega)  \tag{80}\\
& +\frac{1}{2 i}\left[e^{i(z-\omega-P)} \int_{\omega}^{\omega+P} e^{-i(\xi-\omega-P)} g(\xi) d \xi-e^{-i(z-\omega-P)} \int_{\omega}^{\omega+P} e^{i(\xi-\omega-P)} g(\xi) d \xi\right]
\end{align*}
$$

Let $A_{1,2}$ denote the (two) terms in the square brackets, respectively, and let $A=$ $\frac{1}{2}\left(A_{1}+A_{2}\right), B=\frac{1}{2}\left(A_{1}-A_{2}\right)$. Then the square bracket expression in (80) becomes $A \sin (z-\omega-P)-i B \cos (z-\omega-P)$. Therefore
(81) $\quad I g=I^{\omega+P} g+(d \cos P-i B) \cos (z-\omega-P)+(A-d \sin P) \sin (z-\omega-P)$.

Using (79) we see that the first two terms in the right-hand side of (81) are symmetrical at $\omega+P$. Thus $I g$ is symmetrical with respect to $\omega+P$ if and only if

$$
\begin{equation*}
d=\frac{2 \int_{\omega}^{\omega+P} \cos (\xi-\omega-P) g(\xi) d \xi}{\sin P} \tag{82}
\end{equation*}
$$

Equation (82) can be satisfied for any $P \neq k \pi, k \in \mathbb{Z}$. Noting that $d$ and $i B$ are real for both real and purely imaginary $P$ concludes the proof.
3.2. Estimates for the operator $\boldsymbol{I}_{\mathbf{2}}$. Consider the trapezoid $T$ introduced in section 2.4. Given a number $z_{1} \in\left(0, \frac{1}{4} \tilde{\omega}_{1}\right)$, which is independent of $\varepsilon$, we cut a triangle near the origin with vertices $z_{1}, z_{2}, z_{3}$, where $z_{2}, z_{3}$ are the points on the intersection of the imaginary axis and the lines through the points $z_{1}, A$ and the points $z_{1}, B$, respectively. The obtained region is denoted by $T_{z_{1}}$. Clearly, for a given $z_{0}>0$ we have $R_{z_{0}} \subset T_{z_{1}}$ if $z_{0}$ is large enough (i.e., according to (52), if $\varepsilon_{0}$ is small enough). We define the operator

$$
\begin{equation*}
\mathcal{I}_{2}=I_{-2 i \tilde{\omega}_{3}}^{\tilde{\omega}_{2}} \tag{83}
\end{equation*}
$$

For a given $z \in T_{z_{1}}, \gamma_{ \pm}(z)$ denote contours of integration $[z, B]$ and $[z, A]$, respectively; see Figure 5.

Proposition 3.3. The inequality

$$
\begin{equation*}
\left|\frac{\xi}{z}\right|>\frac{\omega_{1}}{\sqrt{\omega_{1}^{2}-\frac{25}{4} \omega_{3}^{2}}} \tag{84}
\end{equation*}
$$



FIG. 5. Region $T_{z_{1}}$ and contours $\gamma_{ \pm}(z)$.


Fig. 6. Trapezoid $A B C D$ and angles $\phi(z), \phi_{0}$.
holds for all $z \in T_{z_{1}}$ and all $\xi \in \gamma_{+}(z) \cap \gamma_{-}(z)$.
Proof. For an arbitrary $z \in T_{z_{1}}$, let $\phi(z)$ denote the angle between the segments $\gamma_{-}(z)$ and $[0, z]$ (see Figure 6), and let $\alpha(z)=\min _{\xi \in \gamma_{-}(z)} \frac{|\xi|}{|z|}$. We choose the acute angle for $\phi\left(\tilde{\omega}_{1}+2 \tilde{\omega}_{3}\right)$ (at the vertex $B$ ) and then define $\phi(z)$ in $T_{z_{1}}$ by continuity. Clearly $\alpha(z)=1$ if $\phi(z) \geq \frac{\pi}{2}$ and $\alpha(z)=\sin \phi(z)$ if $\phi(z)<\frac{\pi}{2}$. The latter case can happen only if $\Im z \geq 0$; hence $\alpha(z)=1$ if $\Im z<0$. Let $\phi_{0}$ be the acute angle between $A B$ and $D B$. We show that $\phi(z) \geq \phi_{0}$ for every $z \in T_{z_{1}}$.

Indeed, let us inscribe the right trapezoid $A B C D$ into a circle. Then (at the vertex $C) \phi\left(\frac{3}{2} \tilde{\omega}_{3}\right)=\phi_{0}$. Simple geometrical considerations (see Figure 6) imply that
$\min _{z \in T_{z_{1}}} \phi(z)$ is attained at $z=\frac{3}{2} \tilde{\omega}_{3}$. Thus, $\alpha(z) \geq \sin \phi_{0}$. Therefore

$$
\begin{equation*}
\alpha(z) \geq \sin \phi_{0}=\frac{\omega_{1}}{\sqrt{\omega_{1}^{2}-\frac{25}{4} \omega_{3}^{2}}} \tag{85}
\end{equation*}
$$

for any $z \in T_{z_{1}}$. The same estimate holds for the contour $\gamma_{+}(z)$. The proof is completed.

Proposition 3.4. For any $z \in T_{z_{1}}$

$$
\begin{equation*}
\left|\mathcal{I}_{2} f(z)\right| \leq \sqrt{1-4 \frac{\omega_{1}^{2}}{\omega_{3}^{2}}} \max _{\xi \in \gamma_{+}(z) \cup \gamma_{-}(z)}|f(\xi)| \tag{86}
\end{equation*}
$$

where $f$ is a continuous function on $T_{z_{1}}$.
Proof. According to the construction of $\gamma_{+}, \gamma_{-}$,

$$
\begin{equation*}
\Re[i(\xi-z)] \leq-\frac{\left|\omega_{3}\right|}{\sqrt{4 \omega_{1}^{2}-\omega_{3}^{2}}}|z-\xi| \quad \text { and } \quad \Re[i(z-\xi)] \leq-\frac{\left|\omega_{3}\right|}{\sqrt{4 \omega_{1}^{2}-\omega_{3}^{2}}}|z-\xi| \tag{87}
\end{equation*}
$$

for all $\xi \in \gamma_{ \pm}(z)$, respectively. Therefore

$$
\begin{align*}
\left|\mathcal{I}_{2} f(z)\right| & \leq \frac{1}{2}\left|\int_{\gamma_{-}(z)} e^{i(z-\xi)} f(\xi) d \xi+\int_{\gamma_{-}(z)} e^{i(z-\xi)} f(\xi) d \xi\right|  \tag{88}\\
& \leq \max _{\xi \in \gamma_{+}(z) \cup \gamma_{-}(z)}|f(\xi)| \int_{0}^{\infty} e^{-\left(\left|\omega_{3}\right| / \sqrt{4 \omega_{1}^{2}-\omega_{3}^{2}}\right) \lambda} d \lambda
\end{align*}
$$

which implies (86).
Lemma 3.5. If

$$
\begin{equation*}
|f(z)| \leq \frac{1}{|z|^{a}} \tag{89}
\end{equation*}
$$

in $T_{z_{1}}$ with $a \geq 0$, then

$$
\begin{equation*}
\left|\mathcal{I}_{2} f(z)\right| \leq \frac{\beta}{|z|^{a}} \tag{90}
\end{equation*}
$$

where $\beta=\left(1-\frac{25 \omega_{3}^{2}}{4 \omega_{1}^{2}}\right)^{\frac{1}{2}}\left(1-4 \frac{\omega_{1}^{2}}{\omega_{3}^{2}}\right)^{\frac{a}{2}}$.
This lemma is a direct consequence of Propositions 3.3 and 3.4.
3.3. Estimates for the operator $\mathcal{I}_{1}$. Solution $\mathcal{I}_{1} g$ to linear differential equation (43), where $g$ denotes the right-hand side of (43), that we consider in the paper is given by (50). In order to estimate $\mathcal{I}_{1}$, we need the following simple statement.

Proposition 3.6. Let a ray $\lambda$ on the complex $z$-plane lie outside the disk $|z|<a$, $a>0$. Then for any $\alpha \geq 2$

$$
\begin{equation*}
\left|\int_{\lambda} \frac{d z}{z^{\alpha}}\right| \leq \frac{\pi}{a^{\alpha-1}} \tag{91}
\end{equation*}
$$

Proof. Let $m$ denote the line containing the ray $\lambda$. Suppose $m$ is tangent to the disk $|z|<a$ at the point $\omega$. If $z \in m$, then $|z|^{2}=a^{2}+x^{2}$, where $x=|z-\omega|$. Then

$$
\begin{equation*}
\left|\int_{\lambda} \frac{d z}{z^{\alpha}}\right| \leq \int_{-\infty}^{\infty} \frac{d x}{\left(a^{2}+x^{2}\right)^{\frac{\alpha}{2}}} \leq \frac{2}{a^{\alpha-2}} \int_{0}^{\infty} \frac{d x}{\left(a^{2}+x^{2}\right)}=\frac{\pi}{a^{\alpha-1}} \tag{92}
\end{equation*}
$$

This estimate will definitely hold if $m$ does not intersect the closed disk $|z| \leq a$.
Suppose now that $m$ intersects the disk $|z|<a$. Let $\omega$ denote the vertex of the ray $\lambda$, and let $\zeta$ denote one of the two points which lie on the distance $a$ from both $\omega$ and $m$. Then $|\xi-\zeta|<|\xi|$ for any $\xi \in \lambda$, and we can apply the estimate (92) again, placing the origin at $\zeta$.

Notice that estimates of Proposition 3.3 are applicable to the contours in (50). Then, using Lemma 2.4 and Proposition 3.6, we can easily establish the following estimates.

Lemma 3.7. If $|g(z)| \leq K|z|^{-n}$, $n \geq 6$, or if $|g(z)| \leq K|z|^{-4}$ in $T_{z_{1}}$, then

$$
\begin{equation*}
\left|\mathcal{I}_{1} g(z)\right| \leq \frac{M_{1} K}{\left|z^{n-2}\right|} \quad \text { and } \quad\left|\mathcal{I}_{1} g(z)\right| \leq \frac{M_{2} K}{\varepsilon\left|z^{-3}\right|} \tag{93}
\end{equation*}
$$

respectively, where $M_{1}=\left(1-\frac{25}{4} \frac{\omega_{3}^{2}}{\omega_{1}^{2}}\right)^{\frac{n-5}{2}} \pi A B$ and $M_{2}=\max \left\{2\left|\omega_{3}\right|, \sqrt{\omega_{1}^{2}-\frac{9}{4} \omega_{3}^{2}}\right\} A B$.
3.4. Proof of Theorem 2.1. Proof. We start with the obvious observation that

$$
\begin{equation*}
\varepsilon \leq \frac{\sqrt{\omega_{1}^{2}-4 \omega_{3}^{2}}}{|z|} \tag{94}
\end{equation*}
$$

if $z \in T_{z_{1}}$. Using the first inequality in (53), we obtain that $f(q)$ from (36) satisfies

$$
\begin{equation*}
|f| \leq \tilde{K}_{0}|z|^{-6}+\varepsilon \tilde{K}_{1}|z|^{-4} \tag{95}
\end{equation*}
$$

in $T_{z_{1}}$ with some positive constants $\tilde{K}_{0}, \tilde{K}_{1}$ that do not depend on $\varepsilon$ and $J(\varepsilon) \in E$. Thus, according to (49) and the estimates for $\mathcal{I}_{1,2}$,

$$
\begin{equation*}
\left|\mathcal{N} w_{0}\right| \leq \frac{K}{2}\left(\frac{\varepsilon^{\alpha-1}}{|z|^{3}}+\frac{1}{|z|^{4}}\right) \tag{96}
\end{equation*}
$$

in $T_{z_{1}}$ for some constant $K>0$ that does not depend on $\varepsilon, J(\varepsilon)$, and $z_{1}$.
Let us now prove by induction that by choosing a sufficiently large $z_{1}>0$ we can find $\delta>0$, such that the estimate

$$
\begin{equation*}
\Delta w_{n} \leq(\delta M)^{n-1} \frac{K}{|z|^{3}}, \quad \text { where } \quad \delta M \leq \frac{1}{2} \tag{97}
\end{equation*}
$$

holds in $T_{z_{1}}$ for all $n=1,2, \ldots$, all $J(\varepsilon) \in E$, and all sufficiently small $\varepsilon$. Here $M=\max \left\{M_{1}, M_{2}\right\}$, where $M_{1}$ is given in Lemma 3.7 with $n=6$.

According to Lemma 2.4, the estimate for $v_{22}$ for all $z \in T_{z_{1}}$ and $J(\varepsilon) \in E$ is

$$
\begin{equation*}
\left|v_{22}(z)\right| \leq B|z|^{4}+\frac{L}{\varepsilon^{7}|z|^{3}} \tag{98}
\end{equation*}
$$

for some $L>0$. Then, according to (94), (96), and (53), we can choose $K>0$ to be so large that $w_{1}=\mathcal{N} w_{0}+\varepsilon^{6} b(\varepsilon) v_{22}$ satisfies

$$
\begin{equation*}
\left|w_{1}\right| \leq \frac{K}{|z|^{3}} \tag{99}
\end{equation*}
$$

in $T_{z_{1}}$ for all $J(\varepsilon) \in E$ and all sufficiently small $\varepsilon$. Thus, for $n=1,(97)$ has been established. Assume that this estimate is true for $k=1,2, \ldots, n$, and let us establish it for $k=n+1$. First, we can represent

$$
\begin{align*}
\Delta w_{n+1}= & \mathcal{I}_{1} \circ\left[\left(1-12 c q^{2} \mathcal{I}_{2}\right)\left[\mathcal{I}_{2}\left(w_{n}+w_{n-1}\right) \cdot \mathcal{I}_{2} \Delta w_{n}\right]-12 q^{2}(1-c) \Delta w_{n}\right.  \tag{100}\\
& \left.+12 c q^{2} \mathcal{I}_{2}\left(\varepsilon^{2}+12 c q^{2} \mathcal{I}_{2}\right) \Delta w_{n}\right]
\end{align*}
$$

Taking into account (99) and Lemma 3.5, we obtain the estimates

$$
\begin{equation*}
\frac{12 Q l \varepsilon^{\alpha}}{|z|}\left|\frac{\Delta w_{n}}{z}\right|, 12 c Q \beta\left[\frac{\varepsilon}{|z|}\left|\frac{\varepsilon \Delta w_{n}}{z}\right|+\frac{12 c Q \beta}{|z|}\left|\frac{\Delta w_{n}}{z^{3}}\right|\right], 4 K \beta^{2}\left(1+\frac{12 c Q \beta}{|z|^{2}}\right)\left|\frac{\Delta w_{n}}{z^{3}}\right| \tag{101}
\end{equation*}
$$

for the second, third, and first (nonlinear) terms in the square brackets in (100), respectively. For the latter estimate, observe that both $w_{n}$ and $w_{n-1}$ are bounded by $\frac{2 K}{|z|^{3}}$ according to (97). (Note that the constants $\beta, K, M$ are independent of $z_{1}$.) Applying operator $\mathcal{I}_{1}$ to these three terms and utilizing Lemma 3.7, we obtain the estimates
$\frac{12 Q l}{|z|} \varepsilon^{\alpha-1} M\left|\Delta w_{n}\right|, 12 c Q \beta\left[\varepsilon+\frac{12 c Q \beta}{|z|}\right] \frac{M}{|z|}\left|\Delta w_{n}\right|, 4 K \beta^{2}\left(1+\frac{12 c Q \beta}{|z|^{2}}\right)\left|\frac{M \Delta w_{n}}{z}\right|$.
Factoring $M\left|\Delta w_{n}\right|$, we obtain $\left|\Delta w_{n+1}\right| \leq \delta M\left|\Delta w_{n}\right|$, where

$$
\begin{equation*}
\delta=\frac{12 Q l \varepsilon^{\alpha-1}+12 c Q \beta \varepsilon}{|z|}+\frac{12^{2} c^{2} Q^{2} \beta^{2}}{|z|^{2}}+\frac{4 K \beta^{2}}{|z|}\left(1+\frac{12 c Q \beta}{|z|^{2}}\right) . \tag{103}
\end{equation*}
$$

By choosing a sufficiently large $z_{1}>0$ and sufficiently small $\varepsilon_{0}>0$, we can guarantee the condition $\delta M \leq \frac{1}{2}$ in $T_{z_{1}}$ for all $\varepsilon \leq \varepsilon_{0}$ and for all $J(\varepsilon) \in E$. Thus, (97) holds for $k=n+1$. We can choose some $z_{0} \geq z_{1}$ so that $R_{z_{0}} \subset T_{z_{1}}$ and $\varepsilon_{0} z_{0} \leq \max \left\{\omega_{1},\left|\omega_{3}\right|\right\}$ (taking smaller $\varepsilon_{0}$ if necessary). Thus, inequalities (97) prove convergence of iterations to a solution of (42) that is uniform in $R_{z_{0}} \times\left(0, \varepsilon_{0}\right.$ ] for all $J(\varepsilon) \in E$.

In the case $\varepsilon=0$ the region $T_{z_{1}}$ becomes the right half-plane with the appropriate cut, $q^{2}=\frac{6}{z^{2}}, f(q)=-\frac{6!}{z^{6}}$, and the fundamental solutions $v_{1,2}$ to the homogeneous equations (43) become $v_{1}(z)=\frac{-12}{z^{3}}$ and $v_{2}(z)=\frac{-z^{4}}{84}$. Thus, for the case $\varepsilon=0$ Lemma 2.4 becomes trivial, and the proof of convergence of iterations $w=\sum_{1}^{\infty} \Delta w_{n}$ that solve (42) holds for the case $\varepsilon=0$. (Note that in this case the contours of integration in the integral operators $\mathcal{I}_{1,2}$ are the rays, emanating from $z$, with the slope $\frac{\Im w}{\Re w}$, where $w$ is the beginning of the corresponding contour in the case $\varepsilon>0$; in other words, $\arg w$ does not depend on $\varepsilon$.) Thus, the proof of Theorem 2.1 is completed.

Remark 3.8. It is easy to verify that $\alpha>1$ in Theorem 2.1 implies that there exist some $L_{n}>0$ such that for all $n \in \mathbb{N}$

$$
\begin{equation*}
\left|\Delta w_{n}\right| \leq L_{n}|z|^{-n(1+\tilde{\alpha})-2} \tag{104}
\end{equation*}
$$

in $R_{z_{0}}$, where $\tilde{\alpha}=\min \{1, \alpha-1\}$. Moreover, for all $n \in \mathbb{N}$ there exist some $K_{n}>0$ such that

$$
\begin{equation*}
\left|\sum_{j=n}^{\infty} \Delta w_{n}\right| \leq K_{n}|z|^{-n(1+\tilde{\alpha})-2} \tag{105}
\end{equation*}
$$

Let $P \subset T$ denote the triangle with vertices $\tilde{\omega}_{3}, \tilde{\omega}_{1}$, and $\tilde{\omega}_{1}+2 \tilde{\omega}_{3}$. It is clear that $z \in P$ implies that all the contours of integration in operators $\mathcal{I}_{1,2}$ are in $P$. Notice that in $P$

$$
\begin{equation*}
\min \left\{\omega_{1},\left|\omega_{3}\right|\right\} \leq \varepsilon|z| \leq \sqrt{\omega_{1}^{2}-4 \omega_{3}^{2}} \tag{106}
\end{equation*}
$$

The latter condition allows us to prove convergence of iterations in $P$ without the requirement (53) in Theorem 2.1.

Corollary 3.9. If instead of (53) in Theorem 2.1 we require only

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} b(\varepsilon)=\lim _{\varepsilon \rightarrow 0}[c(\varepsilon)-1]=0 \tag{107}
\end{equation*}
$$

the statement of Theorem 2.1 is still valid in $P \times\left[0, \varepsilon_{0}\right]$; i.e., there exists some $\varepsilon_{0}>0$ such that the series (54) is uniformly convergent in $P \times\left[0, \varepsilon_{0}\right]$.

Proof. The function

$$
\begin{equation*}
h(\varepsilon)=\max \{|b(\varepsilon)|,|c(\varepsilon)-1|\} \tag{108}
\end{equation*}
$$

is continuous and nonnegative, and $\lim _{\varepsilon \rightarrow 0} h(\varepsilon)=0$. Then inequalities (95) and (96) become

$$
\begin{equation*}
|f| \leq \tilde{K}_{0}|z|^{-6}+h(\varepsilon) \tilde{K}_{1}|z|^{-4} \quad \text { and } \quad\left|\mathcal{N} w_{0}\right| \leq \frac{K}{2}\left(\frac{h(\varepsilon)}{\varepsilon|z|^{3}}+\frac{1}{|z|^{4}}\right) \tag{109}
\end{equation*}
$$

respectively. Then, as in Theorem 2.1, we can choose $K>0$ so large that

$$
\begin{equation*}
\left|w_{1}\right| \leq \frac{\tilde{h}(\varepsilon) K}{|z|^{2}} \tag{110}
\end{equation*}
$$

in $P$, where $\tilde{h}(\varepsilon)=\max \left\{h(\varepsilon), \varepsilon^{2}\right\}$.
As in Theorem 2.1, we will prove convergence of (54) by induction if we show that by choosing a sufficiently small $\varepsilon_{0}>0$ we can find $\delta>0$, such that the estimate

$$
\begin{equation*}
\Delta w_{n} \leq(\delta M)^{n-1} \frac{\tilde{h}(\varepsilon) K}{|z|^{2}}, \quad \text { where } \quad \delta M \leq \frac{1}{2} \tag{111}
\end{equation*}
$$

holds in $P$ for all $n=1,2, \ldots$ and all $J(\varepsilon) \in E$. Taking into account (111) and Lemma 3.5, we obtain the estimates

$$
\begin{gather*}
12 Q l \tilde{h}(\varepsilon)\left|\frac{\Delta w_{n}}{z^{2}}\right|  \tag{112}\\
12 c Q \beta\left[\left|\frac{\varepsilon^{2} \Delta w_{n}}{z^{2}}\right|+\frac{12 c Q \beta}{|z|^{2}}\left|\frac{\Delta w_{n}}{z^{2}}\right|\right], \quad 4 \tilde{h}(\varepsilon) K \beta^{2}\left(1+\frac{12 c Q \beta}{|z|^{2}}\right)\left|\frac{\Delta w_{n}}{z^{2}}\right|
\end{gather*}
$$

for the second, third, and first (nonlinear) terms in the square brackets in (100), respectively. Making sure that $\overparen{h}(\varepsilon)$ and $\left|z^{-2}\right|$ are sufficiently small by choosing a sufficiently small $\varepsilon_{0}$ and using Lemma 3.7, we can repeat the arguments of Theorem 2.1 in order to complete the proof of convergence of iterations (54).

Remark 3.10. In fact, we can prove convergence of iterations (54) in larger domains than those stated in Theorem 2.1 and Corollary 3.9. Fix some $n \in \mathbb{N}$. For Theorem 2.1, we replace the trapezoid $T$ with vertices $A B C D$ by the (concave) hexagon $\mathcal{T}$ with vertices $A O N B C D$, where $O=\tilde{\omega}_{1}, N=n \tilde{\omega}_{1}+\tilde{\omega}_{3}$, and other vertices are the same as in $T$; see Figure 7. For $z \in \mathcal{T}$, contours of integration in operators $\mathcal{I}_{1,2}$ are the same as before, except for contour $\gamma_{-}(z)$ that is now the union of segments $[z, O]$ and $[O A]$. For Corollary 3.9, we replace the triangle $P$ with vertices $\tilde{\omega}_{3}, \tilde{\omega}_{1}$, $\tilde{\omega}_{1}+2 \tilde{\omega}_{3}$ by a quadrilateral $\mathcal{P}$ with vertices $\tilde{\omega}_{1}, n \tilde{\omega}_{1}+\tilde{\omega}_{3}, \tilde{\omega}_{1}+2 \tilde{\omega}_{3}, \tilde{\omega}_{3}$. For $z \in \mathcal{P}$, contours of integration in operators $\mathcal{I}_{1,2}$ are the same as before. It is easy to verify that the estimates for operators $\mathcal{I}_{1,2}$ from Lemmas 3.7 and 3.5 hold in domains $\mathcal{T}$ and $\mathcal{P}$, possibly with larger constants that depend on $n$. Now proofs of Theorem 2.1 and Corollary 3.9 can be extended to the domains $\mathcal{T}$ and $\mathcal{P}$, respectively.


Fig. 7. Hexagon $\mathcal{T}$ with vertices $A O N B C D$. The contour $\gamma_{-}(z)$ is the union of segments $[z, O]$ and $[O A]$.
3.5. Symmetry at $\tilde{\omega}_{2}$. Here we will show that any solution to inner equation (23), obtained through iterations (54), is symmetrical with respect to $z=\tilde{\omega}_{2}$. Consequently, corresponding solutions to the outer equation (1), connected with (23) via (22), are symmetric at $x=\omega_{2}$.

The operator $\mathcal{I}_{1}$ can be represented in the following form.
Proposition 3.11. If a function $g(z)$ is analytic and bounded in $T_{z_{1}}$, then

$$
\begin{equation*}
\mathcal{I}_{1} g=v_{1}(z) \int_{\tilde{\omega}_{2}}^{z} \frac{\int_{\tilde{\omega}_{2}}^{t} v_{1}(\tau) g(\tau) d \tau}{v_{1}^{2}(t)} d t \tag{113}
\end{equation*}
$$

Proof. Using (46) and integration by parts, one gets

$$
\begin{align*}
\mathcal{I}_{1} g= & -v_{1}(z) \int_{\tilde{\omega}_{2}}^{z}\left(v_{1}(t) g(t) \int_{0}^{t} \frac{d \tau}{v_{1}^{2}(\tau)}\right) d t+v_{2}(z) \int_{\tilde{\omega}_{2}}^{z} v_{1}(t) g(t) d t  \tag{114}\\
= & v_{1}(z) \times\left[-\left.\int_{\tilde{\omega}_{2}}^{t} v_{1}(\tau) g(\tau) d \tau \cdot \int_{0}^{t} \frac{d \tau}{v_{1}^{2}(\tau)}\right|_{\tilde{\omega}_{2}} ^{z}\right. \\
& \left.+\int_{\tilde{\omega}_{2}}^{z} \frac{\int_{\tilde{\omega}_{2}}^{t} v_{1}(\tau) g(\tau) d \tau}{v_{1}^{2}(\tau)} d t+\int_{0}^{z} \frac{d t}{v_{1}^{2}(\tau)} \cdot \int_{\gamma(z)} v_{1}(t) g(t) d t\right] \\
= & v_{1}(z) \lim _{\zeta \rightarrow \tilde{\omega}_{2}}\left[\int_{\zeta}^{z} v_{1}(t) g(t) d t \cdot \int_{0}^{\zeta} \frac{d t}{v_{1}^{2}(\tau)}\right]+v_{1}(z) \int_{\tilde{\omega}_{2}}^{z} \frac{\int_{\tilde{\omega}_{2}}^{t} v_{1}(\tau) g(\tau) d \tau}{v_{1}^{2}(\tau)} d t
\end{align*}
$$

Note that the limit in the latter expression is zero because $\int_{\gamma(\zeta)} v_{1}(t) g(t) d t$ has a zero of order two at $\tilde{\omega}_{2}$, whereas $\int_{0}^{\zeta} \frac{d t}{v_{1}^{2}(\tau)}$ has a simple pole there.

Based on (45) and (73), solutions to the homogeneous equation (44) preserving the symmetry at the points $\tilde{\omega}_{j}, j=1,2,3$, are given by

$$
\begin{equation*}
v_{2 j}(z)=v_{2}(z)-\frac{1}{6 \varepsilon^{7} \Delta}\left[\frac{3 g_{3}}{2} \omega_{j}-g_{2} \zeta\left(\omega_{j}\right)\right] v_{1}(z), \quad j=1,2,3 \tag{115}
\end{equation*}
$$

respectively. Indeed, direct calculations show that $D_{z} v_{2 j}\left(\tilde{\omega}_{j}\right)=0$. Then, according to (44),

$$
\begin{equation*}
D_{z}^{3} v_{2 j}=\left(\varepsilon^{2}+12 q^{2}\right) D_{z} v_{2 j}+12\left(q^{2}\right)^{\prime} v_{2 j}=0 \tag{116}
\end{equation*}
$$

at $z=\tilde{\omega}_{j}$. By continuing this argument for higher derivatives, we prove symmetry of $v_{2 j}$ at $z=\tilde{\omega}_{j}$. Also, note that $v_{2 j}\left(\tilde{\omega}_{j}\right) \in \mathbb{R}$. Then, according to the differential equation for $v_{2 j}$, all even derivatives of $v_{2 j}$ at $z=\tilde{\omega}_{j}$ are also real.

The fact that operator $\mathcal{I}_{1}$ preserves the symmetry at the point $\tilde{\omega}_{2}$ and realvaluedness along the line $\Im z=\Im \tilde{\omega}_{2}$ is a direct consequence of Proposition 3.11. Thus, according to (36), $\Delta w_{1}$ is symmetric with respect to $\tilde{\omega}_{2}$ and real-valued on the line $\Im z=\Im \tilde{\omega}_{2}$. Then, according to (100) and to Proposition 3.1, the same is true for $w=\sum_{1}^{\infty} \Delta w_{n}$. Now, according to (34), the corresponding solution $v(z, \varepsilon)$ to (23) satisfies

$$
\begin{equation*}
v^{\prime}\left(\tilde{\omega}_{2}, \varepsilon\right)=v^{\prime \prime \prime}\left(\tilde{\omega}_{2}, \varepsilon\right)=0 \tag{117}
\end{equation*}
$$

and is real-valued on $\Im z=\Im \tilde{\omega}_{2}$.
Thus, in Theorem 2.1 and Corollary 3.9 we have constructed a two-parameter family of solutions to (23), where $b(\varepsilon)$ and $c(\varepsilon)$ are the parameters, that are real along $\Im z=\Im \tilde{\omega}_{2}$ and satisfy (117).
3.6. Calculation of $\mathcal{I}_{1} \boldsymbol{f}(\boldsymbol{q})$. In order to calculate $\mathcal{I}_{1} f(q)$, we use (36) and (45) to evaluate the integral

$$
\begin{align*}
\int_{\tilde{\omega}_{2}}^{t} v_{1}(\tau) f(q(\tau)) d \tau & =\int f(q) d\left(6 q^{2}\right)  \tag{118}\\
& =\left.c\left[\frac{c-1-4 \varepsilon^{2}}{3}\left(6 q^{2}\right)^{3}-5 / 6\left(6 q^{2}\right)^{4}-2 \varepsilon^{6} C(\varepsilon)\left(6 q^{2}\right)\right]\right|_{\tilde{\omega}_{2}} ^{z}
\end{align*}
$$

in (113). Switching to the original variable $x=\varepsilon z$ and using (113), we obtain

$$
\begin{align*}
& \mathcal{I}_{1} f=6 \varepsilon^{3} c \wp^{\prime}(x)  \tag{119}\\
& \times \int_{\omega_{2}}^{x} \frac{\left.\left(6 \wp(t)-\frac{1}{2}\right)\left[\frac{c-1-4 m^{2}}{3 \varepsilon}\left(6 \wp(s)-\frac{1}{2}\right)^{2}-\frac{5 \varepsilon}{6}\left(6 \wp(s)-\frac{1}{2}\right)^{3}-2 \varepsilon C(\varepsilon)\right]\right|_{s=\omega_{2}} ^{s=t} d t}{144 \prod_{1}^{3}\left(\wp(t)-e_{j}\right)} .
\end{align*}
$$

The integrand in (119) is nonsingular at $t=\omega_{2}$ since the numerator has zero at this point. Using this fact, we can cancel the factor $\left(\wp-e_{2}\right)$ in both the numerator and denominator. Then direct calculations show that the integrand in (119) becomes

$$
\begin{align*}
\frac{c-1-4 \varepsilon^{2}}{3 \varepsilon} \cdot & \frac{\wp^{2}+\left(e_{2}-\frac{1}{4}\right) \wp+e_{2}^{2}-\frac{1}{4} e_{2}+\frac{1}{48}}{4\left(\wp-e_{1}\right)\left(\wp-e_{3}\right)}  \tag{120}\\
& -\frac{\frac{5 \varepsilon}{6}\left(6 \wp(t)-\frac{1}{2}\right)^{4}}{144 \prod_{1}^{3}\left(\wp(t)-e_{j}\right)}-\frac{2 \varepsilon C(\varepsilon)\left(6 \wp(t)-\frac{1}{2}\right)}{144 \prod_{1}^{3}\left(\wp(t)-e_{j}\right)}
\end{align*}
$$

Let us focus on the first term of (120). Separating the integer part, we can rewrite it as

$$
\begin{align*}
& \frac{c-1-4 \varepsilon^{2}}{3 \cdot 4 \varepsilon}\left[1-\frac{1}{4} \frac{\wp+e_{2}-\frac{1}{6}}{\left(\wp-e_{1}\right)\left(\wp-e_{3}\right)}\right]  \tag{121}\\
& \quad=\frac{c-1-4 \varepsilon^{2}}{3 \cdot 4 \varepsilon}\left[1-\frac{B_{0}+B_{1} \wp\left(t-\omega_{1}\right)+B_{3} \wp\left(t-\omega_{3}\right)}{4}\right]
\end{align*}
$$

where

$$
\begin{equation*}
B_{1}=-\frac{e_{3}+\frac{1}{6}}{\left(e_{1}-e_{3}\right)^{2}\left(e_{1}-e_{2}\right)}, \quad B_{3}=\frac{e_{1}+\frac{1}{6}}{\left(e_{1}-e_{3}\right)^{2}\left(e_{2}-e_{3}\right)}, \quad \text { and } \quad B_{0}=-B_{1} e_{1}-B_{3} e_{3} \tag{122}
\end{equation*}
$$

The expressions for $B_{1}, B_{3}$, and $B_{0}$ were obtained by evaluating the principal parts of the left-hand side of (122) at $t=\omega_{1}, t=\omega_{3}$, and $t=0$, respectively.

Using similar calculations, we obtain expressions

$$
\begin{align*}
& -\frac{15 \varepsilon}{2} \wp(t)+\frac{5 \varepsilon}{2}-\frac{5 \varepsilon}{24}\left[E_{0}+E_{1} \wp\left(t-\omega_{1}\right)+E_{3} \wp\left(t-\omega_{3}\right)\right] \quad \text { and }  \tag{123}\\
& -\frac{\varepsilon C(\varepsilon)}{12}\left[D_{0}+D_{1} \wp\left(t-\omega_{1}\right)+D_{3} \wp\left(t-\omega_{3}\right)\right]
\end{align*}
$$

for the second and the third terms of (120), respectively, where

$$
\begin{equation*}
D_{1}=\frac{1}{\left(e_{1}-e_{3}\right)^{2}\left(e_{1}-e_{2}\right)}, \quad D_{3}=-\frac{1}{\left(e_{1}-e_{3}\right)^{2}\left(e_{2}-e_{3}\right)}, \quad D_{0}=-D_{1} e_{1}-D_{3} e_{3} \tag{124}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{3}=-\frac{\frac{9}{4} e_{3}+\frac{3}{2} e_{2}+36 e_{2}^{3}-\frac{1}{3}}{\left(e_{1}-e_{3}\right)^{2}\left(e_{2}-e_{3}\right)}, \quad E_{0}=-E_{1} e_{1}-E_{3} e_{3} \tag{125}
\end{equation*}
$$

(The constant $E_{0}$ could be calculated similarly to $E_{3}$, but we do not need its explicit value.)

Substituting (121)-(125) into (119), we obtain

$$
\begin{align*}
& \mathcal{I}_{1} f=c \varepsilon^{3} \wp^{\prime}(x)\left\{45 \varepsilon\left[\zeta(x)-\zeta\left(\omega_{2}\right)\right]+6 G_{1}\left[\zeta\left(x-\omega_{1}\right)-\zeta\left(\omega_{1}\right)\right]\right.  \tag{126}\\
& \left.+6 G_{3}\left[\zeta\left(x-\omega_{3}\right)-\zeta\left(\omega_{3}\right)\right]+\left[-15 \varepsilon+\left(c-1-4 \varepsilon^{2}\right)(2 \varepsilon)^{-1}-6 G_{1} e_{1}-6 G_{3} e_{3}\right]\left(x-\omega_{2}\right)\right\}
\end{align*}
$$

where $x=\varepsilon z$ and

$$
\begin{equation*}
G_{j}=-\frac{B_{j}\left(c-1-4 \varepsilon^{2}\right)}{48 \varepsilon}-\frac{5 \varepsilon}{24} E_{j}-\frac{\varepsilon C(\varepsilon)}{12} D_{j}, \quad j=1,3 \tag{127}
\end{equation*}
$$

3.7. The limit of iterations as $\varepsilon \rightarrow \mathbf{0}$. In this subsection we assume that conditions of Theorem 2.1 hold. In the $\varepsilon=0$ case, direct calculation, based on (50) and (49), shows that

$$
\begin{equation*}
\Delta w_{1}(z, 0)=-\frac{90}{z^{4}}+\frac{12 \cdot 6!}{7}\left(-z^{-3} \int_{\infty}^{z} t^{2} \mathcal{I}_{2}\left[t^{-6}\right] d t+z^{4} \int_{\infty}^{z} t^{-5} \mathcal{I}_{2}\left[t^{-6}\right] d t\right) \tag{128}
\end{equation*}
$$

It is easy to check that $\Delta w_{n}, n=2,3, \ldots$, is a function, analytic in $T_{z_{1}}$ and possessing an asymptotic expansion in powers of $z^{-2}$ there, such that

$$
\begin{equation*}
\Delta w_{n}(z) \sim O\left(z^{-2(n+1)}\right), \quad z \rightarrow \infty,|\arg z|<\frac{\pi}{2} \tag{129}
\end{equation*}
$$

Then, according to Corollary 1.3, the solution (34) to (23) in the case $\varepsilon=0$ coincides with $v_{+}(z)$, i.e., $v(z, 0)=v_{+}(z)$.

Let $w(z, \varepsilon)$ denote the solution (54) from Theorem 2.1. In order to prove the continuity of $w(z, \varepsilon)$ in $\varepsilon$ at $\varepsilon=0$, we need the following statement.

Proposition 3.12. Let $g(z, \varepsilon)$ be analytic in $z$ in $T_{z_{1}}$ and continuous in $\varepsilon$ for all sufficiently small $\varepsilon \geq 0$. Moreover, let $g(z, 0) \sim O\left(z^{-b}\right)$ and $\Delta_{\varepsilon} g(z, \varepsilon) \sim O\left(z^{-a}\right)$ in $T_{z_{1}}$, the latter uniformly in $\varepsilon$, where $a, b \geq 0$ and $\Delta_{\varepsilon} g(z, \varepsilon)=g(z, \varepsilon)-g(z, 0)$. Then

$$
\begin{equation*}
\Delta_{\varepsilon} \mathcal{I}_{2} g(z, \varepsilon)=O\left(z^{-a}\right)+O\left(\varepsilon^{b}\right) \tag{130}
\end{equation*}
$$

and, if $b>5$,

$$
\begin{equation*}
\Delta_{\varepsilon} \mathcal{I}_{1} g(z, \varepsilon)=O\left(z^{2-a}\right)+O\left(\varepsilon^{b-5} z^{-3}\right)+O\left(z^{-b+4} \varepsilon^{2}\right) \tag{131}
\end{equation*}
$$

where both (130) and (131) are uniform in $T_{z_{1}}$ and in small $\varepsilon \geq 0$.
Proof. Since $g(z, \varepsilon)$ is analytic in $T_{z_{1}}$,

$$
\begin{align*}
\Delta_{\varepsilon} \mathcal{I}_{2} g(z, \varepsilon)= & \frac{1}{2 i}\left[\int_{\tilde{\omega}_{1}-\tilde{\omega}_{3}}^{z} e^{i(z-\xi)} \Delta_{\varepsilon} g(\xi, \varepsilon) d \xi-\int_{\tilde{\omega}_{1}+2 \tilde{\omega}_{3}}^{z} e^{-i(z-\xi)} \Delta_{\varepsilon} g(\xi, \varepsilon) d \xi\right]  \tag{132}\\
& +\frac{1}{2 i}\left[\int_{\infty}^{\tilde{\omega}_{1}-\tilde{\omega}_{3}} e^{i(z-\xi)} g(\xi, 0) d \xi-\int_{\infty}^{\tilde{\omega}_{1}+2 \tilde{\omega}_{3}} e^{-i(z-\xi)} g(\xi, 0) d \xi\right]
\end{align*}
$$

According to Lemma 3.5, estimate (130) follows directly (132).
To prove (131), we first consider $\Delta_{\varepsilon} q^{2}(z, \varepsilon)$. Representing $\wp(x)=\left[\wp(x)-\frac{1}{x^{2}}\right]+$ $\frac{1}{x^{2}}=\Psi(x)+\frac{1}{x^{2}}$, we note that $\Psi(x)$ is analytic in the trapezoidal region $\tilde{T}$ (vertices at $\omega_{1}-\omega_{3}, \omega_{1}+2 \omega_{3}, \frac{3}{2} \omega_{3},-\frac{1}{2} \omega_{3}$ ). (The trapezoid $\tilde{T}$ is the image of the trapezoid $T$ under the scaling $x=\varepsilon z$.) Since $q^{2}(z, 0)=\frac{1}{z^{2}}$ for any $z \in T$, we have

$$
\begin{equation*}
\Delta_{\varepsilon} q^{2}(z, \varepsilon)=\varepsilon^{2}\left[\Psi(\varepsilon z)-\frac{1}{12}\right]=O\left(\varepsilon^{2}\right) \tag{133}
\end{equation*}
$$

uniformly in $T$. Similarly, using (45), (46), and (71), we obtain

$$
\begin{equation*}
v_{1}(z, \varepsilon)-v_{1}(z, 0)=O\left(\varepsilon^{3}\right) \tag{134}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{2}(z, \varepsilon)-v_{2}(z, 0)=O\left(\varepsilon^{2} z^{6}\right) \tag{135}
\end{equation*}
$$

uniformly in $T$.

Now,

$$
\begin{align*}
\Delta_{\varepsilon} \mathcal{I}_{1} g(z, \varepsilon)= & -\left[v_{1}(z, \varepsilon) \int_{\tilde{\omega}_{2}}^{z} v_{2}(\xi, \varepsilon) g(\xi, \varepsilon) d \xi-v_{1}(z, 0) \int_{\tilde{\omega}_{2}}^{z} v_{2}(\xi, 0) g(\xi, 0) d \xi\right]  \tag{136}\\
& +\left[v_{2}(z, \varepsilon) \int_{\tilde{\omega}_{2}}^{z} v_{1}(\xi, \varepsilon) g(\xi, \varepsilon) d \xi-v_{2}(z, 0) \int_{\tilde{\omega}_{2}}^{z} v_{1}(\xi, 0) g(\xi, 0) d \xi\right] \\
& +\left[-v_{1}(z, 0) \int_{\infty}^{\tilde{\omega}_{2}} v_{2}(\xi, 0) g(\xi, 0) d \xi+v_{2}(z, 0) \int_{\infty}^{\tilde{\omega}_{2}} v_{1}(\xi, 0) g(\xi, 0) d \xi\right]
\end{align*}
$$

The third term in the right-hand side of (136) is of the order $O\left(\varepsilon^{b-2}\right)$ as $\varepsilon \rightarrow 0$, while the first term can be represented as

$$
\begin{align*}
& -v_{1}(z, \varepsilon) \int_{\tilde{\omega}_{2}}^{z}\left[v_{2}(\xi, \varepsilon) \Delta_{\varepsilon} g(\xi, \varepsilon)+g(\xi, 0) \Delta_{\varepsilon} v_{2}(\xi, \varepsilon)\right] d \xi  \tag{137}\\
& -\Delta_{\varepsilon} v_{1}(z, \varepsilon) \int_{\tilde{\omega}_{2}}^{z} v_{2}(\xi, 0) g(\xi, 0) d \xi
\end{align*}
$$

Using Lemma 2.4 together with (134), (135), we obtain estimates

$$
\begin{equation*}
O\left(z^{2-a}\right)+O\left(\varepsilon^{2} z^{4-b}\right)+O\left(\varepsilon^{3} z^{5-b}\right) \tag{138}
\end{equation*}
$$

for the three terms of (137) that are uniform in $T$ and in small $\varepsilon \geq 0$. The second term in the right-hand side of (136) yields the same result. Now (131) follows from (138) and (94).

Theorem 3.13. (1) If in condition (53) of Theorem 2.1 we require $\alpha>1$, then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} v(z, \varepsilon)=v_{+}(z) \tag{139}
\end{equation*}
$$

uniformly on compact subsets of $T_{z_{1}}$.
(2) If condition (53) of Theorem 2.1 is replaced by

$$
\begin{equation*}
c(\varepsilon)=1+\varepsilon^{\alpha} \tilde{c}(\varepsilon) \quad \text { and } \quad b(\varepsilon)=\varepsilon^{\alpha} \tilde{b}(\varepsilon) \tag{140}
\end{equation*}
$$

where $\alpha=1$ and functions $\tilde{c}(\varepsilon), \tilde{b}(\varepsilon)$ are continuous for small $\varepsilon \geq 0$, then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} v(z, \varepsilon)=v_{+}\left(z-z_{*}\right) \tag{141}
\end{equation*}
$$

uniformly on compact subsets of $T_{z_{1}}$, where the translation $z_{*}$ depends on $\tilde{b}(0), \tilde{c}(0)$.
Proof. (1) As a consequence of (133), we obtain that (139) is equivalent to

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} w(z, \varepsilon)=w(z, 0) \tag{142}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$ uniformly on compact subsets of $T_{z_{1}}$. Since $w(z, \varepsilon)=\sum_{n=1}^{\infty} \Delta w_{n}(z, \varepsilon)$, where the series converges uniformly for all sufficiently small $\varepsilon \geq 0$ and all $z \in T_{z_{1}}$, it is sufficient to prove the continuity of each $\Delta w_{n}(z, \varepsilon)$ in $\varepsilon \geq 0$ in order to prove the continuity of $w(z, \varepsilon)$.

According to (36) and (94),

$$
\begin{equation*}
f(z, 0)=-6!z^{-6} \quad \text { and } \quad \Delta_{\varepsilon} f(z, \varepsilon)=O\left(\varepsilon^{\alpha} z^{-4}\right) \tag{143}
\end{equation*}
$$

Then, according to Proposition 3.12,

$$
\begin{equation*}
\Delta_{\varepsilon} \mathcal{I}_{1} f(z, \varepsilon)=O\left(\varepsilon^{\tilde{\alpha}} z^{-3}\right) \tag{144}
\end{equation*}
$$

where $\tilde{\alpha}=\min \{\alpha-1,1\}$. Using

$$
\begin{equation*}
\Delta_{\varepsilon}[h(z, \varepsilon) g(z, \varepsilon)]=h(z, \varepsilon) \Delta_{\varepsilon} g(z, \varepsilon)+\Delta_{\varepsilon} h(z, \varepsilon) g(z, 0) \tag{145}
\end{equation*}
$$

together with (36) and (130), we prove that $\Delta w_{1}(z, \varepsilon)=w_{1}(z, \varepsilon)$ also satisfies (144).
Now $\lim _{\varepsilon \rightarrow 0} \Delta w_{n}(z, \varepsilon)=\Delta w_{n}(z, 0), n=2,3, \ldots$, can be proved by induction. Assume that $\Delta_{\varepsilon}\left(\Delta w_{k}(z, \varepsilon)\right)$ satisfies (144) for every $k \in \mathbb{N}, k \leq n$. We want to prove the statement for $k=n+1$. According to (94), (129), and (130), $\Delta_{\varepsilon} g(z, \varepsilon)=$ $O\left(\varepsilon^{\tilde{\alpha}} z^{-6}\right)$, where $g(z, \varepsilon)$ denotes the argument of $\mathcal{I}_{1}$ in (100). It is easy to see that $g(z, 0)=O\left(z^{-2(n+3)}\right)$. Then the fact that $\Delta_{\varepsilon}\left[\Delta w_{n+1}(z, \varepsilon)\right]$ satisfies (144) follows from (131). The proof of part (1) is completed.
(2) According to (126), for a given $z \in T_{z_{1}}$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathcal{I}_{1} f=-\frac{90}{z^{4}}+\frac{\tilde{c}(0)\left\{\sum_{j=1,3} B_{j}\left[2 \zeta\left(\omega_{j}\right)-\omega_{2} e_{j}\right]-4 \omega_{2}\right\}}{4 z^{3}} \tag{146}
\end{equation*}
$$

where $B_{j}$ are defined by (122). Similarly,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{7} \tilde{b}(\varepsilon) v_{22}=-\tilde{b}(0) \frac{\frac{3 g_{3}}{2} \omega_{2}-g_{2} \zeta\left(\omega_{2}\right)}{3 \Delta z^{3}} \tag{147}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} w_{1}(z, \varepsilon)=-\frac{90}{z^{4}}+\frac{12 z_{*}}{z^{3}} \tag{148}
\end{equation*}
$$

where the constant $z_{*}$, which depend on $\tilde{b}(0), \tilde{c}(0)$, can be derived from (146), (147).
Now we can repeat the argument of part (1) to show that $\Delta w_{n}(z, \varepsilon)$ is continuous in $\varepsilon$. It is pretty straightforward to show that $\Delta w_{n}(z, 0)=O\left(z^{-n-2}\right)$ as $z \rightarrow \infty$ and that $\Delta w_{n}(z, 0)$ has asymptotic expansion in $z^{-1}$. Due to uniform convergence of series (54) in Theorem 2.1, we proved that $\lim _{\varepsilon \rightarrow 0} v(z, \varepsilon)$ is a solution of the truncated equation (24) that has asymptotic expansion in $z^{-1}$ as $z \rightarrow \infty$ with the leading terms $\frac{6}{z^{2}}+\frac{12 z_{*}}{z^{3}}+\cdots$. Then (141) follows from Corollary 1.3.
4. Nonexistence of symmetric periodic solutions to (3). Let $S$ be an interval of $\mathbb{R}$ that contains the point $\omega_{1}=\omega_{1}(0)$, and let $y(x, \varepsilon)$ be a $C^{\alpha}$-deformation of $y(x, 0)=6 \wp_{\frac{1}{12}, g_{3}}\left(x-\omega_{3}\right)-\frac{1}{2}$, where $\left|g_{3}\right|<6^{-3}$, and where $\omega_{1}, \omega_{3}$, and $g_{3}$ are related through (9). As mentioned earlier, it is more convenient for us to consider $y(x, \varepsilon)$ as a $C^{\alpha}$-deformation of $y(x, 0)=6 \wp_{\frac{1}{12}, g_{3}}(x)-\frac{1}{2}$ on the interval $S+\omega_{3}$. Assume that $y(x, \varepsilon)$ contains a sequence $\left\{y\left(x, \varepsilon_{m}\right)\right\}_{1}^{\infty}$ of solutions that are symmetrical at $x=\omega_{3}\left(\varepsilon_{m}\right)$ (after a proper translation $\beta(\varepsilon)$ ) and periodic (along the horizontal line $x=\omega_{3}\left(\varepsilon_{m}\right)+\mathbb{R}$ ) with the period $2 \omega_{1}\left(\varepsilon_{m}\right)$, where $\lim _{m \rightarrow \infty} \varepsilon_{m}=0$ and $\omega_{1}\left(\varepsilon_{m}\right)$ satisfy (14). Here $\omega_{1}(\varepsilon), \omega_{3}(\varepsilon)$, and $g_{3}(\varepsilon)$ are related through (9).

Let us show that $\beta\left(\varepsilon_{m}\right)=O\left(\varepsilon_{m}^{\alpha}\right)$. Indeed, since $y(x, \varepsilon)$ is a $C^{\alpha}$-deformation of $y(x, 0)$, we know that $y^{\prime}\left(\omega_{2}(\varepsilon)+\beta(\varepsilon), \varepsilon\right)-y^{\prime}\left(\omega_{2}(\varepsilon)+\beta(\varepsilon), 0\right)=O\left(\varepsilon^{\alpha}\right)$ and $\lim _{\varepsilon \rightarrow 0} \beta(\varepsilon)=$
0. But solutions $y\left(x+\beta\left(\varepsilon_{m}\right), \varepsilon_{m}\right)$ are symmetrical at $\omega_{3}\left(\varepsilon_{m}\right)$ and have period $2 \omega_{1}\left(\varepsilon_{m}\right)$, $m \in \mathbb{N}$, so $y^{\prime}\left(\omega_{2}\left(\varepsilon_{m}\right)+\beta\left(\varepsilon_{m}\right), \varepsilon_{m}\right)=0$. Thus,

$$
\begin{equation*}
y^{\prime}\left(\omega_{2}\left(\varepsilon_{m}\right)+\beta\left(\varepsilon_{m}\right), 0\right)=O\left(\varepsilon_{m}^{\alpha}\right) \tag{149}
\end{equation*}
$$

Since $y^{\prime}\left(\omega_{2}, 0\right)=0$, then $y^{\prime}\left(\omega_{2}\left(\varepsilon_{m}\right)+\beta\left(\varepsilon_{m}\right), 0\right)=\beta\left(\varepsilon_{m}\right) y^{\prime \prime}\left(\omega_{2}\left(\varepsilon_{m}\right)+\theta\left(\varepsilon_{m}\right) \beta\left(\varepsilon_{m}\right), 0\right)$ by the mean value theorem, where $\theta\left(\varepsilon_{m}\right) \in(0,1)$. Combining this with (149) and the fact that $\wp^{\prime \prime}$ is separated from zero in a vicinity of $\omega_{2}$ (see (64)), we obtain $\beta\left(\varepsilon_{m}\right)=O\left(\varepsilon_{m}^{\alpha}\right)$. Since derivatives of $y(x, 0)$ are bounded on the line $\omega_{3}+\mathbb{R}$, it is easy to show that $y\left(x+\beta\left(\varepsilon_{m}\right), \varepsilon_{m}\right)$ are also $C^{\alpha}$-deformations of $y(x, 0)$. Thus, without any loss of generality, we will consider only such deformations $y(x, \varepsilon)$ of $y(x, 0)$ that are symmetrical at $\omega_{2}(\varepsilon)$. That means that solutions $v(z, \varepsilon)$ to the inner equation (4), that correspond to such $y(x, \varepsilon)$, are symmetrical at $\tilde{\omega}_{2}(\varepsilon)$.

Let us denote by $\mathcal{F}_{\alpha}, \alpha \geq 1$, the two-parameter family of solutions constructed in Theorem 2.1 that satisfy an additional assumption: condition (53) in Theorem 2.1 is replaced by (140), where $\alpha \geq 1$. The proof of Theorem 1.1 is divided into the following two steps: (1) if $v(z, \varepsilon)$ is the inner solution, symmetrical at $z=\tilde{\omega}_{2}(\varepsilon)$, that corresponds to a $C^{\alpha}$-deformation $y(x, \varepsilon)$ and if $\omega_{1}(\varepsilon)$ satisfies $(14)$, then $v(z, \varepsilon) \in \mathcal{F}_{\alpha}$; (2) if $\omega_{1}(\varepsilon)$ satisfies (14), then there is no symmetrical and $2 \omega_{1}(\varepsilon)$ periodic solution $v(z, \varepsilon) \in \mathcal{F}_{\alpha}$. Here and below we use $\tilde{\omega}_{j}$ to denote $\tilde{\omega}_{j}(\varepsilon), j=1,2,3$, wherever such notation is clear. Additionally, we prove that the BVP

$$
\begin{align*}
2 v^{\prime \prime \prime} v^{\prime}-v^{\prime \prime 2}+\left(1-\varepsilon^{2}\right) v^{\prime 2}-\varepsilon^{2} v^{2}-\frac{2}{3} v^{3} & =\varepsilon^{6} C(\varepsilon)  \tag{150}\\
v^{\prime}\left(\tilde{\omega}_{3}, \varepsilon\right) & =v^{\prime}\left(\tilde{\omega}_{2}, \varepsilon\right)=v^{\prime \prime \prime}\left(\tilde{\omega}_{2}, \varepsilon\right)=0
\end{align*}
$$

has a unique solution in $\mathcal{F}_{\alpha}$.
If $y(x, \varepsilon)$ is a $C^{\alpha}$-deformation of solution (16), then the constant of motion $C(\varepsilon)$ of $y(x, \varepsilon)$, given by (11), satisfies (13). Then the corresponding inner solution $v(z, \varepsilon)$ satisfies (150) and the two latter boundary conditions of (150). It is easy to see that $v(z, \varepsilon)$ is periodic with the period $2 \omega_{1}(\varepsilon)$ and symmetrical if and only if, additionally, $v^{\prime}\left(\tilde{\omega}_{3}, \varepsilon\right)=v^{\prime \prime \prime}\left(\tilde{\omega}_{3}, \varepsilon\right)=0$. In other words, a solution $v(z, \varepsilon)$ to the BVP (150) is symmetric and periodic with the period $2 \omega_{1}(\varepsilon)$ if and only if $v^{\prime \prime \prime}\left(\tilde{\omega}_{3}, \varepsilon\right)=0$.
4.1. Solution of BVP (150). Here we prove existence and uniqueness of solution to BVP (150) within the family $\mathcal{F}_{\alpha}$ using the implicit function theorem.

If $v(z, \varepsilon)$ is a solution to the BVP (150), then the integral of motion (150) evaluated at the points $z=\tilde{\omega}_{2}, z=\tilde{\omega}_{3}$ becomes

$$
\begin{equation*}
\varepsilon^{2} v^{2}\left(\tilde{\omega}_{j}\right)+\frac{2}{3} v^{3}\left(\tilde{\omega}_{j}\right)+v^{\prime \prime 2}\left(\tilde{\omega}_{j}\right)+\varepsilon^{6} C(\varepsilon)=0 \tag{151}
\end{equation*}
$$

where $j=2,3$. We want to show that for sufficiently small $\varepsilon$ there exists a unique $v \in \mathcal{F}_{\alpha}$ satisfying (151). To this end, we can restrict our attention on the triangle $P \subset T_{z_{1}}$, which was introduced in section 3.4.

According to (34), (49),

$$
\begin{equation*}
v=6 q^{2}+\tilde{v}=6 q^{2}+6 \varepsilon^{\alpha} \tilde{c} q^{2}+\mathcal{I}_{2}\left[\varepsilon^{6+\alpha} \tilde{b} v_{22}+\mathcal{I}_{1} f(q)+\tilde{w}\right] \tag{152}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{w}=-12 c \mathcal{I}_{1} q^{2} \mathcal{I}_{2} f(q)+\sum_{n=2}^{\infty} \Delta w_{n} \tag{153}
\end{equation*}
$$

It is easy to see that $v(z, \varepsilon)=O\left(\varepsilon^{2}\right)$ uniformly in $P$ as $\varepsilon \rightarrow 0$. According to (106), (140), and Remark 3.8, we have $w(z, \varepsilon)=O\left(\varepsilon^{3+\tilde{\alpha}}\right)$ uniformly in $P$, where $\tilde{\alpha}=\min \{1, \alpha-1\}$ as $\varepsilon \rightarrow 0$. Then, according to (152) and Lemma 2.4,

$$
\begin{equation*}
\tilde{v} \sim O\left(\varepsilon^{3+\tilde{\alpha}}\right) \quad \text { and } \quad \tilde{w} \sim O\left(\varepsilon^{4+2 \tilde{\alpha}}\right) \tag{154}
\end{equation*}
$$

uniformly in $P$ as $\varepsilon \rightarrow 0$. Now combining (154) and (39), we see that

$$
\begin{equation*}
w^{\prime \prime}=\varepsilon^{2} w+\left[\mathcal{I}_{2} w\right]^{2}+12 c q^{2} \mathcal{I}_{2} w+f(q) \sim O\left(\varepsilon^{5+\tilde{\alpha}}\right) \quad \text { as } \quad \varepsilon \rightarrow 0 \tag{155}
\end{equation*}
$$

uniformly on $P$. Then

$$
\begin{equation*}
w^{\prime}(z, \varepsilon)=\int_{\tilde{\omega}_{2}}^{z} w^{\prime \prime}(t, \varepsilon) d t=O\left(\varepsilon^{4+\tilde{\alpha}}\right) \tag{156}
\end{equation*}
$$

uniformly in $z \in P$. To estimate $v^{\prime \prime}$ in (151) we need the following statement.
Proposition 4.1. Let $g(z, \varepsilon)$ be a differentiable in $z \in T_{z_{1}}$ function. If there exists a constant $M>0$ such that for all small $\varepsilon>0$ both $|g(z, \varepsilon)|$ and $\left|g^{\prime}(z, \varepsilon)\right|$ are bounded by $M$ in $T_{z_{1}}$, then there exists some $\delta_{0}>0$ such that

$$
\begin{equation*}
\mathcal{I}_{2} g(z, \varepsilon)=g(z, \varepsilon)-\mathcal{I}_{2} g^{\prime \prime}(z, \varepsilon)+O\left(e^{-\frac{\delta_{0}}{\varepsilon} \rho(z)}\right) \tag{157}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$ uniformly in $P$, where $\rho(z)=\min \left\{\left|z-\left(\tilde{\omega}_{1}+3 \tilde{\omega}_{3}\right)\right|,\left|z-\left(\tilde{\omega}_{1}-\tilde{\omega}_{3}\right)\right|\right\}$.
Proof. Integrating by parts $\mathcal{I}_{2} g(z, \varepsilon)$, expressed by (76) and (83), twice, we obtain

$$
\begin{align*}
\mathcal{I}_{2} g(z, \varepsilon) & =g(z, \varepsilon)-\mathcal{I}_{2} g^{\prime \prime}(z, \varepsilon)-\left.\frac{1}{2} e^{i(z-\xi)}\left[g(\xi, \varepsilon)-i g^{\prime}(\xi, \varepsilon)\right]\right|_{\xi=\tilde{\omega}_{1}-\tilde{\omega}_{3}}  \tag{158}\\
& -\left.\frac{1}{2} e^{-i(z-\xi)}\left[g(\xi, \varepsilon)+i g^{\prime}(\xi, \varepsilon)\right]\right|_{\xi=\tilde{\omega}_{1}+3 \tilde{\omega}_{3}}
\end{align*}
$$

The last two terms of (158) are exponentially small in $\varepsilon^{-1}$ according to the construction of $T_{z_{1}}$.

Under the assumptions of Proposition 4.1,

$$
\begin{equation*}
D^{2} \mathcal{I}_{2} g=g-\mathcal{I}_{2} g=\mathcal{I}_{2} D^{2} g+O\left(e^{-\frac{\delta_{0}}{\varepsilon} \rho(z)}\right) \tag{159}
\end{equation*}
$$

According to (156), Proposition 4.1 is applicable for $g(z, \varepsilon)=w(z, \varepsilon)$. Thus,

$$
\begin{equation*}
v^{\prime \prime}=6 c(\varepsilon)\left(q^{2}\right)^{\prime \prime}+\mathcal{I}_{2} w^{\prime \prime}=O\left(\varepsilon^{4}\right) \quad \text { as } \quad \varepsilon \rightarrow 0 \tag{160}
\end{equation*}
$$

uniformly on $\left[\tilde{\omega}_{3}, \tilde{\omega}_{2}\right]$.
Note that $y=\frac{6 q^{2}}{\varepsilon^{2}}$ is the solution of the unperturbed equation (2) with the constant of motion $J(\varepsilon)$; see (37). Thus,

$$
\begin{equation*}
\left(\frac{6 q^{2}}{\varepsilon^{2}}\right)^{2}+\frac{2}{3}\left(\frac{6 q^{2}}{\varepsilon^{2}}\right)^{3}+J(\varepsilon)=0 \tag{161}
\end{equation*}
$$

at $x=\varepsilon z=\omega_{j}, j=1,2,3$. Notice that (9) and (14) imply that

$$
\begin{equation*}
J(\varepsilon)=C+\varepsilon^{\alpha} \tilde{J}(\varepsilon) \tag{162}
\end{equation*}
$$

where $\tilde{J}(\varepsilon)$ is a continuous function. Now substituting $v=6 q^{2}+\tilde{v}$ into (151), dividing both sides by $\varepsilon^{7+\tilde{\alpha}}$, and taking into account (161), we obtain

$$
\begin{align*}
2\left(\frac{6 q^{2}}{\varepsilon^{2}}\right) \breve{v} & +\varepsilon^{1+\tilde{\alpha}} \breve{v}^{2}+2\left(\frac{6 q^{2}}{\varepsilon^{2}}\right)^{2} \breve{v}+2 \varepsilon^{1+\tilde{\alpha}}\left(\frac{6 q^{2}}{\varepsilon^{2}}\right) \breve{v}^{2}  \tag{163}\\
& +\frac{2}{3} \varepsilon^{2+2 \tilde{\alpha}} \breve{v}^{3}+\frac{v^{\prime \prime 2}}{\varepsilon^{7+\tilde{\alpha}}}+\tilde{C}(\varepsilon)-\tilde{J}(\varepsilon)=0
\end{align*}
$$

at $z=\tilde{\omega}_{2}, \tilde{\omega}_{3}$, where

$$
\begin{equation*}
\breve{v}(z, \varepsilon)=\frac{\tilde{v}(z, \varepsilon)}{\varepsilon^{3+\tilde{\alpha}}}=\tilde{c}(\varepsilon)\left(\frac{6 q^{2}}{\varepsilon^{2}}\right)+\varepsilon^{4} \tilde{b}(\varepsilon) \mathcal{I}_{2} v_{22}+\mathcal{I}_{2} \frac{\mathcal{I}_{1} f(q)+\tilde{w}}{\varepsilon^{3+\tilde{\alpha}}} \tag{164}
\end{equation*}
$$

Equation (163) evaluated at the points $z=\tilde{\omega}_{2}, \tilde{\omega}_{3}$ forms a system that we denote by

$$
\begin{equation*}
F(\varepsilon, \tilde{b}, \tilde{c})=0 \tag{165}
\end{equation*}
$$

Lemma 4.2. There exist some $\varepsilon_{1} \in\left(0, \varepsilon_{0}\right]$ and functions $\tilde{b}(\varepsilon), \tilde{c}(\varepsilon)$, continuous on $\left[0, \varepsilon_{1}\right]$, such that the system (165) holds identically on $\left[0, \varepsilon_{1}\right]$. Moreover, the solution $\tilde{b}(\varepsilon), \tilde{c}(\varepsilon)$ to (165) is unique.

Proof. The proof is based on the implicit function theorem (see, for example, $[\mathrm{MB}$, p. 122]). According to this theorem, we have to show that (a) $F(0, \tilde{b}(0), \tilde{c}(0))=0$ for some $\tilde{b}(0), \tilde{c}(0)$; (b) matrix

$$
\begin{equation*}
\left.\operatorname{Col}\left(\frac{\partial F}{\partial \tilde{b}}, \frac{\partial F}{\partial \tilde{c}}\right)\right|_{\varepsilon=0} \tag{166}
\end{equation*}
$$

is not singular; and (c) $F$ and $\frac{\partial F}{\partial \tilde{c}}, \frac{\partial F}{\partial \tilde{b}}$ are continuous in all variables in a vicinity of $(0, \tilde{b}(0), \tilde{c}(0))$.

According to (156), we can apply Proposition 4.1 to $\breve{v}(z, \varepsilon)-\tilde{c}(\varepsilon) \frac{6 q^{2}}{\varepsilon^{2}}=\frac{\mathcal{I}_{2} w}{\varepsilon^{3+\alpha}}$. Then
(167) $\lim _{\varepsilon \rightarrow 0} \breve{v}(z, \varepsilon)=\tilde{c}(0)\left(6 \wp(\varepsilon z)-\frac{1}{2}\right)+\tilde{b}(0) \lim _{\varepsilon \rightarrow 0} \varepsilon^{4} v_{22}(z, \varepsilon)+\lim _{\varepsilon \rightarrow 0} \frac{\mathcal{I}_{1} f(q)}{\varepsilon^{3+\tilde{\alpha}}}+\lim _{\varepsilon \rightarrow 0} \frac{\tilde{w}}{\varepsilon^{3+\tilde{\alpha}}}$
uniformly on $\left[\tilde{\omega}_{3}, \tilde{\omega}_{2}\right]$. Due to Remark 3.8, the last limit in (167) is zero.
Using (63), (69), (47), and the fact that $v_{1}\left(\tilde{\omega}_{j}\right)=0$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{4} v_{22}\left(\tilde{\omega}_{j}, \varepsilon\right)=-\frac{1}{12} \frac{1}{\left(e_{j}-e_{i}\right)\left(e_{j}-e_{k}\right)} \tag{168}
\end{equation*}
$$

Note that $\mathcal{I}_{1} f(q)\left(\tilde{\omega}_{2}\right)=0$. To calculate $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-3-\tilde{\alpha}} \mathcal{I}_{1} f(q)\left(\tilde{\omega}_{3}\right)$, we notice that

$$
\begin{align*}
\wp^{\prime}\left(x-\omega_{j}\right) & =\left(6 e_{j}^{2}-\frac{g_{2}}{2}\right)\left(x-\omega_{j}\right)+O\left(\left(x-\omega_{j}\right)^{2}\right)  \tag{169}\\
& =2\left(e_{i}-e_{j}\right)\left(e_{k}-e_{j}\right)\left(x-\omega_{j}\right)+O\left(\left(x-\omega_{j}\right)^{2}\right)
\end{align*}
$$

as $x \rightarrow \omega_{j}, j=1,2,3$. It follows then from (126) that

$$
\begin{equation*}
\varepsilon^{-3} \mathcal{I}_{1} f(q)\left(\omega_{3}, \varepsilon\right)=12 c(\varepsilon)\left(e_{1}-e_{3}\right)\left(e_{2}-e_{3}\right) G_{3} \tag{170}
\end{equation*}
$$

$$
=\frac{c(\varepsilon)}{e_{1}-e_{3}}\left\{-\frac{c(\varepsilon)-1-4 \varepsilon^{2}}{4 \varepsilon}\left(e_{1}+\frac{1}{6}\right)-\frac{5 \varepsilon}{2}\left(\frac{9}{4} e_{3}+\frac{3}{2} e_{2}+36 e_{2}^{3}-\frac{1}{3}\right)+\varepsilon C(\varepsilon)\right\}
$$

Using (126), we obtain

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{-3-\tilde{\alpha}} \mathcal{I}_{1} f(q)\left(\tilde{\omega}_{3}=\right. & -\frac{\tilde{c}(\varepsilon)\left(e_{1}+\frac{1}{6}\right)}{4\left(e_{1}-e_{3}\right)}  \tag{171}\\
& -\delta_{\tilde{\alpha}, 1} \frac{e_{1}+\frac{1}{6}+\frac{5}{2}\left(\frac{9}{4} e_{3}+\frac{3}{2} e_{2}+36 e_{2}^{3}-\frac{1}{3}\right)+36 g_{3}+\frac{1}{6}}{e_{1}-e_{3}}
\end{align*}
$$

at $z=\tilde{\omega}_{3}$, where $\delta_{\tilde{\alpha}, 1}=1$ if $\tilde{\alpha}=1$ and $\delta_{\tilde{\alpha}, 1}=0$ otherwise. Combining (167)-(171), we obtain
(172) $\lim _{\varepsilon \rightarrow 0} \breve{v}\left(\tilde{\omega}_{2}\right)=\left(6 e_{2}-\frac{1}{2}\right) \tilde{c}(0)+\frac{\tilde{b}(0)}{12\left(e_{1}-e_{2}\right)\left(e_{2}-e_{3}\right)}$,

$$
\lim _{\varepsilon \rightarrow 0} \breve{v}\left(\tilde{\omega}_{3}\right)=\left[\left(6 e_{3}-\frac{1}{2}\right)-\frac{e_{1}+\frac{1}{6}}{4\left(e_{1}-e_{3}\right)}\right] \tilde{c}(0)-\frac{\tilde{b}(0)}{12\left(e_{1}-e_{3}\right)\left(e_{2}-e_{3}\right)}-\delta_{\tilde{\alpha}, 1} \tilde{D}
$$

where $\tilde{D}$ denotes the last fraction in (171).
According to (154) and (160), in the limit $\varepsilon \rightarrow 0$ equations (163) become

$$
\begin{equation*}
2\left[36 \wp^{2}\left(\omega_{j}\right)-\frac{1}{4}\right] \lim _{\varepsilon \rightarrow 0} \breve{v}\left(\tilde{\omega}_{j}\right)+\tilde{C}(0)-\tilde{J}(0)=0 \tag{173}
\end{equation*}
$$

where $j=2,3$. Clearly, (172)-(173) form a linear system of equations for the unknowns $\tilde{b}(0), \tilde{c}(0)$. Note that the first factor in (173) is different from zero since, otherwise, according to (64), we would have either $C=0$ or $C=-\frac{1}{3}$, which contradicts our assumption $C \in\left(-\frac{1}{3}, 0\right)$. After some algebra, we calculate the determinant of the matrix of linear system (172)-(173) as

$$
\begin{align*}
\left|\begin{array}{cc}
6 e_{2}-\frac{1}{2} & \frac{1}{12\left(e_{1}-e_{2}\right)\left(e_{2}-e_{3}\right)} \\
6 e_{3}-\frac{1}{2}-\frac{e_{1}+\frac{1}{6}}{4\left(e_{1}-e_{3}\right)} & -\frac{1}{12\left(e_{1}-e_{3}\right)\left(e_{2}-e_{3}\right)}
\end{array}\right| & =\frac{1}{3 \sqrt{\Delta}}\left|\begin{array}{cc}
\left(6 e_{2}-\frac{1}{2}\right)\left(e_{1}-e_{2}\right) & 1 \\
\left(6 e_{3}-\frac{1}{2}\right)\left(e_{1}-e_{3}\right)-\frac{e_{1}+\frac{1}{6}}{4} & -1
\end{array}\right|  \tag{174}\\
& =\frac{7\left(e_{1}+\frac{1}{6}\right)}{12 \sqrt{\Delta}},
\end{align*}
$$

where $\Delta$, defined by (67), is different from zero. This determinant is different from zero since $e_{1}>0$. Thus, we have established parts (a) and (b) of the lemma; i.e., we have established that $F(0, \tilde{b}(0), \tilde{c}(0))=0$ at $z=\tilde{\omega}_{2}, \tilde{\omega}_{3}$ for some $\tilde{b}(0), \tilde{c}(0)$ and that matrix (166) is nonsingular. Continuity of $F$ follows from Theorem 3.13 and the fact that iterations $\Delta w_{n}(z, \varepsilon)$ in the solution (54) are polynomials in $\tilde{b}(0), \tilde{c}(0)$ of degree not exceeding $n$. Estimates of Theorem 2.1 can be readily adjusted to prove convergence of the series $\sum_{n=1}^{\infty} \frac{\partial \Delta w_{n}(z, \varepsilon)}{\partial \tilde{c}}$ and $\sum_{n=1}^{\infty} \frac{\partial \Delta w_{n}(z, \varepsilon)}{\partial \tilde{b}}$ at $z=\tilde{\omega}_{2}, z=\tilde{\omega}_{3}$. Part (c) and the whole proof are completed.

THEOREM 4.3. If $C(\varepsilon)$ and $\omega_{1}(\varepsilon)$ satisfy (13) and (14), respectively, where $\alpha \geq 1$, then the BVP (150) has a unique solution in $\mathcal{F}_{\alpha}$.

Proof. According to Lemma 4.2, it is sufficient to show that (151) at $z=\tilde{\omega}_{3}$ and the rescaled integral of motion (150) imply $v^{\prime}\left(\tilde{\omega}_{3}\right)=0$. Indeed, addition of these two equations yields

$$
\begin{equation*}
v^{\prime}\left(\tilde{\omega}_{3}\right)\left[2 v^{\prime \prime \prime}\left(\tilde{\omega}_{3}\right)+\left(1-\varepsilon^{2}\right) v^{\prime}\left(\tilde{\omega}_{3}\right)\right]=0 . \tag{175}
\end{equation*}
$$

That means that $v^{\prime}\left(\tilde{\omega}_{3}\right)=0$ or $2 v^{\prime \prime \prime}\left(\tilde{\omega}_{3}\right)+\left(1-\varepsilon^{2}\right) v^{\prime}\left(\tilde{\omega}_{3}\right)=0$. According to (34), and since operators $D$ and $D^{2}+1$ commute, this implies $u^{\prime}\left(\tilde{\omega}_{3}\right)=0$ or $2 w^{\prime}\left(\tilde{\omega}_{3}\right)=$ $\left(1+\varepsilon^{2}\right) u^{\prime}\left(\tilde{\omega}_{3}\right)$. If $u^{\prime}\left(\tilde{\omega}_{3}\right)=0$, then $v^{\prime}\left(\tilde{\omega}_{3}\right)=0$, and the proof is completed. The assumption $u^{\prime}\left(\tilde{\omega}_{3}\right) \neq 0$ leads to a contradiction. Indeed, on one hand, we have

$$
\begin{equation*}
u^{\prime}\left(\tilde{\omega}_{3}\right)=\frac{2}{1+\varepsilon^{2}} w^{\prime}\left(\tilde{\omega}_{3}\right) \tag{176}
\end{equation*}
$$

whereas, on the other hand, according to Proposition 4.1,

$$
\begin{equation*}
u^{\prime}\left(\tilde{\omega}_{3}\right)=\left.\mathcal{I}_{2} w^{\prime}\right|_{z=\tilde{\omega}_{3}}=w^{\prime}\left(\tilde{\omega}_{3}\right)-\left.\mathcal{I}_{2} w^{\prime \prime \prime}\right|_{z=\tilde{\omega}_{3}}+O\left(e^{-\frac{\delta_{0}}{\varepsilon}}\right) \tag{177}
\end{equation*}
$$

Proposition 4.1 is applicable to $\mathcal{I}_{2} w^{\prime}$ according to (39) and (156). Moreover, differentiating (39), we obtain $w^{\prime \prime \prime}=O\left(\varepsilon^{6+\tilde{\alpha}}\right)$ uniformly on $\left[\tilde{\omega}_{3}, \tilde{\omega}_{2}\right]$. Thus, (177) contradicts (176).

### 4.2. Proof of Theorem 1.1.

Proof. As mentioned in the beginning of section 4, our proof consists of two steps. Step (1) is to show that the inner solution $v(z, \varepsilon)=\varepsilon^{2} y(\varepsilon z, \varepsilon)$, corresponding to a $C^{\alpha}$-deformation $y(x, \varepsilon)$ of the periodic solution $y(x, 0)$, is an $\mathcal{F}_{\alpha}$ solution. Let us consider first the case $n=1$.

As discussed above, we can assume without any loss of generality that $v\left(z, \varepsilon_{m}\right)$ is symmetrical with respect to $z=\tilde{\omega}_{3}\left(\varepsilon_{m}\right)$ and $z=\tilde{\omega}_{2}\left(\varepsilon_{m}\right)$, where $g_{3}\left(\varepsilon_{m}\right)$ and $\omega_{3}\left(\varepsilon_{m}\right)$ are defined by $\omega_{1}\left(\varepsilon_{m}\right)$ through (9). Then $v^{\prime}\left(\tilde{\omega}_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)=v^{\prime \prime \prime}\left(\tilde{\omega}_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)=0$, so that $v\left(z, \varepsilon_{m}\right)$ is defined by initial conditions $v\left(\tilde{\omega}_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)$ and $v^{\prime \prime}\left(\tilde{\omega}_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)$. In order to show that there is a solution in $\mathcal{F}_{\alpha}$ with the abovementioned initial conditions at $z=\tilde{\omega}_{2}\left(\varepsilon_{m}\right)$, we first establish that

$$
\begin{gather*}
v\left(\tilde{\omega}_{2}\left(e_{n}\right), \varepsilon_{m}\right)-\varepsilon_{m}^{2}\left(6 e_{2}(0)-\frac{1}{2}\right)=\varepsilon_{m}^{2+\alpha} \tilde{v}\left(\varepsilon_{m}\right),  \tag{178}\\
v^{\prime \prime}\left(\tilde{\omega}_{2}\left(e_{n}\right), \varepsilon_{m}\right)-\varepsilon_{m}^{4}\left(3 e_{2}^{2}(0)-\frac{1}{48}\right)=\varepsilon_{m}^{4+\alpha} \tilde{v}^{\prime \prime}\left(\varepsilon_{m}\right),
\end{gather*}
$$

where $\tilde{v}(\varepsilon), \tilde{v}^{\prime \prime}(\varepsilon)$ are continuous functions. Indeed, according to our assumptions and taking into account (14),

$$
\begin{align*}
& y\left(\omega_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)-y\left(\omega_{2}, 0\right)  \tag{179}\\
& \quad=\left[y\left(\omega_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)-y\left(\omega_{2}\left(\varepsilon_{m}\right), 0\right)\right]+\left[y\left(\omega_{2}\left(\varepsilon_{m}\right), 0\right)-y\left(\omega_{2}, 0\right)\right] \\
& \quad=\varepsilon_{m}^{\alpha} \tilde{y}\left(\omega_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)+\frac{1}{2} \varepsilon_{m}^{\alpha} \tau^{2}\left(\varepsilon_{m}\right) \wp^{\prime \prime}\left(\omega_{2}(0)+\theta\left(\omega_{1}\left(\varepsilon_{m}\right)-\omega_{1}\right)\right),
\end{align*}
$$

where $\theta \in(0,1)$. Here we used the mean value theorem and the fact that $\wp^{\prime}\left(\omega_{2}(0)\right)=$ 0 . A similar estimate holds for $y^{\prime \prime}\left(\omega_{2}\left(\varepsilon_{m}\right), \varepsilon_{m}\right)-y^{\prime \prime}\left(\omega_{2}, 0\right)$. Then, (178) follows from (179).

According to (164), equations (178) in the leading order can be written as

$$
\begin{align*}
& \tilde{c}(\varepsilon)\left(\frac{6 q^{2}}{\varepsilon^{2}}\right)+\varepsilon^{4} \tilde{b}(\varepsilon) \mathcal{I}_{2} v_{22}+\mathcal{I}_{2} \frac{\mathcal{I}_{1} f(q)+\tilde{w}}{\varepsilon^{3+\tilde{\alpha}}}  \tag{180}\\
& \quad=\tilde{v}(\varepsilon)-\frac{1}{2} \tau^{2}(\varepsilon) \wp^{\prime \prime}\left(\omega_{2}(0)+\theta\left(\omega_{1}(\varepsilon)-\omega_{1}(0)\right)\right) \\
& \tilde{c}(\varepsilon) D_{z}^{2}\left(\frac{6 q^{2}}{\varepsilon^{2}}\right)+\varepsilon^{4} \tilde{b}(\varepsilon) D_{z}^{2} \mathcal{I}_{2} v_{22}+D_{z}^{2} \mathcal{I}_{2} \frac{\mathcal{I}_{1} f(q)+\tilde{w}}{\varepsilon^{3+\tilde{\alpha}}} \\
& \quad=\tilde{v}^{\prime \prime}(\varepsilon)-\frac{3}{2}\left(e_{2}(\varepsilon)+e_{2}(0)\right) \tau^{2}(\varepsilon) \wp^{\prime \prime}\left(\omega_{2}(0)+\theta\left(\omega_{1}(\varepsilon)-\omega_{1}(0)\right)\right)
\end{align*}
$$

According to (167) and Proposition 4.1, in the limit $\varepsilon \rightarrow 0$ equations (180) become

$$
\begin{gather*}
\tilde{c}(0) \lim _{\varepsilon \rightarrow 0} \frac{6 q^{2}}{\varepsilon^{2}}+\tilde{b}(0) \lim _{\varepsilon \rightarrow 0} \varepsilon^{4} v_{22}\left(\tilde{\omega}_{2}(\varepsilon), \varepsilon\right)=\tilde{v}(0)-\frac{1}{2} \tau^{2} \wp^{\prime \prime}\left(\omega_{2}(0)\right)  \tag{181}\\
\tilde{c}(0) \lim _{\varepsilon \rightarrow 0}\left[\frac{6 q^{2}}{\varepsilon^{2}}+\frac{36 q^{4}}{\varepsilon^{4}}\right]+\tilde{b}(0) \lim _{\varepsilon \rightarrow 0}\left\{\varepsilon^{4} v_{22}\left(\tilde{\omega}_{2}(\varepsilon), \varepsilon\right)\left[1+\frac{12 q^{2}}{\varepsilon^{2}}\right]\right\}=\tilde{v}^{\prime \prime}(0) \\
-3 e_{2}(0) \tau^{2}(0) \wp^{\prime \prime}\left(\omega_{2}(0)\right)
\end{gather*}
$$

Here we used the fact that $\frac{6 q^{2}}{\varepsilon^{2}}$ and $v_{22}$ satisfy differential equations (2) and (44), respectively. Calculation of the determinant of the latter system yields

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0}\left|\begin{array}{cc}
\frac{6 q^{2}}{\varepsilon^{2}} & \varepsilon^{4} v_{22} \\
\frac{6 q^{2}}{\varepsilon^{2}}+\frac{36 q^{4}}{\varepsilon^{4}} & {\left[1+\frac{12 q^{2}}{\varepsilon^{2}}\right] \varepsilon^{4} v_{22}}
\end{array}\right|=\lim _{\varepsilon \rightarrow 0}\left|\begin{array}{cc}
\frac{6 q^{2}}{\varepsilon^{2}} & \varepsilon^{4} v_{22} \\
\frac{36 q^{4}}{\varepsilon^{4}} & 12 q^{2} \varepsilon^{2} v_{22}
\end{array}\right|  \tag{182}\\
=36 \lim _{\varepsilon \rightarrow 0} q^{4} v_{22}=\frac{3\left(e_{2}(0)-\frac{1}{2}\right)^{2}}{\left(e_{1}(0)-e_{2}(0)\right)\left(e_{2}(0)-e_{3}(0)\right)} \neq 0 .
\end{gather*}
$$

Following the arguments of Lemma 4.2, we can now use the implicit function theorem to show that the system (180) has a unique solution $\tilde{c}(\varepsilon), \tilde{b}(\varepsilon)$, where $\tilde{c}(\varepsilon), \tilde{b}(\varepsilon)$ are continuous functions. Thus, $v(z, \varepsilon) \in \mathcal{F}{ }_{\alpha}$. To prove step (1) for the case for general $n$ we simply have to consider the region $\mathcal{P}$ from Remark 3.10 instead of the triangle $P$ and the point $n \tilde{\omega}_{1}(\varepsilon)+\tilde{\omega}_{3}(\varepsilon)$ instead of $\tilde{\omega}_{2}(\varepsilon)$.

To prove step (2), we assume that there is a family of solutions $v\left(z, \varepsilon_{m}\right) \subset \mathcal{F}_{\alpha}$ to (4), where $\omega_{1}(\varepsilon)$ satisfies (14), that is symmetrical at $\tilde{\omega}_{3}\left(\varepsilon_{m}\right)$. However, according to Theorem 3.13,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} v\left(z, \varepsilon_{m}\right)=v_{+}(z) \tag{183}
\end{equation*}
$$

uniformly in $z$ on any closed segment of the imaginary axis that belongs to $T_{z_{1}}$. Due to the symmetry with respect to the imaginary axis, we also have

$$
\begin{equation*}
\lim _{m \rightarrow \infty} v\left(z, \varepsilon_{m}\right)=v_{-}(z) \tag{184}
\end{equation*}
$$

uniformly in $z$ on the same segment of the imaginary axis. But, according to Corollary $1.3, v_{+}(z) \not \equiv v_{-}(z)$. The obtained contradiction proves nonexistence of a family of symmetric periodic solutions $v\left(z, \varepsilon_{m}\right) \subset \mathcal{F}_{\alpha}, \alpha>1$, where $\varepsilon_{m} \rightarrow 0$. The same result, according to Theorem 3.13, part (2), holds for the case $\alpha=1$.
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# RISE OF CORRELATIONS OF TRANSFORMATION STRAINS IN RANDOM POLYCRYSTALS* 
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#### Abstract

We investigate the statistics of the transformation strains that arise in random martensitic polycrystals as boundary conditions cause its component crystallites to undergo martensitic phase transitions. In our laminated polycrystal model the orientation of the $n$ grains (crystallites) is given by an uncorrelated random array of the orientation angles $\theta_{i}, i=1, \ldots, n$. Under imposed boundary conditions the polycrystal grains may undergo a martensitic transformation. The associated transformation strains $\varepsilon_{i}, i=1, \ldots, n$ depend on the array of orientation angles, and they can be obtained as a solution to a nonlinear optimization problem. While the random variables $\theta_{i}$, $i=1, \ldots, n$ are uncorrelated, the random variables $\varepsilon_{i}, i=1, \ldots, n$ may be correlated. This issue is central in our considerations. We investigate it in following three different scaling limits: (i) Infinitely long grains (laminated polycrystal of height $L=\infty$ ); (ii) Grains of finite but large height ( $L \gg 1$ ); and (iii) Chain of short grains $\left(L=l_{0} /(2 n), l_{0} \ll 1\right)$. With references to de Finetti's theorem, Riesz' rearrangement inequality, and near neighbor approximations, our analyses establish that under the scaling limits (i), (ii), and (iii) the arrays of transformation strains arising from given boundary conditions exhibit no correlations, long-range correlations, and exponentially decaying short-range correlations, respectively.
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1. Introduction. We investigate the statistics of the transformation strains (misfits) that arise in random martensitic polycrystals as boundary conditions cause its component crystallites to undergo solid-to-solid (martensitic) phase transitions. Martensitic transformations are shape-deforming phase transitions that can be induced in certain alloys as a result of changes in the imposed strains, stresses, or temperatures. These transitions occur when a crystalline solid transforms between its parent phase (austenite) and any of a number of variants of the product phase (martensite). We focus on a setting that, while sufficiently simple to allow for a complete analytical treatment, provides significant insights on the problem: We study laminated polycrystals that consist of sequences of $n$ of grains of rectangular cross-section-of base $1 / n$ and height $L=L(n)$, so that a complete polycrystal is an infinite parallelepiped with rectangular cross-section of base 1 and height $L$. The goal of this work is to provide a rigorous probabilistic theory for the misfit statistics in such polycrystals and, in particular, to provide a rationale for the approximations implicit in
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Fig. 1.1. A reference crystallite undergoes stress-free transformations: Atomic view (left) and macroscopic view (right).


Fig. 1.2. One of two grains undergoes a stress-free transformation.
the numerical algorithms $[6,7,8]$ for polycrytalline phase transitions in two- and three-dimensional space.

The microstructure in a laminated polycrystal is described by a sequence of the orientation angles $\theta_{i}, i=1, \ldots, n ; \theta_{i}$ represents the orientation of the two-dimensional lattice structure in the $i$ th grain. We assume $\theta_{i}$ is a sequence of $n$ independent identically distributed (i.i.d.) random variables. The transformation in the $i$ th grain gives rise to a strain tensor, the transformation strain $\varepsilon_{i}^{T},(i=1, \ldots, n)$, which is constant, and it takes one of three admissible values: No deformation (the original square lattice remains square), or deformation into one of two rectangular crystalline lattices parallel to the original square lattice. The phase transition in the polycrystal gives rise to a sequence of transformation strains $\varepsilon_{i}^{T}, i=1, \ldots, n$ obtained by the minimization of the elastic misfit energy among all admissible configurations.

We briefly explain the concept of misfit using a simple example of a polycrystal with two grains. Assume a rectangular single-crystalline grain, considered separately, can undergo a stress-free (two-dimensional version of the) cubic-to-orthorhombic phase deformation into shapes depicted in Figure 1.1. A polycrystal with two square grains can undergo deformations as depicted in Figure 1.2. The elastic energy of the former transformation is zero, because it is stress-free. In contrast, the latter transformation requires some elastic misfit energy that arises because when two crystallites are combined in a polycrystal, their boundaries must remain coherent after the transformation. In general, minimization of misfit energy leads to interactions amongst all of the grains in a polycrystal. Our probabilistic setup allows us to provide a rigorous description of this phenomenology.

The main results of this paper characterize the probability distributions of the random variables $\varepsilon_{i}^{T}$ that arise as minimizers of the overall elastic energy for a given i.i.d. distribution of the angle sequence $\theta_{i}$. Such results are provided in three different cases according to whether the grains are (1) infinitely long $(L=\infty),(2)$ of finite but large height $(L=L \gg 1)$, and (3) short height $\left(L=l_{0} /(2 n), l_{0} \ll 1\right)$. In case (1) our treatment applies to arbitrary i.i.d. probability measures $\rho$ defining the distribution of angles, and in cases (2) and (3), in turn, we restrict consideration to
i.i.d. distribution of angles with Bernoulli probability measures $\rho$. Our main results can be briefly described as follows:

1. Infinitely long grains. Theorem 5.2. For an arbitrary i.i.d. distribution of angles $\theta_{i}, i=1,2, \ldots, n$, under certain technical assumptions, in the limit $n \rightarrow \infty$, the transformation strains $\varepsilon_{i}^{\mathrm{T}}, i=1,2 \ldots, n$ are also i.i.d. with probability measure $\mu$, where the measure $\mu$ is the minimizer of a certain functional ((5.8) below). In particular, in the case of infinitely long grains there are no correlations between transformation strains of any two grains.
2. Long finite grains. $L \gg 1$. Theorem 6.4. If $\theta_{i}, i=1, \ldots, n$ are Bernoulli random variables (4.3), then in the limit $n \rightarrow \infty, \varepsilon_{i}^{\mathrm{T}}, i=1,2 \ldots, n$ have long-range but no short-range correlations.
3. Short grains. $L=l_{0} /(2 n), l_{0} \ll 1$. Theorems 7.4 and 7.5 . If $\theta_{i}, i=1, \ldots, n$ are Bernoulli random variables (4.3), then in the limit $n \rightarrow \infty, \varepsilon_{i}^{\mathrm{T}}, i=$ $1,2 \ldots, n$ have short-range but no long-range correlations.
Results 2 and 3 can be explained as follows. The cornerstone of our study is the maximization of an integral energy functional (see (3.4) below) of the form $\int K_{L}(x-$ $t) f(x) f(t) d x d t$. Its integral kernel $K_{L}(x)$ decays on different length scales for long and short grains. For long grains it decays on the length scale of the composite (on $O(1)$ scale), while for short grains it decays on the length scale of a grain (on $O(1 / n)$ scale). Maximization with respect to this integral kernel leads to long-range and shortrange correlations for long and short grains, respectively. Formally, correlations arise because grains that undergo the stress-free transformation tend to "group together" on the scale of the decay of the integral kernel. We justify this heuristic idea in the case of long grains (see section 6) by applying a randomized version of the Riesz rearrangement inequality. In the case of short grains (see section 7) we show the transforming grains group together-by applying an isoperimetric inequality.

The paper is organized as follows: After describing in section 2 our model of the polycrystal, in section 3 we solve an auxiliary linear elasticity problem, and we obtain an explicit expression for the stored elastic energy for a fixed admissible array of transformation strains. In section 4 we describe our probabilistic model. Our main results are then established in the next three sections, where the nonlinear minimization problem for a random polycrystal is solved. The cases concerning infinitely long grains, finitely long grains, and short grains are studied in sections 5, 6, and 7, respectively.

## 2. Formulation.

Stress-free transformation. A two-dimensional polycrystal is a collection of grains. In our model, each grain is a single crystal (a crystallite) which can undergo a shapedeforming phase transition that results in a transformation strain. An untransformed grain with a horizontal-vertical square lattice (angle $\theta=0$ ) may either elongate in the horizontal direction and remain unchanged in the vertical direction (the upper-right state in Figure 1.1); it may elongate in the vertical direction and remain unchanged in the horizontal direction (the lower right state in Figure 1.1); or, finally, it may not transform at all and thus have its size unchanged (the left state in Figure 1.1). These states correspond to the transformation strains:

$$
\varepsilon_{0}^{1}=\left(\begin{array}{ll}
1 & 0  \tag{2.1}\\
0 & 0
\end{array}\right), \varepsilon_{0}^{2}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad \varepsilon_{0}^{0}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

The first and the second state correspond to a nontrivial transformation. The null strain $\varepsilon_{0}^{0}$ corresponds to absence of transformation.



FIG. 2.1. The laminated polycrystal.

Mathematical model of a laminated polycrystal. Grains in a polycrystal have a varying orientation of the crystalline lattices. We consider a rectangular polycrystal $\Pi_{L}=[0,1] \times[-L, L]$ (see Figure 2.1) partitioned into $n$ vertical rectangular layers (the grains) of width $1 / n$ and height $2 L$,

$$
\Pi_{L}=\cup_{i=1}^{n} \Pi_{L}^{i}, \Pi_{L}^{i}=\left[\frac{i-1}{n}, \frac{i}{n}\right] \times[-L, L]
$$

Each grain $\Pi_{L}^{i}$ is occupied by a crystallite obtained by rotation by the orientation angle

$$
\theta_{i}, \quad 0 \leq \theta_{i} \leq \pi / 2
$$

of the reference crystallite (see Figure 2.1).
The array of crystallites' orientations is completely determined by the vector of the orientation angles

$$
\begin{equation*}
\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right) \tag{2.2}
\end{equation*}
$$

Using the matrix of rotation by angle $\theta$

$$
R=R(\theta)=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

we see that the stress-free transformation strain for the grain $\Pi_{L}^{i}$ must lie in the set

$$
\begin{equation*}
\mathcal{S}_{\theta_{i}}=\left\{\varepsilon^{1}\left(\theta_{i}\right), \varepsilon^{2}\left(\theta_{i}\right), \varepsilon^{0}\left(\theta_{i}\right)\right\}, 0 \leq \theta_{i} \leq \pi / 2 \tag{2.3}
\end{equation*}
$$

where

$$
\begin{align*}
& \varepsilon^{1}(\theta)=R \varepsilon^{1}(0) R^{t}=\left(\begin{array}{cc}
\cos ^{2}(\theta) & \sin (\theta) \cos (\theta) \\
\sin (\theta) \cos (\theta) & \sin ^{2}(\theta)
\end{array}\right) \\
& \varepsilon^{2}(\theta)=R \varepsilon^{2}(0) R^{t}=\left(\begin{array}{cc}
\sin ^{2}(\theta) & -\sin (\theta) \cos (\theta) \\
-\sin (\theta) \cos (\theta) & \cos ^{2}(\theta)
\end{array}\right)  \tag{2.4}\\
& \varepsilon^{0}(\theta)=R \varepsilon^{0}(0) R^{t}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{align*}
$$

The superscript $t$ stands for the matrix transpose. The set of all sequences of strains that are admissible for some sequence of angles is denoted by $\tilde{\Omega}_{n}$ :

$$
\begin{equation*}
\tilde{\Omega}_{n}=\left\{\varepsilon^{\mathrm{T}} \mid \varepsilon^{\mathrm{T}}=\left(\varepsilon_{1}^{\mathrm{T}}, \varepsilon_{2}^{\mathrm{T}}, \varepsilon_{3}^{\mathrm{T}}, \ldots, \varepsilon_{n}^{\mathrm{T}}\right), \varepsilon_{i}^{\mathrm{T}} \in \mathcal{S}_{\theta_{i}} \text { for some } \theta_{i} \in[0, \pi / 2]\right\} \tag{2.5}
\end{equation*}
$$

The set of all sequences of strains that are admissible for a given sequence $\boldsymbol{\theta}$ will be denoted by

$$
\begin{equation*}
\tilde{\Omega}_{n}(\boldsymbol{\theta})=\left\{\varepsilon^{\mathrm{T}} \mid \varepsilon^{\mathrm{T}} \in \tilde{\Omega}_{n} \text { such that } \varepsilon_{i}^{\mathrm{T}} \in \mathcal{S}_{\theta_{i}}\right\} . \tag{2.6}
\end{equation*}
$$

Linear elasticity equations for given transformation strains. For a given sequence of the orientation angles $\boldsymbol{\theta}=\left\{\theta_{i}, i=1, \ldots, n\right\}$ there are up to $3^{n}$ corresponding sequences $\varepsilon^{\mathrm{T}}=\left\{\varepsilon_{i}^{\mathrm{T}}, i=1, \ldots, n\right\}$ in the class $\tilde{\Omega}_{n}(\boldsymbol{\theta})$ defined in (2.6). Here we introduce the relevant elasticity PDEs on the domain $\Pi_{L}$ for a given such $\varepsilon^{\mathrm{T}}$. We assume that each grain can be described by isotropic elasticity equations with elastic moduli given by

$$
\begin{equation*}
c_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mathrm{G}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{2.7}
\end{equation*}
$$

where $\lambda$ and G are the Lamé constants [19].
As an applied displacement is imposed, our polycrystal may acquire microscopic strains $\varepsilon$ which contain combined contributions of elastic and stress-free transformations (see [9]):

$$
\begin{equation*}
\varepsilon=\varepsilon^{\text {elastic }}+\varepsilon^{\mathrm{T}} \tag{2.8}
\end{equation*}
$$

Then Hooke's law $\sigma_{i j}=c_{i j k l} \varepsilon_{k l}^{\text {elastic }}$ yields the stress-strain relation of linear elasticity under a given transformation strain $\varepsilon^{T}$

$$
\begin{equation*}
\sigma_{i j}=c_{i j k l}\left(\varepsilon_{k l}-\varepsilon_{k l}^{\mathrm{T}}\right) \tag{2.9}
\end{equation*}
$$

Here the strain tensor $\varepsilon_{k l}$ is determined by the displacement vector $\boldsymbol{u}=\left(u_{1}(x, y)\right.$, $\left.u_{2}(x, y)\right)$ :

$$
\begin{equation*}
\varepsilon_{i j}=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) \text { where } \partial_{1}=\frac{\partial}{\partial x}, \partial_{2}=\frac{\partial}{\partial y} \tag{2.10}
\end{equation*}
$$

The stress tensor satisfies the elasticity equations

$$
\begin{equation*}
\partial_{j} \sigma_{i j}=0 \text { for } i=1,2 \tag{2.11}
\end{equation*}
$$

The above equation is to be understood in the distributional sense, and thus the traction must be continuous across the interfaces between grains:

$$
\begin{equation*}
\left[\sigma_{i 1}\right](x, y)=0, \text { for } i=1,2 \text { and } x=m / n, m=1,2, \ldots, n-1 \tag{2.12}
\end{equation*}
$$

For such a given admissible configuration $\varepsilon_{i}^{\mathrm{T}}$, we assume a given imposed displacement that is chosen in the direction transversal to the laminates: ${ }^{1}$

$$
\begin{equation*}
u_{1}(0, y)=0, u_{1}(1, y)=U, u_{2}(0,0)=0 \tag{2.13}
\end{equation*}
$$

together with the zero-traction boundary conditions

$$
\begin{equation*}
\sigma_{12}(0, y)=\sigma_{12}(1, y)=0, \sigma_{i 2}(x, \pm L)=0 \tag{2.14}
\end{equation*}
$$

[^76]It is easy to check that, for a fixed admissible configuration $\varepsilon^{T},(2.11),(2.13)$, and (2.14) are the Euler-Lagrange equations for the minimizer of the elastic energy

$$
\begin{equation*}
W\left(U, \varepsilon^{\mathrm{T}}\right)=\frac{1}{E_{c}} \min _{\boldsymbol{u}} \frac{1}{2 L} \int_{\Pi_{L}}\left(\varepsilon_{i j}-\varepsilon_{i j}^{\mathrm{T}}\right) c_{i j k l}\left(\varepsilon_{k l}-\varepsilon_{k l}^{\mathrm{T}}\right) d x d y, \quad \boldsymbol{u} \text { subject to }(2.13) \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{c}=\frac{4 \mathrm{G}(\lambda+\mathrm{G})}{\lambda+2 \mathrm{G}} \tag{2.16}
\end{equation*}
$$

is the two-dimensional Young modulus. Thus it can be verified that the boundary value problem $(2.11),(2.13)$, and (2.14) admits a unique solution.

Overall polycrystalline energy. As a displacement (2.13) is imposed on the polycrystal, each grain may undergo a stress-free transformation into one of the three possible stress-free states. The overall energy $\mathcal{W}_{n}(U, \boldsymbol{\theta})$ in the polycrystal is determined by global minimization of the misfit energy $W\left(U, \varepsilon^{\mathrm{T}}\right)$ of the polycrystal over all admissible configurations [9]

$$
\begin{equation*}
\mathcal{W}_{n}(U, \boldsymbol{\theta})=\min _{\left.\varepsilon^{\mathrm{T}} \in \tilde{\Omega}_{n}\right|_{\theta}} W\left(U, \varepsilon^{\mathrm{T}}\right) \tag{2.17}
\end{equation*}
$$

The (possible nonunique) array(s) of transformations strains that arise in the polycrystal is (are) the minimizer(s) in (2.17).

Simplifying assumptions of our model. The idea that the energy minimization in composites and polycrystals can explain correlations has been long pursued in material science (see, e.g., [16, 22]). In this paper we use a quadratic form of the polycrystal's energy proposed in [9] and further developed analytically in [20, 6] and numerically in $[6,7,8]$.

The probabilistic model introduced in this work captures many of the essential features of the general physical phenomenon of misfit and, at the same time, is amenable to rigorous analytical treatment.

Clearly, however, our model is too simple to reflect the rich phenomena that occur in actual three-dimensional polycrystals. For example, we consider isotropic elasticity, whereas typically, the crystalline lattice of each of the martensite variants has less symmetry than that of the austenite. Further, for sufficiently large grains, the lattices associated with the various martensite variants could be combined, giving rise to twins and/or higher-rank laminates of two or more different variants of martensite within each grain $[21,4,15,5,17]$-an effect that our model does not allow. We also note that, in general, a stress-free transformation is a time-dependent process that involves energy dissipation. Our study assumes that the final state of a polycrystal is determined by minimizers of a time-independent, dissipation-free misfit energy (see, e.g., $[9,6,8]$ and references therein). Importantly, however, we do not assume that the grains in the polycrystal transform without elastic stresses (self-accommodation); see, e.g., $[3,2]$ and references therein.

Although not explicitly considered in this work, related phenomena, including electrical and magnetic polarizations in electro- and magneto-rheological materials and the combined elastic and magnetic-electric misfits arising from magnetostriction and electrostriction in composite materials, could be treated by similar methods.
3. Elasticity kernel. In this section we give a representation for the elastic energy $W\left(U, \boldsymbol{\varepsilon}^{\mathrm{T}}\right)$ in terms of a certain integral kernel $K_{L}((x-t))$, and we then present
asymptotics of this kernel under two regimes that are relevant in our studies of the statistics of transformation strains in sections 5, 6, and 7. Denote spatial averages as

$$
\begin{equation*}
\langle g\rangle=\frac{1}{\left|\Pi_{L}\right|} \int_{\Pi_{L}} g(x, y) d x d y=\frac{1}{2 L} \int_{\Pi_{L}} g(x, y) d x d y \tag{3.1}
\end{equation*}
$$

It turns out that the most convenient mathematical formulation of the elastic energy is in terms of

$$
\begin{equation*}
s(x)=\varepsilon_{22}^{\mathrm{T}}(x) \tag{3.2}
\end{equation*}
$$

and the volume fraction of grains that undergo a phase transition ${ }^{2}$

$$
\begin{equation*}
f=\langle I\rangle, I=\varepsilon_{11}^{\mathrm{T}}+\varepsilon_{22}^{\mathrm{T}} \tag{3.3}
\end{equation*}
$$

Then the elastic energy

$$
\begin{equation*}
W\left(U, \boldsymbol{\varepsilon}^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\int_{-1}^{1} \int_{-1}^{1}(s(x)-\langle s\rangle) K_{L}((x-t))(s(t)-\langle s\rangle) d x d t \tag{3.4}
\end{equation*}
$$

where $K_{L}$ is an even, 2-periodic integral kernel whose cosine Fourier coefficients

$$
\begin{equation*}
\hat{K}_{L}(m)=\int_{-1}^{1} K_{L}(x) \cos (\pi m x) d x \tag{3.5}
\end{equation*}
$$

are explicitly given in Appendix A. 1 by formulas (A.5) and (A.6).
The idea of the proof of (3.4) is to decompose the solution $\boldsymbol{u}=\left(u_{1}, u_{2}\right)$ of the boundary value problem (2.11), (2.13), and (2.14) in the form $\boldsymbol{u}=\tilde{\boldsymbol{u}}+\overline{\boldsymbol{u}}$, where $\tilde{\boldsymbol{u}}$ solves the elasticity equations (2.15) for infinitely long grains $(L=\infty)$ and the remainder $\overline{\boldsymbol{u}}$ is the correction for finite $L$. It turns out that $\tilde{\boldsymbol{u}}$ is a piecewise linear function of the form

$$
\left\{\begin{array}{l}
\tilde{u}_{1}^{i}=a_{i} x+f_{i},  \tag{3.6}\\
\tilde{u}_{2}^{i}=c_{i} x+d y+g_{i},
\end{array}\right.
$$

and $\overline{\boldsymbol{u}}$ satisfies the boundary value problem

$$
\left\{\begin{array}{l}
\partial_{j} \bar{\sigma}_{i j}=0 \text { for } i=1,2  \tag{3.7}\\
\bar{u}_{1}(0, y)=\bar{u}_{1}(1, y)=0, \quad \partial_{1} \bar{u}_{2}(0, y)=\partial_{1} \bar{u}_{2}(1, y)=0 \\
\bar{\sigma}_{12}(x, \pm L)=0, \quad \bar{\sigma}_{22}(x, \pm L)=E_{c}\left(\varepsilon_{22}^{\mathrm{T}}-\left\langle\varepsilon_{22}^{\mathrm{T}}\right\rangle\right)
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
\bar{\sigma}_{i j}=c_{i j k l} \bar{\varepsilon}_{k l}, \\
\bar{\varepsilon}_{11}=\partial_{1} \bar{u}_{1}, \quad \bar{\varepsilon}_{12}=\bar{\varepsilon}_{21}=\left(\partial_{2} \bar{u}_{1}+\partial_{1} \bar{u}_{2}\right) / 2, \quad \bar{\varepsilon}_{22}=\partial_{2} \bar{u}_{2}
\end{array}\right.
$$

Both functions can be computed explicitly: $\tilde{\boldsymbol{u}}$ is obtained from direct computations and $\overline{\boldsymbol{u}}$ is found by the Airy function method. A detailed proof is provided in Appendix A.1. The asymptotics of the convolution kernel in two important limiting

[^77]cases, in turn, are summarized in the following two lemmas. The proofs of the lemmas are provided in Appendices A. 2 and A.3, respectively.

LEMMA 3.1 (kernel asymptotics as $L \rightarrow \infty$ ). $K_{L}(x)$ can be represented in the form

$$
\begin{equation*}
K_{L}(x)=\frac{B}{L} K_{\infty}(x)+O(\exp (-L)), \text { as } L \rightarrow \infty \tag{3.8}
\end{equation*}
$$

where

$$
K_{\infty}=-\ln |\sin (\pi x / 2)|
$$

and

$$
B=\frac{5 \lambda+9 G}{4 \pi(\lambda+2 G)}>0
$$

We now consider polycrystals for which the height is commensurate with the grain widths $L=l_{0} /(2 n)$. The parameter $l_{0}$ is the height-to-width ratio. In particular, when $L=1 /(2 n)$, such polycrystals can be viewed as chains of square grains.

LEMMA 3.2 (kernel asymptotics as $L \rightarrow 0$ ). Suppose $L=l_{0} /(2 n)$, where $l_{0}>0$, and $n \rightarrow \infty$. Then for each fixed height-to-width ratio $l_{0}$ there exists a positive-definite function $\mathcal{K}_{l_{0}}(x), x \in \mathbb{R}$ independent of $n$, such that

$$
\begin{equation*}
\left\|K_{L}(x)-n \mathcal{K}_{l_{0}}(n x)\right\|_{L_{\infty}([-1,1])} \rightarrow 0, \text { as } n \rightarrow \infty \tag{3.9}
\end{equation*}
$$

where $\mathcal{K}_{l_{0}}(x)$ is even: $\mathcal{K}_{l_{0}}(-x)=\mathcal{K}_{l_{0}}(x)$, and

$$
\begin{equation*}
\left|\mathcal{K}_{l_{0}}(x)\right| \leq \frac{c}{l_{0}} \exp \left(-|x| / l_{0}\right) \tag{3.10}
\end{equation*}
$$

The constant $c$ in (3.10) does not depend on $n$ and $l_{0}$.
We will find it useful, especially for chains of rectangular grains, to identify sequences (vectors) $\left(f_{1}, \ldots f_{n}\right)$ (of real number, matrices, etc.) with the corresponding piecewise constant (real valued, matrix valued, etc.) functions defined in the interval $[0,1]$ that take the values $f(x)=f_{k}$ for $x \in \Pi_{L}^{k}, k=1, \ldots, n$. For example, the argument $\varepsilon^{\mathrm{T}}$ of $W$ in (2.15), which is a matrix-valued function defined in the interval $[0,1]$, will often be replaced by a sequence of $n$ matrices $\left(\varepsilon_{1}^{\mathrm{T}}, \varepsilon_{2}^{\mathrm{T}}, \varepsilon_{3}^{\mathrm{T}}, \ldots, \varepsilon_{n}^{\mathrm{T}}\right)$. As another example, note that the dependence on $n$ of the quantity on the left-hand side of (2.17) arises merely from the fact that $\varepsilon^{\mathrm{T}}$ on the right-hand side of that formula is a piecewise constant function determined by a sequence of $n$ matrices. For a function $f$ defined by a sequence $\left(f_{1}, \ldots f_{n}\right)$ the spatial average $(3.1)$ is

$$
\langle f\rangle=\frac{1}{n} \sum_{i=1}^{n} f_{i}
$$

Further, on the space of the piecewise constant functions the integral representation of the misfit energy (3.4) can be viewed as an algebraic nonnegative definite quadratic form:

$$
\begin{equation*}
W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\langle(s-\langle s\rangle) M(n, L)(s-\langle s\rangle)\rangle \tag{3.11}
\end{equation*}
$$

where $M=M(n, L)$ is a $n \times n$ symmetric Toeplitz matrix with entries $M_{i j}(n, L)=$ $\lambda_{i-j}(n, L)$ defined by

$$
\begin{equation*}
(s-\langle s\rangle) M(s-\langle s\rangle)=\int_{-1}^{1} \int_{-1}^{1}(s(x)-\langle s\rangle) K_{L}(x-t)(s(t)-\langle s\rangle) d x d t \tag{3.12}
\end{equation*}
$$

for piecewise constant functions $s=\left(s_{1}, \ldots, s_{n}\right)$.

As an immediate consequence of Lemma 3.2 we can estimate the decay of the coefficients $\lambda_{i-j}(n, L)$ for a chain of rectangular grains $\left(L=l_{0} /(2 n)\right)$ : As $n \rightarrow \infty$, $\lambda_{k}(n, L) \rightarrow \lambda_{k}\left(l_{0}\right)$ where

$$
\begin{equation*}
\left|\lambda_{k}\left(l_{0}\right)\right| \leq \frac{c}{n} \exp \left(-|k| / l_{0}\right) . \tag{3.13}
\end{equation*}
$$

By (3.13) for a chain of rectangular grains $\lambda_{i-j}(n, L)$ can be accurately approximated by a (truncated) Toeplitz matrix by setting $\lambda_{k}(n, L) \equiv 0$, for $|k|>k_{0}$, and the misfit energy is approximately

$$
\begin{equation*}
W_{n}^{k_{0}}\left(U, \varepsilon^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\sum_{k=-k_{0}}^{k_{0}} \sum_{i=1}^{n} \lambda_{k}(n)\left(s_{i}-\langle s\rangle\right)\left(s_{i+k}-\langle s\rangle\right), \tag{3.14}
\end{equation*}
$$

where we define $s_{i+k}$ for $i+k>n$ by periodicity

$$
s_{i+k}=\left\{\begin{array}{l}
s_{i+k}, \text { if } i+k \leq n, \\
s_{i+k-n}, \text { if } i+k>n .
\end{array}\right.
$$

The approximation (3.14) provides a justification, in a one-dimensional context, of numerical schemes which are used in practical evaluation of the misfit energy $[9,6,7,8]$. The approximation (3.14) takes into account only interaction with the nearest neighbors. Hence we call (3.14) $k_{0}$-nearest neighbors energy. The next proposition shows that for any finite value of $n$ and finite $k_{0}$, this $k_{0}$-nearest neighbors approximation has an exponential in $k_{0}$ error. Therefore the computational complexity of finding the misfit energy can be significantly reduced if (3.11) is replaced by (3.14). In $[6,7,8]$ this truncation was implemented for general two- and three-dimensional polycrystals, and the convergence was verified numerically. The following proposition justifies this convergence analytically in the case of chains of rectangular grains, and provides an explicit exponential error estimate.

Proposition 3.3. For a given $U$ and a given vector of orientation angles $\boldsymbol{\theta}$, suppose $\boldsymbol{\varepsilon}^{T}\left(k_{0}\right) \in \tilde{\Omega}_{n}(\boldsymbol{\theta})$ is a minimizer of the $k_{0}$-nearest neighbors energy $W_{n}^{k_{0}}\left(U, \boldsymbol{\varepsilon}^{T}\right)$ given by (3.14). Then there is a universal constant $c$, independent of $n$, such that $W_{n}(U, \boldsymbol{\theta})$, the minimum of the misfit energy (3.11), satisfies

$$
\begin{equation*}
\left|W_{n}(U, \boldsymbol{\theta})-W_{n}^{k_{0}}\left(U, \boldsymbol{\varepsilon}^{T}\left(k_{0}\right)\right)\right| \leq c \exp \left(-k_{0}\right) . \tag{3.15}
\end{equation*}
$$

A proof the theorem is given in Appendix A.4. Finally, applying Proposition 3.3 and Lemma 3.2, the misfit energy (3.4) of a chain of short grains becomes

$$
\begin{align*}
W_{n}\left(U, \boldsymbol{\varepsilon}^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\lambda_{0}\left\langle(s-\langle s\rangle)^{2}\right\rangle-\frac{B e^{-1 / l_{0}}}{n} & \sum_{i=1}^{n}  \tag{3.16}\\
& \left(s_{i}-\langle s\rangle\right)\left(s_{i+1}-\langle s\rangle\right)+O\left(e^{-2 / l_{0}}\right), \text { as } l_{0} \rightarrow 0,
\end{align*}
$$

where $\lambda_{0}>0, B>0 .{ }^{3}$ Thus, when $l_{0} \ll 1$, the misfit energy is approximated by the nearest neighbor energy.

[^78]4. A probabilistic model. Our probabilistic model is set to describe energy minimizers within a random setting. In detail, we consider orientation angles $\theta_{i}$, $i=1,2, \ldots$ as a sequence of random variables ${ }^{4}$
$$
\theta_{i}: \Omega \rightarrow \Omega^{\theta}=[0, \pi / 4]
$$
on a common probability space $(\Omega, \mathcal{F}, P)$. We denote by $\rho_{n}$ the usual induced probability measure of a sequence of the first $n$ orientation angles on $\left(\Omega_{n}^{\theta}, \sigma_{n}^{\theta}\right)$, where $\Omega_{n}^{\theta}=\left(\Omega^{\theta}\right)^{n}=\Omega^{\theta} \times \Omega^{\theta} \times \cdots \times \Omega^{\theta}$, and $\sigma_{n}^{\theta}$ is the Borel $\sigma$-algebra on $\Omega_{n}^{\theta}$.

We may define and work with the probability space $\left(\tilde{\Omega}_{n}, \tilde{\sigma}_{n}, \tilde{\mu}_{n}\right)$ of arrays of transformation strains $\left(\varepsilon_{i}^{\mathrm{T}}\right)_{i=1}^{n}$, where we recall that $\tilde{\Omega}_{n}$ is the set of all sequences of strains that are admissible for some sequence of orientation angles (see (2.5)).

We will, however, work with a different, but equivalent probability space. Recall that the misfit energy (3.4) depends only on a sequence of pairs $\left\{\left(s_{i}, I_{i}\right)\right\}, i=1, \ldots, n$, where

$$
I_{i}=\varepsilon_{11, i}^{\mathrm{T}}+\varepsilon_{22, i}^{\mathrm{T}} \in\{0,1\}, \text { and } s_{i}=\varepsilon_{22, i}^{\mathrm{T}} \in[0,1]
$$

Therefore, we will study the probability space

$$
\left(\Omega_{n}^{\mathrm{T}}, \sigma_{n}^{\mathrm{T}}, \mu_{n}\right), \Omega_{n}^{\mathrm{T}}=\left(\Omega^{\mathrm{T}}\right)^{n}=\Omega^{\mathrm{T}} \times \Omega^{\mathrm{T}} \times \cdots \times \Omega^{\mathrm{T}},\left(s_{i}, I_{i}\right) \in \Omega^{\mathrm{T}}=[0,1] \times\{0,1\}
$$

where $\sigma_{n}^{\mathrm{T}}$ is the Borel $\sigma$-algebra on $\Omega_{n}^{\mathrm{T}}$ and $\mu_{n}$ is a probability measure, which we will define next.

Probability measure in the space of transformation strains. Suppose the applied deformation $U$ is given. For a fixed sequence of orientation angles $\boldsymbol{\theta}$, there are up to $3^{n}$ different admissible arrays of transformation strains $\left(\varepsilon_{i}^{\mathrm{T}}\right)_{i=1}^{n}, \mathrm{~T}=0,1,2$; see (2.6) with (2.3) and (2.4). They correspond to $3^{n}$ different arrays of pairs $\left\{\left(s_{i}, I_{i}\right)\right\}, i=$ $1, \ldots, n$ using the rule that the matrices $\varepsilon^{1}\left(\theta_{i}\right), \varepsilon^{2}\left(\theta_{i}\right)$, and $\varepsilon^{0}\left(\theta_{i}\right)$ in (2.4) correspond to the pairs $\left(s_{i}, I_{i}\right)=\left(\sin ^{2} \theta_{i}, 1\right),\left(s_{i}, I_{i}\right)=\left(\cos ^{2} \theta_{i}, 1\right)$, and $\left(s_{i}, I_{i}\right)=(0,0)$, respectively. Some of these arrays $\left\{\left(s_{i}, I_{i}\right)\right\}, i=1, \ldots, n$, say a number $k$ of them, minimize the misfit energy (3.4) amongst all admissible arrays. We assume, as it may indeed be natural from a physics perspective, that each of these energy minimizing arrays occurs with equal probability. In other words, we will define the probability measure $\mu_{n}$ in such a way that the conditional probability measure $\mu_{n}\left(\left(s_{i}, I_{i}\right)_{i=1}^{n} \mid \boldsymbol{\theta}\right)$ satisfies

$$
\mu_{n}\left(\left(s_{i}, I_{i}\right)_{i=1}^{n} \mid \boldsymbol{\theta}\right)=\left\{\begin{array}{l}
1 / k, \text { if } \boldsymbol{\varepsilon}^{\mathrm{T}} \text { is a minimizer }  \tag{4.1}\\
0, \text { if } \boldsymbol{\varepsilon}^{\mathrm{T}} \text { is not a minimizer }
\end{array}\right.
$$

where $k$ is the number of minimizers of the misfit energy (3.4) for the fixed $\boldsymbol{\theta}$. The probability measure $\mu_{n}$ on the sequences $\left(s_{i}, I_{i}\right)_{i=1}^{n}$ is thus defined by

$$
\begin{equation*}
\mu_{n}(A)=\int_{\Omega_{n}^{\theta}} \mu_{n}(A \mid \boldsymbol{\theta}) \mathrm{d} \rho_{n}(\boldsymbol{\theta}) \tag{4.2}
\end{equation*}
$$

for any Borel set $A \in \sigma_{n}^{\mathrm{T}}$.

[^79]The measure $\mu_{n}$ describes statistics of the transformation strains; the main objective of this paper is to describe it in detail for $n \gg 1$ and for various polycrystal configurations.

Distribution of angles. In the remainder of this paper we will assume that the angles $\theta_{i}$ are independent and identically distributed with the induced probability measure (distribution) $\rho$ on $\Omega^{\theta}=[0, \pi / 4]$-although other types of angle distributions could be considered within the present context. In other words, the probability measure $\rho_{n}$ on the sequences of the orientation angles will be taken to be a product measure of the form

$$
\rho_{n}=\Pi_{i=1}^{n} \rho .
$$

In particular, to illustrate our theory we will consider two specific probability distributions $\rho$ : (1) the uniform distribution, in which $\rho$ is proportional to the Lebesgue measure, and (2) the Bernoulli trials model for which $\rho$ is concentrated in two $\theta$ values

$$
\theta_{i}= \begin{cases}\alpha, & \text { with probability } q  \tag{4.3}\\ \beta, & \text { with probability } 1-q\end{cases}
$$

$0 \leq \beta \leq \alpha \leq \pi / 4$.
5. Statistics of asymptotic energy minimizers 1: Infinitely long grains ( $L=\infty$ ).
5.1. The main theorem. Suppose the grains are infinitely long $(L=\infty)$. Then, by Lemma 3.1 the misfit energy for a given admissible sequence of transformation strains on the array of $n$ grains is given by

$$
\begin{equation*}
W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)=\left\langle\left(U-f+\varepsilon_{22}^{\mathrm{T}}\right)^{2}\right\rangle=\left\langle(U-f+s)^{2}\right\rangle \tag{5.1}
\end{equation*}
$$

The sequence of measures (4.2) contains convergent subsequences [18]; each such limit $\mu_{\text {lim }}$ is a measure on the set of infinite sequences of transformation strains; the limits along various subsequences may, in principle, not all coincide. In fact, in all cases we consider, however, all such limits do coincide, and the full sequences (4.2) are convergent. For the sake of simplicity, in the subsequent analysis we assume this is the case and we denote $\mu_{\lim }=\lim _{n \rightarrow \infty} \mu_{n}$.

As we shall show the limits $\mu_{\text {lim }}$ are convex combinations of product measures. This is a consequence of the de Finetti's representation theorem (see [13] for a general version of this theorem). In order to motivate the advantages of this observation in our context, we first consider one such limit $\mu_{\mathrm{lim}}$ and we assume (this may or may not be true!) that (1) for each finite $n$ the minimizers are unique, and (2) the measure $\mu_{\lim }$ is given by a product of the form

$$
\begin{equation*}
\mu_{\lim }=\tilde{\mu}:=\Pi_{i=1}^{\infty} \mu \tag{5.2}
\end{equation*}
$$

for a certain measure $\mu$ so that, according to $\mu_{\lim }$, the random variables $\left\{\left(s_{i}, I_{i}\right)\right\}_{i=1}^{\infty}$ are i.i.d.

Since, as we have seen above, for each $i$ we must necessarily have $s_{i}=\sin ^{2}\left(\theta_{i}\right)$ or $s_{i}=\cos ^{2}\left(\theta_{i}\right)$ whenever $I_{i}=1$, under the uniqueness assumption (1) above the measure $\mu$ in (5.2) must satisfy
$\left\{\begin{array}{l}\mu\left(s=\sin ^{2}(\theta) \mid \theta, I=1\right)+\mu\left(s(\theta)=\cos ^{2}(\theta) \mid \theta, I=1\right)=1 \\ \mu\left(s=\sin ^{2}(\theta) \mid \theta, I=1\right)=0 \quad \text { or } 1 \quad \text { and } \quad \mu\left(s(\theta)=\cos ^{2}(\theta) \mid \theta, I=1\right)=0 \quad \text { or } \quad 1 .\end{array}\right.$

Hence, we can define a function $\kappa(\theta), \kappa(\theta)=0$, or $\kappa(\theta)=1$ such that

$$
\kappa(\theta)= \begin{cases}1, & \text { if } \mu\left(s=\sin ^{2}(\theta) \mid \theta, I=1\right)=1  \tag{5.3}\\ 0, & \text { if } \mu\left(s=\cos ^{2}(\theta) \mid \theta, I=1\right)=1\end{cases}
$$

By the law of large numbers, as $n \rightarrow \infty$ we have for the misfit energy (5.1)

$$
\begin{equation*}
W_{n}\left(U, \varepsilon^{\mathrm{T}}\right) \rightarrow \int_{0}^{\pi / 4} g(\theta) \chi(\theta) d \rho(\theta)+(U-f)^{2}(1-f) \tag{5.4}
\end{equation*}
$$

where $g(\theta)=\left(U-f+\sin ^{2} \theta\right)^{2} \kappa(\theta)+\left(U-f+\cos ^{2} \theta\right)^{2}(1-\kappa(\theta))$ and where we have set

$$
\begin{equation*}
\chi(\theta)=\mu(I=1 \mid \theta), \quad(0 \leq \chi(\theta) \leq 1) \tag{5.5}
\end{equation*}
$$

and $f=\int_{0}^{\pi / 4} \chi(\theta) d \rho(\theta)$.
Clearly, in the present context the limiting values of the energy function $W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)$ are determined uniquely by the functions $\kappa(\theta)$ and $\chi(\theta)$. Since $\mu_{\text {lim }}$ is the limit of probability measures $\left\{\mu_{n}\right\}$ given by (4.1) with (5.1), it follows that the measure $\mu$ in (5.2) must minimize (5.4). In other words, under the assumption (5.2), the overall minimization problem has been reduced to the following minimization problem for the functions $\kappa(\theta)$ and $\chi(\theta)$ :

$$
\begin{align*}
& \min _{\kappa(\theta), \chi(\theta)} \int_{0}^{\pi / 4} g(\theta) \chi(\theta) d \rho(\theta)+(U-f)^{2}(1-f) \\
& g(\theta)=\left(U-f+\sin ^{2} \theta\right)^{2} \kappa(\theta)+\left(U-f+\cos ^{2} \theta\right)^{2}(1-\kappa(\theta))  \tag{5.6}\\
& f=\int_{0}^{\pi / 4} \chi(\theta) d \rho(\theta), 0 \leq \chi(\theta) \leq 1,0 \leq \kappa(\theta) \leq 1
\end{align*}
$$

One can anticipate that, generally, the assumption (5.2) does not hold. Indeed, even working under the assumption (5.2), we note that a solution $\mu$ (i.e., $(\kappa, \chi)$ ) to the minimization problem (5.6) may not be unique. If there are two such solutions $\mu_{1}$ and $\mu_{2}$ to this problem, then the corresponding infinite products $\tilde{\mu}_{1}$ and $\tilde{\mu}_{2}$ could, conceivably, equal to the limit of a subsequence of $\mu_{n}$. As shown in Theorem 5.2, however, in general $\mu_{\mathrm{lim}}$ will equal a convex combination of such infinite products. The following definition will be useful in these regards.

Definition 5.1. Consider the set $\mathbb{S}$ of all measures on the set of pairs $(s, I) \in$ $[0,1] \times\{0,1\}$. For each measure $\mu \in \mathbb{S}$ define the associated product measure

$$
\tilde{\mu}=\Pi_{i=1}^{\infty} \mu
$$

on $\Pi_{i=1}^{\infty}\left(s_{i}, I_{i}\right)$. A measure $\gamma$ is called a convex combination of such product measures, if there exists a positive measure $\nu(\mu)$ on the set $\mathbb{S}$, such that

$$
\begin{equation*}
\gamma(A)=\int_{\mathbb{S}} \tilde{\mu}(A) d \nu(\mu), \int_{\mathbb{S}} d \nu(\mu)=1 \tag{5.7}
\end{equation*}
$$

ThEOREM 5.2. Consider infinitely long grains and an arbitrary i.i.d. angle distribution with the probability measure $\rho$, and assume the limit $\mu_{\lim }$ of the sequence
$\mu_{n}$ defined by (4.2) and (4.1) exists. Then $\mu_{\mathrm{lim}}$ is given by a convex combination of product measures arising from minimization problems. In detail, we have

$$
\mu_{\lim }=\int_{\mathbb{S}} \tilde{\mu} d \nu(\mu), \int_{\mathbb{S}} d \nu(\mu)=1
$$

where $\mathbb{S}$ is the set of product measures: $\tilde{\mu}=\Pi_{i=1}^{\infty} \mu$, and each $\mu$ is defined by

$$
\mu((s, I) \mid \theta)= \begin{cases}\chi(\theta) \kappa(\theta), & \text { if } I=1 \\ 1-\chi(\theta), & \text { if } I=0\end{cases}
$$

where $\kappa(\theta)$ and $\chi(\theta)$ are minimizers of

$$
\begin{gather*}
\min _{\kappa(\theta), \chi(\theta)} \int_{0}^{\pi / 4}(U-f+s(\theta))^{2} \chi(\theta) d \rho(\theta)+(U-f)^{2}(1-f)  \tag{5.8}\\
f=\int_{0}^{\pi / 4} \chi(\theta) d \rho(\theta), \quad \chi:[0, \pi / 4] \rightarrow[0,1] \\
s(\theta)=\kappa(\theta) \sin ^{2}(\theta)+(1-\kappa(\theta)) \cos ^{2}(\theta), \quad \text { where } \kappa:[0, \pi / 4] \rightarrow\{0,1\} . \tag{5.9}
\end{gather*}
$$

If the minimizer of (5.8) is unique, then transformation strains in different grains are independent identically distributed; that is, $\mu_{\lim }$ is a product measure $\mu_{\lim }=\Pi_{i=1}^{\infty} \mu$.

Proof. A key property of the energy $W_{n}$ (5.1) in the case of infinitely long grains is that it is invariant under permutations; e.g., for a three-grain polycrystal, if $\left(s_{1}, I_{1}\right),\left(s_{2}, I_{2}\right),\left(s_{3}, I_{3}\right)$ is a minimizing sequence for the angles $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$, then $\left(s_{2}, I_{2}\right),\left(s_{1}, I_{1}\right),\left(s_{3}, I_{3}\right)$ is a minimizing sequence for the angles $\left(\theta_{2}, \theta_{1}, \theta_{3}\right)$ with the same probability. More generally, the form of the misfit energy and our assumption (4.1) imply that the probability measure $\mu_{n}$ (defined by (4.1), (4.2)) on the minimizers must be symmetric; ${ }^{5}$ that is, for any finite permutation $\tau \in S(n)$

$$
\mu_{n}\left(\left(s_{1}, I_{1}\right) \in A_{1} \ldots,\left(s_{n}, I_{n}\right) \in A_{n}\right)=\mu_{n}\left(\left(s_{\tau(1)}, I_{\tau(1)}\right) \in A_{1}, \ldots,\left(s_{\tau(n)}, I_{\tau(n)}\right) \in A_{n}\right)
$$

As $n \rightarrow \infty$, the probability measure $\mu_{n}$ converges to a certain $\mu_{\text {lim }}$. Clearly, $\mu_{\text {lim }}$ must be symmetric as well: For any $n$ and $\tau \in S(n)$

$$
\begin{gathered}
\mu_{\lim }\left(\left(s_{1}, I_{1}\right) \in A_{1}, \ldots,\left(s_{n}, I_{n}\right) \in A_{n},\left(s_{n+1}, I_{n+1}\right) \in A_{n+1}, \ldots\right) \\
=\mu_{\lim }\left(\left(s_{\tau(1)}, I_{\tau(1)}\right) \in A_{1}, \ldots,\left(s_{\tau(n)}, I_{\tau(n)}\right) \in A_{n},\left(s_{n+1}, I_{n+1}\right) \in A_{n+1}, \ldots\right) .
\end{gathered}
$$

Hence, we can apply the de Finetti's representation theorem [13], and $\mu_{\text {lim }}$ must be a convex combination of product measures $\tilde{\mu}$ :

$$
\mu_{\lim }=\int_{\mathbb{S}} \tilde{\mu} d \nu(\mu), \int_{\mathbb{S}} d \nu(\mu)=1, \nu(\mu) \geq 0
$$

see Definition 5.1, as claimed.
Let us now show that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{\Omega_{n}^{\mathrm{T}}} W_{n}\left(U, \boldsymbol{\varepsilon}^{\mathrm{T}}\right) d \mu_{n} \\
& \quad=\int_{\mathbb{S}}\left[\int_{0}^{\pi / 4}(U-f+s(\theta))^{2} \chi(\theta) d \rho(\theta)+(U-f)^{2}(1-f)\right] d \nu(\mu) \tag{5.10}
\end{align*}
$$

[^80]The key issue here is classical: Given that $\mu_{n} \rightarrow \mu_{\text {lim }}$ weakly, we cannot, in general, conclude convergence of $\int W_{n} d \mu_{n}$. In our case, however, we can, because the measures $\mu_{n}$ are symmetric. It follows that for an $n$-grain sample, the functions $\left\{\left(s_{i}, I_{i}\right)\right\}_{i=1}^{n}$ satisfy, for any $i, j, 1 \leq i, j \leq n$,

$$
\int I_{i} I_{j} d \mu_{n}=\left\{\begin{array}{l}
\int I_{1} I_{2} d \mu_{n}, i \neq j \\
\int I_{1}^{2} d \mu_{n}, i=j
\end{array}\right.
$$

and similar equalities hold for $s_{i} I_{j}$, and $\left(U-\langle I\rangle+s_{i}\right)^{2}$. Therefore, $W_{n}$ can be written as

$$
\int W_{n}\left(U, \varepsilon^{\mathrm{T}}\right) d \mu_{n}=\int F\left(U, s_{1}, I_{1}, I_{2}\right) d \mu_{n}+\frac{1}{n} \int G\left(s_{1}, I_{1}, I_{2}\right) d \mu_{n}
$$

where both functions $F\left(U, s_{1}, I_{1}, I_{2}\right)$ and $G\left(s_{1}, I_{1}, I_{2}\right)$ depend continuously (they are quadratic polynomials) on the values of $s_{i}$ and $I_{i}$ only in two grains $i=1,2$ (and, thus, do not depend on $n$ ), and they are explicitly given as

$$
F=\left(U+s_{1}\right)^{2}-2 U I_{1}-2 s_{1} I_{2}+I_{1} I_{2}, \quad G=-2 s_{1} I_{1}+2 s_{1} I_{2}+I_{1}^{2}-I_{1} I_{2}
$$

Therefore

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\Omega_{n}^{\mathrm{T}}} W_{n}\left(U, \varepsilon^{\mathrm{T}}\right) d \mu_{n} & =\lim _{n \rightarrow \infty} \int_{\Omega_{n}^{\mathrm{T}}} F\left(U, s_{1}, I_{1}, I_{2}\right) d \mu_{n}+\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega_{n}^{\mathrm{T}}} G\left(s_{1}, I_{1}, I_{2}\right) d \mu_{n} \\
& =\int_{\Omega_{\infty}^{\mathrm{T}}} F\left(U, s_{1}, I_{1}, I_{2}\right) d \mu_{\mathrm{lim}}
\end{aligned}
$$

Hence it only remains to show that

$$
\begin{array}{rl}
\int_{\Omega_{\infty}^{\mathrm{T}}} & F\left(U, s_{1}, I_{1}, I_{2}\right) d \mu_{\lim } \\
\quad & =\int_{\mathbb{S}}\left[\int_{0}^{\pi / 4}(U-f+s(\theta))^{2} \chi(\theta) d \rho(\theta)+(U-f)^{2}(1-f)\right] d \nu(\mu) \tag{5.11}
\end{array}
$$

The last equality is obtained by explicit computations provided in Appendix B.1. The proof of the identity (5.10) is now complete.

Further, up to a set of $\nu$-measure zero, each $\mu$ must minimize (5.8). Otherwise, we can choose a $\delta>0$ such that the set

$$
A=\left\{\mu: \int F\left(U, s_{1}, I_{1}, I_{2}\right) d \tilde{\mu}-\delta>\min \int F\left(U, s_{1}, I_{1}, I_{2}\right) d \tilde{\mu}\right\}
$$

has positive measure: $\nu(A)>0$. Then, if $\nu(\mathbb{S} \backslash A) \neq 0$ we define a new measure $\tilde{\nu}$ by

$$
\tilde{\nu}(B)=\nu(B \backslash A) / \nu(\mathbb{S} \backslash A)
$$

Clearly

$$
\int_{\mathbb{S}}\left[\int F\left(U, s_{1}, I_{1}, I_{2}\right) d \tilde{\mu}\right] d \tilde{\nu}(\mu)<\int_{\mathbb{S}}\left[\int F\left(U, s_{1}, I_{1}, I_{2}\right) d \tilde{\mu}\right] d \nu(\mu)
$$

which contradicts the assumption that $\nu$ yields a limit of minimizers of the misfit energy (5.8) as indicated in (5.11). If $\nu(\mathbb{S} \backslash A) \neq 0$, in turn, we can select a single minimizer and assign $\tilde{\nu}$ measure 1 to it, arriving again to a contradiction.

To establish (5.9), note that for a minimizer $\mu$ of (5.6), the $\mu$ probabilities conditional to a given angle $\theta$ and to $I=1$, satisfy

$$
\mu\left(s(\theta)=\cos ^{2}(\theta) \mid \theta, I=1\right)=0, \text { or } \mu\left(s(\theta)=\sin ^{2}(\theta) \mid \theta, I=1\right)=0 .
$$

Hence $\kappa(\theta)$ takes only the values 0 and 1 and (5.9) holds.
Finally, suppose (5.8) admits a unique minimizer $\mu$. Since, as established above, the limit $\mu_{\mathrm{lim}}$ must be a convex combination of product measures that minimize (5.8); in the case of uniqueness of solution to (5.8), $\mu_{\text {lim }}$ must be the product measure $\mu_{\lim }=\Pi_{i=1}^{\infty} \mu$, as claimed.

A few remarks about Theorem 5.2 are in order. Firstly, we are aware of some examples when the minimization problem (5.8) has more than one solution. One of these examples is to consider a deterministic sequence $\theta_{i}=0$ and $U=1$. Then there are two solutions $\kappa_{1} \equiv 0, \chi_{1} \equiv 1$, and $\kappa_{2} \equiv 0, \chi_{2} \equiv 0$ to the minimization problem (5.8), which give rise to corresponding measures $\mu_{1}$ and $\mu_{2}$, and, thus, product measures $\tilde{\mu}_{1}$ and $\tilde{\mu}_{2}$. For both $i=1,2$ we have

$$
\int_{0}^{\pi / 4}\left(U-f_{i}+s_{i}(\theta)\right)^{2} \chi_{i}(\theta) d \rho(\theta)+\left(U-f_{i}\right)^{2}\left(1-f_{i}\right)=1
$$

In view of our symmetrization assumption 4.1, the limit of $\mu_{n}$ exists and it is equal to a convex combination of product measures as implied by Theorem (5.2); the convex combination is given by $\tilde{\mu}_{1} / 2+\tilde{\mu}_{2} / 2$. We expect that generically the minimization problem (5.8) has a unique solution. We give two explicit examples when this measure is unique: Bernoulli trials, Lemma 5.3, and Uniform distribution, Lemma 5.6, in section 5.2.

Secondly, in principle, the (unique) solution to the minimization problem (5.8) may be such that $\chi(\theta)$ takes only two values 0 or 1 , i.e., $\chi:[0, \pi / 4] \rightarrow\{0,1\}$. This, indeed, happens for uniform distribution (Lemma 5.6 in section 5.2). If we know that $\chi:[0, \pi / 4] \rightarrow\{0,1\}$, then the proof of Theorem 5.2 becomes straightforward. However, there are examples, when $0<\chi(\theta)<1$ for some $\theta$, and one of them is the Bernoulli trials (Corollary 5.4 in section 5.2).

Finally, if we do not assume the uniform conditional probability (4.1), then $\mu_{\text {lim }}$ may not be unique even if the minimizer of (5.8) is unique. We discuss this issue for Bernoulli trials after the proof of Corollary 5.4 below.

Motivated by the above remarks, we next investigate in more detail how measure $\mu$, a solution to the minimization problem (5.8), depends on the underlying probability measure $\rho$ for two specific probability measures $\rho$ : the Bernoulli trials model and the uniform distribution of $\theta$.
5.2. Bernoulli trials and uniform distribution. For the Bernoulli trials model (4.3), the minimization problem (5.8) from Theorem 5.2 is

$$
\begin{align*}
& \min _{q_{\alpha}, q_{\beta}, s(\alpha), s(\beta)} W\left(q_{\alpha}, q_{\beta}, s(\alpha), s(\beta)\right),  \tag{5.12}\\
& W=(U-f+s(\alpha))^{2} q_{\alpha}+(U-f+s(\beta))^{2} q_{\beta}+(U-f)^{2}(1-f),
\end{align*}
$$

with $f=q_{\alpha}+q_{\beta}$,

$$
\begin{equation*}
0 \leq q_{\alpha} \leq q, 0 \leq q_{\beta} \leq 1-q \tag{5.13}
\end{equation*}
$$

$0 \leq \beta \leq \alpha \leq \pi / 4$, and $s(\alpha), s(\beta)$ are defined by $s(\theta)=\sin ^{2} \theta$ or $s(\theta)=\cos ^{2} \theta$. In particular, the minimization with respect to $\chi$ is reduced to determining the proportions $q_{\alpha}$ and $q_{\beta}$ of grains with angles $\alpha$ and $\beta$ that do not undergo a stress-free transformation.

Lemma 5.3. For the Bernoulli trials model (4.3) with $0<q<1$ the minimizer $(\kappa, \chi)$ of $(5.12)$ is unique. For the minimizer $\kappa(\theta) \equiv 1$, i.e.,

$$
\begin{equation*}
s(\theta)=\sin ^{2} \theta \tag{5.14}
\end{equation*}
$$

and $\chi$ depends on $U$ and can be described as follows. For a given $U$ the total proportion of grains that undergoes a stress-free transformation $f=f(U)$ is a (deterministic) nondecreasing function of $U$. For a given $f$ we have several cases

- if $f<1-q$, then

$$
\begin{equation*}
q_{\alpha}=0,0 \leq q_{\beta} \leq 1-q \tag{5.15}
\end{equation*}
$$

i.e., $\chi(\alpha)=0, \chi(\beta)=q_{\beta} /(1-q)$,

- if $f>1-q$, then

$$
\begin{equation*}
0 \leq q_{\alpha} \leq q, q_{\beta}=1-q \tag{5.16}
\end{equation*}
$$

$$
\text { i.e. } \chi(\beta)=q_{\alpha} / q, \chi(\beta)=1
$$

A proof of the Lemma is in Appendix B.2.
Corollary 5.4. The probability distribution

$$
\theta_{i}= \begin{cases}\pi / 4, & \text { with probability } q, q \geq 1 / 2 \\ 0, & \text { with probability } 1-q\end{cases}
$$

is an example, where the minimizer $(\kappa, \chi)$ of (5.12) is unique, but

$$
\chi:[0, \pi / 4] \rightarrow K \subset[0,1], K \neq\{0,1\}
$$

Indeed, in this case

$$
\begin{aligned}
& \chi(0)=U, \chi(\pi / 4)=0, \text { if } U \leq 1-q \\
& \chi(0)=1, \chi(\pi / 4)=0, \text { if } 1-q \leq U \leq 5 / 4-q \\
& \chi(0)=1, \chi(\pi / 4)=U-5 / 4+q, \text { if } 5 / 4-q \leq U \leq 3 / 4, \text { or } \\
& \chi(0)=1, \chi(\pi / 4)=1, \text { if } 3 / 4 \leq U
\end{aligned}
$$

Let us now discuss our final remark that if we do not assume the uniform conditional probability (4.1), then $\mu_{\text {lim }}$ may not be unique even if the minimizer of (5.12) is unique. It depends on whether $\chi$ takes more than two values, that is, on whether $\chi:[0, \pi / 4] \rightarrow K$, but $K \neq\{0,1\}$. For example, consider the Bernoulli trials with $0<q_{\alpha}<q$. Then one can choose the grains with $\theta_{i}=\alpha$, which do not undergo a stress-free transformation, arbitrarily, provided that their total proportion is $q_{\alpha}$. Thus, if we remove our assumption of equal probability (4.1), in the case of infinitely long grains there are many minimizers of the misfit energy in addition to minimizers described in Theorem 5.2. Hence, it is possible to construct the limiting measure $\mu_{\text {lim }}$ on the infinite sequence of pairs $\left\{\left(s_{i}, I_{i}\right)\right\}_{i=1}^{\infty}$ so that it is not a product measure. Moreover, actual construction of the exact minimizers $\varepsilon^{T}$ of the energy (5.1) (for a given sequence $\left\{\theta_{i}\right\}_{i=1}^{n}$ ) in practice $[9,6,7,8]$ is done numerically. Thus it typically results in finding an almost minimizer $\tilde{\boldsymbol{\varepsilon}}^{\mathrm{T}}$, such that

$$
\begin{equation*}
\left|W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)-W_{n}\left(U, \tilde{\varepsilon}^{\mathrm{T}}\right)\right| \leq \delta, \delta>0 \tag{5.17}
\end{equation*}
$$

Thus, it is natural to ask which characteristic properties of exact minimizers are approximated by characteristic properties of almost minimizers. The property
that $\mu_{\lim }$ is a product measure is not characteristic, but the proportion of grains that undergo a stress-free transformation is such property. For example, for Bernoulli trials, $q_{\alpha}(\boldsymbol{\theta})$ characterizes the proportion of grains with $\theta_{i}=\alpha, i=1, \ldots, n$, which undergo a stress-free transformation (grains for which $I=1$ ), and we have the following immediate result.

Lemma 5.5. For every $\delta^{\prime}>0$ there exists $\delta>0$ such that an almost minimizer $\tilde{\varepsilon}^{T}$ in the sense (5.17) satisfies

$$
\left|q_{\alpha}(\boldsymbol{\theta})-\tilde{q}_{\alpha}(\boldsymbol{\theta})\right|<\delta^{\prime},\left|q_{\beta}(\boldsymbol{\theta})-\tilde{q}_{\beta}(\boldsymbol{\theta})\right|<\delta^{\prime}
$$

where $q_{\alpha}(\boldsymbol{\theta})$ and $\tilde{q}_{\alpha}(\boldsymbol{\theta})$ correspond to the exact and almost minimizers, respectively $\left(q_{\beta}(\boldsymbol{\theta})\right.$ and $\tilde{q}_{\beta}(\boldsymbol{\theta})$ are defined analogously).

Analogous to the Bernoulli trials model, direct computations show the following result for the uniform distribution.

Lemma 5.6. For the uniform distribution of $\theta \in[0, \pi / 4]$, the minimizer $(\kappa, \chi)$ of (5.12) is unique. For the minimizer $\kappa(\theta) \equiv 1$, hence

$$
\begin{equation*}
s(\theta)=\sin ^{2} \theta \tag{5.18}
\end{equation*}
$$

and $\chi$ depends on $U$ and can be described as follows. For a given $U$ the total proportion of grains that undergoes a stress-free transformation $f(U)$ is a (deterministic) nondecreasing function of $U$ given by

$$
f(U)=\left\{\begin{array}{l}
\frac{4 \pi}{8+\pi} U+g(U), \text { if } U \leq \frac{1}{4}+\frac{2}{\pi} \approx .88662 \\
1 \text { otherwise }
\end{array}\right.
$$

where the small correction $g(U)$ is concave and it satisfies $g(0)=f(1 / 4+2 / \pi)=$ $0,-0.055<g(U) \leq 0$. For a given $f<1$

$$
\chi(\theta)= \begin{cases}1, & \text { if } \sin ^{2} \theta \leq 2(f-U) \\ 0, & \text { otherwise }\end{cases}
$$

If $f=1$, then $\chi \equiv 1$.
Lemmas 5.3 and 5.6 together with Theorem 5.2 imply the following.
Corollary 5.7. For Bernoulli trials and uniform distribution, the unique minimizing sequence of transformation strains is i.i.d, and, in particular, it is uncorrelated.
6. Statistics of asymptotic energy minimizers 2: Thin long grains (finite $L \gg 1$ ).
6.1. Basic definitions and formulation of the main theorem. In contrast to the case of infinitely long grains, if $L$ is large but finite, then each grain may undergo a stress-free transformation which, as we show in this section, is correlated to stress-free transformations of other grains. In particular, for Bernoulli trials in case $1(L=\infty, n \rightarrow \infty)$ the minimizers are shown to be i.i.d. (see Corollary 5.7 in the previous section), whereas in case $2(n \rightarrow \infty$, followed by $L \rightarrow \infty)$ the minimizers are no longer i.i.d. (see Theorem 6.4 below). ${ }^{6}$

By Lemma 3.1 the misfit energy for $L \gg 1$ has the following asymptotic representation (up to higher order terms):

$$
\begin{equation*}
W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\frac{B}{L} \bar{W}_{n}\left(U, \varepsilon^{\mathrm{T}}\right), \text { as } L \rightarrow \infty \tag{6.1}
\end{equation*}
$$

[^81]where
\[

$$
\begin{gather*}
\bar{W}_{n}\left(U, \varepsilon^{\mathrm{T}}\right)=\int_{-1}^{1} \int_{-1}^{1}(s(x)-\langle s\rangle)(s(t)-\langle s\rangle) K_{\infty}(x-t) d x d t  \tag{6.2}\\
K_{\infty}=-\ln |\sin (\pi x / 2)|>0 \tag{6.3}
\end{gather*}
$$
\]

For $L \gg 1$ the second term on the right-hand side of (6.1) amounts to a small correction to the misfit energy of infinitely long grains (5.1) (the first term in (6.1)), a situation that bears connections with the concept of almost minimizers (5.17) introduced in the previous section. In the present context we have:

Lemma 6.1. For any $\delta>0$, there exists a sufficiently large $L_{0}>0$, so that for any $L \geq L_{0}$

$$
\begin{gather*}
s(\theta)=\sin ^{2} \theta  \tag{6.4}\\
\left|q_{\alpha}(\boldsymbol{\theta})-q_{\alpha}^{L}(\boldsymbol{\theta})\right|<\delta,\left|q_{\beta}(\boldsymbol{\theta})-q_{\beta}^{L}(\boldsymbol{\theta})\right|<\delta \tag{6.5}
\end{gather*}
$$

where $q_{\alpha}(\boldsymbol{\theta})$ and $q_{\alpha}^{L}(\boldsymbol{\theta})$ correspond to minimizers of (5.1) and (6.1), respectively ( $q_{\beta}(\boldsymbol{\theta})$ and $q_{\beta}^{L}(\boldsymbol{\theta})$ are defined analogously).

A proof of Lemma 6.1 is in Appendix C.1. As we pointed out after Corollary 5.4, when $L=\infty$ and $0<q_{\alpha}<q$ or $0<q_{\beta}<1-q$ there is an ambiguity: The solution to the minimization problem (5.1) (the first term in (6.1)) is not unique. We now show that the second term (6.2) plays a role of regularization-it resolves this ambiguity by reducing the number of minimizers, and it gives rise to correlation of transformations in different grains of a laminated polycrystal. The correlations arise from maximization of $\bar{W}$ (note the negative sign in front of the second term in (6.1)). We formalize this idea in the next definition.

Definition 6.2. For a given deformation $U$ and a sequence of angles $\left\{\theta_{i}\right\}_{i=1}^{n}$, an asymptotic energy minimizer is a pair of piecewise constant functions

$$
(s(x), I(x))=\left(s_{i}, I_{i}\right) \text { if } x \in\left(\frac{i-1}{n}, \frac{i}{n}\right], i=1,2, \ldots, n, s(x), I(x) \in \mathcal{H}_{n}
$$

which maximizes (6.2) (the second term in (6.1)) amongst all ${ }^{7}$ minimizers of the misfit energy of infinitely long grains (5.1) (the first term in (6.1)).

When the distribution of angles $\rho_{n}$ is given, we denote by $\mu_{n}^{a}$ the corresponding probability measure of the distribution of asymptotic energy minimizers $\left(s_{i}, I_{i}\right)_{i=1}^{n}$. The behavior of the asymptotic energy minimizers for the distribution of angles $\rho_{n}$ given by the Bernoulli trials (4.3) model will be described by the Riesz symmetrically rearranged minimizer which we define as follows.

Definition 6.3. Consider Bernoulli trials (4.3) model ( $\theta$ is $\alpha$ or $\beta$ with probabilities $q$ or $1-q$ ). For a given displacement $U$, let $q_{\alpha}$ and $q_{\beta}$ be the proportion of grains for which $I=1$ with $\theta=\alpha$ and $\theta=\beta$, respectively,

$$
\begin{equation*}
0 \leq q_{\alpha} \leq q, \quad 0 \leq q_{\beta} \leq 1-q \tag{6.6}
\end{equation*}
$$

[^82]as given by Lemma 5.3. For a given sequence of angles $\left\{\theta_{i}\right\}_{i=1}^{n}$ a Riesz left-rearranged sequence of transformation strains is a pair of functions $\left(s_{l}(x), I_{l}(x)\right) \in \mathcal{H}_{n}$ given for each $x \in((i-1) / n, i / n]$ as
\[

\left(s_{l}(x), I_{l}(x)\right)=\left(s_{l}\left(\frac{i}{n}\right), I_{l}\left(\frac{i}{n}\right)\right)=\left\{$$
\begin{array}{l}
\left(\sin ^{2} \alpha, 1\right), \text { if } \theta=\alpha, 0 \leq i / n \leq q_{\alpha} / q \\
(0,0), \text { if } \theta=\alpha, q_{\alpha} / q \leq i / n \leq 1 \\
\left(\sin ^{2} \beta, 1\right), \text { if } \theta=\beta, \quad 0 \leq i / n \leq q_{\beta} /(1-q) \\
(0,0), \text { if } \theta=\beta, \quad q_{\beta} /(1-q) \leq i / n \leq 1
\end{array}
$$\right.
\]

Similarly, a Riesz right-rearranged sequence $\left(s_{r}(x), I_{r}(x)\right) \in \mathcal{H}_{n}$ is determined by

$$
\begin{aligned}
\left(s_{r}(x), I_{r}(x)\right)= & \left(s_{r}\left(\frac{i}{n}\right), I_{r}\left(\frac{i}{n}\right)\right) \\
& =\left\{\begin{array}{l}
\left(\sin ^{2} \alpha, 1\right), \text { if } \theta=\alpha, 1-q_{\alpha} / q \leq i / n \leq 1 \\
(0,0), \text { if } \theta=\alpha, 0 \leq i / n \leq 1-q_{\alpha} / q \\
\left(\sin ^{2} \beta, 1\right), \text { if } \theta=\beta, 1-q_{\beta} /(1-q) \leq i / n \leq 1 \\
(0,0), \text { if } \theta=\beta, \quad 0 \leq i / n \leq 1-q_{\beta} /(1-q)
\end{array}\right.
\end{aligned}
$$

We denote by $\mu_{n}^{l}$ and $\mu_{n}^{r}$ the corresponding probability measures. A Riesz symmetrically rearranged probability measure $\mu_{n}^{s}$ is the average of right- and left-rearranged measures $\mu_{n}^{s}=1 / 2 \mu_{n}^{l}+1 / 2 \mu_{n}^{r}$. Finally, the Riesz symmetrically rearranged probability measure $\mu^{s}$, the weak limit of probability measures: $\mu_{n}^{s} \Rightarrow \mu^{s}$, as $n \rightarrow \infty$.

The rearranged minimizers quantitatively describe the rise of correlations for asymptotic energy minimizers (Definition 6.2), because, as we prove in Lemma 6.7, the asymptotic and rearranged minimizers coincide in the limit as $n \rightarrow \infty$. In other words, Definitions 6.2 and 6.3 characterize the same measure as $n \rightarrow \infty$. Moreover, the following theorem shows that the minimizer probability measure of the full misfit energy (6.1) converges to the Riesz symmetrically rearranged probability measure when we let $n \rightarrow \infty$, and then let $L \rightarrow \infty$.

Theorem 6.4. Consider the Bernoulli trials (4.3). For a given $U$, let $q_{\alpha}$ and $q_{\beta}$ be defined as in Lemma 5.3 by (5.15) or (5.16). Then as $n \rightarrow \infty$ and subsequently $L \rightarrow \infty$ the probability measure of the energy minimizer of the misfit energy (6.1) converges weakly to the Riesz symmetrically rearranged probability measure $\mu^{s}$.
6.2. Riesz rearrangement inequalities and proof of Theorem 6.4. The key idea of the proof comes from the classical Riesz rearrangement inequality (see e.g., [12], [14]). In particular, this inequality motivated the name for minimizers in Definition 6.3. The simplest form of this inequality, which is sufficient for our purposes is as follows.

LEmma 6.5. Riesz rearrangement inequality on a circle.
Consider two classes of even, bounded, and positive functions on $[-1,1]$ :

$$
\mathcal{A}_{i}=\left\{f(x) \mid f(x)=f(-x), 0 \leq f(x) \leq 1, \int_{0}^{1} f(x) d x=p_{i}\right\}, i=1,2
$$

Let $\chi_{p_{i}}^{1}(x) \in \mathcal{A}_{i}$ be the characteristic function of the set $\left[-p_{i}, p_{i}\right]$ and $\chi_{p_{i}}^{2}(x) \in \mathcal{A}_{i}$ be the characteristic function of the set $\left[-1,-1+p_{i}\right] \cup\left[1-p_{i}, 1\right]$. Suppose $K(x)$ is an even positive locally integrable 2-periodic function on $\mathbb{R}$ that decreases on $[0,1]$ :
$K(x) \geq 0, K(x)=K(-x), \int_{0}^{1} K(x) d x<\infty, K(x+2)=K(x)$, and $K\left(x_{1}\right)>K\left(x_{2}\right)$,
if $0<x_{1}<x_{2} \leq 1$. Then for any $f(x) \in \mathcal{A}_{1}, g(x) \in \mathcal{A}_{2}$

$$
\begin{align*}
& \int_{-1}^{1} \int_{-1}^{1}\left(f(x)-p_{1}\right)\left(g(t)-p_{2}\right) K(x-t) d x d t \\
& \quad \leq \int_{-1}^{1} \int_{-1}^{1}\left(\chi_{p_{1}}^{1}(x)-p_{1}\right)\left(\chi_{p_{2}}^{1}(t)-p_{2}\right) K(x-t) d x d t \tag{6.8}
\end{align*}
$$

where the equality holds only in the following two cases

$$
\begin{equation*}
\text { (a) } f(x)=\chi_{p_{1}}^{1}(x), g(x)=\chi_{p_{2}}^{1}(x),(b) f(x)=\chi_{p_{1}}^{2}(x), g(x)=\chi_{p_{2}}^{2}(x) \tag{6.9}
\end{equation*}
$$

Moreover, for any $\delta>0$ there exists $\delta^{\prime}>0$ so that if $\min \left(e_{1}, e_{2}\right) \geq \delta^{\prime}$,

$$
\begin{equation*}
e_{1}=\int_{0}^{1}\left(\left|f-\chi_{p_{1}}^{1}\right|+\left|g-\chi_{p_{2}}^{1}\right|\right) d x, e_{2}=\int_{0}^{1}\left(\left|f-\chi_{p_{1}}^{2}\right|+\left|g-\chi_{p_{2}}^{2}\right|\right) d x \tag{6.10}
\end{equation*}
$$

then

$$
\begin{align*}
& \int_{-1}^{1} \int_{-1}^{1}\left(f(x)-p_{1}\right)\left(g(t)-p_{2}\right) K(x-t) d x d t \\
& \quad \leq \int_{-1}^{1} \int_{-1}^{1}\left(\chi_{p_{1}}^{1}(x)-p_{1}\right)\left(\chi_{p_{2}}^{1}(t)-p_{2}\right) K(x-t) d x d t-\delta \tag{6.11}
\end{align*}
$$

We assumed in this lemma that the functions are bounded from above by one. This assumption can be replaced by any positive number with obvious modifications of the results. The proof of Lemma 6.5 follows from considerations similar to those found in [1]. It basically says that among all possible functions $0 \leq f(x) \leq 1,0 \leq g(x) \leq 1$ on a circle $[-1,1]$ (where the endpoints $x= \pm 1$ are identified) the maximum of the integral

$$
\begin{equation*}
\int_{-1}^{1} \int_{-1}^{1}\left(f(x)-p_{1}\right)\left(g(t)-p_{2}\right) d x d t, \text { with } \int_{0}^{1} f(x) d x=p_{1}, \int_{0}^{1} g(x) d x=p_{2} \tag{6.12}
\end{equation*}
$$

is achieved on characteristic functions of the intervals of length $2 p_{1}$ and $2 p_{2}$. The reason why the intervals centered at $x=0$ and $x=1$ is due to our assumption that $f(x)$ and $g(x)$ are even. In order to explain how Lemma 6.5 must be modified and applied for our case, we decompose

$$
s(x)-\langle s\rangle=\sin ^{2} \alpha \varepsilon_{\alpha}+\sin ^{2} \beta \varepsilon_{\beta}, \varepsilon_{\alpha}=\left(\chi_{\alpha} \tilde{\chi}_{\alpha}-q_{\alpha}\right), \varepsilon_{\beta}=\left(\chi_{\beta} \tilde{\chi}_{\beta}-q_{\beta}\right)
$$

where $\chi_{\alpha}$ and $\chi_{\beta}, \chi_{\alpha}+\chi_{\beta}=1$ are (random) characteristic functions of the angle distributions $\theta=\alpha$ and $\theta=\beta$, respectively; $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$ are the characteristic function of the grains with $\theta=\alpha$ and $\theta=\beta$, respectively, for which $I=1$.

The term (6.2) (the second term in (6.1)) equals

$$
\begin{align*}
& \bar{W}\left(U, \varepsilon^{\mathrm{T}}\right)=\sin ^{4} \alpha \int_{-1}^{1} \int_{-1}^{1} \varepsilon_{\alpha}(x) \varepsilon_{\alpha}(t) K_{\infty}(x-t) d x d t \\
& +2 \sin ^{2} \alpha \sin ^{2} \beta \int_{-1}^{1} \int_{-1}^{1} \varepsilon_{\alpha}(x) \varepsilon_{\beta}(t) K_{\infty}(x-t) d x d t  \tag{6.13}\\
& +\sin ^{4} \beta \int_{-1}^{1} \int_{-1}^{1} \varepsilon_{\beta}(x) \varepsilon_{\beta}(t) K_{\infty}(x-t) d x d t
\end{align*}
$$



FIG. 6.1. A sample of two random intervals $\chi_{\alpha}(x) \chi_{q_{\alpha}}^{1}(x)$ and $\chi_{\alpha}(x) \chi_{q_{\alpha}}^{2}(x)$, where $p=q_{\alpha} / q$.

Each of the three integral terms in (6.13) has the form described in the previous Lemma 6.5, because by Lemma 3.1 the integral kernel $K_{\infty}=-\ln |\sin (\pi x / 2)|$, and hence it satisfies all the conditions (6.7). As in Lemma 6.5 we need to maximize the integral (6.13) by varying the characteristic functions $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$. The only difference is the additional constraint that $\chi_{\alpha}$ and $\chi_{\beta}$ are random characteristic functions. This additional constraint, loosely speaking, requires that the maximizers of (6.13) are "random intervals" still centered at $x=0$ or $x=1$. More precisely, note that the values of the characteristic functions $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$ in (6.13) are important only where $\chi_{\alpha}=1$ and $\chi_{\beta}=1$, respectively. Hence for a sequence of Bernoulli random variables $\theta_{i}, i=1, \ldots, n$ we can define characteristic functions of random intervals of length $2 q_{\alpha}$ on $[-1,1]$ centered at $x=0$ and $x=1$ as a product of two characteristic functions $\chi_{\alpha}(x) \chi_{q_{\alpha}}^{1}(x)$ and $\chi_{\alpha}(x) \chi_{q_{\alpha}}^{2}(x)$, respectively, where

$$
\chi_{q_{\alpha}}^{1}(x)=\left\{\begin{array}{l}
1,-\frac{q_{\alpha}}{q} \leq x \leq \frac{q_{\alpha}}{q},  \tag{6.14}\\
0, \text { otherwise },
\end{array} \quad \chi_{q_{\alpha}}^{2}(x)=\left\{\begin{array}{l}
0,-1+\frac{q_{\alpha}}{q}<x<1-\frac{q_{\alpha}}{q}, \\
1, \text { otherwise } .
\end{array}\right.\right.
$$

Similarly, functions $\chi_{\alpha}(x) \chi_{q_{\alpha}}^{1}(x)$ and $\chi_{\alpha}(x) \chi_{q_{\alpha}}^{2}(x)$ are random intervals of length $2 q_{\beta}$ centered at $x=0$ and $x=1$ where

$$
\chi_{q_{\beta}}^{1}(x)=\left\{\begin{array}{l}
1,-\frac{q_{\beta}}{1-q} \leq x \leq \frac{q_{\beta}}{1-q},  \tag{6.15}\\
0, \text { otherwise },
\end{array} \quad \chi_{q_{\beta}}^{2}(x)=\left\{\begin{array}{l}
0,-1+\frac{q_{\beta}}{1-q}<x<1-\frac{q_{\beta}}{1-q}, \\
1, \text { otherwise } .
\end{array}\right.\right.
$$

For an illustration see Figure 6.1. The above discussion is made rigorous by the following.

Lemma 6.6 (randomized Riesz rearrangement inequality for asymptotic energy minimizers). Consider Bernoulli trials (4.3). Suppose $\chi_{\alpha}$ and $\chi_{\beta}, \chi_{\alpha}+\chi_{\beta}=1$ are (random) characteristic functions of the angle distributions $\theta=\alpha$ and $\theta=\beta$, respectively. Let $q_{\alpha}(\boldsymbol{\theta})$ and $q_{\beta}(\boldsymbol{\theta})$ be random variables of $\boldsymbol{\theta}$ with values

$$
0 \leq q_{\alpha}(\boldsymbol{\theta}) \leq q, 0 \leq q_{\beta}(\boldsymbol{\theta}) \leq 1-q .
$$

Suppose $K(x)$ satisfies (6.7). Then for every $\delta>0$ there exists $\delta^{\prime}>0$ so that if

$$
\begin{equation*}
\left|q_{\alpha}(\boldsymbol{\theta})-q_{\alpha}\right|<\delta^{\prime},\left|q_{\beta}(\boldsymbol{\theta})-q_{\beta}\right|<\delta^{\prime} \tag{6.16}
\end{equation*}
$$

for some fixed $q_{\alpha}$ and $q_{\beta}$, then almost surely ${ }^{8}$ as $n \rightarrow \infty$ the maximizers of

$$
\begin{align*}
& \max _{\tilde{\chi}_{\alpha}, \tilde{\chi}_{\beta}} \int_{-1}^{1} \int_{-1}^{1}\left(a \varepsilon_{\alpha}(x)+b \varepsilon_{\beta}(x)\right)\left(a \varepsilon_{\alpha}(t)+b \varepsilon_{\beta}(t)\right) K(x-t) d x d t  \tag{6.17}\\
& \varepsilon_{\alpha}=\left(\chi_{\alpha} \tilde{\chi}_{\alpha}-q_{\alpha}(\boldsymbol{\theta})\right), \varepsilon_{\beta}=\left(\chi_{\beta} \tilde{\chi}_{\beta}-q_{\beta}(\boldsymbol{\theta})\right), a>0, b>0 \\
& \chi^{\alpha}(x)=\chi^{\alpha}(-x), \chi^{\beta}(x)=\chi^{\beta}(-x), \int_{0}^{1} \chi^{\alpha} \tilde{\chi}_{\alpha} d x=q_{\alpha}(\boldsymbol{\theta}), \int_{0}^{1} \chi^{\beta} \tilde{\chi}_{\beta} d x=q_{\beta}(\boldsymbol{\theta})
\end{align*}
$$

satisfy

$$
\begin{equation*}
\min \left(e_{1}, e_{2}\right)<\delta \tag{6.18}
\end{equation*}
$$

where
$e_{1}=\int_{0}^{1}\left(\left|\tilde{\chi}_{\alpha}-\chi_{q_{\alpha}}^{1}\right| \chi_{\alpha}+\left|\tilde{\chi}_{\beta}-\chi_{q_{\beta}}^{1}\right| \chi_{\beta}\right) d x, e_{2}=\int_{0}^{1}\left(\left|\tilde{\chi}_{\alpha}-\chi_{q_{\alpha}}^{2}\right| \chi_{\alpha}+\left|\tilde{\chi}_{\beta}-\chi_{q_{\beta}}^{2}\right| \chi_{\beta}\right) d x$,
$\chi_{q_{\alpha}}^{i}$ and $\chi_{q_{\beta}}^{i}, i=1,2$ are defined in (6.14) and (6.15), respectively.
The proof of Lemma 6.6 is by contradiction to the law of large numbers and it is provided in Appendix C.2. The next lemma shows the equivalence of Definitions 6.2 and 6.3 as $n \rightarrow \infty$.

Lemma 6.7. Consider the Bernoulli trials (4.3). For a given $U$, let $q_{\alpha}$ and $q_{\beta}$ be defined as in Lemma 5.3 by (5.15) or (5.16). Then the probability measure $\mu_{n}^{a}$ of the asymptotic energy minimizer of the misfit energy (6.1) (see Definition 6.2)) and the probability measure $\mu_{n}^{s}$ of the Riesz symmetrically rearranged energy minimizer (Definition 6.3) have the same weak limit $\mu^{s}$. Moreover,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} e_{1}=0, \text { or } \lim _{n \rightarrow \infty} e_{2}=0 \text { with equal probability } 1 / 2 \tag{6.20}
\end{equation*}
$$

where $e_{1}$ and $e_{2}$ are defined by (6.19) in Lemma 6.17 above.
Proof. By Lemmas 5.3 and 5.5, depending on $U$, the minimizer of the first term in (6.1) satisfies (5.15) or (5.16) for almost every $\boldsymbol{\theta}$ as $n \rightarrow \infty$. Since the condition (6.16) of the randomized Riesz rearrangement inequality is satisfied for any $\delta>0$, by Lemma 6.17 for almost every $\boldsymbol{\theta}$,

$$
\lim _{n \rightarrow \infty} \min \left(e_{1}, e_{2}\right)=0
$$

Hence $\left\{\left(s_{i}, I_{i}\right)\right\}_{i=1}^{n}$ is either a left-rearranged or right-rearranged sequence almost surely as $n \rightarrow \infty$. For every $n$ the measure $\mu_{n}^{a}$ must be symmetric with respect to the to reflection about the point $x=1 / 2$, i.e. with equal probability either $e_{1} \rightarrow 0$ or $e_{2} \rightarrow 0$ as $n \rightarrow \infty$. This proves (6.20). Clearly (6.20) implies that $\mu_{n}^{a}$ and the Riesz symmetrically rearranged measure $\mu_{n}^{s}$ have the same weak limit as $n \rightarrow \infty$.

End of proof of Theorem 6.4. Again, by the symmetry of the problem with respect to reflection about the point $x=1 / 2, \mu_{n}$ also must be similarly symmetric. By Lemma 6.1 the minimizer of (6.1) is an almost minimizer, i.e. for any $\delta>0$ there is $L_{0}$ so that the condition (6.16) of the randomized Riesz rearrangement inequality holds.

[^83]Hence it implies that for sufficiently large $L_{0}$ the minimizing sequences $\left\{\left(s_{i}, I_{i}\right)\right\}_{i=1}^{n}$ for any $L>L_{0}$ are arbitrarily close to the Riesz symmetrically rearranged minimizing sequences, namely either
(6.21)
$\int_{0}^{1}\left(\left|\tilde{\chi}_{\alpha}-\chi_{q_{\alpha}}^{1}\right| \chi_{\alpha}+\left|\tilde{\chi}_{\beta}-\chi_{q_{\beta}}^{1}\right| \chi_{\beta}\right) d x<\delta$, or $\int_{0}^{1}\left(\left|\tilde{\chi}_{\alpha}-\chi_{q_{\alpha}}^{2}\right| \chi_{\alpha}+\left|\tilde{\chi}_{\beta}-\chi_{q_{\beta}}^{2}\right| \chi_{\beta}\right) d x<\delta$,
with equal probability $1 / 2$ as $n \rightarrow \infty$. If $L_{0} \rightarrow \infty$, then $\delta \rightarrow 0$, and this completes the proof.

It follows from (6.21) that long/short-range correlations in the minimizing sequences $\left\{\left(s_{i}, I_{i}\right)\right\}_{i=1}^{n}$ are determined by long/short-range correlations of the Riesz symmetrically rearranged minimizing sequences. There is no short-range correlations of the Riesz symmetrically rearranged minimizing sequences. Riesz rearranged measure is, however, correlated on the large-scale: For example, suppose $q_{\alpha}=q$ and $q_{\beta}<1-q$, then for the right-rearranged measure:

$$
(s, I)=\left\{\begin{array}{l}
\left(\sin ^{2} \alpha, 1\right), \text { with probability } q,  \tag{6.22}\\
\left(\sin ^{2} \beta, 1\right), \text { with probability } 1-q, \text { if } 1-q_{\beta} /(1-q) \leq x \leq 1, \\
(0,0), \text { with probability } 1-q, \text { if } 0 \leq x<1-q_{\beta} /(1-q),
\end{array}\right.
$$

and for the left-rearranged measure:

$$
(s, I)=\left\{\begin{array}{l}
\left(\sin ^{2} \alpha, 1\right), \text { with probability } q,  \tag{6.23}\\
\left(\sin ^{2} \beta, 1\right), \text { with probability } 1-q, \text { if } 0 \leq x<q_{\beta} /(1-q), \\
(0,0), \text { with probability } 1-q, \text { if } q_{\beta} /(1-q) \leq x \leq 1 .
\end{array}\right.
$$

The long-range correlation of transformation strains for the symmetrically rearranged minimizer probability measure can be read off the formulas (6.22) and (6.23).
7. Statistics of asymptotic energy minimizers 3: Chain of short grains.
7.1. Basic definitions and ideas. In this section we will show how exponentially decaying correlations arise when the scaling of the polycrystal is such that $L=l_{0} /(2 n), l_{0} \ll 1$ (short grains). By estimate (3.16) the misfit energy for $l_{0} \ll 1$ is given (up to higher order terms) by the nearest neighbor energy

$$
\begin{equation*}
W_{n}\left(U, \boldsymbol{\varepsilon}^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\lambda_{0}\left\langle(s-\langle s\rangle)^{2}\right\rangle-\frac{B l_{0}}{n} \sum_{i=1}^{n}\left(s_{i}-\langle s\rangle\right)\left(s_{i+1}-\langle s\rangle\right), \tag{7.1}
\end{equation*}
$$

where $B>0, \lambda_{0}>0$. In this case, we show that for Bernoulli trials (4.3) exponentially decaying correlations arise when $n \rightarrow \infty$, followed by $l_{0} \rightarrow 0$.

Qualitatively, the misfit energy $W_{n}^{1}\left(U, \varepsilon^{\mathrm{T}}\right)$ has three terms which are analogous to the case of thin long grains (6.1). The minimization of the first two terms,

$$
\begin{equation*}
W_{n}^{0}\left(U, \varepsilon^{\mathrm{T}}\right)=\left\langle(U-f+s)^{2}\right\rangle-\lambda_{0}\left\langle(s-\langle s\rangle)^{2}\right\rangle \tag{7.2}
\end{equation*}
$$

determines, as in Lemma 5.3, $q_{\alpha}$ and $q_{\beta}$, the total amount of the grains that undergo a stress-free transformation. The minimizers of (7.2) are, in general, not unique. The third term provides a small correction to (7.2), and, as in section 6 , plays a role of regularization, that is it selects the unique minimizer of (7.2) that maximizes

$$
\begin{equation*}
\bar{W}_{n}\left(U, \varepsilon^{\mathrm{T}}\right):=\frac{1}{n} \sum_{i=1}^{n}\left(s_{i}-\langle s\rangle\right)\left(s_{i+1}-\langle s\rangle\right) . \tag{7.3}
\end{equation*}
$$

Analogous to Definition 6.2, the above considerations motivate the following definition:

Definition 7.1. For a fixed sequence $\theta_{i}, i=1, \ldots, n$, the asymptotic energy minimizer of the nearest neighbor model (7.1) is the sequence $\left(s_{i}, I_{i}\right), i=1, \ldots, n$ such that it minimizes (7.2) and maximizes (7.3) among minimizers of (7.2).

Lemma 7.2. For the Bernoulli trials model (4.3) the minimizing sequence $\left(s_{i}, I_{i}\right)$, $i=1, \ldots, n$ of the misfit energy $W_{n}^{0}\left(U, \boldsymbol{\varepsilon}^{T}\right)$ given by (7.2) satisfies

$$
\begin{equation*}
s(\theta)=\sin ^{2} \theta \tag{7.4}
\end{equation*}
$$

and as $n \rightarrow \infty$,

$$
q_{\alpha}(\boldsymbol{\theta}) \rightarrow q_{\alpha}, q_{\beta}(\boldsymbol{\theta}) \rightarrow q_{\beta}
$$

almost surely. The values $q_{\alpha}$ and $q_{\beta}$ are determined as follows. For a given $U$ the total proportion of grains that undergoes a stress-free transformation $f=f(U)$ is a (deterministic) nondecreasing function of $U$. For a given $f$ we have several cases:

- if $f<1-q$, then

$$
\begin{equation*}
q_{\alpha}=0,0 \leq q_{\beta} \leq 1-q \tag{7.5}
\end{equation*}
$$

$$
\chi(\alpha)=0, \chi(\beta)=q_{\beta} /(1-q)
$$

- if $f>1-q$, then

$$
\begin{equation*}
0 \leq q_{\alpha} \leq q, q_{\beta}=1-q \tag{7.6}
\end{equation*}
$$

$$
\chi(\beta)=q_{\alpha} / q, \chi(\beta)=1
$$

There are values of $\alpha, \beta$, and $U$ for which $0<q_{\beta}<1-q$ or $0<q_{\alpha}<q$.
The proof of this lemma is analogous to Lemma 5.3. Clearly, the function $f(U)$ in Lemma 7.2 is different from the one for the infinitely long grains in Lemma 5.3. However, the characteristic property of the measure that it is determined by $q_{\alpha}$ and $q_{\beta}$ with either (7.5) or (7.6) still holds. One of the consequences of the previous lemma is that there are, again, some values $q_{\alpha}$ and $q_{\beta}$ that determine the proportion of grains that undergo a stress-free transformation and they satisfy $q_{\alpha}=0$ or $q_{\beta}=1-q$. This is exactly the characteristic property that we need to be able to prove exponential decay of correlations by applying the isoperimetric inequality (7.8) to the sequences described in Definition 7.1. Following the logic in section 6, we obtain that asymptotic energy minimizer of the nearest neighbor model (7.1) arises in the limit $n \rightarrow \infty$, followed by $l_{0} \rightarrow \infty$. The proof of this statement is similar to the proof of the analogous statement in case 2 ; see end of the proof of Theorem 6.4 in section 6.2. Hence we only need to find a statistical characterization of maximizers of (7.3) for fixed $q_{\alpha}$ and $q_{\beta}$ found from Lemma 7.2. This is given in Theorems 7.4 and 7.5 below.

### 7.2. Isoperimetric inequalities and characterization of maximizers of

 (7.3). Here, it is convenient to characterize any point in the composite $x \in[0,1]$ as a point that belongs to a (maximal) uninterrupted string of identical values of $\theta$.Definition 7.3. For a fixed $\boldsymbol{\theta}=\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ we say that a string

$$
\theta_{\alpha}^{m}=\theta_{i+1}, \theta_{i+2}, \ldots, \theta_{i+m}, \theta_{\alpha}^{m} \subset \boldsymbol{\theta}
$$

is a (maximal) uninterrupted string of $\theta=\alpha$ of length $m$ if all $\theta_{i+j}=\alpha, i=1, \ldots, m$ and $\theta_{i}=\theta_{i+1+m}=\beta$. We say that $x \in[0,1]$ belongs to an uninterrupted string of values $\alpha$ of length $m$ if $x \in \theta_{\alpha}^{m}$. The notion $x \in \theta_{\beta}^{m}$ is defined analogously.

Recall our notation

$$
\begin{gathered}
s(x)-\langle s\rangle=\sin ^{2} \alpha \varepsilon_{\alpha}+\sin ^{2} \beta \varepsilon_{\beta}, \\
\varepsilon_{\alpha}=\left(\chi_{\alpha} \tilde{\chi}_{\alpha}-q_{\alpha}\right), \quad \varepsilon_{\beta}=\left(\chi_{\beta} \tilde{\chi}_{\beta}-q_{\beta}\right),
\end{gathered}
$$

where $\chi_{\alpha}$ and $\chi_{\beta}, \chi_{\alpha}+\chi_{\beta}=1$ are (random) characteristic functions of the angle distributions $\theta=\alpha$ and $\theta=\beta$, respectively; $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$ are the characteristic function of the grains with $\theta=\alpha$ and $\theta=\beta$, respectively, for which $I=1$.

By Lemma 7.2, we have two cases: Either $q_{\beta}=1-q$, and then $\tilde{\chi}_{\beta} \equiv 1$, or $q_{\alpha}=0$, and then $\tilde{\chi}_{\alpha} \equiv 0$. Let us study these two cases separately.

Suppose $q_{\alpha}=0$. Let us look at maximization of

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} s_{i} s_{i+1},\langle s\rangle=q_{\beta} \sin ^{2} \beta \tag{7.7}
\end{equation*}
$$

only. Each of $s_{i}\left(\right.$ up to the constant $\sin ^{2} \beta$ ) is either 1 or 0 ; therefore the maximization of the nearest neighbors term (7.7) can be understood as the minimization of the boundary of a set with constant area:

$$
\begin{equation*}
\min _{D \in \mathcal{A}} \partial D, \mathcal{A}=\left\{D \mid D=\left\{x \mid s_{i}(x) \neq 0\right\}, \int_{D} d x=q_{\beta}\right\} \tag{7.8}
\end{equation*}
$$

Then the usual isoperimetric inequality implies that the maximizer of (7.7) is such that the grains with $\theta_{i}=\beta$ undergo a stress-free transformation, if they belong to a "long" uninterrupted sequence $\theta_{\beta}^{m}$ of the grains with the same $\theta=\beta$. If $\theta_{i}=\beta$ belongs to a "short" uninterrupted sequence $\theta_{\beta}^{m}$, then it does not undergo a stress-free transformation. Hence there should be short-range correlations. The notion of short and long sequences is relative to the value of the total number of grains that must undergo a stress-free transformation. The above ideas are formulated more precisely in the next theorem.

Theorem 7.4. Consider the Bernoulli trials (4.3). Denote by $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$ the characteristic function of the grains with $\theta=\alpha$ and $\theta=\beta$, respectively, for which $I=1$. Suppose $U$ is such that the minimizer of the first term in (7.1) satisfies $q_{\alpha}=0$. Then in the limit $n \rightarrow \infty$ the sequence $\left(s_{i}, I_{i}\right), i=1,2, \ldots, n, \ldots$ is a stationary process with exponentially decaying short-range correlations, long-range correlations are zero, and $\tilde{\chi}_{\alpha} \equiv 1$. Moreover, almost surely as $n \rightarrow \infty$ the minimizer of the nearest neighbor model (7.1) satisfies

$$
\tilde{\chi}_{\beta}(x)=\left\{\begin{array}{l}
1, \text { if } x \in \theta_{\beta}^{m}, m>k \\
0, \text { if } x \in \theta_{\beta}^{m}, m<k, \\
1, \text { with probability } r, \text { if } x \in \theta_{\beta}^{k} \\
0, \text { with probability } 1-r, \text { if } x \in \theta_{\beta}^{k},
\end{array}\right.
$$

where

$$
\begin{equation*}
k=\max (m) \text { such that } q_{\beta}<(1-q)^{m} \tag{7.9}
\end{equation*}
$$

and $r$ is found from

$$
\begin{equation*}
q_{\beta}=r q(1-q)^{k}-(1-q)^{k+1} \tag{7.10}
\end{equation*}
$$

Proof. By the law of the large numbers, $\tilde{\chi}_{\alpha}=0$ and $q_{\beta}(\boldsymbol{\theta}) \rightarrow q_{\beta}$ almost surely; therefore it is sufficient to study (7.7) or, equivalently, (7.8). By the isoperimetric inequality for every $\boldsymbol{\theta}$ the function $\tilde{\chi}_{\beta}(x)$ must be such that if $\theta_{\beta}^{m_{1}}, \theta_{\beta}^{m_{2}}, \ldots \theta_{\beta}^{m_{t}}$ are all the (maximal) uninterrupted sequences $\theta_{\beta}^{m_{i}} \in \boldsymbol{\theta}$ of values $\beta$ ordered so that the indices are decreasing $m_{1} \geq m_{2} \geq \cdots \geq m_{t}$, then there exists an $i: 1 \leq i \leq t$ so that $\tilde{\chi}(x)=1$, if $x \in \theta_{\beta}^{m_{j}}, j \leq i$, and $\tilde{\chi}(x)=0$, if $x \in \theta_{\beta}^{m_{j}}, j>i$ with the exception of at most one $j \geq i$.

By construction as $n \rightarrow \infty$, the process $\left(s_{i}, I_{i}\right), i=1, \ldots, n, \ldots$ is stationary. Since all $\theta_{\alpha}^{m}, \theta_{\beta}^{m}$ are geometrically distributed independent random variables [11], it means explicitly that the probability of a string $\theta_{\beta}^{m}$ is given by

$$
\rho_{\infty}\left(\ldots \theta_{\beta}^{m} \ldots\right)=q(1-q)^{m-1}
$$

Hence if the total proportion of grains that undergoes a stress-free transformation is $q_{\beta}$, we must have, as $n \rightarrow \infty$

$$
q_{\beta}=r q(1-q)^{k}+\sum_{i=k+1} q(1-q)^{i}=r q(1-q)^{k}+(1-q)^{k+1}
$$

where, due to our assumption of equal probability (4.1), $r$ is the probability that $\tilde{\chi}(x)=1$, if $x \in \theta_{\beta}^{k}$. Therefore $k$ is found so that $(1-q)^{k+1} \leq q_{\beta}<(1-q)^{k}$, i.e., (7.9), and $r$ is found from (7.10).

Since $\theta_{\alpha}^{m}, \theta_{\beta}^{m}$ are independent random variables, the limiting process has exponentially decaying short-range correlations. It implies simultaneously two results: long-range correlations are zero, and short-range correlations decay exponentially with $k$. These correlations are not zero and can be computed explicitly.

Suppose $q_{\beta}=1-q$. This case is slightly more technically complicated, but the methods are the same as in the case $q_{\alpha}=0$. The main new issue is that $s_{i}$ may now take three values, and, therefore, we have to account for three possible different interfaces. Direct computations show that we have here three different situations, depending on the relative value of $\alpha$ and $\beta$. If $\sin ^{2} \alpha>2 \sin ^{2} \beta$, then the maximizer of (7.7) is such that $\tilde{\chi}_{\alpha}(x)=1$ if $x$ belongs to the longest (maximal) uninterrupted strings $\theta_{\alpha}^{m}$. If, however, $\sin ^{2} \alpha<2 \sin ^{2} \beta$, then $\tilde{\chi}_{\alpha}(x)=1$ if $x$ belongs to to the shortest uninterrupted strings $\theta_{\alpha}^{m}$. If $\sin ^{2} \alpha=2 \sin ^{2} \beta$, then there is no difference, and the only statement that is possible to make here is that $\tilde{\chi}_{\alpha}(x)=\tilde{\chi}_{\alpha}(y)$, if $x$ and $y$ belong to the same uninterrupted string $\theta_{\alpha}^{m}$. Due to our assumption of equal probability (4.1), it is possible to conclude that if $\sin ^{2} \alpha=2 \sin ^{2} \beta$, then there is no correlation at all, therefore we will omit the discussion of this case. Combining these arguments with the arguments in the proof of Theorem 7.4 we have the following result.

Theorem 7.5. Consider the Bernoulli trials (4.3). Denote by $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$ the characteristic function of the grains with $\theta=\alpha$ and $\theta=\beta$, respectively, for which $I=1$. Suppose $U$ is such that the minimizer of the first term in (7.1) satisfies $q_{\beta}=1-q$. Then in the limit $n \rightarrow \infty$ the sequence $\left(s_{i}, I_{i}\right), i=1,2, \ldots, n, \ldots$ is a stationary process with exponentially decaying short-range correlations; long-range correlations are zero, and $\tilde{\chi}_{\beta} \equiv 1$. Moreover, almost surely as $n \rightarrow \infty$, the minimizer of the nearest neighbor model (7.1) satisfies: If $\sin ^{2} \alpha>2 \sin ^{2} \beta$, then

$$
\tilde{\chi}_{\alpha}(x)=\left\{\begin{array}{l}
1, \text { if } x \in \theta_{\alpha}^{m}, m>k \\
0, \text { if } x \in \theta_{\alpha}^{m}, m<k, \\
1, \text { with probability } r, \text { if } x \in \theta_{\alpha}^{k} \\
0, \text { with probability } 1-r, \text { if } x \in \theta_{\alpha}^{k}
\end{array}\right.
$$

where $k=\max (m)$ such that $q_{\alpha}<q^{m}$ and $r$ solves $q_{\alpha}=r(1-q) q^{k}-q^{k+1}$; if $\sin ^{2} \alpha<2 \sin ^{2} \beta$, then

$$
\tilde{\chi}_{\alpha}(x)=\left\{\begin{array}{l}
1, \text { if } x \in \theta_{\alpha}^{m}, m<k \\
0, \text { if } x \in \theta_{\alpha}^{m}, m>k \\
1, \text { with probability } r, \text { if } x \in \theta_{\alpha}^{k} \\
0, \text { with probability } 1-r, \text { if } x \in \theta_{\alpha}^{k}
\end{array}\right.
$$

where $k=\max (m)$ such that $q-q_{\alpha}<q^{m}$ and $r$ solves $q-q_{\alpha}=r(1-q) q^{k}-q^{k+1}$.

## Appendix A. Proofs for section 3.

A.1. Proof of formula (3.4). To obtain the representation (3.4) we begin by decomposing $\boldsymbol{u}=\left(u_{1}, u_{2}\right)$ of the boundary value problem (2.11), (2.13), and (2.14) in the form $\boldsymbol{u}=\tilde{\boldsymbol{u}}+\overline{\boldsymbol{u}}$, where $\tilde{\boldsymbol{u}}$ solves (3.6). The constants $a_{i}, c_{i}, d, f_{i}$, and $g_{i}$ are chosen to satisfy the continuity of the displacement $\tilde{\boldsymbol{u}}$ and traction (condition (2.12)) and, denoting

$$
\tilde{\sigma}_{i j}=c_{i j k l}\left(\tilde{\varepsilon}_{k l}-\varepsilon_{k l}^{\mathrm{T}}\right), \quad \tilde{\varepsilon}_{11}=\partial_{1} \tilde{u}_{1}, \quad \tilde{\varepsilon}_{12}=\tilde{\varepsilon}_{21}=\left(\partial_{2} \tilde{u}_{1}+\partial_{1} \tilde{u}_{2}\right) / 2, \quad \tilde{\varepsilon}_{22}=\partial_{2} \tilde{u}_{2}
$$

the boundary conditions

$$
\tilde{u}_{1}(0, y)=0, \quad \tilde{u}_{1}(1, y)=U, \quad \tilde{u}_{2}(0,0)=0, \quad \tilde{\sigma}_{12}(x, y)=0, \text { for } x=0,1
$$

The stresses are

$$
\begin{aligned}
& \tilde{\sigma}_{i, 11}=(\lambda+2 \mathrm{G})\left(a_{i}-\varepsilon_{i, 11}^{\mathrm{T}}\right)+\lambda\left(d-\varepsilon_{i, 22}^{\mathrm{T}}\right), \\
& \tilde{\sigma}_{i, 22}=(\lambda+2 \mathrm{G})\left(d-\varepsilon_{i, 22}^{\mathrm{T}}\right)+\lambda\left(a_{i}-\varepsilon_{i, 11}^{\mathrm{T}}\right), \\
& \tilde{\sigma}_{i, 12}=\mathrm{G}\left(c_{i}-2 \varepsilon_{i, 12}^{\mathrm{T}}\right) .
\end{aligned}
$$

Hence $\left[\tilde{\sigma}_{12}\right]=0$, if $c_{i}=2 \varepsilon_{i, 12}^{\mathrm{T}}$. Similarly $\left[\tilde{\sigma}_{i, 11}\right]=0$, if

$$
a_{i}=\varepsilon_{i, 11}^{\mathrm{T}}+\frac{\lambda}{\lambda+2 \mathrm{G}} \varepsilon_{i, 22}^{\mathrm{T}}+\text { Const }
$$

where the constant can be found from the condition that the displacement of the right boundary is $U$ :

$$
\text { Const }=U-\left\langle\varepsilon_{11}^{\mathrm{T}}\right\rangle-\frac{\lambda}{\lambda+2 \mathrm{G}}\left\langle\varepsilon_{22}^{\mathrm{T}}\right\rangle
$$

Finally,

$$
\begin{gathered}
\left\langle\tilde{\sigma}_{22}\right\rangle=\left\langle(\lambda+2 \mathrm{G})\left(d-\varepsilon_{22}^{\mathrm{T}}\right)+\lambda\left(\frac{\lambda}{\lambda+2 \mathrm{G}} \varepsilon_{22}^{\mathrm{T}}+U-\left\langle\varepsilon_{11}^{\mathrm{T}}\right\rangle-\frac{\lambda}{\lambda+2 \mathrm{G}}\left\langle\varepsilon_{22}^{\mathrm{T}}\right\rangle\right)\right\rangle \\
=(\lambda+2 \mathrm{G})\left(d-\left\langle\varepsilon_{22}^{\mathrm{T}}\right\rangle\right)+\lambda\left(U-\left\langle\varepsilon_{11}^{\mathrm{T}}\right\rangle\right)
\end{gathered}
$$

Setting $\left\langle\tilde{\sigma}_{22}\right\rangle=0$ we have

$$
d=\left\langle\varepsilon_{22}^{\mathrm{T}}\right\rangle-\frac{\lambda}{\lambda+2 \mathrm{G}}\left(U-\left\langle\varepsilon_{11}^{\mathrm{T}}\right\rangle\right)
$$

The values of $f_{i}$ and $g_{i}$ in (3.6) are unimportant for our analysis, and we omit them. We have

$$
\begin{equation*}
\tilde{\sigma}_{11}=E_{c}\left(U-\left\langle\varepsilon_{11}^{\mathrm{T}}\right\rangle\right), \tilde{\sigma}_{i, 22}=E_{c}\left(\left\langle\varepsilon_{22}^{\mathrm{T}}\right\rangle-\varepsilon_{i, 22}^{\mathrm{T}}\right), \tilde{\sigma}_{12}=0 \tag{A.1}
\end{equation*}
$$

where the Young's modulus $E_{c}$ is given by (2.16). The elastic misfit energy associated with $\tilde{\boldsymbol{u}}$ is

$$
\frac{1}{E_{c}} \frac{1}{4 L} \int_{-L}^{L} \int_{-1}^{1}\left[\frac{1}{E_{c}}\left(\left(\tilde{\sigma}_{11}\right)^{2}+\left(\tilde{\sigma}_{22}\right)^{2}\right)-2 \frac{\lambda}{4 \mathrm{G}(\lambda+\mathrm{G})} \tilde{\sigma}_{11} \tilde{\sigma}_{22}+\frac{1}{2 \mathrm{G}}\left(\tilde{\sigma}_{12}\right)^{2}\right] d x d y
$$

Since $\tilde{\sigma}_{12} \equiv 0, \tilde{\sigma}_{11}=$ const, and $\tilde{\sigma}_{22}$ is mean-zero, the above equation becomes

$$
\frac{1}{E_{c}^{2}} \frac{1}{4 L} \int_{-L}^{L} \int_{-1}^{1}\left(\left(\tilde{\sigma}_{11}\right)^{2}+\left(\tilde{\sigma}_{22}\right)^{2}\right) d x d y=\left\langle\left(U-f+\varepsilon_{22}^{\mathrm{T}}\right)^{2}\right\rangle=\left\langle(U-f+s)^{2}\right\rangle
$$

which is the first term in (3.4).
Let us now find $\overline{\boldsymbol{u}}$. It solves (3.7) on a bounded domain $\Pi_{L}$. A useful periodic setting for (3.7) is obtained by assuming this equation is posed on an infinite strip $]-\infty, \infty[\times[-L, L]$ with data that is even and periodic in $x$ :

> (a) $\theta(-x)=\theta(x), \theta(x+2)=\theta(x)$
> (b) $\varepsilon^{\mathrm{T}}(x, y)=\varepsilon^{\mathrm{T}}(-x, y), \varepsilon^{\mathrm{T}}(x+2, y)=\varepsilon^{\mathrm{T}}(x, y)$

Thus, $\overline{\boldsymbol{u}}$ equals to the restriction of the solution of (3.7) on an infinite strip $x \in$ $]-\infty, \infty\left[, y \in[-L, L]\right.$ with periodicity conditions defined by (A.2). Since $\bar{\sigma}_{22}(x, \pm L)$ is a periodic, mean-zero, even function, it can be represented as a cosine Fourier series. The solution on the infinite strip with a sinusoidal symmetric stress $\cos (k \pi x)$ at $y= \pm L$ can be computed explicitly for any $k$ by the Airy function method. Namely, since we are given that $\bar{\sigma}_{22}(x, \pm L)$ is a periodic, mean-zero, even function, it can be represented as

$$
\bar{\sigma}_{22}(x, \pm L)=E_{c} \sum_{k=1}^{\infty} c_{k} \cos (k \pi x), E_{c}=\frac{4 \mathrm{G}(\lambda+\mathrm{G})}{\lambda+2 \mathrm{G}}
$$

where $c_{k}$ are the corresponding Fourier coefficients of $\varepsilon^{\mathrm{T}}(x)$. The solution for the infinite strip with a sinusoidal symmetric stress $\cos (k \pi x)$ at $y= \pm L$ is given (see [19]) by the Airy function

$$
\begin{aligned}
& \Phi^{k}(x, y) \\
& \quad=2 \frac{\cos (k \pi x)}{(k \pi)^{2}} \frac{k \pi y \sinh (k \pi L) \sinh (k \pi y)-[k \pi L \cosh (k \pi L)+\sinh (k \pi L)] \cosh (k \pi y)}{2 k \pi L+\sinh (2 k \pi L)}
\end{aligned}
$$

This Airy function gives rise to the following stresses

$$
\begin{aligned}
\bar{\sigma}_{11}^{k} & =\frac{\partial^{2} \Phi^{k}}{\partial y^{2}}=d_{11}^{k} \cos (k \pi x), \bar{\sigma}_{12}^{k}=-\frac{\partial^{2} \Phi^{k}}{\partial x \partial y} \\
& =d_{12}^{k} \sin (k \pi x), \bar{\sigma}_{22}^{k}=\frac{\partial^{2} \Phi^{k}}{\partial x^{2}}=d_{22}^{k} \cos (k \pi x)
\end{aligned}
$$

where

$$
\begin{align*}
& d_{11}^{k}=2 \frac{k \pi y \sinh (k \pi L) \sinh (k \pi y)-[k \pi L \cosh (k \pi L)-\sinh (k \pi L)] \cosh (k \pi y)}{2 k \pi L+\sinh (2 k \pi L)}, \\
& d_{12}^{k}=2 \frac{k \pi y \sinh (k \pi L) \cosh (k \pi y)-k \pi L \cosh (k \pi L) \sinh (k \pi y)}{2 k \pi L+\sinh (2 k \pi L)},  \tag{A.3}\\
& d_{22}^{k}=2 \frac{-k \pi y \sinh (k \pi L) \sinh (k \pi y)+[k \pi L \cosh (k \pi L)+\sinh (k \pi L)] \cosh (k \pi y)}{2 k \pi L+\sinh (2 k \pi L)} .
\end{align*}
$$

Therefore the total stresses are

$$
\begin{gathered}
\sigma_{11}=E_{c}\left(U-\left\langle\varepsilon_{11}^{\mathrm{T}}\right\rangle\right)+E_{c} \sum_{k=1}^{\infty} c_{k} d_{11}^{k} \cos (k \pi x) \\
\sigma_{12}=E_{c} \sum_{k=1}^{\infty} c_{k} d_{12}^{k} \sin (k \pi x), \sigma_{22}=E_{c} \sum_{k=1}^{\infty} c_{k}\left(d_{22}^{k}-1\right) \cos (k \pi x)
\end{gathered}
$$

where in the last equation we have $d_{22}^{k}-1$ instead of $d_{22}^{k}$, because (see (A.1))

$$
\tilde{\sigma}_{22}=-E_{c} \sum_{k=1}^{\infty} c_{k} \cos (k \pi x)
$$

By definition

$$
W=\frac{1}{E_{c}} \frac{1}{4 L} \int_{-L}^{L} \int_{-1}^{1}\left[\frac{1}{E_{c}}\left(\left(\sigma_{11}\right)^{2}+\left(\sigma_{22}\right)^{2}\right)-2 \frac{\lambda}{4 \mathrm{G}(\lambda+\mathrm{G})} \sigma_{11} \sigma_{22}+\frac{1}{2 \mathrm{G}}\left(\sigma_{12}\right)^{2}\right] d x d y
$$

Since $\int_{-1}^{1} \cos (k \pi x) \cos (m \pi x) d x=\delta_{k m}$

$$
W\left(U, \varepsilon^{\mathrm{T}}\right)=\left\langle\left(U-f+\varepsilon_{22}^{\mathrm{T}}\right)^{2}\right\rangle+\sum_{m=1}^{\infty} c_{m}^{2} \hat{K}_{L}(m)
$$

where

$$
\begin{equation*}
\hat{K}_{L}(m)=\frac{1}{4 L} \int_{-L}^{L}\left[\left(d_{11}^{m}\right)^{2}+d_{22}^{m}\left(d_{22}^{m}-2\right)-\frac{2 \lambda d_{11}^{m}\left(d_{22}^{m}-1\right)}{\lambda+2 \mathrm{G}}+\frac{2(\lambda+\mathrm{G})\left(d_{12}^{m}\right)^{2}}{\lambda+2 \mathrm{G}}\right] d y \tag{A.4}
\end{equation*}
$$

Denoting $a=2 \pi m L$ and using Mathematica ${ }^{\circledR}$ we obtain an explicit form of (A.4):

$$
\begin{gather*}
\hat{K}_{L}(m)=\frac{5 \lambda+9 \mathrm{G}}{2(\lambda+2 \mathrm{G})} S_{1}(a)-\frac{\lambda+\mathrm{G}}{\lambda+2 \mathrm{G}} S_{2}(a), a=2 \pi m L, \text { where }  \tag{A.5}\\
S_{1}(a)=\frac{(\cosh (a)-1)}{a(a+\sinh (a))}, \quad S_{2}(a)=\frac{a^{2}(2+\cosh (a))}{6(a+\sinh (a))^{2}} \tag{A.6}
\end{gather*}
$$

A.2. Proof of Lemma 3.1. Using (A.5) and (A.6) from Appendix A.1, direct computations show that the Fourier coefficients of $K_{L}(x)$ (3.5) are given by

$$
\begin{equation*}
\hat{K}_{L}(m)=\frac{B}{L} \frac{1}{m}+O(\exp (-L)) \tag{A.7}
\end{equation*}
$$

so that, defining

$$
\begin{equation*}
K_{\infty}(x)=\sum_{m=1}^{\infty} \frac{1}{m} \cos (\pi m x) \tag{A.8}
\end{equation*}
$$

(3.8) is satisfied. A closed form expression for this sum is known: $K_{\infty}(x)=$ $-\ln |\sin (\pi x / 2)|$ (see, e.g., [10]), and the Lemma follows.
A.3. Proof of Lemma 3.2. Set $L=l_{0} /(2 n)$, then for $a$ defined in (A.5) we obtain $a=2 \pi m L=l_{0} \pi m / n$. Substitute (A.6) into (A.5) and observe that the Fourier coefficients $\hat{K}_{L}(m)$ depend on the variable $a=l_{0} \pi m / n$. Thus we can introduce the notation

$$
\hat{K}(a):=\hat{K}_{L}(m), a=l_{0} \pi \frac{m}{n} .
$$

In other words the Fourier series of $K_{L}(x)$ can be written in the form

$$
K_{L}(x)=\sum_{m=-\infty}^{\infty} \hat{K}\left(l_{0} \pi \frac{m}{n}\right) \cos (\pi m x) .
$$

For $y=n x, y \in[-n, n]$ let

$$
K^{(n)}(y):=\frac{1}{n} K_{L}(y / n)=\frac{1}{n} \sum_{m=-\infty}^{\infty} \hat{K}\left(l_{0} \pi \frac{m}{n}\right) \cos \left(\pi \frac{m}{n} y\right),
$$

and $K^{(n)}(y)=0$ for $|y| \geq n$. Set

$$
\mathcal{K}_{l_{0}}(y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{K}\left(l_{0} \zeta\right) \cos (\zeta y) d \zeta, y \in \mathbb{R} .
$$

Note that

$$
\hat{K}\left(l_{0} \zeta\right)=\int_{-\infty}^{\infty} \mathcal{K}_{l_{0}}(y) \cos (\zeta y) d y
$$

provided $\mathcal{K}_{l_{0}}(y)$ is smooth and it decays sufficiently fast as $y \rightarrow \infty$. The function $\mathcal{K}_{l_{0}}(y)$ is exactly the limiting function mentioned in Lemma 3.2 ; that is, $K^{(n)}(y)=$ $K_{L}(y / n) / n$ converges to $\mathcal{K}_{l_{0}}(y)$ as $n \rightarrow \infty$. Let us first verify properties of $\mathcal{K}_{l_{0}}$ described in Lemma 3.2 and then establish convergence. Direct calculations using (A.5) show that $\hat{K}(a)>0$ for all physical choices of the Lamé constants, so that, by Bochner's theorem [18, Vol. 1], $\mathcal{K}_{l_{0}}$ is positive-definite. We verify (3.10) by applying the Paley-Wiener type Theorems [18, Vol. 1]. Indeed, from (A.6) it follows that the Fourier transform of $\mathcal{K}_{l_{0}}$ can be analytically extended into a finite strip $|\operatorname{Im}(a)| \leq c_{2}$ around the real axis provided there is no solution of the equation $a+\sinh (a)=0$, $a \neq 0$, or, equivalently

$$
\begin{equation*}
\operatorname{Re}(a)=-\sinh (\operatorname{Re}(a)) \cos (\operatorname{Im}(a)), \operatorname{Im}(a)=-\cosh (\operatorname{Re}(a)) \sin (\operatorname{Im}(a)), a \neq 0 . \tag{A.9}
\end{equation*}
$$

There is no solution of the last equation in (A.9) at least in the strip $|\operatorname{Im}(a)| \leq \pi$. This implies the exponential decay (3.10) of $\mathcal{K}_{l_{0}}(y)$ by Paley-Wiener theorems. Finally, for every $n$ consider the $2 n$-periodization of $\mathcal{K}_{l_{0}}(y)$ :

$$
\mathcal{K}_{l_{0}}^{(n)}(y)=\sum_{k=-\infty}^{+\infty} \mathcal{K}_{l_{0}}(y+2 n k) .
$$

Since $\mathcal{K}_{l_{0}}(y)$ decays exponentially as $y \rightarrow \infty$, we have that $\mathcal{K}_{l_{0}}^{(n)}(y)$ is a smooth $2 n$ periodic function and its Fourier coefficients

$$
\begin{aligned}
& \hat{\mathcal{K}}_{l_{0}}^{(n)}(m)=\frac{1}{n} \int_{-n}^{n} \mathcal{K}_{l_{0}}^{(n)}(y) \cos \left(\pi \frac{m}{n} y\right) d y \\
&=\frac{1}{n} \int_{-n}^{n}\left(\sum_{k=-\infty}^{+\infty} \mathcal{K}_{l_{0}}(y+2 n k)\right) \cos \left(\pi \frac{m}{n} y\right) d y \\
&=\frac{1}{n} \int_{-\infty}^{\infty} \mathcal{K}_{l_{0}}(y) \cos \left(\pi \frac{m}{n} y\right) d y=\frac{1}{n} \hat{K}\left(l_{0} \pi \frac{m}{n}\right)=\frac{1}{n} \hat{K}_{L}(m) .
\end{aligned}
$$

Thus $\mathcal{K}_{l_{0}}^{(n)}(y)=K_{L}(y / n) / n=K^{(n)}(y)$ on $[-n, n]$. Therefore

$$
\begin{aligned}
\left\|K_{L}(x)-n \mathcal{K}_{l_{0}}(n x)\right\|_{L_{\infty}([-1,1])} & =n\left\|K^{(n)}(y)-\mathcal{K}_{l_{0}}(y)\right\|_{L_{\infty}([-n, n])} \\
& =n\left\|\mathcal{K}_{l_{0}}^{(n)}(y)-\mathcal{K}_{l_{0}}(y)\right\|_{L_{\infty}([-n, n])} \\
& =n\left\|\sum_{k \neq 0} \mathcal{K}_{l_{0}}(y+2 n k)\right\|_{L_{\infty}([-n, n])} \leq C n \sum_{k=1}^{\infty} e^{-c k n} \\
& \leq C n e^{-c n} \rightarrow 0,
\end{aligned}
$$

as $n \rightarrow \infty$, and $C=C\left(l_{0}\right)>0$ is independent of $n$.
A.4. Proof of Proposition 3.3. For any $U$ and $\varepsilon^{\mathrm{T}}$ we can estimate the error of the truncation (3.14) as

$$
\begin{aligned}
& \left|W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)-W_{n}^{k_{0}}\left(U, \varepsilon^{\mathrm{T}}\right)\right| \leq c \sum_{k>k_{0}}\left|\lambda_{k}(n)\right|\left\langle(s-\langle s\rangle)^{2}\right\rangle \\
& \quad \leq c \exp \left(-k_{0}\right)\left\langle(s-\langle s\rangle)^{2}\right\rangle \leq c \exp \left(-k_{0}\right)
\end{aligned}
$$

Since

$$
W_{n}^{k_{0}}\left(U, \varepsilon_{k_{0}}^{\mathrm{T}}\right)=\min _{\tilde{\varepsilon}^{\mathrm{T}} \in \tilde{\Omega}_{n}(\theta)} W_{n}^{k_{0}}\left(U, \tilde{\varepsilon}^{\mathrm{T}}\right)
$$

we have

$$
W_{n}\left(U, \varepsilon^{\mathrm{T}}\right) \leq \min _{\tilde{\varepsilon}^{\mathrm{T}} \in \tilde{\Omega}_{n}(\theta)} W_{n}\left(U, \tilde{\varepsilon}^{\mathrm{T}}\right)+c \exp \left(-k_{0}\right)=W_{n}(U, \boldsymbol{\theta})+c \exp \left(-k_{0}\right)
$$

By definition of the minimizer $W_{n}(U, \boldsymbol{\theta}) \leq W_{n}\left(U, \varepsilon^{\mathrm{T}}\right)$. This implies (3.15).

## Appendix B. Proofs for section 5.

B.1. Verification of (5.11). For a given product measure $\tilde{\mu}$ we have

$$
\int I_{1} I_{2} d \tilde{\mu}=\left(\int I_{1} d \tilde{\mu}\right)^{2}, \int s_{1} I_{2} d \tilde{\mu}=\left(\int s_{1} d \tilde{\mu}\right)\left(\int I_{1} d \tilde{\mu}\right)
$$

because the events in the first and the second grains are independent and identically distributed. Hence

$$
\begin{aligned}
\int I_{1} I_{2} d \tilde{\mu} & =\left(\int_{0}^{\pi / 4} \chi(\theta) d \rho(\theta)\right)^{2} \\
& =f^{2}, \quad \int\left(U+s_{1}\right) I_{2} d \tilde{\mu}=f\left(\int_{0}^{\pi / 4}(U+s(\theta)) \chi(\theta) d \rho(\theta)+(1-f) U\right)
\end{aligned}
$$

It gives

$$
\begin{aligned}
\int F & \left(U, s_{1}, I_{1}, I_{2}\right) d \tilde{\mu} \\
= & \int\left(\left(U+s_{1}\right)^{2}-2\left(U+s_{1}\right) I_{2}+I_{1} I_{2}\right) d \tilde{\mu} \\
= & \int_{0}^{\pi / 4}(U+s(\theta))^{2} \chi(\theta) d \rho(\theta)+(1-f) U^{2} \\
& \quad-2 f\left(\int_{0}^{\pi / 4}(U+s(\theta)) \chi(\theta) d \rho(\theta)+(1-f) U\right)+f^{2} \\
& =\int_{0}^{\pi / 4}\left((U+s(\theta)-f)^{2}-f^{2}\right) \chi(\theta) d \rho(\theta)+(1-f)\left(U^{2}-2 U f\right)+f^{2} \\
= & \int_{0}^{\pi / 4}(U+s(\theta)-f)^{2} \chi(\theta) d \rho(\theta)+(U-f)^{2}(1-f)
\end{aligned}
$$

where the last equality is obtained by noting the following identity:

$$
f^{2}=f^{2}(1-f)+\int_{0}^{\pi / 4} f^{2} \chi(\theta) d \rho(\theta)
$$

B.2. Proof of Lemma 5.3. The proof is the direct evaluation and comparison of all possible scenarios in (5.12). Using (5.12), we simply consider four functions of $U, q, q_{\alpha}$, and $q_{\beta}$ :

$$
\begin{gathered}
W_{1}=\left(U-q_{\alpha}-q_{\beta}+\cos ^{2} \alpha\right)^{2} q_{\alpha} \\
+\left(U-q_{\alpha}-q_{\beta}+\cos ^{2} \beta\right)^{2} q_{\beta}+\left(U-q_{\alpha}-q_{\beta}\right)^{2}\left(1-q_{\alpha}-q_{\beta}\right), \\
W_{2}=\left(U-q_{\alpha}-q_{\beta}+\cos ^{2} \alpha\right)^{2} q_{\alpha} \\
+\left(U-q_{\alpha}-q_{\beta}+\sin ^{2} \beta\right)^{2} q_{\beta}+\left(U-q_{\alpha}-q_{\beta}\right)^{2}\left(1-q_{\alpha}-q_{\beta}\right), \\
W_{3}=\left(U-q_{\alpha}-q_{\beta}+\sin ^{2} \alpha\right)^{2} q_{\alpha} \\
+\left(U-q_{\alpha}-q_{\beta}+\cos ^{2} \beta\right)^{2} q_{\beta}+\left(U-q_{\alpha}+q_{\beta}\right)^{2}\left(1-q_{\alpha}-q_{\beta}\right), \\
W_{4}=\left(U-q_{\alpha}-q_{\beta}+\sin ^{2} \alpha\right)^{2} q_{\alpha} \\
+\left(U-q_{\alpha}-q_{\beta}+\sin ^{2} \beta\right)^{2} q_{\beta}+\left(U-q_{\alpha}-q_{\beta}\right)^{2}\left(1-q_{\alpha}-q_{\beta}\right)
\end{gathered}
$$

and compare their values for each fixed $U$ and $q$, where $q_{\alpha}$ and $q_{\beta}$ are in the range (5.13). It is easy to check that the minimum is always achieved for $W_{4}$; hence equation (5.14) is satisfied.

## Appendix C. Proofs for section 6.

C.1. Proof of Lemma 6.4. Since the Fourier coefficients of a convolution equal the products of the Fourier coefficients, and since from (A.8) we know the Fourier coefficients of $K_{\infty}$ are $\leq 1$ in absolute value, and in view of Plancherel's theorem, we have

$$
\int_{-1}^{1} \int_{-1}^{1}(s(x)-\langle s\rangle)(s(t)-\langle s\rangle) K_{\infty}(x-t) d x d t \leq \int_{-1}^{1}(s(x)-\langle s\rangle)^{2} d x
$$

and $|s(x)| \leq 1$, for any $\delta>0$, there exists $L_{0}>0$, so that for any $L \geq L_{0}$

$$
\left|\frac{B}{L} \bar{W}_{n}\left(U, \varepsilon^{\mathrm{T}}\right)\right| \leq \delta .
$$

Hence for any $s=\varepsilon_{22}^{\mathrm{T}}$

$$
\left\langle(U-f+s)^{2}\right\rangle<W_{n}\left(U, \varepsilon^{\mathrm{T}}\right) \leq\left\langle(U-f+s)^{2}\right\rangle+\delta .
$$

It follows that

$$
\min _{s, f}\left\langle(U-f+s)^{2}\right\rangle<\min _{s, f} W_{n}\left(U, \varepsilon^{\mathrm{T}}\right) \leq \min _{s, f}\left\langle(U-f+s)^{2}\right\rangle+\delta
$$

for any sequence of angles $\boldsymbol{\theta}$. Applying Lemma 5.5 we complete the proof of (6.5). Equality (6.4) follows from direct computations as in Lemma 5.3.
C.2. Proof of Lemma 6.6. Suppose (6.18) and (6.19) do not hold. It means that there exists $\delta>0$ such that for every $\delta^{\prime}>0$ there is a sequence of sets $A_{n_{k}} \in \sigma_{n_{k}}^{\theta}$, $\left\{n_{k}\right\} \rightarrow \infty$ with probability $\rho_{n_{k}}\left(A_{n_{k}}\right)>2 C>0$ such that for every fixed $\boldsymbol{\theta} \in A_{n_{k}}$ (or, equivalently, $\left.\left(\chi_{\alpha}, \chi_{\beta}\right) \in A_{n_{k}}\right)$ there is a (at least one) maximizer $\tilde{\chi}_{\alpha}, \tilde{\chi}_{\beta}$ of (6.17) such that

$$
\begin{equation*}
\min \left(e_{1}, e_{2}\right)>\delta, \tag{C.1}
\end{equation*}
$$

where
(C.2)
$e_{1}=\int_{0}^{1}\left(\left|\tilde{\chi}_{\alpha}-\chi_{q_{\alpha}}^{1}\right| \chi_{\alpha}+\left|\tilde{\chi}_{\beta}-\chi_{q_{\beta}}^{1}\right| \chi_{\beta}\right) d x, e_{2}=\int_{0}^{1}\left(\left|\tilde{\chi}_{\alpha}-\chi_{q_{\alpha}}^{2}\right| \chi_{\alpha}+\left|\tilde{\chi}_{\beta}-\chi_{q_{\beta}}^{2}\right| \chi_{\beta}\right) d x ;$
$\chi_{q_{\alpha}}^{i}$ and $\chi_{q_{\beta}}^{i}$ are defined in (6.14) and (6.15), respectively. Since $K(x) \in L^{1}[-1,1]$ is fixed and $\tilde{\chi}_{\alpha} \chi_{\alpha}, \tilde{\chi}_{\beta} \chi_{\beta}$ are uniformly bounded in $L^{\infty}[-1,1]$, for any $\delta_{1}>0$ there exists $h>0$ so that

$$
\begin{align*}
& \left|\int_{-1}^{1} \int_{-1}^{1} \varepsilon_{\alpha}(x) \varepsilon_{\alpha}(t) K(x-y) d x d t-\int_{-1}^{1} \int_{-1}^{1} \bar{\varepsilon}_{\alpha}(x) \bar{\varepsilon}_{\alpha}(t) K(x-y)\right| d x d t \mid<\delta_{1}, \\
& \left|\int_{-1}^{1} \int_{-1}^{1} \varepsilon_{\alpha}(x) \varepsilon_{\beta}(t) K(x-y)\right| d x d t-\int_{-1}^{1} \int_{-1}^{1} \bar{\varepsilon}_{\alpha}(x) \bar{\varepsilon}_{\beta}(t) K(x-y)|d x d t|<\delta_{1},  \tag{C.3}\\
& \left|\int_{-1}^{1} \int_{-1}^{1} \varepsilon_{\beta}(x) \varepsilon_{\beta}(t) K(x-y)\right| d x d t-\int_{-1}^{1} \int_{-1}^{1} \bar{\varepsilon}_{\beta}(x) \bar{\varepsilon}_{\beta}(t) K(x-y)|d x d t|<\delta_{1},
\end{align*}
$$

where

$$
\bar{\varepsilon}_{\alpha}(x)=\frac{1}{2 h} \int_{-h}^{h} \bar{\varepsilon}_{\alpha}(x+t) d t, \bar{\varepsilon}_{\beta}(x)=\frac{1}{2 h} \int_{-h}^{h} \bar{\varepsilon}_{\beta}(x+t) d t .
$$

By the law of the large numbers, for any $\delta_{2}>0$ there is $\bar{A}_{n_{k}} \in A_{n_{k}}, \rho_{n_{k}}\left(A_{n_{k}}\right)>C$ so that for every $\boldsymbol{\theta} \in \bar{A}_{n_{k}}$ (or, equivalently, $\left(\chi_{\alpha}^{n_{k}}, \chi_{\beta}^{n_{k}}\right) \in \bar{A}_{n_{k}}$ ) and $n_{k}>N_{0}$, we have

$$
\bar{\varepsilon}_{\alpha}(x)=q \chi_{\alpha}(x, \boldsymbol{\theta})-q_{\alpha}(\boldsymbol{\theta}), \bar{\varepsilon}_{\beta}(x)=(1-q) \chi_{\beta}(x, \boldsymbol{\theta})-q_{\alpha}(\boldsymbol{\theta}),
$$

where (random in $\boldsymbol{\theta} \in \bar{A}_{n_{k}}$ ) functions $\chi_{\alpha}(x, \boldsymbol{\theta}), \chi_{\beta}(x, \boldsymbol{\theta})$ satisfy

$$
0 \leq \chi_{\alpha}(x, \boldsymbol{\theta}) \leq 1+\delta_{2}, 0 \leq \chi_{\beta}(x, \boldsymbol{\theta}) \leq 1+\delta_{2},
$$

and $\min \left(e_{1}, e_{2}\right)>\delta-\delta_{2}$ where

$$
\begin{aligned}
e_{1} & =\int_{0}^{1}\left(\left|\chi_{\alpha}(x, \boldsymbol{\theta})-\chi_{q_{\alpha}}^{1}\right|+\left|\chi_{\beta}(x, \boldsymbol{\theta})-\chi_{q_{\beta}}^{1}\right|\right) d x, e_{2} \\
& =\int_{0}^{1}\left(\left|\chi_{\alpha}(x, \boldsymbol{\theta})-\chi_{q_{\alpha}}^{2}\right|+\left|\chi_{\beta}(x, \boldsymbol{\theta})-\chi_{q_{\beta}}^{2}\right|\right) d x .
\end{aligned}
$$

The classical Riesz rearrangement inequality (6.11) implies that when $\delta_{1}$ and $\delta_{2}$ are sufficiently small, there is $\delta^{\prime}>0$ so that for every $\boldsymbol{\theta} \in \bar{A}_{n_{k}}$

$$
\begin{aligned}
& \int_{-1}^{1} \int_{-1}^{1}\left(a \varepsilon_{\alpha}(x)+b \varepsilon_{\beta}(x)\right)\left(a \varepsilon_{\alpha}(t)+b \varepsilon_{\beta}(t)\right) K(x-t) d x d t \\
& \leq \int_{-1}^{1} \int_{-1}^{1}\left(a \varepsilon_{\alpha}^{1}(x)+b \varepsilon_{\beta}^{1}(x)\right)\left(a \varepsilon_{\alpha}^{1}(t)+b \varepsilon_{\beta}^{1}(t)\right) K(x-t) d x d t-\delta^{\prime}
\end{aligned}
$$

where

$$
\varepsilon_{\alpha}^{1}(x)=\chi_{q_{\alpha}}^{1} \chi_{\alpha}, \varepsilon_{\alpha}^{1}(x)=\chi_{q_{\beta}}^{1} \chi_{\beta} .
$$

Hence we have that $\tilde{\chi}_{\alpha}$ and $\tilde{\chi}_{\beta}$ with (C.1) and (C.2) cannot be maximizers of (6.17). This leads to contradiction with our assumption that (6.18) and (6.19) do not hold.
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#### Abstract

The periodic unfolding method was introduced in 2002 in [Cioranescu, Damlamian, and Griso, C.R. Acad. Sci. Paris, Ser. 1, 335 (2002), pp. 99-104] (with the basic proofs in [Proceedings of the Narvik Conference 2004, GAKUTO Internat. Ser. Math. Sci. Appl. 24, Gakkōtosho, Tokyo, 2006, pp. 119-136]). In the present paper we go into all the details of the method and include complete proofs, as well as several new extensions and developments. This approach is based on two distinct ideas, each leading to a new ingredient. The first idea is the change of scale, which is embodied in the unfolding operator. At the expense of doubling the dimension, this allows one to use standard weak or strong convergence theorems in $L^{p}$ spaces instead of more complicated tools (such as two-scale convergence, which is shown to be merely the weak convergence of the unfolding; cf. Remark 2.15). The second idea is the separation of scales, which is implemented as a macro-micro decomposition of functions and is especially suited for the weakly convergent sequences of Sobolev spaces. In the framework of this method, the proofs of most periodic homogenization results are elementary. The unfolding is particularly well-suited for multiscale problems (a simple backward iteration argument suffices) and for precise corrector results without extra regularity on the data. A list of the papers where these ideas appeared, at least in some preliminary form, is given with a discussion of their content. We also give a list of papers published since the publication [Cioranescu, Damlamian, and Griso, C.R. Acad. Sci. Paris, Ser. 1, 335 (2002), pp. 99-104], and where the unfolding method has been successfully applied.
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1. Introduction. The notion of two-scale convergence was introduced in 1989 by Nguetseng in [58], further developed by Allaire in [1] and by Lukkassen, Nguetseng, and Wall in [55] with applications to periodic homogenization. It was generalized to some multiscale problems by Ene and Saint Jean Paulin in [38], Allaire and Briane in [2], Lions et al. in [52] and Lukkassen, Nguetseng, and Wall in [55].

In 1990, Arbogast, Douglas, and Hornung defined a "dilation" operator in [5] to study homogenization for a periodic medium with double porosity. This technique was used again in [16], [3], [4], [48], [49], [50], [51], [54], [20], [21], [22], and [23].

In [24], we expanded on this idea and presented a general and quite simple approach for classical or multiscale periodic homogenization, under the name of "unfolding method." Originally restricted to the case of domains consisting of a union of $\varepsilon$-cells, it was extended to general domains (see the survey of Damlamian [34]). In the present work, we give a complete presentation of this method, including all of the proofs, as well as several new extensions and developments. The relationship of the papers listed above with our work is discussed at the end of this introduction.

The periodic unfolding method is essentially based on two ingredients. The first one is the unfolding operator $\mathcal{T}_{\varepsilon}$ (similar to the dilation operator), defined in section 2 ,

[^84]where its properties are investigated. Let $\Omega$ be a bounded open set, and $Y$ a reference cell in $\mathbb{R}^{n}$. By definition, the operator $\mathcal{T}_{\varepsilon}$ associates to any function $v$ in $L^{p}(\Omega)$, a function $\mathcal{T}_{\varepsilon}(v)$ in $L^{p}(\Omega \times Y)$. An immediate (and interesting) property of $\mathcal{T}_{\varepsilon}$ is that it enables one to transform any integral over $\Omega$ in an integral over $\Omega \times Y$. Indeed, by Proposition 2.6 below
\[

$$
\begin{equation*}
\int_{\Omega} w(x) d x \sim \frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(w)(x, y) d x d y \quad \forall w \in L^{1}(\Omega) \tag{1.1}
\end{equation*}
$$

\]

Proposition 2.14 shows that the two-scale convergence in the $L^{p}(\Omega)$-sense of a sequence of functions $\left\{v_{\varepsilon}\right\}$ is equivalent to the weak convergence of the sequence of unfolded functions $\left\{\mathcal{T}_{\varepsilon}\left(v_{\varepsilon}\right)\right\}$ in $L^{p}(\Omega \times Y)$. Thus, the two-scale convergence in $\Omega$ is reduced to a mere weak convergence in $L^{p}(\Omega \times Y)$, which conceptually simplifies proofs.

In section 2 are also introduced a local average operator $\mathcal{M}_{\varepsilon}$ and an averaging operator $\mathcal{U}_{\varepsilon}$, the latter being, in some sense, the inverse of the unfolding operator $\mathcal{T}_{\varepsilon}$.

The second ingredient of the periodic unfolding method consists of separating the characteristic scales by decomposing every function $\varphi$ belonging to $W^{1, p}(\Omega)$ in two parts. In section 3 it is achieved by using the local average. In section 4 , the original proof of this scale-splitting, inspired by the finite element method (FEM), is given. The confrontation of the two methods of sections 3 and 4 is interesting in itself (Theorem 3.5 and Proposition 4.8). In both approaches, $\varphi$ is written as $\varphi=\varphi_{1}^{\varepsilon}+\varepsilon \varphi_{2}^{\varepsilon}$, where $\varphi_{1}^{\varepsilon}$ is a macroscopic part designed not to capture the oscillations of order $\varepsilon$ (if there are any), while the microscopic part $\varphi_{2}^{\varepsilon}$ is designed to do so. The main result states that, from any bounded sequence $\left\{w^{\varepsilon}\right\}$ in $W^{1, p}(\Omega)$, weakly convergent to some $w$, one can always extract a subsequence (still denoted $\left\{w^{\varepsilon}\right\}$ ) such that $w^{\varepsilon}=w_{1}^{\varepsilon}+\varepsilon w_{2}^{\varepsilon}$, with
(i) $\quad w_{1}^{\varepsilon} \rightharpoonup w \quad$ weakly in $W^{1, p}(\Omega)$,
(ii) $\mathcal{T}_{\varepsilon}\left(w^{\varepsilon}\right) \rightharpoonup w \quad$ weakly in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$,
(iii) $\mathcal{T}_{\varepsilon}\left(w_{2}^{\varepsilon}\right) \rightharpoonup \widehat{w} \quad$ weakly in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$,
(iv) $\mathcal{T}_{\varepsilon}\left(\nabla w^{\varepsilon}\right) \rightharpoonup \nabla w+\nabla_{y} \widehat{w} \quad$ weakly in $L^{p}(\Omega \times Y)$,
where $\widehat{w}$ belongs to $L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$.
In section 5 we apply the periodic unfolding method to a classical periodic homogenization problem. We point out that, in the framework of this method, the proof of the homogenization result is elementary. It relies essentially on formula (1.1), on the properties of $\mathcal{T}_{\varepsilon}$, and on convergences (1.2). It applies directly for both homogeneous Dirichlet or Neumann boundary conditions without hypothesis on the regularity of $\partial \Omega$. For nonhomogenous boundary conditions (or for Robin-type condition), some regularity of $\partial \Omega$ is required for the problem to make sense, in which case the method applies also directly (see Remark 5.12).

Section 6 is devoted to a corrector result, which holds without any additional regularity on the data (contrary to all previous proofs; see [11], [30], and [59]). This result follows from the use of the averaging operator $\mathcal{U}_{\varepsilon}$. The idea of using averages to improve corrector results first appeared in Dal Maso and Defranceschi [33]. We also give some error estimates and a new corrector result for the case of domains with
a smooth boundary (obtained by Griso in [42], [43], [44], and [45]). These results are explicitely connected to the unfolding method and improve on known classical ones (see [11] and [59]).

The periodic unfolding method is particularly well-suited for the case of multiscale problems. This is shown in section 7 by a simple backward iteration argument. This problem has a long history; one of the first papers on the subject is due to Bruggeman [19]. Its mathematical treatment by homogenization goes back to the book of Bensoussan, Lions, and Papanicolaou [11], where for this problem, the method of asymptotic expansions is used. For more recent references of multiscale homogenization and its applications, we refer to the books of Braides and Defranceschi [17], Milton [57], and the articles by Damlamian and Donato [35], Lukkassen and Milton [54], Lukkassen [53], Braides and Lukkassen [18], Babadjian and Baía [6], and Barchiesi [8].

The final section gives a list of papers where the method has been successfully applied since the publication of [24].

To conclude, let us turn back to the papers quoted at the beginning of this introduction and point out their relationships with our results. The dilation operation from Arbogast, Douglas, and Hornung [5] was defined in a domain which is an exact union of $\varepsilon Y$-cells. It consists in a change of variables, similar to that used in Definition 2.1 below. By this operation, any integral on $\Omega$ can be written as an integral over $\Omega \times Y$. Some elementary properties of the dilation operator in the space $L^{2}$ were also contained in Lemma 2 of [5].

The same dilation operator was used by Bourgeat, Luckhaus, and Mikelic in [16] under the name of "periodic modulation." Proposition 4.6 of [16] showed that if a sequence two-scale converges and its periodic modulation converges weakly, they have the same limit.

In the context of two-scale convergence, Allaire and Conca [3] defined a pair of extension and projection operators (suited to Bloch decompositions) which are adjoint of each other. They are similar to our operators $\mathcal{T}_{\varepsilon}$ and $\mathcal{U}_{\varepsilon}$ and the equivalent of property (2.12) and Proposition 2.18(ii) below, are proved in Lemma 4.2 of [3]. These properties were exploited by Allaire, Conca, and Vanninathan in [4] for a general bounded domain by extending all functions by zero on its complement.

In [48], Lenczner used the dilation operator (here called "two-scale transformation") in order to treat the homogenization of discrete electrical networks (by nature, the domain is a union of $\varepsilon$-cells). The convergence of the two-scale transform is called two-scale convergence (this would be confusing except that it was shown to be equivalent to the original two-scale convergence). As an aside, a convergence similar to (1.2)(iv) was also treated. In Lenczner and Mercier [49], Lenczner and SenouciBereksi [50], and Lenczner, Kader, and Perrier [51], this theory was applied to periodic electrical networks.

Finally, Casado Díaz and Luna-Laynez [21], Casado Díaz, Luna-Laynez, and Martin [22] and [23] used the dilation operator in the case of reticulated structures. In this framework, they obtained the equivalent of (3.7)(i) of Theorem 3.5 below.

## 2. Unfolding in $L^{p}$-spaces.

2.1. The unfolding operator $\mathcal{T}_{\varepsilon}$. In $\mathbb{R}^{n}$, let $\Omega$ be an open set and $Y$ a reference cell (e.g., $] 0,1\left[{ }^{n}\right.$, or more generally, a set having the paving property, with respect to a basis $\left(b_{1}, \ldots, b_{n}\right)$ defining the periods).

By analogy with the notation in the one-dimensional case, for $z \in \mathbb{R}^{n},[z]_{Y}$ denotes the unique integer combination $\sum_{j=1}^{n} k_{j} b_{j}$ of the periods such that $z-[z]_{Y}$ belongs


Fig. 1. Definition of $[z]_{Y}$ and $\{z\}_{Y}$.
to $Y$, and set

$$
\{z\}_{Y}=z-[z]_{Y} \in Y \quad \text { a.e. for } \quad z \in \mathbb{R}^{n} .
$$

Then for each $x \in \mathbb{R}^{n}$, one has

$$
x=\varepsilon\left(\left[\frac{x}{\varepsilon}\right]_{Y}+\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) \quad \text { a.e. for } \quad x \in \mathbb{R}^{n} \text { (See Figure 1). }
$$

We use the following notations:

$$
\left\{\begin{array}{l}
\Xi_{\varepsilon}=\left\{\xi \in \mathbb{Z}^{N}, \varepsilon(\xi+Y) \subset \Omega\right\}  \tag{2.1}\\
\widehat{\Omega}_{\varepsilon}=\text { interior }\left\{\bigcup_{\xi \in \Xi_{\varepsilon}} \varepsilon(\xi+\bar{Y})\right\} \\
\Lambda_{\varepsilon}=\Omega \backslash \widehat{\Omega}_{\varepsilon}
\end{array}\right.
$$

The set $\widehat{\Omega}_{\varepsilon}$ is the largest union of $\varepsilon(\xi+\bar{Y})$ cells $\left(\xi \in \mathbb{Z}^{n}\right)$ included in $\Omega$, while $\Lambda_{\varepsilon}$ is the subset of $\Omega$ containing the parts from $\varepsilon(\xi+\bar{Y})$ cells intersecting the boundary $\partial \Omega$ (see Figure 2).

Definition 2.1. For $\phi$ Lebesgue-measurable on $\Omega$, the unfolding operator $\mathcal{T}_{\varepsilon}$ is defined as follows:

$$
\mathcal{T}_{\varepsilon}(\phi)(x, y)= \begin{cases}\phi\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon y\right) & \text { a.e. for } \quad(x, y) \in \widehat{\Omega}_{\varepsilon} \times Y \\ 0 & \text { a.e. for } \quad(x, y) \in \Lambda_{\varepsilon} \times Y\end{cases}
$$

Observe that the function $\mathcal{T}_{\varepsilon}(\phi)$ is Lebesgue-measurable on $\Omega \times Y$ and vanishes for $x$ outside of the set $\widehat{\Omega}_{\varepsilon}$.

As in classical periodic homogenization, two different scales appear in the definition of $\mathcal{T}_{\varepsilon}$ : the "macroscopic" scale $x$ gives the position of a point in the domain $\Omega$, while the "microscopic" scale $y(=x / \varepsilon)$ gives the position of a point in the cell $Y$. The unfolding operator doubles the dimension of the space and puts all of the oscillations in the second variable, in this way separating the two scales (see Figures 3, 4 and Figures 5, 6).

The following property of $\mathcal{T}_{\varepsilon}$ is a simple consequence of Definition 2.1 for $v$ and $w$ Lebesgue-measurable; it will be used extensively:

$$
\begin{equation*}
\mathcal{T}_{\varepsilon}(v w)=\mathcal{T}_{\varepsilon}(v) \mathcal{T}_{\varepsilon}(w) \tag{2.2}
\end{equation*}
$$



Fig. 2. The domains $\widehat{\Omega}_{\varepsilon}$ and $\Lambda_{\varepsilon}$.


Fig. 3. $f_{\varepsilon}(x)=\frac{1}{4} \sin \left(2 \pi \frac{x}{\varepsilon}\right)+x ; \varepsilon=\frac{1}{6}$.


Fig. 4. $\mathcal{T}_{\varepsilon}\left(f_{\varepsilon}\right)$.


Fig. 5. $f_{\varepsilon}=f\left(\left\{\frac{x}{\varepsilon}\right\}_{Y}\right)$.


Fig. 6. $\mathcal{T}_{\varepsilon}\left(f_{\varepsilon}\right)$.

Another simple consequence of Definition 2.1 is the following result concerning highly oscillating functions.

Proposition 2.2. For $f$ measurable on $Y$, extended by $Y$-periodicity to the whole of $\mathbb{R}^{n}$, define the sequence $\left\{f_{\varepsilon}\right\}$ by

$$
\begin{equation*}
f_{\varepsilon}(x)=f\left(\frac{x}{\varepsilon}\right) \quad \text { a.e. for } x \in \mathbb{R}^{n} \tag{2.3}
\end{equation*}
$$

Then

$$
\mathcal{T}_{\varepsilon}\left(\left.f_{\varepsilon}\right|_{\Omega}\right)(x, y)=\left\{\begin{array}{lll}
f(y) & \text { a.e. for } & (x, y) \in \widehat{\Omega}_{\varepsilon} \times Y, \\
0 & \text { a.e. for } & (x, y) \in \Lambda_{\varepsilon} \times Y
\end{array}\right.
$$

If $f$ belongs to $L^{p}(Y), p \in[1,+\infty[$, and if $\Omega$ is bounded,

$$
\begin{equation*}
\mathcal{T}_{\varepsilon}\left(\left.f_{\varepsilon}\right|_{\Omega}\right) \rightarrow f \quad \text { strongly in } L^{p}(\Omega \times Y) \tag{2.4}
\end{equation*}
$$

Remark 2.3. An equivalent way to define $f_{\varepsilon}$ in (2.3) is to take simply $f_{\varepsilon}(x)=$ $f\left(\left\{\frac{x}{\varepsilon}\right\}_{Y}\right)$. For example, with

$$
f(y)= \begin{cases}1 & \text { for } y \in(0,1 / 2) \\ 2 & \text { for } y \in(1 / 2,1)\end{cases}
$$

$f_{\varepsilon}$ is the highly oscillating periodic function, with period $\varepsilon$ from Figure 5 .

Remark 2.4. Let $f$ in $L^{p}(Y), p \in\left[1,+\infty\left[\right.\right.$, and $f_{\varepsilon}$ be defined by (2.3). It is well-known that $\left\{\left.f_{\varepsilon}\right|_{\Omega}\right\}$ converges weakly in $L^{p}(\Omega)$ to the mean value of $f$ on $Y$, and not strongly unless $f$ is a constant (see Remark 2.11 below).

The next two results, essential in the study of the properties of the unfolding operator, are also straightforward from Definition 2.1.

Proposition 2.5. For $p \in\left[1,+\infty\left[\right.\right.$, the operator $\mathcal{T}_{\varepsilon}$ is linear and continuous from $L^{p}(\Omega)$ to $L^{p}(\Omega \times Y)$. For every $\phi$ in $L^{1}(\Omega)$ and $w$ in $L^{p}(\Omega)$,
(i) $\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) d x d y=\int_{\Omega} \phi(x) d x-\int_{\Lambda_{\varepsilon}} \phi(x) d x=\int_{\widehat{\Omega}_{\varepsilon}} \phi(x) d x$,
(ii) $\frac{1}{|Y|} \int_{\Omega \times Y}\left|\mathcal{T}_{\varepsilon}(\phi)\right| d x d y \leq \int_{\Omega}|\phi| d x$,
(iii) $\left|\int_{\Omega} \phi d x-\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(\phi) d x d y\right| \leq \int_{\Lambda_{\varepsilon}}|\phi| d x$,
(iv) $\left\|\mathcal{T}_{\varepsilon}(w)\right\|_{L^{p}(\Omega \times Y)}=|Y|^{\frac{1}{p}}\left\|w 1_{\widehat{\Omega}_{\varepsilon}}\right\|_{L^{p}(\Omega)} \leq|Y|^{\frac{1}{p}}\|w\|_{L^{p}(\Omega)}$.

Proof. Recalling Definition 2.2 of $\widehat{\Omega}_{\varepsilon}$, one has

$$
\begin{aligned}
\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) d x d y & =\frac{1}{|Y|} \int_{\widehat{\Omega}_{\varepsilon} \times Y} \mathcal{I}_{\varepsilon}(\phi)(x, y) d x d y \\
& =\frac{1}{|Y|} \sum_{\xi \in \Xi_{\varepsilon}} \int_{(\varepsilon \xi+\varepsilon Y) \times Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) d x d y .
\end{aligned}
$$

On each $(\varepsilon \xi+\varepsilon Y) \times Y$, by definition, $\mathcal{T}_{\varepsilon}(\phi)(x, y)=\phi(\varepsilon \xi+\varepsilon y)$ is constant in $x$. Hence, each integral in the sum on the right-hand side successively equals

$$
\begin{aligned}
\int_{(\varepsilon \xi+\varepsilon Y) \times Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) d x d y & =|\varepsilon \xi+\varepsilon Y| \int_{Y} \phi(\varepsilon \xi+\varepsilon y) d y \\
& =\varepsilon^{n}|Y| \int_{Y} \phi(\varepsilon \xi+\varepsilon y) d y=|Y| \int_{(\varepsilon \xi+\varepsilon Y)} \phi(x) d x
\end{aligned}
$$

By summing over $\Xi_{\varepsilon}$, the right-hand side becomes $\int_{\widehat{\Omega}_{\varepsilon}} \phi(x) d x$, which gives the result.

Property (iii) in Proposition 2.5 shows that any integral of a function on $\Omega$ is "almost equivalent" to the integral of its unfolded on $\Omega \times Y$; the "integration defect" arises only from the cells intersecting the boundary $\partial \Omega$ and is controlled by its integral over $\Lambda_{\varepsilon}$.

The next proposition, which we call unfolding criterion for integrals (u.c.i.), is a very useful tool when treating homogenization problems.

Proposition 2.6 (u.c.i.). If $\left\{\phi_{\varepsilon}\right\}$ is a sequence in $L^{1}(\Omega)$ satisfying

$$
\int_{\Lambda_{\varepsilon}}\left|\phi_{\varepsilon}\right| d x \rightarrow 0
$$

then

$$
\int_{\Omega} \phi_{\varepsilon} d x-\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{I}_{\varepsilon}\left(\phi_{\varepsilon}\right) d x d y \rightarrow 0
$$

Based on this result, we introduce the following notation.

Notation. If $\left\{w_{\varepsilon}\right\}$ is a sequence satisfying u.c.i., we write

$$
\int_{\Omega} w_{\varepsilon} d x \stackrel{\tau_{\varepsilon}}{\rightleftharpoons} \frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) d x d y .
$$

Proposition 2.7. Let $\left\{u_{\varepsilon}\right\}$ be a bounded sequence in $L^{p}(\Omega)$, with $\left.\left.p \in\right] 1,+\infty\right]$ and $v \in L^{p^{\prime}}(\Omega)\left(1 / p+1 / p^{\prime}=1\right)$, then

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon} v d x \stackrel{\mathcal{T}_{\varepsilon}}{\sim} \frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}\left(u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}(v) d x d y \tag{2.5}
\end{equation*}
$$

Suppose $\partial \Omega$ is bounded. Let $\left\{u_{\varepsilon}\right\}$ be a bounded sequence in $L^{p}(\Omega)$ and $\left\{v_{\varepsilon}\right\}$ a bounded sequence in $L^{q}(\Omega)$, with $1 / p+1 / q<1$, then

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon} v_{\varepsilon} d x \stackrel{\mathcal{T}_{\varepsilon}}{\rightleftharpoons} \frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}\left(u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}\left(v_{\varepsilon}\right) d x d y \tag{2.6}
\end{equation*}
$$

Proof. Observe that $1_{\Lambda_{\varepsilon}}(x) \rightarrow 0$ for all $x \in \Omega$. Consequently, by the Lebesgue dominated convergence theorem, one gets $\int_{\Lambda_{\varepsilon}}|v|^{p^{\prime}} d x \rightarrow 0$, and then by the Hölder inequality, $\int_{\Lambda_{\varepsilon}}\left|u_{\varepsilon} v\right| d x \rightarrow 0$. This proves (2.5). If $\partial \Omega$ is bounded, then one immediately has $\left|\Lambda_{\varepsilon}\right| \rightarrow 0$ when $\varepsilon \rightarrow 0$, and this implies (2.6).

We now investigate the convergence properties related to the unfolding operator when $\varepsilon \rightarrow 0$. For $\phi$ uniformly continuous on $\Omega$, with modulus of continuity $m_{\phi}$, it is easy to see that

$$
\sup _{x \in \widehat{\Omega}_{\varepsilon}, y \in Y}\left|\mathcal{T}_{\varepsilon}(\phi)(x, y)-\phi(x)\right| \leq m_{\phi}(\varepsilon)
$$

So, as $\varepsilon$ goes to zero, even though $\mathcal{T}_{\varepsilon}(\phi)$ is not continuous, it converges to $\phi$ uniformly on any open set strongly included in $\Omega$. By density, and making use of Proposition 2.5, further convergence properties can be expressed using the mean value of a function defined on $\Omega \times Y$.

Definition 2.8. The mean value operator $\mathcal{M}_{Y}: L^{p}(\Omega \times Y) \mapsto L^{p}(\Omega)$ for $p \in$ $[1,+\infty]$, is defined as follows:

$$
\begin{equation*}
\mathcal{M}_{Y}(\Phi)(x)=\frac{1}{|Y|} \int_{Y} \Phi(x, y) d y \quad \text { a.e. for } \quad x \in \Omega \tag{2.7}
\end{equation*}
$$

Observe that an immediate consequence of this definition is the estimate

$$
\left\|\mathcal{M}_{Y}(\Phi)\right\|_{L^{p}(\Omega)} \leq|Y|^{-\frac{1}{p}}\|\Phi\|_{L^{p}(\Omega \times Y)} \quad \text { for every } \Phi \in L^{p}(\Omega \times Y)
$$

Proposition 2.9. Let $p$ belong to $[1,+\infty[$.
(i) For $w \in L^{p}(\Omega)$,

$$
\mathcal{T}_{\varepsilon}(w) \rightarrow w \quad \text { strongly in } L^{p}(\Omega \times Y)
$$

(ii) Let $\left\{w_{\varepsilon}\right\}$ be a sequence in $L^{p}(\Omega)$ such that

$$
w_{\varepsilon} \rightarrow w \quad \text { strongly in } L^{p}(\Omega)
$$

Then

$$
\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow w \quad \text { strongly in } L^{p}(\Omega \times Y)
$$

(iii) For every relatively weakly compact sequence $\left\{w_{\varepsilon}\right\}$ in $L^{p}(\Omega)$, the corresponding $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ is relatively weakly compact in $L^{p}(\Omega \times Y)$. Furthermore, if

$$
\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w} \quad \text { weakly in } L^{p}(\Omega \times Y)
$$

then

$$
w_{\varepsilon} \rightharpoonup \mathcal{M}_{Y}(\widehat{w}) \quad \text { weakly in } L^{p}(\Omega)
$$

(iv) If $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w}$ weakly in $L^{p}(\Omega \times Y)$, then

$$
\begin{equation*}
\|\widehat{w}\|_{L^{p}(\Omega \times Y)} \leq \liminf _{\varepsilon \rightarrow 0}|Y|^{\frac{1}{p}}\left\|w_{\varepsilon}\right\|_{L^{p}(\Omega)} \tag{2.8}
\end{equation*}
$$

(v) Suppose $p>1$, and let $\left\{w_{\varepsilon}\right\}$ be a bounded sequence in $L^{p}(\Omega)$. Then, the following assertions are equivalent:

$$
\begin{aligned}
& \text { (a) } \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w} \quad \text { weakly in } L^{p}(\Omega \times Y) \quad \text { and } \limsup _{\varepsilon \rightarrow 0}|Y|^{\frac{1}{p}}\left\|w_{\varepsilon}\right\|_{L^{p}(\Omega)} \leq \\
& \|\widehat{w}\|_{L^{p}(\Omega \times Y)}, \\
& \text { (b) } \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow \widehat{w} \quad \text { strongly in } L^{p}(\Omega \times Y) \quad \text { and } \int_{\Lambda_{\varepsilon}}\left|w_{\varepsilon}\right|^{p} d x \rightarrow 0
\end{aligned}
$$

Proof. (i) The result is obvious for any $w \in \mathcal{D}(\Omega)$. If $w \in L^{p}(\Omega)$, let $\phi \in \mathcal{D}(\Omega)$. Then, by using (iv) from Proposition 2.5,

$$
\begin{aligned}
\left\|\mathcal{T}_{\varepsilon}(w)-w\right\|_{L^{p}(\Omega \times Y)} & =\left\|\mathcal{T}_{\varepsilon}(w-\phi)+\left(\mathcal{T}_{\varepsilon}(\phi)-\phi\right)+(\phi-w)\right\|_{L^{p}(\Omega \times Y)} \\
& \leq 2|Y|^{\frac{1}{p}}\|w-\phi\|_{L^{p}(\Omega)}+\left\|\mathcal{T}_{\varepsilon}(\phi)-\phi\right\|_{L^{p}(\Omega \times Y)},
\end{aligned}
$$

hence,

$$
\limsup _{\varepsilon \rightarrow 0}\left\|\mathcal{T}_{\varepsilon}(w)-w\right\|_{L^{p}(\Omega \times Y)} \leq 2|Y|^{\frac{1}{p}}\|w-\phi\|_{L^{p}(\Omega)}
$$

from which statement (i) follows by density.
(ii) The following estimate, a consequence of Proposition 2.5(iv), gives the result

$$
\left\|\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{T}_{\varepsilon}(w)\right\|_{L^{p}(\Omega \times Y)} \leq|Y|^{\frac{1}{p}}\left\|w_{\varepsilon}-w\right\|_{L^{p}(\Omega)} \quad \forall w \in L^{p}(\Omega)
$$

(iii) For $p \in] 1,+\infty\left[\right.$, by Proposition $2.5(\mathrm{iv})$, boundedness is preserved by $\mathcal{T}_{\varepsilon}$. Suppose that $\mathcal{I}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w}$ weakly in $L^{p}(\Omega \times Y)$, and let $\psi \in L^{p^{\prime}}(\Omega)$. From Proposition 2.7,

$$
\int_{\Omega} w_{\varepsilon}(x) \psi(x) d x \stackrel{\mathcal{T}_{\varepsilon}}{\rightleftharpoons} \frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)(x, y) \mathcal{T}_{\varepsilon}(\psi)(x, y) d x d y
$$

In view of (i), one can pass to the limit in the right-hand side to obtain

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} w_{\varepsilon}(x) \psi(x) d x=\int_{\Omega}\left\{\frac{1}{|Y|} \int_{Y} \widehat{w}(x, y) d y\right\} \psi(x) d x
$$

For $p=1$, one uses the extra property satisfied by weakly convergent sequences in $L^{1}(\Omega)$, in the form of the De La Vallée-Poussin criterion (which is equivalent to
relative weak compactness): there exists a continuous convex function $\Phi: \mathbb{R}^{+} \mapsto \mathbb{R}^{+}$ such that

$$
\lim _{t \rightarrow+\infty} \frac{\Phi(t)}{t}=+\infty, \quad \text { and the set }\left\{\int_{\Omega}\left(\Phi \circ\left|w_{\varepsilon}\right|\right)(x) d x\right\} \text { is bounded. }
$$

Unfolding the last integral shows that

$$
\left\{\int_{\Omega \times Y}\left(\Phi \circ\left|\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right|\right)(x, y) d x d y\right\} \text { is bounded }
$$

which completes the proof of weak compactness of $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ in $L^{1}(\Omega \times Y)$ in the case of $\Omega$ with finite measure. For the case where the measure of $\Omega$ is not finite, a similar argument shows that the equiintegrability at infinity of the sequence $\left\{w_{\varepsilon}\right\}$ carries over to $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$.

If $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w}$ weakly in $L^{1}(\Omega \times Y)$, let $\psi$ be in $\mathcal{D}(\Omega)$. For $\varepsilon$ sufficiently small, one has

$$
\int_{\Omega} w_{\varepsilon}(x) \psi(x) d x=\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)(x, y) \mathcal{I}_{\varepsilon}(\psi)(x, y) d x d y
$$

In view of (i), one can pass to the limit in the right-hand side to obtain

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} w_{\varepsilon}(x) \psi(x) d x=\int_{\Omega}\left\{\frac{1}{|Y|} \int_{Y} \widehat{w}(x, y) d y\right\} \psi(x) d x
$$

(iv) Inequality (2.8) is a simple consequence of Proposition 2.5(ii).
(v) Proposition 2.5(i) applied to the function $\left|w_{\varepsilon}\right|^{p}$ gives

$$
\frac{1}{|Y|}\left\|\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\|_{L^{p}(\Omega \times Y)}^{p}+\int_{\Lambda_{\varepsilon}}\left|w_{\varepsilon}\right|^{p} d x=\left\|w_{\varepsilon}\right\|_{L^{p}(\Omega)}^{p}
$$

This identity implies the required equivalence.
Corollary 2.10. Let $f$ be in $L^{p}(Y), p \in\left[1,+\infty\left[\right.\right.$, and $\left\{f_{\varepsilon}\right\}$ be the sequence defined by (2.3). Then

$$
\begin{equation*}
\left.f_{\varepsilon}\right|_{\Omega} \rightharpoonup \mathcal{M}_{Y}(f) \quad \text { weakly in } L^{p}(\Omega) \tag{2.9}
\end{equation*}
$$

Proof. Proposition 2.2 gives the strong (hence weak) convergenge of $\left\{\mathcal{T}_{\varepsilon}\left(\left.f_{\varepsilon}\right|_{\Omega}\right)\right\}$ to $f$ in $L^{p}(\Omega \times Y)$. Convergence (2.9) follows from Proposition 2.9(iii). ${ }^{1}$

Remark 2.11. In general, in the case where $\Lambda_{\varepsilon}$ is not null set (for every $\varepsilon$ ), the strong (resp. weak) convergence of the sequence $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ does not imply the corresponding convergence for the sequence $\left\{w_{\varepsilon}\right\}$, since it gives no control of the sequence $\left\{w_{\varepsilon} 1_{\Lambda_{\varepsilon}}\right\}$. If $\left\{w_{\varepsilon} 1_{\Lambda_{\varepsilon}}\right\}$ is bounded in $L^{p}(\Omega)$ and if $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ converges weakly, so does $\left\{w_{\varepsilon}\right\}$ by Proposition 2.9(iii). On the other hand, even if $\left\{w_{\varepsilon} 1_{\Lambda_{\varepsilon}}\right\}$ converges strongly to 0 in $L^{p}(\Omega)$, the strong convergence of $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ does not imply that of $\left\{w_{\varepsilon}\right\}$ as it is shown by the sequence $\left\{\left.f_{\varepsilon}\right|_{\Omega}\right\}$ in Corollary 2.10 , unless $f$ is a constant on $Y$.

Corollary 2.12. Let $p$ belong to $] 1,+\infty\left[\right.$, let $\left\{u_{\varepsilon}\right\}$ be a sequence in $L^{p}(\Omega)$ such that

$$
\mathcal{T}_{\varepsilon}\left(u_{\varepsilon}\right) \rightharpoonup u \quad \text { weakly in } L^{p}(\Omega \times Y)
$$

[^85]and let $\left\{v_{\varepsilon}\right\}$ be a sequence in $L^{p^{\prime}}(\Omega)\left(1 / p+1 / p^{\prime}=1\right)$, with
$$
\mathcal{T}_{\varepsilon}\left(v_{\varepsilon}\right) \rightarrow v \quad \text { strongly in } L^{p^{\prime}}(\Omega \times Y)
$$

Then, for any $\varphi$ in $C_{c}(\Omega)$, one has

$$
\int_{\Omega} u_{\varepsilon}(x) v_{\varepsilon}(x) \varphi(x) d x \rightarrow \frac{1}{|Y|} \int_{\Omega \times Y} u(x, y) v(x, y) \varphi(x) d x d y
$$

Moreover, if

$$
\int_{\Lambda_{\varepsilon}}\left|v_{\varepsilon}\right|^{p^{\prime}} d x \rightarrow 0
$$

then, for any $\varphi$ in $C(\bar{\Omega})$, one has

$$
\int_{\Omega} u_{\varepsilon}(x) v_{\varepsilon}(x) \varphi(x) d x \rightarrow \frac{1}{|Y|} \int_{\Omega \times Y} u(x, y) v(x, y) \varphi(x) d x d y
$$

Proof. The result follows from the fact that, in both cases, the sequence $\left\{u_{\varepsilon} v_{\varepsilon} \phi\right\}$ satisfies the u.c.i. by the Hölder inequality.

Remark 2.13. A consequence of (iii) of Proposition 2.9, together with (iv) of Proposition 2.5 , is the following. Suppose the sequence $\left\{w_{\varepsilon}\right\}$ converges weakly to $w$ in $L^{p}(\Omega)$. Then the sequence $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ is relatively weakly compact in $L^{p}(\Omega \times Y)$, and each of its weak-limit points $\widehat{w}$ satisfies $\mathcal{M}_{Y}(\widehat{w})=w$.

Now recall the following definition from Nguetseng [58] and Allaire [1].
Two-scale convergence. Let $p \in] 1,+\infty\left[\right.$. A bounded sequence $\left\{w_{\varepsilon}\right\}$ in $L^{p}(\Omega)$ two-scale converges to some $w$ belonging to $L^{p}(\Omega \times Y)$, whenever, for every smooth function $\varphi$ on $\Omega \times Y$, the following convergence holds:

$$
\int_{\Omega} w_{\varepsilon}(x) \varphi\left(x, \frac{x}{\varepsilon}\right) d x \rightarrow \frac{1}{|Y|} \iint_{\Omega \times Y} w(x, y) \varphi(x, y) d x d y
$$

The next result reduces two-scale convergence of a sequence to a mere weak $L^{p}(\Omega \times Y)$-convergence of the unfolded sequence.

Proposition 2.14. Let $\left\{w_{\varepsilon}\right\}$ be a bounded sequence in $L^{p}(\Omega)$, with $\left.p \in\right] 1,+\infty[$. The following assertions are equivalent:
(i) $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ converges weakly to $w$ in $L^{p}(\Omega \times Y)$,
(ii) $\left\{w_{\varepsilon}\right\}$ two-scale converges to $w$.

Proof. To prove this equivalence, it is enough to check that, for every $\varphi$ in a set of admissible test functions for two-scale convergence (for instance, $\mathcal{D}\left(\Omega, L^{q}(Y)\right.$ )), the sequence $\left\{\mathcal{T}_{\varepsilon}[\varphi(x, x / \varepsilon)]\right\}$ converges strongly to $\varphi$ in $\left.L^{q}(\Omega \times Y)\right)$. This follows from the definition of $\mathcal{T}_{\varepsilon}$, indeed

$$
\mathcal{T}_{\varepsilon}\left[\varphi\left(x, \frac{x}{\varepsilon}\right)\right](x, y)=\varphi\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon y, y\right) .
$$

Remark 2.15. Proposition 2.14 shows that the two-scale convergence of a sequence in $\left.L^{p}(\Omega), p \in\right] 1,+\infty\left[\right.$, is equivalent to the weak $-L^{p}(\Omega \times Y)$ convergence of the unfolded sequence. Notice that, by definition, to check the two-scale convergence, one has to use special test functions. To check a weak convergence in the space $L^{p}(\Omega \times Y)$, one simply makes the use of functions in the dual space $L^{p^{\prime}}(\Omega \times Y)$. Moreover, due to density properties, it is sufficient to check this convergence only on smooth functions from $\mathcal{D}(\Omega \times Y)$.
2.2. The averaging operator $\mathcal{U}_{\varepsilon}$. In this section, we consider the adjoint $\mathcal{U}_{\varepsilon}$ of $\mathcal{T}_{\varepsilon}$, which we call averaging operator. In order to do so, let $v$ be in $L^{p}(\Omega \times Y)$, and let $u$ be in $L^{p^{\prime}}(\Omega)$. We have successively,

$$
\begin{aligned}
& \frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(u)(x, y) v(x, y) d x d y=\frac{1}{|Y|} \int_{\widehat{\Omega}_{\varepsilon} \times Y} \mathcal{T}_{\varepsilon}(u)(x, y) v(x, y) d x d y \\
&=\frac{1}{|Y|} \sum_{\xi \in \Xi_{\varepsilon}} \int_{\varepsilon(\xi+Y) \times Y} u(\varepsilon \xi+\varepsilon y) v(x, y) d x d y \\
&=\sum_{\xi \in \Xi_{\varepsilon}} \frac{1}{|Y|} \int_{Y \times Y} u(\varepsilon \xi+\varepsilon y) v(\varepsilon \xi+\varepsilon z, y) \varepsilon^{N} d z d y \\
&=\sum_{\xi \in \Xi_{\varepsilon}} \frac{1}{|Y|} \int_{Y} d z \int_{\varepsilon(\xi+Y)} u(x) v\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon z,\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) d x \\
&=\int_{\widehat{\Omega}_{\varepsilon}} u(x)\left(\frac{1}{|Y|} \int_{Y} v\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon z,\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) d z\right) d x
\end{aligned}
$$

This gives the formula for the averaging operator $\mathcal{U}_{\varepsilon}$.
Definition 2.16. For $p$ in $[1,+\infty]$, the averaging operator $\mathcal{U}_{\varepsilon}: L^{p}(\Omega \times Y) \mapsto$ $L^{p}(\Omega)$ is defined as

$$
\mathcal{U}_{\varepsilon}(\Phi)(x)= \begin{cases}\frac{1}{|Y|} \int_{Y} \Phi\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon z,\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) d z & \text { a.e. for } x \in \widehat{\Omega}_{\varepsilon} \\ 0 & \text { a.e. for } x \in \Lambda_{\varepsilon}\end{cases}
$$

Consequently, for $\psi \in L^{p}(\Omega)$ and $\Phi \in L^{p^{\prime}}(\Omega \times Y)$, one has

$$
\int_{\Omega} \mathcal{U}_{\varepsilon}(\Phi)(x) \psi(x) d x=\frac{1}{|Y|} \int_{\Omega \times Y} \Phi(x, y) \mathcal{T}_{\varepsilon}(\psi)(x, y) d x d y
$$

As a consequence of the duality (Hölder's inequality) and of Proposition 2.5(iv), we get the following.

Proposition 2.17. Let $p$ belong to $[1,+\infty]$. The averaging operator is linear and continuous from $L^{p}(\Omega \times Y)$ to $L^{p}(\Omega)$ and

$$
\begin{equation*}
\left\|\mathcal{U}_{\varepsilon}(\Phi)\right\|_{L^{p}(\Omega)} \leq|Y|^{-\frac{1}{p}}\|\Phi\|_{L^{p}(\Omega \times Y)} \tag{2.10}
\end{equation*}
$$

The operator $\mathcal{U}_{\varepsilon}$ maps $L^{p}(\Omega \times Y)$ into the space $L^{p}(\Omega)$. It allows one to replace the function $x \mapsto \Phi\left(x,\left\{\frac{x}{\varepsilon}\right\}_{Y}\right)$, which is meaningless, in general, by a function which always makes sense. Notice that this implies, in particular, that the largest set of test functions for two-scale convergence is actually the set $\mathcal{U}_{\varepsilon}(\Phi)$, with $\Phi$ in $L^{p^{\prime}}(\Omega \times Y)$.

It is immediate from its definition that $\mathcal{U}_{\varepsilon}$ is almost a left-inverse of $\mathcal{T}_{\varepsilon}$, since

$$
\mathcal{U}_{\varepsilon}\left(\mathcal{T}_{\varepsilon}(\phi)\right)(x)= \begin{cases}\phi(x) & \text { a.e. for } x \in \widehat{\Omega}_{\varepsilon}  \tag{2.11}\\ 0 & \text { a.e. for } x \in \Lambda_{\varepsilon}\end{cases}
$$

for every $\phi$ in $L^{p}(\Omega)$, while

$$
\mathcal{T}_{\varepsilon}\left(\mathcal{U}_{\varepsilon}(\Phi)\right)(x, y)= \begin{cases}\frac{1}{|Y|} \int_{Y} \Phi\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon z, y\right) d z & \text { a.e. for } \quad(x, y) \in \widehat{\Omega}_{\varepsilon} \times Y  \tag{2.12}\\ 0 & \text { a.e. for } \quad(x, y) \in \Lambda_{\varepsilon} \times Y\end{cases}
$$

for every $\Phi$ in $L^{p}(\Omega \times Y)$.

Proposition 2.18 (properties of $\mathcal{U}_{\varepsilon}$ ). Suppose that $p$ is in $[1,+\infty[$.
(i) Let $\left\{\Phi_{\varepsilon}\right\}$ be a bounded sequence in $L^{p}(\Omega \times Y)$ such that $\Phi_{\varepsilon} \rightharpoonup \Phi$ weakly in $L^{p}(\Omega \times Y)$. Then

$$
\mathcal{U}_{\varepsilon}\left(\Phi_{\varepsilon}\right) \rightharpoonup \mathcal{M}_{Y}(\Phi)=\frac{1}{|Y|} \int_{Y} \Phi(\cdot, y) d y \quad \text { weakly in } L^{p}(\Omega)
$$

In particular, for every $\Phi \in L^{p}(\Omega \times Y)$,

$$
\mathcal{U}_{\varepsilon}(\Phi) \rightharpoonup \mathcal{M}_{Y}(\Phi) \quad \text { weakly in } L^{p}(\Omega)
$$

but not strongly, unless $\Phi$ is independent of $y$.
(ii) Let $\left\{\Phi_{\varepsilon}\right\}$ be a sequence such that $\Phi_{\varepsilon} \rightarrow \Phi$ strongly in $L^{p}(\Omega \times Y)$. Then

$$
\mathcal{T}_{\varepsilon}\left(\mathcal{U}_{\varepsilon}\left(\Phi_{\varepsilon}\right)\right) \rightarrow \Phi \quad \text { strongly in } L^{p}(\Omega \times Y)
$$

(iii) Suppose that $\left\{w_{\varepsilon}\right\}$ is a sequence in $L^{p}(\Omega)$. Then, the following assertions are equivalent:
(a) $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow \widehat{w}$ strongly in $L^{p}(\Omega \times Y)$,
(b) $\quad w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}-\mathcal{U}_{\varepsilon}(\widehat{w}) \rightarrow 0 \quad$ strongly in $L^{p}(\Omega)$.
(iv) Suppose that $\left\{w_{\varepsilon}\right\}$ is a sequence in $L^{p}(\Omega)$. Then, the following assertions are equivalent:
(c) $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow \widehat{w} \quad$ strongly in $L^{p}(\Omega \times Y) \quad$ and $\int_{\Lambda_{\varepsilon}}\left|w_{\varepsilon}\right|^{p} d x \rightarrow 0$,
(d) $w_{\varepsilon}-\mathcal{U}_{\varepsilon}(\widehat{w}) \rightarrow 0 \quad$ strongly in $L^{p}(\Omega)$.

Proof. (i) This follows from Proposition $2.9(\mathrm{ii})$ by duality for $p>1$. It still holds for $p=1$ in the same way as the proof of Proposition 2.9(ii). Indeed, if the De La Vallée-Poussin criterion is satisfied by the sequence $\left\{\Phi_{\varepsilon}\right\}$, it is also satisfied by the sequence $\left\{\mathcal{U}_{\varepsilon}\left(\Phi_{\varepsilon}\right)\right\}$, since for $F$ convex and continuous, Jensen's inequality implies that

$$
F\left(\mathcal{U}_{\varepsilon}\left(\Phi_{\varepsilon}\right)\right)(x) \leq \mathcal{U}_{\varepsilon}\left(F\left(\Phi_{\varepsilon}\right)\right)(x)
$$

(ii) The proof follows the same lines as that of (i)-(ii) of Proposition 2.9.
(iii) The implication $(\mathrm{a}) \Rightarrow(\mathrm{b})$ follows from (2.10) applied to $\Phi_{\varepsilon}=w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}-\mathcal{U}_{\varepsilon}(\widehat{w})$ and from (2.11).

As for the converse (b) $\Rightarrow$ (a), Proposition 2.9(ii) implies that

$$
\mathcal{T}_{\varepsilon}\left(w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}-\mathcal{U}_{\varepsilon}(\widehat{w})\right) \rightarrow 0 \quad \text { strongly in } L^{p}(\Omega \times Y)
$$

Since $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)=\mathcal{T}_{\varepsilon}\left(w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}\right)$, from (ii) above it converges to $\widehat{w}$ strongly in $L^{p}(\Omega \times Y)$.
(iv) The implication $(\mathrm{c}) \Rightarrow$ (d) follows from (iii) and the second condition of (c).

Its converse $(\mathrm{d}) \Rightarrow(\mathrm{c})$ is a consequence of from (iii): since $\mathcal{U}_{\varepsilon}(\widehat{w}) 1_{\Lambda_{\varepsilon}}=0$, (d) implies (b) and $w_{\varepsilon} 1_{\Lambda_{\varepsilon}} \rightarrow 0$ in $L^{p}(\Omega)$.

Remark 2.19. The statement of Proposition 2.18(iii) does not hold with weak convergences instead of strong ones, contrary to an erroneous statement made in [24]. In view of (2.11) and Proposition 2.18(i), if $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w}$ weakly in $L^{p}(\Omega \times Y)$, then $w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}-\mathcal{U}_{\varepsilon}(\widehat{w})$ converges weakly to 0 in $L^{p}(\Omega)$.

But the converse of this last implication cannot hold. Indeed, choose $\widehat{v}$ with $\mathcal{M}_{Y}(\widehat{v})=0$. By Proposition 2.18(i), $\mathcal{U}_{\varepsilon}(\widehat{v})$ converges weakly to $\mathcal{M}_{Y}(\widehat{v})=0$. Consequently, the weak limit of $w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}-\mathcal{U}_{\varepsilon}(\widehat{w})$ is also the weak limit of $w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}}-\mathcal{U}_{\varepsilon}(\widehat{w}+\widehat{v})$. If the converse were true, it would imply that $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)$ converges weakly to both $\widehat{w}$ and $\widehat{w}+\widehat{v}$. So $\widehat{v}=0$. In other words, $\mathcal{M}_{Y}(\widehat{v})=0$ would imply $\widehat{v}=0$.

Remark 2.20. Assertions (iii)(b) and (iv)(d) are corrector-type results.
Remark 2.21. The condition (iii)(a) is used by some authors to define the notion of "strong two-scale convergence." From the above considerations, condition (c) of Proposition 2.18(iv) is a better candidate for this definition.
2.3. The local average operator $\mathcal{M}_{\varepsilon}$. In this section, we consider the classical average operator associated to the partition of $\Omega$ by $\varepsilon$-cells $Y$ (setting it to be zero on the cells intersecting the boundary $\partial \Omega$ ).

DEFINITION 2.22. The local average operator $\mathcal{M}_{\varepsilon}: L^{p}(\Omega) \mapsto L^{p}(\Omega)$, for $p \in$ $[1,+\infty]$, is defined by

$$
\mathcal{M}_{\varepsilon}(\phi)(x)=\left\{\begin{array}{l}
\frac{1}{\varepsilon^{N}|Y|} \int_{\varepsilon}\left[\frac{x}{\varepsilon}\right]_{y} \phi(\zeta) d \zeta \quad \text { if } x \in \widehat{\Omega}_{\varepsilon}  \tag{2.13}\\
0 \quad \text { if } x \in \Lambda_{\varepsilon}
\end{array}\right.
$$

Remark 2.23. It turns out that the local average $\mathcal{M}_{\varepsilon}$ is connected to the unfolding operator $\mathcal{T}_{\varepsilon}$. Indeed, by the usual change of variable cell by cell,

$$
\mathcal{M}_{\varepsilon}(\phi)(x)=\frac{1}{|Y|} \int_{Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) d y=\mathcal{M}_{Y}\left(\mathcal{T}_{\varepsilon}(\phi)\right)(x)
$$

Remark 2.24. Note that, for any $\phi$ in $L^{p}(\Omega)$, one has $\mathcal{T}_{\varepsilon}\left(\mathcal{M}_{\varepsilon}(\phi)\right)=\mathcal{M}_{\varepsilon}(\phi)$ on the set $\Omega \times Y$. Moreover, one also has $\mathcal{U}_{\varepsilon}(\phi)=\mathcal{M}_{\varepsilon}(\phi)$.

Proposition 2.25 (properties of $\mathcal{M}_{\varepsilon}$ ).
(i) Suppose that $p$ is in $[1,+\infty]$. For any any $\phi$ in $L^{p}(\Omega)$,

$$
\left\|\mathcal{M}_{\varepsilon}(\phi)\right\|_{L^{p}(\Omega)} \leq\|\phi\|_{L^{p}(\Omega)}
$$

(ii) Suppose that $p$ is in $[1,+\infty]$. For $\phi \in L^{p}(\Omega)$ and $\psi \in L^{p^{\prime}}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} \mathcal{M}_{\varepsilon}(\phi) \psi d x=\int_{\Omega} \mathcal{M}_{\varepsilon}(\phi) \mathcal{M}_{\varepsilon}(\psi) d x=\int_{\Omega} \phi \mathcal{M}_{\varepsilon}(\psi) d x \tag{2.14}
\end{equation*}
$$

(iii) Suppose that $p$ is in $\left[1,+\infty\left[\right.\right.$. Let $\left\{v_{\varepsilon}\right\}$ be a sequence such that $v_{\varepsilon} \rightarrow v$ strongly in $L^{p}(\Omega)$. Then

$$
\mathcal{M}_{\varepsilon}\left(v_{\varepsilon}\right) \rightarrow v \quad \text { strongly in } L^{p}(\Omega)
$$

In particular, for every $\phi \in L^{p}(\Omega)$,

$$
\begin{equation*}
\mathcal{M}_{\varepsilon}(\phi) \rightarrow \phi \quad \text { strongly in } L^{p}(\Omega) \tag{2.15}
\end{equation*}
$$

(iv) Suppose that $p$ is in $\left[1,+\infty\left[\right.\right.$. Let $\left\{v_{\varepsilon}\right\}$ be a sequence such that $v_{\varepsilon} \rightharpoonup v$ weakly in $L^{p}(\Omega)$. Then

$$
\mathcal{M}_{\varepsilon}\left(v_{\varepsilon}\right) \rightharpoonup v \quad \text { weakly in } L^{p}(\Omega)
$$

The same holds true for the weak-* topology in $L^{\infty}(\Omega)$.

Proof. The proofs of (i) and (ii) are straightforward. The proof of (iii) is a simple consequence of (ii) of Proposition 2.9. For the proof of (iv), let $\phi$ be in $L^{p^{\prime}}(\Omega)$, with $p^{\prime} \in[1,+\infty[(p \neq 1)$, and use (2.14) and (2.15) to obtain

$$
\int_{\Omega} \phi \mathcal{M}_{\varepsilon}\left(v_{\varepsilon}\right) d x=\int_{\Omega} \mathcal{M}_{\varepsilon}(\phi) v_{\varepsilon} d x \rightarrow \int_{\Omega} \phi v d x
$$

For $p=1$, in the same way as the proof of Proposition 2.9 (ii) and Proposition 2.18(i), if the De La Vallée-Poussin criterion is satisfied by the sequence $\left\{v_{\varepsilon}\right\}$, it is also satisfied by the sequence $\left\{\mathcal{M}_{\varepsilon}\left(v_{\varepsilon}\right)\right\}$, since for $F$ convex and continuous, Jensen's inequality implies that

$$
F\left(\mathcal{M}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x) \leq \mathcal{M}_{\varepsilon}\left(F\left(v_{\varepsilon}\right)\right)(x)
$$

which ends the proof.
Corollary 2.26. Suppose that $p$ is in $\left[1,+\infty\left[\right.\right.$. Let $w$ be in $L^{p}(\Omega)$ and $\left\{w_{\varepsilon}\right\}$ be a sequence in $L^{p}(\Omega)$ satisfying $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow w$ strongly in $L^{p}(\Omega \times Y)$. Then,

$$
w_{\varepsilon} 1_{\widehat{\Omega}_{\varepsilon}} \rightarrow w \quad \text { strongly in } L^{p}(\Omega)
$$

Furthermore, if $\int_{\Lambda_{\varepsilon}}\left|w_{\varepsilon}\right|^{p} \rightarrow 0$, then, $w_{\varepsilon} \rightarrow w$ strongly in $L^{p}(\Omega)$.
Proof. Since $w$ does not depend on $y$, one has $\mathcal{U}_{\varepsilon}(w)=\mathcal{M}_{\varepsilon}(w)$ which, by Proposition 2.25 (iii), converges strongly to $w$. The conclusion follows from Proposition 2.18(iii), respectively, (iv).
3. Unfolding and gradients. This section is devoted to the properties of the restriction of the unfolding operator to the space $W^{1, p}(\Omega)$. Some results require no extra hypotheses, but many others are sensitive to the boundary conditions and the regularity of the boundary itself.

Observe that, for $w$ in $W^{1, p}(\Omega)$, one has

$$
\begin{equation*}
\nabla_{y}\left(\mathcal{T}_{\varepsilon}(w)\right)=\varepsilon \mathcal{T}_{\varepsilon}(\nabla w), \quad \forall w \in W^{1, p}(\Omega) \quad \text { a.e. for } \quad(x, y) \in \Omega \times Y \tag{3.1}
\end{equation*}
$$

Then, Proposition $2.5(\mathrm{iv})$ implies that $\mathcal{T}_{\varepsilon}$ maps $W^{1, p}(\Omega)$ into $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$.
For simplicity, we assume that $Y=] 0,1\left[{ }^{n}\right.$. Nevertheless, the results we prove here hold true in the case of a general $Y$, with minor modifications.

Proposition 3.1 (gradient in the direction of a period). Let $k$ in $[1, \ldots, n]$ and $\left\{w_{\varepsilon}\right\}$ be a bounded sequence in $L^{p}(\Omega)$, with $\left.\left.p \in\right] 1,+\infty\right]$, satisfying

$$
\begin{equation*}
\varepsilon\left\|\frac{\partial w_{\varepsilon}}{\partial x_{k}}\right\|_{L^{p}(\Omega)} \leq C \tag{3.2}
\end{equation*}
$$

Then, there exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w}$ in $L^{p}(\Omega \times Y)$, with $\frac{\partial \widehat{w}}{\partial y_{k}}$ in $L^{p}(\Omega \times Y)$ such that

$$
\begin{align*}
& \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w} \quad \text { weakly in } L^{p}(\Omega \times Y)  \tag{3.3}\\
& \varepsilon \mathcal{T}_{\varepsilon}\left(\frac{\partial w_{\varepsilon}}{\partial x_{k}}\right)=\frac{\partial \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)}{\partial y_{k}} \rightharpoonup \frac{\partial \widehat{w}}{\partial y_{k}} \quad \text { weakly in } L^{p}(\Omega \times Y),(\text { weakly-* for } p=+\infty)
\end{align*}
$$

Moreover, the limit function $\widehat{w}$ is 1-periodic, with respect to the $y_{k}$ coordinate.

Proof. Convergences (3.3) are a simple consequence of (3.1) and (3.2). It remains to prove the periodicity of $\widehat{w}$. Without loss of generality, assume $k=n$ and write $y=\left(y^{\prime}, y_{n}\right)$, with $y^{\prime}$ in $\left.Y^{\prime} \doteq\right] 0,1\left[^{n-1}\right.$ and $\left.y_{n} \in\right] 0,1[$.

Let $\psi \in \mathcal{D}\left(\Omega \times Y^{\prime}\right)$. Convergences (3.3) imply that the sequence $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ is bounded in $L^{p}\left(\Omega \times Y^{\prime} ; W^{1, p}(0,1)\right)$ so that $\left\{\left.\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right|_{\left\{y_{n}=s\right\}}\right\}$ is bounded in $L^{p}\left(\Omega \times Y^{\prime}\right)$ for every $s \in[0,1]$. The periodicity with respect to $y_{n}$ results from the following computation with an obvious change of variable:

$$
\begin{aligned}
\int_{\Omega \times Y^{\prime}} & {\left[\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\left(x,\left(y^{\prime}, 1\right)\right)-\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\left(x,\left(y^{\prime}, 0\right)\right] \psi\left(x, y^{\prime}\right) d x d y^{\prime}\right.} \\
& =\int_{\Omega \times Y^{\prime}}\left\{w_{\varepsilon}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon\left(y^{\prime}, 1\right)\right)-w_{\varepsilon}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon\left(y^{\prime}, 0\right)\right)\right\} \psi\left(x, y^{\prime}\right) d x d y^{\prime} \\
& =\int_{\Omega \times Y^{\prime}} w_{\varepsilon}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon\left(y^{\prime}, 0\right)\right)\left[\psi\left(x-\varepsilon e_{n}, y^{\prime}\right)-\psi\left(x, y^{\prime}\right)\right] d x d y^{\prime}, \\
& =\int_{\Omega \times Y^{\prime}} \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\left(x,\left(y^{\prime}, 0\right)\right)\left[\psi\left(x-\varepsilon e_{n}, y^{\prime}\right)-\psi\left(x, y^{\prime}\right)\right] d x d y^{\prime},
\end{aligned}
$$

which goes to zero. $\quad$ I
Corollary 3.2. Let $\left\{w_{\varepsilon}\right\}$ be in $W^{1, p}(\Omega)$, with $\left.p \in\right] 1,+\infty[$, and assume that $\left\{w_{\varepsilon}\right\}$ is a bounded sequence in $L^{p}(\Omega)$ satisfying

$$
\varepsilon\left\|\nabla w_{\varepsilon}\right\|_{L^{p}(\Omega)} \leq C
$$

Then, there exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w} \in L^{p}\left(\Omega ; W^{1, p}(Y)\right)$ such that

$$
\begin{aligned}
& \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w} \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right) \\
& \varepsilon \mathcal{I}_{\varepsilon}\left(\nabla w_{\varepsilon}\right) \rightharpoonup \nabla_{y} \widehat{w} \quad \text { weakly in } L^{p}(\Omega \times Y)
\end{aligned}
$$

Moreover, the limit function $\widehat{w}$ is $Y$-periodic, i.e., belongs to $L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$, where $W_{\text {per }}^{1, p}(Y)$ denotes the Banach space of $Y$-periodic functions in $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{n}\right)$, with the $W^{1, p}(Y)$ norm.

Corollary 3.3. Let $p$ be in $] 1,+\infty\left[\right.$ and $\left\{w_{\varepsilon}\right\}$ be a sequence converging weakly in $W^{1, p}(\Omega)$ to $w$. Then,

$$
\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup w \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right)
$$

Furthermore, if $\left\{w_{\varepsilon}\right\}$ converges strongly to $w$ in $L^{p}(\Omega)$, the above convergence is strong (this is the case if, for example, $W^{1, p}(\Omega)$ is compactly embedded in $L^{p}(\Omega)$ ).

Proof. Using (3.1), since $\left\{w_{\varepsilon}\right\}$ weakly converges, one has the estimates

$$
\begin{aligned}
& \left\|\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\|_{L^{p}(\Omega \times Y)} \leq C \\
& \left\|\nabla_{y}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right)\right\|_{L^{p}(\Omega \times Y)} \leq \varepsilon C
\end{aligned}
$$

so that there exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w}$ in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$ such that

$$
\begin{align*}
& \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup \widehat{w} \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right) \\
& \nabla_{y}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightarrow 0 \quad \text { strongly in } L^{p}(\Omega \times Y) \tag{3.4}
\end{align*}
$$

and $\nabla_{y} \widehat{w}=0$. Consequently, $\widehat{w}$ does not depend on $y$, and Proposition 2.9(iii) immediately gives $w=\mathcal{M}_{Y}(\widehat{w})=\widehat{w}$. Moreover, convergence (3.4) holds for the entire
sequence $\varepsilon$. Finally, if the sequence $\left\{w_{\varepsilon}\right\}$ converges strongly to $w$ in $L^{p}(\Omega)$, so does the sequence $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$, thanks to Proposition 2.9(ii).

Proposition 3.4. Suppose that $p$ is in $\left[1,+\infty\left[\right.\right.$. Let $\left\{w_{\varepsilon}\right\}$ be a sequence which converges strongly to some $w$ in $W^{1, p}(\Omega)$. Then,
(i) $\quad \mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right) \rightarrow \nabla w \quad$ strongly in $L^{p}(\Omega \times Y)$,
(ii) $\frac{1}{\varepsilon}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightarrow y^{c} \cdot \nabla w \quad$ strongly in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$,
where

$$
y^{c}=\left(y_{1}-\frac{1}{2}, \ldots, y_{n}-\frac{1}{2}\right) .
$$

Proof. The first asssertion follows from Proposition 2.9(i). To prove (ii), set

$$
Z_{\varepsilon} \doteq \frac{1}{\varepsilon}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)\right)
$$

which has mean value zero in $Y$. Since

$$
\nabla_{y} Z_{\varepsilon}=\frac{1}{\varepsilon} \nabla_{y}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right)=\mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right)
$$

thanks to assertion (i),

$$
\nabla_{y} Z_{\varepsilon} \rightarrow \nabla w \quad \text { strongly in } L^{p}(\Omega \times Y)
$$

Then recall the Poincaré-Wirtinger inequality in $Y$ :

$$
\begin{equation*}
\forall \psi \in W^{1, p}(Y), \quad\left\|\psi-\mathcal{M}_{Y}(\psi)\right\|_{L^{p}(Y)} \leq C\|\nabla \psi\|_{L^{p}(Y)} \tag{3.5}
\end{equation*}
$$

Applying it to the function $Z_{\varepsilon}-y^{c} \cdot \nabla w$ (which is of mean value zero) gives

$$
\begin{equation*}
\left\|Z_{\varepsilon}-y^{c} \cdot \nabla w\right\|_{L^{p}(\Omega \times Y)} \leq C\left\|\nabla_{y} Z_{\varepsilon}-\nabla w\right\|_{L^{p}(\Omega \times Y)}, \tag{3.6}
\end{equation*}
$$

and this concludes the proof.
Theorem 3.5. Suppose that $p$ is in $] 1,+\infty\left[\right.$. Let $\left\{w_{\varepsilon}\right\}$ be a sequence converging weakly to some $w$ in $W^{1, p}(\Omega)$. Up to a subsequence, there exists some $\widehat{w}$ in $L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$ such that
(i) $\mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right) \rightharpoonup \nabla w+\nabla_{y} \widehat{w} \quad$ weakly in $L^{p}(\Omega \times Y)$,
(ii) $\frac{1}{\varepsilon}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup \widehat{w}+y^{c} \cdot \nabla w \quad$ weakly in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$.

Moreover, $\mathcal{M}_{Y}(\widehat{w})=0$.
Proof. Following the same lines as in the previous proof, introduce

$$
Z_{\varepsilon}=\frac{1}{\varepsilon}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)\right)
$$

which has mean value zero in $Y$. Since $\nabla_{y} Z_{\varepsilon}=\mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right)$, (ii) implies (i).

To prove (ii), note that the sequence $\left\{\nabla_{y} Z_{\varepsilon}\right\}$ is bounded in $L^{p}(\Omega \times Y)$. By (3.6),

$$
\left\|Z_{\varepsilon}-y^{c} \cdot \nabla w\right\|_{L^{p}(\Omega \times Y)} \leq C
$$

so that there exists $\widehat{w}$ in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$ such that, up to a subsequence,

$$
Z_{\varepsilon}-y^{c} \cdot \nabla w \rightharpoonup \widehat{w} \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right)
$$

Since, by construction, $\mathcal{M}_{Y}\left(y^{c}\right)$ vanishes, so does $\mathcal{M}_{Y}(\widehat{w})$.
It remains to prove the $Y$-periodicity of $\widehat{w}$. This is obtained in the same way as in the proof of Proposition 3.1 by using a test function $\psi \in \mathcal{D}\left(\Omega \times Y^{\prime}\right)$. One has successively,

$$
\begin{aligned}
\int_{\Omega \times Y^{\prime}} & {\left[Z_{\varepsilon}\left(x,\left(y^{\prime}, 1\right)\right)-Z_{\varepsilon}\left(x,\left(y^{\prime}, 0\right)\right] \psi\left(x, y^{\prime}\right) d x d y^{\prime}\right.} \\
& =\int_{\Omega \times Y^{\prime}} \frac{1}{\varepsilon}\left\{w_{\varepsilon}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon\left(y^{\prime}, 1\right)\right)-w_{\varepsilon}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon\left(y^{\prime}, 0\right)\right)\right\} \psi\left(x, y^{\prime}\right) d x d y^{\prime} \\
& =\int_{\Omega \times Y^{\prime}} w_{\varepsilon}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon\left(y^{\prime}, 0\right)\right) \frac{1}{\varepsilon}\left[\psi\left(x-\varepsilon e_{n}, y^{\prime}\right)-\psi\left(x, y^{\prime}\right)\right] d x d y^{\prime} \\
& =\int_{\Omega \times Y^{\prime}} \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\left(x,\left(y^{\prime}, 0\right)\right) \frac{1}{\varepsilon}\left[\psi\left(x-\varepsilon e_{n}, y^{\prime}\right)-\psi\left(x, y^{\prime}\right)\right] d x d y^{\prime}
\end{aligned}
$$

By Proposition 2.9(ii), $\left\{\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)\right\}$ converges strongly to $w$ in $L^{p}(\Omega \times Y)$, and by (3.7) (i), it converges weakly to the same $w$ in $L^{p}\left(\Omega ; W^{1, p}(Y)\right)$. By the trace theorem in $W^{1, p}(Y)$, the trace of $\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)$ on $\Omega \times Y^{\prime}$ converges weakly to $w$ in $L^{p}\left(\Omega \times Y^{\prime}\right)$. Hence, the last integral converges to

$$
\begin{equation*}
-\int_{\Omega \times Y^{\prime}} w(x) \frac{\partial \psi}{\partial x_{n}}\left(x, y^{\prime}\right) d x d y^{\prime} \tag{3.8}
\end{equation*}
$$

Similarly, since $\left(y^{c} \cdot \nabla w\right)\left(y^{\prime}, 1\right)-\left(y^{c} \cdot \nabla w\right)\left(y^{\prime}, 0\right)=\frac{\partial w}{\partial x_{n}}$, we obtain

$$
\begin{aligned}
\int_{\Omega \times Y^{\prime}} & {\left[\left(y^{c} \cdot \nabla w\right)\left(y^{\prime}, 1\right)-\left(y^{c} \cdot \nabla w\right)\left(y^{\prime}, 0\right)\right] \psi\left(x, y^{\prime}\right) d x d y^{\prime} } \\
& =\int_{\Omega \times Y^{\prime}} \frac{\partial w}{\partial x_{n}} \psi\left(x, y^{\prime}\right) d x d y^{\prime}=-\int_{\Omega \times Y^{\prime}} w(x) \frac{\partial \psi}{\partial x_{n}}\left(x, y^{\prime}\right) d x d y^{\prime}
\end{aligned}
$$

This, together with (3.8) and convergence (3.7)(ii), shows that

$$
\int_{\Omega \times Y^{\prime}}\left[\widehat{w}\left(x,\left(y^{\prime}, 1\right)\right)-\widehat{w}\left(x,\left(y^{\prime}, 0\right)\right] \psi\left(x, y^{\prime}\right) d x d y^{\prime}=0\right.
$$

so that $\widehat{w}$ is $y_{n}$-periodic. The same holds in the directions of all of the other periods.

Theorem 3.5 can be generalized to the case of $W^{k, p}(\Omega)$-spaces, with $k \geq 1$ and $p \in] 1,+\infty\left[\right.$. In order to do so, for $r=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}^{n}$ with $|r|=r_{1}+\cdots+r_{n} \leq k$, introduce the notation $D^{r}$ and $D_{y}^{r}$ :

$$
D^{r}=\frac{\partial^{|r|}}{\partial x_{1}^{r_{1}} \ldots \partial x_{n}^{r_{n}}}, \quad \quad D_{y}^{r}=\frac{\partial^{|r|}}{\partial y_{1}^{r_{1}} \ldots \partial y_{n}^{r_{n}}}
$$

Then the following result holds.

ThEOREM 3.6. Let $\left\{w_{\varepsilon}\right\}$ be a sequence converging weakly in $W^{k, p}(\Omega)$ to $w$, $k \geq 1$, and $p \in] 1,+\infty[$. There exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w}$ in the space $L^{p}\left(\Omega ; W_{p e r}^{k, p}(Y)\right)$ such that

$$
\begin{cases}\mathcal{T}_{\varepsilon}\left(D^{l} w_{\varepsilon}\right) \rightharpoonup D^{l} w \quad \text { weakly in } L^{p}\left(\Omega ; W^{k-l, p}(Y)\right), & |l| \leq k-1  \tag{3.9}\\ \mathcal{T}_{\varepsilon}\left(D^{l} w_{\varepsilon}\right) \rightharpoonup D^{l} w+D_{y}^{l} \widehat{w} \quad \text { weakly in } L^{p}(\Omega \times Y), & |l|=k\end{cases}
$$

Furthermore, if $\left\{w_{\varepsilon}\right\}$ converges strongly to $w$ in $W^{k-1, p}(\Omega)$, the above convergences are strong in $L^{p}\left(\Omega ; W^{k-l, p}(Y)\right)$ for $|l| \leq k-1$.

Proof. We give a brief proof for $k=2$. The same argument generalizes for $k>2$. If $|l|=1$, the first convergence in (3.9) follows directly from Corollary 3.3. Set

$$
W_{\varepsilon}=\frac{1}{\varepsilon^{2}}\left[\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)-y^{c} \cdot \mathcal{M}_{\varepsilon}\left(\nabla w_{\varepsilon}\right)\right]
$$

The sequence $\left\{w_{\varepsilon}\right\}$ is bounded in $W^{2, p}(\Omega)$, hence proceeding as in the proof of Proposition 2.25(iii), one obtains

$$
\left\|W_{\varepsilon}\right\|_{L^{p}(\Omega \times Y)} \leq C
$$

Moreover,

$$
\nabla_{y}\left(W_{\varepsilon}\right)=\frac{1}{\varepsilon^{2}}\left(\mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(\nabla w_{\varepsilon}\right)\right)
$$

and

$$
D_{y}^{l}\left(W_{\varepsilon}\right)=\mathcal{T}_{\varepsilon}\left(D^{l} w_{\varepsilon}\right), \quad \text { with } \quad|l|=2
$$

This implies that the sequence $\left\{W_{\varepsilon}\right\}$ is bounded in $L^{p}\left(\Omega ; W^{2, p}(Y)\right)$. Therefore, there exist a subsequence (still denoted $\varepsilon$ ) and $\widetilde{w} \in L^{p}\left(\Omega ; W^{2, p}(Y)\right)$ such that

$$
\begin{align*}
& W_{\varepsilon} \rightharpoonup \widetilde{w} \quad \text { weakly in } L^{p}\left(\Omega ; W^{2, p}(Y)\right)  \tag{3.10}\\
& \frac{\partial W_{\varepsilon}}{\partial y_{i}}=\frac{1}{\varepsilon^{2}}\left(\mathcal{T}_{\varepsilon}\left(\frac{\partial w_{\varepsilon}}{\partial x_{i}}\right)-\mathcal{M}_{\varepsilon}\left(\frac{\partial w_{\varepsilon}}{\partial x_{i}}\right)\right) \rightharpoonup \frac{\partial \widetilde{w}}{\partial y_{i}} \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right) .
\end{align*}
$$

Consequently,

$$
\begin{equation*}
D_{y}^{l}\left(W_{\varepsilon}\right)=\mathcal{T}_{\varepsilon}\left(D^{l} w_{\varepsilon}\right) \rightharpoonup D_{y}^{l} \widetilde{w} \quad \text { weakly in } L^{p}(\Omega \times Y), \quad|l|=2 \tag{3.11}
\end{equation*}
$$

Now, apply Theorem 3.5 to each of the derivatives $\frac{\partial w_{\varepsilon}}{\partial x_{i}}, i \in\{1, \ldots, n\}$. There exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w}_{i} \in L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$ such that $\mathcal{M}_{Y}\left(\widehat{w}_{i}\right) \equiv 0$ and

$$
\frac{1}{\varepsilon}\left(\mathcal{T}_{\varepsilon}\left(\frac{\partial w_{\varepsilon}}{\partial x_{i}}\right)-\mathcal{M}_{\varepsilon}\left(\frac{\partial w_{\varepsilon}}{\partial x_{i}}\right)\right) \rightharpoonup y^{c} \cdot \nabla \frac{\partial w}{\partial x_{i}}+\widehat{w}_{i} \quad \text { weakly in } L^{p}(\Omega \times Y)
$$

Then (3.10) gives

$$
\begin{equation*}
\forall i \in\{1, \ldots, n\}, \quad \frac{\partial \widetilde{w}}{\partial y_{i}}=y^{c} \cdot \nabla \frac{\partial w}{\partial x_{i}}+\widehat{w}_{i} \tag{3.12}
\end{equation*}
$$

Set

$$
\widehat{w}=\widetilde{w}-\frac{1}{2} \sum_{i, j=1}^{n}\left(y_{i}^{c} y_{j}^{c}-\mathcal{M}_{Y}\left(y_{i}^{c} y_{j}^{c}\right)\right) \frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}
$$

By construction, the function $\widehat{w}$ belongs to $L^{p}\left(\Omega ; W^{2, p}(Y)\right)$. Furthermore,

$$
\mathcal{M}_{Y}(\widehat{w})=0, \quad \frac{\partial \widehat{w}}{\partial y_{i}}=\frac{\partial \widetilde{w}}{\partial y_{i}}-y^{c} \cdot \nabla\left(\frac{\partial w}{\partial x_{i}}\right)=\widehat{w}_{i}, \quad \text { and } \quad \mathcal{M}_{Y}\left(\nabla_{y} \widehat{w}\right)=0
$$

The last equality implies that $\widehat{w}$ belongs to $L^{p}\left(\Omega ; W_{p e r}^{2, p}(Y)\right)$. Finally from (3.12) one gets

$$
D_{y}^{l} \widetilde{w}=D^{l} w+D_{y}^{l} \widehat{w}, \quad \text { with } \quad|l|=2
$$

which together with (3.11), proves the last convergence of (3.9).
Corollary 3.7. Let $\left\{w_{\varepsilon}\right\}$ be a sequence converging weakly in $W^{2, p}(\Omega)$ to $w$, and $p \in] 1,+\infty[$. Then, there exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w}$ in the space $L^{p}\left(\Omega ; W_{p e r}^{2, p}(Y)\right)$ such that

$$
\frac{1}{\varepsilon^{2}}\left[\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)-y^{c} \cdot \mathcal{M}_{\varepsilon}\left(\nabla w_{\varepsilon}\right)\right] \rightharpoonup \frac{1}{2} \sum_{i, j=1}^{n}\left(y_{i}^{c} y_{j}^{c}-\mathcal{M}_{Y}\left(y_{i}^{c} y_{j}^{c}\right)\right) \frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}+\widehat{w}
$$

weakly in $L^{p}\left(\Omega ; W^{2, p}(Y)\right)$, where $\widehat{w}$ is such that $\mathcal{M}_{Y}(\widehat{w})=0$.
Remark 3.8. For the case $Y=] 0,1\left[{ }^{n}, y^{c}\right.$ was defined in Proposition 3.4. For a general $Y$, all of the statements of this section hold true, with $y^{c}=y-\mathcal{M}_{Y}(y)$.
4. Macro-micro decomposition: The scale-splitting operators $\mathcal{Q}_{\varepsilon}$ and $\boldsymbol{\mathcal { R }}_{\boldsymbol{\varepsilon}}$. In this section, we give a different proof of Theorem 3.5, which was the one given originally in [24]. It is based on a scale-separation decomposition which is useful in some specific situations, for example, in the statement of general corrector results (see section 6).

The procedure is based on a splitting of functions $\phi$ in $W^{1, p}(\Omega)$ (or in $W_{0}^{1, p}(\Omega)$ ) for $p \in[1,+\infty]$, in the form

$$
\phi=\mathcal{Q}_{\varepsilon}(\phi)+\mathcal{R}_{\varepsilon}(\phi)
$$

where $\mathcal{Q}_{\varepsilon}(\phi)$ is an approximation of $\phi$ having the same behavior as $\phi$, while $\mathcal{R}_{\varepsilon}(\phi)$ is a remainder of order $\varepsilon$. Applied to the sequence $\left\{w_{\varepsilon}\right\}$ converging weakly to $w$ in $W^{1, p}(\Omega)$, it shows that, while $\left\{\nabla w_{\varepsilon}\right\},\left\{\nabla\left(\mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)\right)\right\}$ and $\left\{\mathcal{T}_{\varepsilon}\left(\nabla \mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)\right)\right\}$ have the same weak limit $\nabla w$ in $L^{p}(\Omega)$, respectively, in $L^{p}(\Omega \times Y)$, the sequence $\mathcal{T}_{\varepsilon}\left(\nabla\left(\mathcal{R}_{\varepsilon}\left(w_{\varepsilon}\right)\right)\right)$ converges weakly in $L^{p}(\Omega \times Y)$ to $\nabla_{y} \widehat{w}^{\prime}$ for some $\widehat{w}^{\prime}$ in $L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$.

We will distinguish between the case $W_{0}^{1, p}(\Omega)$ and the case $W^{1, p}(\Omega)$. For the former, any function $\phi$ in $W_{0}^{1, p}(\Omega)$ is extended by zero to the whole of $\mathbb{R}^{n}$, and this extension is denoted by $\widetilde{\phi}$. In the latter case, we suppose that $\partial \Omega$ is smooth enough so that there exists a continuous extension operator $\mathcal{P}: W^{1, p}(\Omega) \mapsto W^{1, p}\left(\mathbb{R}^{n}\right)$ satisfying

$$
\|\mathcal{P}(\phi)\|_{W^{1, p}\left(\mathbb{R}^{n}\right)} \leq C\|\phi\|_{W^{1, p}(\Omega)}, \quad \forall \phi \in W^{1, p}(\Omega)
$$

where $C$ is a constant depending on $p$ and $\partial \Omega$ only.
The construction of $\mathcal{Q}_{\varepsilon}$ is based on the $Q_{1}$ interpolate of some discrete approximation, as is customary in FEM. The idea of using these types of interpolate was already present in Griso [40], [41] for the study of truss-like structures. For the purpose of this paper, it is enough to take the average on $\varepsilon \xi+\varepsilon Y$ to construct the discrete approximations, but the average on $\varepsilon \xi+\varepsilon Y^{\prime}$, where $Y^{\prime}$ is any fixed open subset of $Y$,
or any open subset of a manifold of codimension 1 in $Y$. The only property which is needed is the Poincaré-Wirtinger inequality, which holds in both of these cases.

DEFINITION 4.1. The operator $\mathcal{Q}_{\varepsilon}: L^{p}\left(\mathbb{R}^{n}\right) \mapsto W^{1, \infty}\left(\mathbb{R}^{n}\right)$, for $p \in[1,+\infty]$, is defined as follows:

$$
\begin{equation*}
\mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi)=\mathcal{M}_{\varepsilon}(\phi)(\varepsilon \xi) \quad \text { for } \xi \in \varepsilon \mathbb{Z}^{n} \tag{4.1}
\end{equation*}
$$

and for any $x \in \mathbb{R}^{n}$, we set

$$
\begin{align*}
& \mathcal{Q}_{\varepsilon}(\phi)(x) \text { is the } Q_{1} \text { interpolate of the values of } \mathcal{Q}_{\varepsilon}(\phi) \text { at the vertices } \\
& \text { of the cell } \varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}+\varepsilon Y \text {. } \tag{4.2}
\end{align*}
$$

In the case of the space $W_{0}^{1, p}(\Omega)$, the operator $\mathcal{Q}_{\varepsilon}: W_{0}^{1, p}(\Omega) \mapsto W^{1, \infty}(\Omega)$ is defined by

$$
\mathcal{Q}_{\varepsilon}(\phi)=\left.\mathcal{Q}_{\varepsilon}(\widetilde{\phi})\right|_{\Omega}
$$

where $\mathcal{Q}_{\varepsilon}(\widetilde{\phi})$ is given by (4.1).
In the case of the space $W^{1, p}(\Omega)$, the operator $\mathcal{Q}_{\varepsilon}: W^{1, p}(\Omega) \mapsto W^{1, \infty}(\Omega)$ is defined by

$$
\mathcal{Q}_{\varepsilon}(\phi)=\left.\mathcal{Q}_{\varepsilon}(\mathcal{P}(\phi))\right|_{\Omega}
$$

where $\mathcal{Q}_{\varepsilon}(\mathcal{P}(\phi))$ is given by (4.1).
We start with the following estimates.
Proposition 4.2 (properties of $\mathcal{Q}_{\varepsilon}$ on $\left.\mathbb{R}^{n}\right)$. For $\phi$ in $L^{p}\left(\mathbb{R}^{n}\right)$, $p \in[1,+\infty]$, there exists a constant $C$ depending on $n$ and $Y$ only, such that
(i) $\quad\left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}$,
(ii) $\left\|\nabla \mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{\varepsilon}\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}$,
(iii) $\left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{\varepsilon^{n / p}}\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}$,
(iv) $\left\|\nabla \mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{\varepsilon^{1+n / p}}\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}$.

Furthermore, for any $\psi$ in $L^{p}(Y)$,

$$
\begin{equation*}
\left\|\mathcal{Q}_{\varepsilon}(\phi) \psi\left(\left\{\frac{\dot{\varepsilon}}{\varepsilon}\right\}_{Y}\right)\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|\psi\|_{L^{p}(Y)} \tag{4.3}
\end{equation*}
$$

if $\psi$ is in $W_{p e r}^{1, p}(Y)$, then

$$
\begin{equation*}
\left\|\mathcal{Q}_{\varepsilon}(\phi) \psi\left(\left\{\frac{\dot{\varepsilon}}{\varepsilon}\right\}_{Y}\right)\right\|_{W^{1, p}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{\varepsilon}\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|\psi\|_{W^{1, p}(Y)} \tag{4.4}
\end{equation*}
$$

Proof. By definition, the $Q_{1}$ interpolate is Lipschitz-continuous and reaches its maximum at some $\varepsilon \xi$. So, to estimate the $L^{\infty}$ norm of $\mathcal{Q}_{\varepsilon}(\phi)$, it suffices to estimate the $\mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi)^{\prime} s$. By (4.1),

$$
\begin{equation*}
\left|\mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi)\right|^{p} \leq \frac{1}{|Y|} \int_{Y}|\phi(\varepsilon \xi+\varepsilon z)|^{p} d z=\frac{1}{\varepsilon^{n}|Y|} \int_{\varepsilon \xi+\varepsilon Y}|\phi(x)|^{p} d x \tag{4.5}
\end{equation*}
$$

Since

$$
\frac{1}{\varepsilon^{n}|Y|} \int_{\varepsilon \xi+\varepsilon Y}|\phi(x)|^{p} d x \leq \frac{1}{\varepsilon^{n}|Y|}\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p}
$$

estimate (iii) follows, with $C=\frac{1}{|Y|^{1 / p}}$.

The space $Q_{1}(Y)$ is of dimension $2^{n}$, hence all of the norms are equivalent. So, there are constants $c_{1}, c_{2}$, and $c_{3}$ (depending only upon $p$ and $Y$ ) such that, for every $\Phi \in Q_{1}(Y)$,

$$
\begin{aligned}
\|\nabla \Phi\|_{L^{\infty}(Y)} & \leq c_{1} \sum_{\kappa \in\{0,1\}^{n}}\left|\Phi\left(\sum_{j=1}^{n} \kappa_{j} b_{j}\right)\right| \\
\|\Phi\|_{L^{p}(Y)} & \leq c_{2}\left(\sum_{\kappa \in\{0,1\}^{n}}\left|\Phi\left(\sum_{j=1}^{n} \kappa_{j} b_{j}\right)\right|^{p}\right)^{1 / p} \\
\|\nabla \Phi\|_{L^{p}(Y)} & \leq c_{3}\left(\sum_{\kappa \in\{0,1\}^{n}}\left|\Phi\left(\sum_{j=1}^{n} \kappa_{j} b_{j}\right)\right|^{p}\right)^{1 / p}
\end{aligned}
$$

Rescaling these inequalities for $\Phi(y) \doteq \mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi+\varepsilon y)$, gives

$$
\begin{aligned}
& \left\|\nabla \mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{\infty}(\varepsilon \xi+\varepsilon Y)} \leq \frac{c_{1}}{\varepsilon} \sum_{\kappa \in\{0,1\}^{n}}\left|\mathcal{Q}_{\varepsilon}(\phi)\left(\varepsilon \xi+\varepsilon \sum_{j=1}^{n} \kappa_{j} b_{j}\right)\right| \\
& \left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{p}(\varepsilon \xi+\varepsilon Y)} \leq c_{2} \varepsilon^{n / p}\left(\sum_{\kappa \in\{0,1\}^{n}}\left|\mathcal{Q}_{\varepsilon}(\phi)\left(\varepsilon \xi+\varepsilon \sum_{j=1}^{n} \kappa_{j} b_{j}\right)\right|^{p}\right)^{1 / p} \\
& \left\|\nabla \mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{p}(\varepsilon \xi+\varepsilon Y)} \leq c_{3} \varepsilon^{n / p-1}\left(\sum_{\kappa \in\{0,1\}^{n}}\left|\mathcal{Q}_{\varepsilon}(\phi)\left(\varepsilon \xi+\varepsilon \sum_{j=1}^{n} \kappa_{j} b_{j}\right)\right|^{p}\right)^{1 / p} .
\end{aligned}
$$

Using (4.5), we have

$$
\left\|\nabla \mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq \frac{2^{n} c_{1}}{\varepsilon^{1+n / p}|Y|^{1 / p}}\|\phi\|_{L^{p}\left(\mathbb{R}^{n}\right)}
$$

which gives (iv). Similarly,

$$
\left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{p}(\varepsilon \xi+\varepsilon Y)}^{p} \leq \frac{c_{2}^{p}}{|Y|} \sum_{\kappa \in\{0,1\}^{n}} \int_{\varepsilon \xi+\varepsilon \sum_{j=1}^{n} \kappa_{j} b_{j}+\varepsilon Y}|\phi(x)|^{p} d x
$$

which, by summation on $\xi \in \Xi_{\varepsilon}$, gives (i), with $C=\frac{\left(2 c_{2}\right)^{n / p}}{|Y|^{1 / p}}$.
Estimate (ii), with $C=\frac{\left(2 c_{3}\right)^{n / p}}{|Y|^{1 / p}}$, follows by a similar computation.
To prove (4.3), observe first that the function $\mathcal{Q}_{\varepsilon}(\phi) \psi\left(\{\dot{\bar{\varepsilon}}\}_{Y}\right)$ belongs to $L^{p}\left(\mathbb{R}^{n}\right)$, since $\mathcal{Q}_{\varepsilon}(\phi)$ is in $L^{\infty}\left(\mathbb{R}^{n}\right)$ and $\psi\left(\{\dot{\bar{\varepsilon}}\}_{Y}\right)$ is in $L^{p}\left(\mathbb{R}^{n}\right)$. Moreover,

$$
\left\|\psi\left(\left\{\frac{\dot{\varepsilon}}{\varepsilon}\right\}_{Y}\right)\right\|_{L^{p}(\varepsilon \xi+\varepsilon Y)}^{p}=\varepsilon^{n}\|\psi\|_{L^{p}(Y)}^{p}
$$

while, by (4.5),

$$
\left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{L^{\infty}(\varepsilon \xi+\varepsilon Y)}^{p} \leq \sum_{\kappa \in\{0,1\}^{n}} \frac{1}{\varepsilon^{n}|Y|} \int_{\varepsilon \xi+\varepsilon Y+\varepsilon \sum_{j=1}^{n} \kappa_{j} b_{j}}|\phi(x)|^{p}
$$

Using these two estimates and summing on $\Xi_{\varepsilon}$ gives (4.3), with $C=\frac{2^{n / p}}{|Y|^{1 / p}}$.

Estimate (4.4) is obtained in a similar fashion, with $C=\frac{(2)^{n / p}+\left(2 c_{3}\right)^{n / p}}{|Y|^{1 / p}}$.
Corollary 4.3. For $\phi$ in $L^{p}\left(\mathbb{R}^{n}\right)$, $p \in[1,+\infty[$, the following convergences hold:

$$
\begin{aligned}
& \mathcal{Q}_{\varepsilon}(\phi) \rightarrow \phi \quad \text { strongly in } \quad L^{p}\left(\mathbb{R}^{n}\right) \\
& \varepsilon \nabla \mathcal{Q}_{\varepsilon}(\phi) \rightarrow 0 \quad \text { strongly in } \quad\left(L^{p}\left(\mathbb{R}^{n}\right)\right)^{n} .
\end{aligned}
$$

Definition 4.4. The remainder $\mathcal{R}_{\varepsilon}(\phi)$ is given by

$$
\mathcal{R}_{\varepsilon}(\phi)=\phi-\mathcal{Q}_{\varepsilon}(\phi) \quad \text { for any } \phi \in W^{1, p}(\Omega)
$$

The following proposition is well-known from the FEM.
Proposition 4.5 (properties of $\mathcal{Q}_{\varepsilon}$ and $\mathcal{R}_{\varepsilon}$ ). For the case $W_{0}^{1, p}(\Omega)$, one has
(i) $\left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{W^{1, p}(\Omega)} \leq C\|\phi\|_{W_{0}^{1, p}(\Omega)}$,
(ii) $\left\|\mathcal{R}_{\varepsilon}(\phi)\right\|_{L^{p}(\Omega)} \leq \varepsilon C\|\phi\|_{W_{0}^{1, p}(\Omega)}$,
(iii) $\left\|\nabla \mathcal{R}_{\varepsilon}(\phi)\right\|_{L^{p}(\Omega)} \leq C\|\nabla \phi\|_{L^{p}(\Omega)}$.

The constant $C$ depends on $Y$ (via its diameter and its Poincaré-Wirtinger constant) only, and depends neither on $\Omega$ nor on $\varepsilon$.

Similarly, for the case $W^{1, p}(\Omega)$, one has

$$
\begin{aligned}
\text { (iv) } & \left\|\mathcal{Q}_{\varepsilon}(\phi)\right\|_{W^{1, p}(\Omega)} \leq C\|\mathcal{P}\|\|\phi\|_{W^{1, p}(\Omega)} \\
\text { (v) } & \left\|\mathcal{R}_{\varepsilon}(\phi)\right\|_{L^{p}(\Omega)} \leq \varepsilon C\|\mathcal{P}\|\|\phi\|_{W^{1, p}(\Omega)} \\
\text { (vi) } & \left\|\nabla \mathcal{R}_{\varepsilon}(\phi)\right\|_{L^{p}(\Omega)} \leq C\|\mathcal{P}\|\|\nabla \phi\|_{L^{p}(\Omega)}
\end{aligned}
$$

Moreover, in both cases,

$$
\begin{equation*}
\left\|\frac{\partial^{2} \mathcal{Q}_{\varepsilon}(\phi)}{\partial x_{i} \partial x_{j}}\right\|_{L^{p}(\Omega)} \leq \frac{C^{\prime}}{\varepsilon}\|\nabla \phi\|_{L^{p}(\Omega)} \quad \text { for } i, j \in[1, \ldots, n], \quad i \neq j \tag{4.6}
\end{equation*}
$$

where $C^{\prime}$ does not depend on $\varepsilon$.
Proof. We start with $\phi$ in $W^{1, p}\left(\mathbb{R}^{n}\right)$. From Proposition 2.5(i) and inequality (3.5), we get

$$
\begin{equation*}
\left\|\phi-\mathcal{M}_{\varepsilon}(\phi)\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}=|Y|^{-\frac{1}{p}}\left\|\mathcal{T}_{\varepsilon}(\phi)-\mathcal{M}_{\varepsilon}(\phi)\right\|_{L^{p}\left(\mathbb{R}^{n} \times Y\right)} \leq \varepsilon C\|\nabla \phi\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{4.7}
\end{equation*}
$$

On the other hand, for any $\psi \in W^{1, p}\left(\operatorname{interior}\left(\overline{Y \cup\left(Y+e_{i}\right)}\right)\right), i \in\{1, \ldots, n\}$, we have

$$
\begin{aligned}
& \left|\mathcal{M}_{Y+e_{i}}(\psi)-\mathcal{M}_{Y}(\psi)\right|=\left|\mathcal{M}_{Y}\left(\psi\left(\cdot+e_{i}\right)-\psi(\cdot)\right)\right| \\
& \quad \leq\left\|\psi\left(\cdot+e_{i}\right)-\psi(\cdot)\right\|_{L^{p}(Y)} \leq C\|\nabla \psi\|_{L^{p}\left(Y \cup\left(Y+e_{i}\right)\right)}
\end{aligned}
$$

By a scaling argument and using Definition 4.1, this gives

$$
\begin{equation*}
\left|\mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi)-\mathcal{Q}_{\varepsilon}(\phi)\left(\varepsilon \xi+\varepsilon e_{i}\right)\right| \leq \varepsilon C\|\nabla \phi\|_{L^{p}}\left(\varepsilon(\xi+Y) \cup \varepsilon\left(\xi+e_{i}+Y\right)\right) \tag{4.8}
\end{equation*}
$$

for all $\xi \in \varepsilon \mathbb{Z}^{n}$.
Let $x \in \varepsilon(\xi+Y)$, and set for every $\kappa=\left(\kappa_{1}, \ldots, \kappa_{n}\right) \in\{0,1\}^{n}$,

$$
\bar{x}_{l}^{\left(\kappa_{l}\right)}= \begin{cases}\frac{x_{l}-\xi_{l}}{\varepsilon} & \text { if } \quad \kappa_{l}=1 \\ 1-\frac{x_{l}-\xi_{l}}{\varepsilon} & \text { if } \quad \kappa_{l}=0\end{cases}
$$

If $\xi \in \varepsilon \mathbb{Z}^{n}$, for every $\kappa \in\{0,1\}^{n}$, by definition we have

$$
\begin{equation*}
\mathcal{Q}_{\varepsilon}(\phi)(x)=\sum_{\kappa \in\{0,1\}^{n}} \mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi+\varepsilon \kappa) \bar{x}_{1}^{\left(\kappa_{1}\right)} \ldots \bar{x}_{n}^{\left(\kappa_{n}\right)} \tag{4.9}
\end{equation*}
$$

and so, for example,

$$
\begin{aligned}
& \frac{\partial \mathcal{Q}_{\varepsilon}(\phi)}{\partial x_{1}}(x) \\
& =\sum_{\kappa_{2}, \ldots, \kappa_{n}} \frac{\mathcal{Q}_{\varepsilon}(\phi)\left(\varepsilon \xi+\varepsilon\left(1, \kappa_{2}, \ldots, \kappa_{n}\right)\right)-\mathcal{Q}_{\varepsilon}(\phi)\left(\varepsilon \xi+\varepsilon\left(0, \kappa_{2}, \ldots, \kappa_{n}\right)\right)}{\varepsilon} \bar{x}_{2}^{\left(\kappa_{2}\right)} \ldots \bar{x}_{n}^{\left(\kappa_{n}\right)}
\end{aligned}
$$

and a same expression for the other derivatives. This last formula and (4.7)-(4.9) imply estimate (i) written in $\mathbb{R}^{n}$.

Now, from (4.9), we get

$$
\phi(x)-\mathcal{Q}_{\varepsilon}(\phi)(x)=\sum_{\kappa \in\{0,1\}^{n}}\left(\phi(x)-\mathcal{Q}_{\varepsilon}(\phi)(\varepsilon \xi+\varepsilon \kappa)\right) \bar{x}_{1}^{\left(\kappa_{1}\right)} \ldots \bar{x}_{n}^{\left(\kappa_{n}\right)}
$$

and (ii) (in $\mathbb{R}^{n}$ ) follows by using estimate (4.7). Estimate (iii) (again in $\mathbb{R}^{n}$ ) is straightforward from the previous ones.

If $\phi$ is in $W_{0}^{1, p}(\Omega)$, let $\widetilde{\phi}$ be its extension to the whole of $\mathbb{R}^{n}$. To derive (i)-(iii), it suffices to write down the estimates in $\mathbb{R}^{n}$ obtained above. Similarly, applying them to $\mathcal{P}(\phi)$ for $\phi$ in $W^{1, p}(\Omega)$ gives (iv)-(vi).

To finish the proof, it remains to show estimate (4.6). To do so, it is enough to take the derivative with respect to any $x_{k}$, with $k \neq 1$ in the formula of $\frac{\partial \mathcal{Q}_{\varepsilon}(\phi)}{\partial x_{1}}$ above, and use estimate (4.8).

Remark 4.6. By construction (see explicit formula (4.9)), the function $\mathcal{Q}_{\varepsilon}(\phi)$ is separately piecewise linear on each cell. Observe also that, for any $k \in\{1, \ldots, n\}$, $\frac{\partial \mathcal{Q}_{\varepsilon}(\phi)}{\partial x_{k}}$ is independent of $x_{k}$ in each cell $\varepsilon(\xi+Y)$.

Proposition 4.7. Let $\left\{w_{\varepsilon}\right\}$ be a sequence converging weakly in $W_{0}^{1, p}(\Omega)$ (resp. $\left.W^{1, p}(\Omega)\right)$ to $w$. Then, the following convergences hold:
(i) $\mathcal{R}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow 0 \quad$ strongly in $L^{p}(\Omega)$,
(ii) $\mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right) \rightharpoonup w \quad$ weakly in $W^{1, p}(\Omega)$,
(iii) $\mathcal{T}_{\varepsilon}\left(\nabla \mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup \nabla w \quad$ weakly in $L^{p}(\Omega \times Y)$.

Proof. Convergence (i) is a direct consequence of estimate (ii) (resp. (v)) of Proposition 4.5, and it implies convergence (ii). Together with (i), Proposition 2.9(ii) implies $\mathcal{T}_{\varepsilon}\left(\mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup w \quad$ weakly in $L^{p}(\Omega \times Y)$. From (4.5),

$$
\left\|\frac{\partial}{\partial x_{i}}\left(\frac{\partial \mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)}{\partial x_{j}}\right)\right\|_{L^{p}(\Omega)} \leq \frac{C}{\varepsilon} \quad \text { for } i, j \in[1, \ldots, n], \quad i \neq j
$$

Now, by Proposition 3.1, there exist a subsequence (still denoted $\varepsilon$ ) and $\widehat{w}_{j} \in L^{p}(\Omega \times$ $Y)$, with $\frac{\partial \widehat{w}_{j}}{\partial y_{i}} \in L^{p}(\Omega \times Y)$ such that, for $i \neq j$,

$$
\begin{aligned}
& \mathcal{T}_{\varepsilon}\left(\frac{\partial \mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)}{\partial x_{j}}\right) \rightharpoonup \widehat{w}_{j} \quad \text { weakly in } L^{p}(\Omega \times Y) \\
& \varepsilon \mathcal{T}_{\varepsilon}\left(\frac{\partial^{2} \mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)}{\partial x_{i} \partial x_{j}}\right) \rightharpoonup \frac{\partial \widehat{w}_{j}}{\partial y_{i}} \quad \text { weakly in } L^{p}(\Omega \times Y)
\end{aligned}
$$

where $\widehat{w}_{j}$ is $y_{i}$-periodic for every $i \neq j$. Moreover, from Remark 4.6, the function $\widehat{w}_{j}$ does not depend on $y_{j}$, hence it is $Y$-periodic. But, by Remark 4.6 again, $\widehat{w}_{j}$ is also piecewise linear, with respect to any variable $y_{i}$. Consequently, $\widehat{w}_{j}$ is independent of $y$. On the other hand, from (ii) above we have

$$
\frac{\partial \mathcal{Q}_{\varepsilon}\left(w_{\varepsilon}\right)}{\partial x_{j}} \rightharpoonup \frac{\partial w}{\partial x_{j}} \quad \text { weakly in } L^{p}(\Omega)
$$

Now Proposition 2.9 (iii) gives $\widehat{w}_{j}=\frac{\partial w}{\partial x_{j}}$, and convergence (iii) holds for the whole sequence $\varepsilon$.

Proposition 4.8 (Theorem 3.5 revisited). Let $\left\{w_{\varepsilon}\right\}$ be a sequence converging weakly in $W_{0}^{1, p}(\Omega)$ (resp. in $W^{1, p}(\Omega)$ ) to $w$. Then, up to a subsequence there exists some $\widehat{w}^{\prime}$ in the space $L^{p}\left(\Omega ; W_{\text {per }}^{1, p}(Y)\right)$ such that the following convergences hold:

$$
\begin{aligned}
& \frac{1}{\varepsilon} \mathcal{T}_{\varepsilon}\left(\mathcal{R}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup \widehat{w}^{\prime} \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right) \\
& \mathcal{T}_{\varepsilon}\left(\nabla \mathcal{R}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup \nabla_{y} \widehat{w}^{\prime} \quad \text { weakly in } L^{p}(\Omega \times Y) \\
& \mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right) \rightharpoonup \nabla w+\nabla_{y} \widehat{w}^{\prime} \quad \text { weakly in } L^{p}(\Omega \times Y)
\end{aligned}
$$

Actually, the connection with the $\widehat{w}$ of Theorem 3.5 is given by

$$
\widehat{w}=\widehat{w}^{\prime}-\mathcal{M}_{Y}\left(\widehat{w}^{\prime}\right)
$$

Proof. Due to estimates of Proposition 4.5, up to a subsequence, there exists $\widehat{w}^{\prime}$ in $L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$ such that

$$
\begin{aligned}
& \frac{1}{\varepsilon} \mathcal{T}_{\varepsilon}\left(\mathcal{R}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup \widehat{w}^{\prime} \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right), \\
& \mathcal{T}_{\varepsilon}\left(\nabla \mathcal{R}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup \nabla_{y} \widehat{w}^{\prime} \quad \text { weakly in } L^{p}(\Omega \times Y)
\end{aligned}
$$

Combining with convergence (iii) of Proposition 4.7 shows that

$$
\mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right) \rightharpoonup \nabla w+\nabla_{y} \widehat{w}^{\prime} \quad \text { weakly in } L^{p}(\Omega \times Y)
$$

So $\nabla_{y} \widehat{w} \equiv \nabla_{y} \widehat{w}^{\prime}$ in $L^{p}(\Omega \times Y)$. Since $\mathcal{M}_{Y}(\widehat{w})=0$, it follows that $\widehat{w}=\widehat{w}^{\prime}-$ $\mathcal{M}_{Y}\left(\widehat{w}^{\prime}\right)$.

Remark 4.9. In the previous proposition, one can actually compute the average of $\widehat{w}^{\prime}$. One can check that $\mathcal{M}_{Y}\left(\widehat{w}^{\prime}\right)=-\mathcal{M}_{Y}(y) \cdot \nabla w$, and consequently,

$$
\frac{1}{\varepsilon}\left(\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right)-\mathcal{M}_{\varepsilon}\left(w_{\varepsilon}\right)\right) \rightharpoonup y \cdot \nabla w+\widehat{w}^{\prime} \quad \text { weakly in } L^{p}\left(\Omega ; W^{1, p}(Y)\right)
$$

5. Periodic unfolding and the standard homogenization problem.

Definition 5.1. Let $\alpha, \beta \in \mathbb{R}$, such that $0<\alpha<\beta$ and $\mathcal{O}$ be an open subset of $\mathbb{R}^{n}$. Denote by $M(\alpha, \beta, \mathcal{O})$ the set of the $n \times n$ matrices $A=\left(a_{i j}\right)_{1 \leq i, j \leq n} \in$ $\left(L^{\infty}(\mathcal{O})\right)^{n \times n}$ such that, for any $\lambda \in \mathbb{R}^{n}$ and a.e. on $\mathcal{O}$,

$$
(A(x) \lambda, \lambda) \geq \alpha|\lambda|^{2}, \quad|A(x) \lambda| \leq \beta|\lambda|
$$

Let $A^{\varepsilon}=\left(a_{i j}^{\varepsilon}\right)_{1 \leq i, j \leq n}$ be a sequence of matrices in $M(\alpha, \beta, \Omega)$. For $f$ given in $H^{-1}(\Omega)$, consider the Dirichlet problem

$$
\left\{\begin{array}{c}
-\operatorname{div}\left(A^{\varepsilon} \nabla u_{\varepsilon}\right)=f \quad \text { in } \Omega  \tag{5.1}\\
u^{\varepsilon}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

By the Lax-Milgram theorem, there exists a unique $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\int_{\Omega} A^{\varepsilon} \nabla u_{\varepsilon} \nabla v d x=\langle f, v\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)}, \quad \forall v \in H_{0}^{1}(\Omega) \tag{5.2}
\end{equation*}
$$

which is the variational formulation of (5.1). Moreover, one has the apriori estimate

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{H_{0}^{1}(\Omega)} \leq \frac{1}{\alpha}\|f\|_{H^{-1}(\Omega)} \tag{5.3}
\end{equation*}
$$

Consequently, there exist $u_{0}$ in $H_{0}^{1}(\Omega)$ and a subsequence, still denoted $\varepsilon$, such that

$$
\begin{equation*}
u_{\varepsilon} \rightharpoonup u_{0} \quad \text { weakly in } H_{0}^{1}(\Omega) \tag{5.4}
\end{equation*}
$$

We are now interested to give a limit problem, the "homogenized" problem, satisfied by $u_{0}$. This is called standard homogenization, and the answer, for some classes of $A^{\varepsilon}$, can be found in many works, starting with the classical book by Bensoussan, Lions, and Papanicolaou [11] (see, for instance, Cioranescu and Donato [30] and the references herein). We now recall it.

ThEOREM 5.2 (standard periodic homogenization). Let $A=\left(a_{i j}\right)_{1 \leq i, j \leq n}$ belong to $M(\alpha, \beta, Y)$, where $a_{i j}=a_{i j}(y)$ are $Y$-periodic. Set

$$
\begin{equation*}
A^{\varepsilon}(x)=\left(a_{i j}\left(\frac{x}{\varepsilon}\right)\right)_{1 \leq i, j \leq n} \quad \text { a.e. on } \Omega . \tag{5.5}
\end{equation*}
$$

Let $u_{\varepsilon}$ be the solution of the corresponding problem (5.1), with $f$ in $H^{-1}(\Omega)$. Then the whole sequence $\left\{u_{\varepsilon}\right\}$ converges to a limit $u_{0}$, which is the unique solution of the homogenized problem

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A^{0} \nabla u_{0}\right)=\sum_{i, j=1}^{n} a_{i j}^{0} \frac{\partial^{2} u_{0}}{\partial x_{i} \partial x_{j}}=f \quad \text { in } \Omega  \tag{5.6}\\
u_{0}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

where the constant matrix $A^{0}=\left(a_{i j}^{0}\right)_{1 \leq i, j \leq n}$ is elliptic and given by

$$
\begin{equation*}
a_{i j}^{0}=\mathcal{M}_{Y}\left(a_{i j}-\sum_{k=1}^{n} a_{i k} \frac{\partial \widehat{\chi}_{j}}{\partial y_{k}}\right)=\mathcal{M}_{Y}\left(a_{i j}\right)-\mathcal{M}_{Y}\left(\sum_{k=1}^{n} a_{i k} \frac{\partial \widehat{\chi}_{j}}{\partial y_{k}}\right) \tag{5.7}
\end{equation*}
$$

In (5.7), the functions $\widehat{\chi}_{j}(j=1, \ldots, n)$, often referred to as correctors, are the solutions of the cell systems

$$
\left\{\begin{array}{l}
-\sum_{i, k=1}^{n} \frac{\partial}{\partial y_{i}}\left(a_{i k} \frac{\partial\left(\hat{\chi}_{j}-y_{j}\right)}{\partial y_{k}}\right)=0 \quad \text { in } Y  \tag{5.8}\\
\mathcal{M}_{Y}\left(\widehat{\chi}_{j}\right)=0 \\
\widehat{\chi}_{j} \quad Y \text {-periodic. }
\end{array}\right.
$$

As will be seen below, using the periodic unfolding, the proof of this theorem is elementary! Actually, with the same proof, a more general result can be obtained, with matrices $A^{\varepsilon}$.

ThEOREM 5.3 (periodic homogenization via unfolding). Let $u_{\varepsilon}$ be the solution of problem (5.1), with $f$ in $H^{-1}(\Omega)$, and $A^{\varepsilon}=\left(a_{i j}^{\varepsilon}\right)_{1 \leq i, j \leq n}$ be a sequence of matrices in $M(\alpha, \beta, \Omega)$. Suppose that there exists a matrix $B$ such that

$$
\begin{equation*}
B^{\varepsilon} \doteq \mathcal{T}_{\varepsilon}\left(A^{\varepsilon}\right) \rightarrow B \quad \text { strongly in }\left[L^{1}(\Omega \times Y)\right]^{n \times n} \tag{5.9}
\end{equation*}
$$

Then there exists $u_{0} \in H_{0}^{1}(\Omega)$ and $\widehat{u} \in L^{2}\left(\Omega ; H_{\text {per }}^{1}(Y)\right)$ such that

$$
\begin{align*}
& u_{\varepsilon} \rightharpoonup u_{0} \quad \text { weakly in } H_{0}^{1}(\Omega), \\
& \mathcal{T}_{\varepsilon}\left(u_{\varepsilon}\right) \rightharpoonup u_{0} \quad \text { weakly in } L^{2}\left(\Omega ; H^{1}(Y)\right),  \tag{5.10}\\
& \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \rightharpoonup \nabla u_{0}+\nabla_{y} \widehat{u} \quad \text { weakly in } L^{2}(\Omega \times Y),
\end{align*}
$$

and the pair $\left(u_{0}, \widehat{u}\right)$ is the unique solution of the problem

$$
\left\{\begin{align*}
& \forall \Psi \in H_{0}^{1}(\Omega), \forall \Phi \in L^{2}\left(\Omega ; H_{p e r}^{1}(Y)\right)  \tag{5.11}\\
& \frac{1}{|Y|} \int_{\Omega \times Y} B(x, y)\left[\nabla u_{0}(x)\right.\left.+\nabla_{y} \widehat{u}(x, y)\right]\left[\nabla \Psi(x)+\nabla_{y} \Phi(x, y)\right] d x d y \\
&=\langle f, \Psi\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)}
\end{align*}\right.
$$

Remark 5.4. System (5.11) is the unfolded formulation of the homogenized limit problem. It is of standard variational form in the space

$$
\mathcal{H}=H_{0}^{1}(\Omega) \times L^{2}\left(\Omega ; H_{\text {per }}^{1}(Y) / \mathbb{R}\right)
$$

Remark 5.5. Hypothesis (5.9) implies that $B \in M(\alpha, \beta, \Omega \times Y)$.
Remark 5.6. If $A^{\varepsilon}$ is of the form (5.5), then $B(x, y)=A(y)$. In the case where $A^{\varepsilon}(x)=A_{1}(x) A_{2}\left(\frac{x}{\varepsilon}\right)$, one has (5.9), with $B(x, y)=A_{1}(x) A_{2}(y)$.

Remark 5.7. Let us point out that every matrix $B \in M(\alpha, \beta, \Omega \times Y)$ can be approached by the sequence of matrices $A^{\varepsilon}$ in $M(\alpha, \beta, \Omega)$, with $A^{\varepsilon}$ defined as follows:

$$
A^{\varepsilon}= \begin{cases}\mathcal{U}_{\varepsilon}(B) & \text { in } \widehat{\Omega}_{\varepsilon} \\ \alpha I_{n} & \text { in } \Lambda_{\varepsilon}\end{cases}
$$

Proof of Theorem 5.3. Convergences (5.10) follow from estimate (5.3), Corollary 3.3, and Proposition 4.7, respectively.

Let us choose $v=\Psi$, with $\Psi \in H_{0}^{1}(\Omega)$ as test function in (5.2). The integration formula (2.5) from Proposition 2.7 gives

$$
\begin{equation*}
\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}(\nabla \Psi) d x d y \stackrel{\mathcal{T}_{\varepsilon}}{\sim}\langle f, \Psi\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)} \tag{5.12}
\end{equation*}
$$

We are allowed to pass to the limit in (5.12), due to (5.9), (5.10), and Proposition 2.9(i), to get

$$
\begin{equation*}
\frac{1}{|Y|} \int_{\Omega \times Y} B(x, y)\left[\nabla u_{0}(x)+\nabla_{y} \widehat{u}(x, y)\right] \nabla \Psi(x) d x d y=\langle f, \Psi\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)} . \tag{5.13}
\end{equation*}
$$

Now, taking in (5.2), as test function $v^{\varepsilon}(x)=\varepsilon \Psi(x) \psi\left(\frac{x}{\varepsilon}\right), \Psi \in \mathcal{D}(\Omega), \psi \in H_{p e r}^{1}(Y)$, one has, due to (2.5) and Proposition 2.7,

$$
\begin{aligned}
& \frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \varepsilon \psi(y) \mathcal{T}_{\varepsilon}(\nabla \Psi) d x d y \\
& \quad+\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \nabla_{y} \psi(y) \mathcal{T}_{\varepsilon}(\Psi) d x d y \stackrel{\mathcal{\tau}_{\varepsilon}}{\sim}\left\langle f, v_{\varepsilon}\right\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)}
\end{aligned}
$$

Since $v^{\varepsilon} \rightharpoonup 0$ in $H_{0}^{1}(\Omega)$, we get at the limit

$$
\frac{1}{|Y|} \int_{\Omega \times Y} B(x, y)\left[\nabla u_{0}(x)+\nabla_{y} \widehat{u}(x, y)\right] \Psi(x) \nabla_{y} \psi(y) d x d y=0
$$

By the density of the tensor product $\mathcal{D}(\Omega) \otimes H_{p e r}^{1}(Y)$ in $L^{2}\left(\Omega ; H_{p e r}^{1}(Y)\right)$, this holds for all $\Phi$ in $L^{2}\left(\Omega ; H_{p e r}^{1}(Y)\right)$.

Remark 5.8. As in the two-scale method, (5.11) gives $\widehat{u}$ in terms of $\nabla u_{0}$ and yields the standard form of the homogenized equation, i.e., (5.6). In the simple case where $A(x, y)=A(y)=\left(a_{i j}(y)\right)_{1 \leq i, j \leq n}$, it is easily seen that

$$
\begin{equation*}
\widehat{u}=\sum_{i=1}^{n} \frac{\partial u_{0}}{\partial x_{i}} \widehat{\chi}_{i} \tag{5.14}
\end{equation*}
$$

and that the limit $B$ is precisely the matrix $A^{0}$ which was defined in Theorem 5.2 by (5.7) and (5.8).

Proposition 5.9 (convergence of the energy). Under the hypotheses of Theorem 5.3,

$$
\left\{\begin{array}{l}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} A^{\varepsilon} \nabla u_{\varepsilon} \nabla u_{\varepsilon} d x=\frac{1}{|Y|} \int_{\Omega \times Y} B\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right]\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] d x d y  \tag{5.15}\\
\lim _{\varepsilon \rightarrow 0} \int_{\Lambda_{\varepsilon}}\left|\nabla u_{\varepsilon}\right|^{2} d x=0
\end{array}\right.
$$

Proof. By standard weak lower-semicontinuity, one successively obtains

$$
\begin{aligned}
\frac{1}{|Y|} \int_{\Omega \times Y} B\left[\nabla u_{0}\right. & \left.+\nabla_{y} \widehat{u}\right]\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] d x d y \\
& \leq \liminf _{\varepsilon \rightarrow 0} \frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) d x d y \\
& \leq \limsup _{\varepsilon \rightarrow 0} \frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) d x d y \\
& \leq \limsup _{\varepsilon \rightarrow 0} \int_{\Omega} A^{\varepsilon} \nabla u_{\varepsilon} \nabla u_{\varepsilon} d x=\limsup _{\varepsilon \rightarrow 0}\left\langle f, u_{\varepsilon}\right\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)} \\
& =\left\langle f, u_{0}\right\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)}=\frac{1}{|Y|} \int_{\Omega \times Y} B\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right]\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] d x d y
\end{aligned}
$$

which gives the first convergence in (5.15), as well as

$$
\limsup _{\varepsilon \rightarrow 0} \int_{\Lambda_{\varepsilon}} A^{\varepsilon} \nabla u_{\varepsilon} \nabla u_{\varepsilon} d x=0
$$

which implies the second convergence in (5.15).

Remark 5.10. From the above proof, we also have

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) d x d y \\
&=\frac{1}{|Y|} \int_{\Omega \times Y} B\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right]\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] d x d y
\end{aligned}
$$

Corollary 5.11. The following strong convergence holds:

$$
\begin{equation*}
\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \rightarrow \nabla u_{0}+\nabla_{y} \widehat{u} \quad \text { strongly in } L^{2}(\Omega \times Y) . \tag{5.16}
\end{equation*}
$$

Proof. We have successively

$$
\begin{aligned}
\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon}\left[\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right)\right. & \left.-\nabla u_{0}-\nabla_{y} \widehat{u}\right]\left[\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right)-\nabla u_{0}-\nabla_{y} \widehat{u}\right] d x d y \\
& =\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) d x d y \\
& -\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon}\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right) d x d y \\
& -\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon} \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon}\right)\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] d x d y \\
& +\frac{1}{|Y|} \int_{\Omega \times Y} B^{\varepsilon}\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right]\left[\nabla u_{0}+\nabla_{y} \widehat{u}\right] d x d y
\end{aligned}
$$

Each term in the right-hand side converges, the first one due to Remark 5.10, and the others due to (5.10) and hypothesis (5.9). So, the right-hand side term converges to zero. Then convergence (5.16) is a consequence of the ellipticity of $B^{\varepsilon}$.

Remark 5.12. One can consider problem (5.1) with a homogeneous Neumann boundary condition on $\partial \Omega$ provided a zero order term is added to the operator. This problem is variational on the space $H^{1}(\Omega)$ without any regularity condition on the boundary. The exact same method applies and gives the corresponding limit problem. In order for a nonhomogeneous Neumann boundary condition (or Robin condition) on $\partial \Omega$ to make sense, a well-behaved trace operator is needed from $H^{1}(\Omega)$ to $L^{2}(\Omega)$. In that case, the same method applies.
6. Some corrector results and error estimates. Under additional regularity assumptions on the homogenized solution $u_{0}$ and the cell-functions $\widehat{\chi}_{j}$, the strong convergence for the gradient of $u_{0}$ with a corrector is known (cf. [11] Chapter 1, section 5, [30] Chapter 8, section 3 and references therein). More precisely, suppose that $\nabla_{y} \widehat{\chi}_{j} \in\left(L^{r}(Y)\right)^{n}, j=1, \ldots, n$ and $\nabla u^{0} \in L^{s}(\Omega)$, with $1 \leq r, s<+\infty$ and such that $1 / r+1 / s=1 / 2$. Then

$$
\nabla u_{\varepsilon}-\nabla u_{0}-\sum_{j=1}^{n} \frac{\partial u_{0}}{\partial x_{j}}\left(\nabla_{y} \widehat{\chi}_{j}\right)\left(\frac{\cdot}{\varepsilon}\right) \rightarrow 0 \quad \text { strongly in } L^{2}(\Omega)
$$

Our next result gives a corrector result without any additional regularity assumption on $\widehat{\chi}_{j}$, and its proof reduces to a few lines. We also include a new type of corrector.

Theorem 6.1. Under the hypotheses of Theorem 5.2, one has

$$
\begin{equation*}
\nabla u_{\varepsilon}-\nabla u_{0}-\mathcal{U}_{\varepsilon}\left(\nabla_{y} \widehat{u}\right) \rightarrow 0 \quad \text { strongly in } L^{2}(\Omega) \tag{6.1}
\end{equation*}
$$

In the case where $A^{\varepsilon}(x)=A\left(\left\{\frac{x}{\varepsilon}\right\}_{Y}\right)$, the function $u_{0}+\varepsilon \sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \chi_{i}\left(\{\dot{\bar{\varepsilon}}\}_{Y}\right)$ belongs to $H^{1}(\Omega)$, and one has

$$
\begin{equation*}
u_{\varepsilon}-u_{0}-\varepsilon \sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \chi_{i}\left(\left\{\frac{\dot{\varepsilon}}{\varepsilon}\right\}_{Y}\right) \rightarrow 0 \quad \text { strongly in } H^{1}(\Omega) \tag{6.2}
\end{equation*}
$$

Proof. From (5.15), (5.16), and Proposition 2.18(iii), one immediately has

$$
\nabla u_{\varepsilon}-\mathcal{U}_{\varepsilon}\left(\nabla u_{0}\right)-\mathcal{U}_{\varepsilon}\left(\nabla_{y} \widehat{u}\right) \rightarrow 0 \quad \text { strongly in } L^{2}(\Omega) .
$$

But since $\nabla u_{0}$ belongs to $L^{2}(\Omega)$, Corollary 2.26 implies that

$$
\mathcal{U}_{\varepsilon}\left(\nabla u_{0}\right) \rightarrow \nabla u_{0} \quad \text { strongly in } L^{2}(\Omega)
$$

whence (6.1). From (4.4) in Proposition 4.2, the function $u_{0}+\varepsilon \sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \chi_{i}\left(\{\dot{\bar{\varepsilon}}\}_{Y}\right)$ belongs to $H^{1}(\Omega)$. From (5.14), we obtain

$$
\begin{aligned}
\nabla u_{0}+\mathcal{U}_{\varepsilon}\left(\nabla_{y} \widehat{u}\right) & -\nabla\left[u_{0}+\varepsilon \sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \chi_{i}\left(\left\{\frac{\dot{\varepsilon}}{\varepsilon}\right\}_{Y}\right)\right] \\
= & -\sum_{i=1}^{n}\left[\mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right)-\mathcal{M}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right)\right] \nabla_{y} \chi_{i}\left(\left\{\frac{\dot{\rightharpoonup}}{\varepsilon}\right\}_{Y}\right) \\
& -\varepsilon \sum_{i=1}^{n} \nabla\left[\mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right)\right] \chi_{i}\left(\left\{\frac{\cdot}{\varepsilon}\right\}_{Y}\right),
\end{aligned}
$$

and using estimate (4.2), Proposition 2.25 (iii), and Corollary 4.3, one immediately gets the strong convergence in $L^{2}(\Omega)$ of the right-hand side in the above equality. Thanks to (6.1), one has (6.2).

We end this section by recalling the error estimates obtained by Griso in [42], [44], and [45] for problem (5.1), with $f \in L^{2}(\Omega)$.

THEOREM 6.2 (see [42], [44]). Suppose that $\partial \Omega$ is of class $\mathcal{C}^{1,1}$. The solution $u_{\varepsilon}$ of (5.1) satisfies the following estimates:

$$
\begin{aligned}
& \left\|\nabla u_{\varepsilon}-\nabla u_{0}-\sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \nabla_{y} \widehat{\chi}_{i}\left(\left\{\frac{\dot{\varepsilon}}{\varepsilon}\right\}\right)\right\|_{\left[L^{2}(\Omega)\right]^{n}} \leq C \varepsilon^{1 / 2}\|f\|_{L^{2}(\Omega)}, \\
& \left\|u_{\varepsilon}-u_{0}\right\|_{L^{2}(\Omega)}+\left\|\rho\left(\nabla u_{\varepsilon}-\nabla u_{0}-\sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \nabla_{y} \widehat{\chi}_{i}\left(\frac{\dot{\varepsilon}}{\varepsilon}\right)\right)\right\|_{\left[L^{2}(\Omega)\right]^{n}} \leq C \varepsilon\|f\|_{L^{2}(\Omega)},
\end{aligned}
$$

where $\widehat{\chi}_{i}$ for $i=1, \ldots, n$ is defined by (5.8) and $\rho=\rho(x)$ is the distance between $x \in \Omega$ and the boundary $\partial \Omega$. The constant $C$ depends on $n, A$, and $\partial \Omega$.

Corollary 6.3 (see [44]). Let $\Omega^{\prime}$ be an open set strongly included in $\Omega$, then

$$
\left\|u_{\varepsilon}-u_{0}-\varepsilon \sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \widehat{\chi}_{i}\left(\frac{\dot{\varepsilon}}{\varepsilon}\right)\right\|_{H^{1}\left(\Omega^{\prime}\right)} \leq C \varepsilon\|f\|_{L^{2}(\Omega)} .
$$

The constant depends on $n, A, \Omega^{\prime}$, and $\partial \Omega$.
In what follows in this paragraph, we suppose that the open set $\Omega$ is a bounded domain in $\mathbb{R}^{n}, n=2$ or 3 , of polygonal $(n=2)$ or polyhedral $(n=3)$ boundary. We
assume that $\Omega$ is on one side only of its boundary, and that $\Gamma_{0}$ is the union of some edges $(n=2)$ or some faces $(n=3)$ of $\partial \Omega$. Recall that classical regularity results show that the solution $u_{0}$ of the homogenized problem (5.6) belongs to $H^{1+s}(\Omega)$ for $s$ in $] 1 / 2,1\left[\left(s=1\right.\right.$ if the domain is convex) depending only on $\partial \Omega$, on $A^{0}$, and satisfies the estimate

$$
\left\|\nabla u_{0}\right\|_{H^{1+s}(\Omega)} \leq C\|f\|_{L^{2}(\Omega)}
$$

The error estimate for this case is given in the following result.
THEOREM 6.4 (see [45]). The solution $u_{\varepsilon}$ of problem (5.1) satisfies the estimate

$$
\begin{aligned}
& \left\|\nabla u_{\varepsilon}-\nabla u_{0}-\sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \nabla_{y} \widehat{\chi}_{i}\left(\frac{\dot{\varepsilon}}{\varepsilon}\right)\right\|_{\left[L^{2}(\Omega)\right]^{n}} \leq C \varepsilon^{s / 2}\|f\|_{L^{2}(\Omega)}, \\
& \left\|u_{\varepsilon}-u_{0}\right\|_{L^{2}(\Omega)}+\left\|\rho\left(\nabla u_{\varepsilon}-\nabla u_{0}-\sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \nabla_{y} \widehat{\chi}_{i}\left(\dot{\frac{1}{\varepsilon}}\right)\right)\right\|_{\left[L^{2}(\Omega)\right]^{n}} \leq C \varepsilon^{s}\|f\|_{L^{2}(\Omega)} .
\end{aligned}
$$

The constants depend on $n, A$, and $\partial \Omega$.
Corollary 6.5 (see [45]). Let $\Omega^{\prime}$ be an open set strongly included in $\Omega$, then

$$
\left\|u_{\varepsilon}-u_{0}-\varepsilon \sum_{i=1}^{n} \mathcal{Q}_{\varepsilon}\left(\frac{\partial u_{0}}{\partial x_{i}}\right) \widehat{\chi}_{i}\left(\frac{\dot{\varepsilon}}{\varepsilon}\right)\right\|_{H^{1}\left(\Omega^{\prime}\right)} \leq C \varepsilon^{s}\|f\|_{L^{2}(\Omega)}
$$

The constant depends on $n, A, \Omega^{\prime}$, and $\partial \Omega$.
7. Periodic unfolding and multiscales. As we mentioned in the Introduction, the periodic unfolding method turns out to be particularly well-adapted to multiscales problems. As an example, we treat here a problem with two different small scales.

Consider two periodicity cells $Y$ and $Z$, both having the properties introduced at the beginning of section 2 (each associated to its set of periods). Suppose that $Y$ is "partitioned" in two nonempty disjoint open subsets $Y_{1}$ and $Y_{2}$, i.e., such that $Y_{1} \cap Y_{2}=\emptyset$ and $\bar{Y}=\bar{Y}_{1} \cup \bar{Y}_{2}$.

Let $A^{\varepsilon \delta}$ be a matrix field defined by

$$
A^{\varepsilon \delta}(x)= \begin{cases}A_{1}\left(\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) & \text { for }\left\{\frac{x}{\varepsilon}\right\}_{Y} \in Y_{1} \\ A_{2}\left(\left\{\frac{\left\{\frac{x}{\varepsilon}\right\}_{Y}}{\delta}\right\}_{Z}\right) & \text { for }\left\{\frac{x}{\varepsilon}\right\}_{Y} \in Y_{2}\end{cases}
$$

where $A_{1}$ is in $M\left(\alpha, \beta, Y_{1}\right)$ and $A_{2}$ in $M(\alpha, \beta, Z)$ (cf. Definition 5.1). Here we have two small scales, namely, $\varepsilon$ and $\varepsilon \delta$, associated, respectively, to the cells $Y$ and $Z$ (see Figure 7).

Consider the problem

$$
\int_{\Omega} A^{\varepsilon \delta} \nabla u_{\varepsilon \delta} \nabla w d x=\int_{\Omega} f w d x \quad \forall w \in H_{0}^{1}(\Omega)
$$

with $f$ in $L^{2}(\Omega)$. The Lax-Milgram theorem immediately gives the existence and uniqueness of $u_{\varepsilon \delta}$ in $H_{0}^{1}(\Omega)$ satisfying the estimate

$$
\left\|u_{\varepsilon \delta}\right\|_{H_{0}^{1}(\Omega)} \leq \frac{1}{\alpha}\|f\|_{L^{2}(\Omega)} .
$$



FIG. 7. A domain with periodic scales $\varepsilon$ and $\varepsilon \delta$.
So, there is some $u_{0}$ such that, up to a subsequence,

$$
u_{\varepsilon \delta} \rightharpoonup u_{0} \quad \text { weakly in } H_{0}^{1}(\Omega)
$$

Using the unfolding method for scale $\varepsilon$, as before we have

$$
\begin{aligned}
& \mathcal{Q}_{\varepsilon}\left(u_{\varepsilon \delta}\right) \rightharpoonup u_{0} \quad \text { weakly in } H_{0}^{1}(\Omega) \\
& \mathcal{T}_{\varepsilon}\left(u_{\varepsilon \delta}\right) \rightharpoonup u_{0} \quad \text { weakly in } L^{2}\left(\Omega ; H^{1}(Y)\right) \\
& \frac{1}{\varepsilon} \mathcal{T}_{\varepsilon}\left(\mathcal{R}_{\varepsilon}\left(u_{\varepsilon \delta}\right)\right) \rightharpoonup \widehat{u} \quad \text { weakly in } L^{2}\left(\Omega ; H^{1}(Y)\right), \\
& \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon \delta}\right) \rightharpoonup \nabla u_{0}+\nabla_{y} \widehat{u} \quad \text { in } L^{2}(\Omega \times Y)
\end{aligned}
$$

These convergences do not see the oscillations at the scale $\varepsilon \delta$. In order to capture them, one considers the restrictions to the set $\Omega \times Y_{2}$ defined by

$$
\left.v_{\varepsilon \delta}(x, y) \doteq \frac{1}{\varepsilon} \mathcal{T}_{\varepsilon}\left(\mathcal{R}_{\varepsilon}\left(u_{\varepsilon \delta}\right)\right)\right|_{Y_{2}}
$$

Obviously,

$$
\left.v_{\varepsilon \delta} \rightharpoonup \widehat{u}\right|_{Y_{2}} \quad \text { weakly in } L^{2}\left(\Omega ; H^{1}\left(Y_{2}\right)\right)
$$

Now, we apply to $v_{\varepsilon \delta}$, a similar unfolding operation, denoted $\mathcal{T}_{\delta}^{y}$, for the variable $y$, thus adding a new variable $z \in Z$.

$$
\mathcal{T}_{\delta}^{y}\left(v_{\varepsilon \delta}\right)(x, y, z)=v_{\varepsilon \delta}\left(x, \delta\left[\frac{y}{\delta}\right]_{Z}+\delta z\right) \quad \text { for } x \in \Omega, y \in Y_{2}, \text { and } z \in Z
$$

It is essential to remark that all of the estimates and weak convergence properties which were shown for the original unfolding $\mathcal{T}_{\varepsilon}$ still hold for $\mathcal{T}_{\delta}^{y}$, with $x$ being a mere parameter. For example, Proposition 4.7 and Theorem 3.5 adapted to this case imply that

$$
\begin{aligned}
& \left.\mathcal{T}_{\delta}^{y}\left(\nabla_{y} v_{\varepsilon \delta}\right) \rightharpoonup \nabla_{y} \widehat{u}\right|_{\Omega_{2}}+\nabla_{z} \widetilde{u} \quad \text { weakly in } L^{2}\left(\Omega \times Y_{2} \times Z\right) \\
& \mathcal{T}_{\delta}^{y}\left(\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon \delta}\right)\right) \rightharpoonup \nabla u_{0}+\nabla_{y} \widehat{u}+\nabla_{z} \widetilde{u} \quad \text { weakly in } L^{2}\left(\Omega \times Y_{2} \times Z\right)
\end{aligned}
$$

Under these conditions, the limit functions $u_{0}, \widehat{u}$, and $\widetilde{u}$ are characterized by the following result.

Theorem 7.1. The functions

$$
u_{0} \in H_{0}^{1}(\Omega), \quad \widehat{u} \in L^{2}\left(\Omega, H_{p e r}^{1}(Y) / \mathbb{R}\right), \quad \widetilde{u} \in L^{2}\left(\Omega \times \Omega_{2}, H_{p e r}^{1}(Z) / \mathbb{R}\right)
$$

are the unique solutions of the variational problem

$$
\left\{\begin{aligned}
\frac{1}{|Y||Z|} \int_{\Omega} & \int_{Y_{2}} \int_{Z} A_{2}(z)\left\{\nabla u_{0}+\nabla_{y} \widehat{u}+\nabla_{z} \widetilde{u}\right\}\left\{\nabla \Psi+\nabla_{y} \Phi+\nabla_{z} \Theta\right\} d x d y d z \\
& +\frac{1}{|Y|} \int_{\Omega} \int_{Y_{1}} A_{1}(y)\left\{\nabla u_{0}+\nabla_{y} \widehat{u}\right\}\left\{\nabla \Psi+\nabla_{y} \Phi\right\} d x d y=\int_{\Omega} f \Psi d x
\end{aligned}\right.
$$

$\forall \Psi \in H_{0}^{1}(\Omega), \quad \forall \Phi \in L^{2}\left(\Omega ; H_{p e r}^{1}(Y) / \mathbb{R}\right), \forall \Theta \in L^{2}\left(\Omega \times \Omega_{2}, H_{\text {per }}^{1}(Z) / \mathbb{R}\right)$.
The proof uses test functions of the form

$$
\Psi(x)+\varepsilon \Psi_{1}(x) \Phi_{1}\left(\frac{x}{\varepsilon}\right)+\varepsilon \delta \Psi_{2}(x) \Phi_{2}\left(\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) \Theta_{2}\left(\frac{1}{\delta}\left\{\frac{x}{\varepsilon}\right\}_{Y}\right)
$$

where $\Psi, \Psi_{1}, \Psi_{2}$ are in $\mathcal{D}(\Omega), \Phi_{1}$ in $H_{p e r}^{1}(Y), \Phi_{2} \in \mathcal{D}\left(Y_{2}\right)$, and $\Theta_{2} \in H_{p e r}^{1}(Z)$.
Remark 7.2. The same theorem holds true for a general $A^{\varepsilon \delta}$ under the hypotheses

$$
\begin{aligned}
& \mathcal{T}_{\varepsilon}\left(A^{\varepsilon \delta}\right) 1_{Y_{1}} \rightarrow A_{1} \quad \text { strongly in }\left[L^{1}\left(\Omega \times Y_{1}\right)\right]^{n \times n} \\
& \mathcal{T}_{\delta}^{y}\left(\mathcal{T}_{\varepsilon}\left(A^{\varepsilon \delta}\right) 1_{Y_{2}}\right) \rightarrow A_{2} \quad \text { strongly in }\left[L^{1}\left(\Omega \times Y_{2} \times Z\right)\right]^{n \times n}
\end{aligned}
$$

Proposition 5.9 (convergence of the energy) and Corollary 5.11 extend without any difficulty to the multiscale case.

Proposition 7.3. The convergence for the energy holds true:

$$
\begin{aligned}
& \lim _{\varepsilon, \delta \rightarrow 0} \int_{\Omega} A^{\varepsilon \delta} \nabla u_{\varepsilon \delta} \nabla u_{\varepsilon \delta} d x \\
&= \frac{1}{|Y||Z|} \int_{\Omega} \int_{Y_{2}} \int_{Z} A_{2}(z)\left\{\nabla u_{0}+\nabla_{y} \widehat{u}+\nabla_{z} \widetilde{u}\right\}\left\{\nabla u_{0}+\nabla_{y} \widehat{u}+\nabla_{z} \widetilde{u}\right\} d x d y d z \\
&+\frac{1}{|Y|} \int_{\Omega} \int_{Y_{1}} A_{1}(y)\left\{\nabla u_{0}+\nabla_{y} \widehat{u}\right\}\left\{\nabla u_{0}+\nabla_{y} \widehat{u}\right\} d x d y
\end{aligned}
$$

Corollary 7.4. The following strong convergences hold true:

$$
\begin{aligned}
& \left.\mathcal{T}_{\delta}^{y}\left(\nabla_{y} v_{\varepsilon \delta}\right) \rightharpoonup \nabla_{y} \widehat{u}\right|_{\Omega_{2}}+\nabla_{z} \widetilde{u} \quad \text { strongly in } L^{2}\left(\Omega \times Y_{2} \times Z\right) \\
& \mathcal{T}_{\delta}^{y}\left(\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon \delta}\right)\right) \rightharpoonup \nabla u_{0}+\nabla_{y} \widehat{u}+\nabla_{z} \widetilde{u} \quad \text { strongly in } L^{2}\left(\Omega \times Y_{2} \times Z\right) .
\end{aligned}
$$

Remark 7.5. A corrector result, similar to that of Theorem 6.1, can be obtained.
Remark 7.6. Theorem 7.1 can be extended to the case of any finite number of distinct scales by a simple reiteration.
8. Further developments. The unfolding method has some interesting properties which make it suitable for more general situations than that presented here. In problems which are set on a domain $\Omega_{\varepsilon}$ which depends on the parameter $\varepsilon$, it may be difficult to have a good notion of convergence for the sequence of solutions $u_{\varepsilon}$. The traditional way is to extend the solution by 0 outside $\Omega_{\varepsilon}$; however, this precludes the strong convergence of these extended functions in general. For the case of holes of the
size of order $\varepsilon$ distributed $\varepsilon$-periodically, the unfolded sequence lives on a fixed domain. Similarly, for domains with $\varepsilon$-oscillating boundaries, a partial unfolding yields a function which is defined on a fixed domain.

We conclude by giving a list of publications making use of the unfolding method in several of these directions (both for linear and nonlinear problems).

- Reiterated homogenization: Meunier and Van Schaftingen [56].
- Electro-magnetism: Banks et al. [7], Bossavit, Griso, and Miara [15].
- Homogenization of thin piezoelectric shells: Ghergu et al. [39].
- Homogenization of diffusion deformation media: Griso and Rohan [46].
- Homogenization of the Stokes problem in porous media: Cioranescu, Damlamian, and Griso [25].
- Homogenization in perforated domains with Robin boundary conditions: Cioranescu, Donato and Zaki [31], [32].
- Homogenization in domains with oscillating boundaries: Damlamian and Pettersson [36].
- Homogenization of nonlinear integrals of the calculus of variations: Cioranescu, Damlamian, and De Arcangelis [27], [28], and [29].
- Homogenization of multivalued monotone operators of Leray-Lions type: Damlamian, Meunier, and Van Schaftingen [37].
- Thin junctions in linear elasticity: Blanchard, Gaudiello, and Griso [12], [13], Blanchard and Griso [14].
- Thin domains and free boundary problems arising in lubrication theory: Bayada, Martin, and Vazquez [9], [10].
- Elasticity problems in perforated domains: Griso and Sanchez-Rua [47].
- Neumann sieve and Dirichlet shield problems: Onofrei [60], Cioranescu et al. [26]. This last paper treats the case of domains with $\varepsilon$-periodically distributed "very small" holes (their size being a power of $\varepsilon$ ) on the boundary of which a homogeneous Dirichlet condition is prescribed. This requires the introduction of a rescaled unfolding operator (which originally appeared in the framework of the two-scale convergence in Casado-Díaz [20]).
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#### Abstract

We study the behavior of perturbations of small nonlinear Dirac standing waves. We assume that the linear Dirac operator of reference $H=D_{m}+V$ has only two double eigenvalues and that degeneracies are due to a symmetry of $H$ (theorem of Kramers). In this case, we can build a small four-dimensional manifold of stationary solutions tangent to the first eigenspace of $H$. Then we assume that a resonance condition holds, and we build a center manifold of real codimension 8 around each stationary solution. Inside this center manifold any $H^{s}$ perturbation of stationary solutions, with $s>2$, stabilizes towards a standing wave. We also build center-stable and center-unstable manifolds, each one of real codimension 4. Inside each of these manifolds, we obtain stabilization towards the center manifold in one direction of time, while in the other, we have instability. Eventually, outside all of these manifolds, we have instability in the two directions of time. For localized perturbations inside the center manifold, we obtain a nonlinear scattering result.
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Introduction. We study the asymptotic stability of stationary solutions of a time-dependent nonlinear Dirac equation.

A localized stationary solution of a given time-dependent equation represents a bound state of a particle. Like Rañada [39], we call it a particle-like solution (PLS). Many works have been devoted to the proof of the existence of such solutions for a wide variety of equations. Although their stability is a crucial problem (in particular, in a numerical computation or experiment), less attention has been devoted to this issue.

In this paper, we deal with the problem of stability of small PLSs of the following nonlinear Dirac equation:

$$
\begin{equation*}
\mathrm{i} \partial_{t} \psi=\left(D_{m}+V\right) \psi+\nabla F(\psi) \tag{0.1}
\end{equation*}
$$

where $\nabla F$ is the gradient of $F: \mathbb{C}^{4} \mapsto \mathbb{R}$ for the standard scalar product of $\mathbb{R}^{8}$. Here, $D_{m}$ is the usual Dirac operator (see Thaller [48]) acting on $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ :

$$
D_{m}=\alpha \cdot(-\mathrm{i} \nabla)+m \beta=-\mathrm{i} \sum_{k=1}^{3} \alpha_{k} \partial_{k}+m \beta
$$

where $m \in \mathbb{R}_{+}^{*}, \alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, and $\beta$ are $\mathbb{C}^{4}$ Hermitian matrices satisfying

$$
\begin{cases}\alpha_{i} \alpha_{k}+\alpha_{k} \alpha_{i}=2 \delta_{i k} \mathbf{1}_{\mathbb{C}^{4}}, & i, k \in\{1,2,3\} \\ \alpha_{i} \beta+\beta \alpha_{i}=\mathbf{0}_{\mathbb{C}^{4}}, & i \in\{1,2,3\} \\ \beta^{2}=\mathbf{1}_{\mathbb{C}^{4}} & \end{cases}
$$

[^86]Here, we choose

$$
\begin{gathered}
\alpha_{i}=\left(\begin{array}{ll}
0 & \sigma_{i} \\
\sigma_{i} & 0
\end{array}\right) \quad \text { and } \quad \beta=\left(\begin{array}{cc}
I_{\mathbb{C}^{2}} & 0 \\
0 & -I_{\mathbb{C}^{2}}
\end{array}\right) \\
\text { where } \sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \text { and } \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
\end{gathered}
$$

In (0.1), $V$ is the external potential field, and $F: \mathbb{C}^{4} \mapsto \mathbb{R}$ is a nonlinearity with the following gauge invariance:

$$
\begin{equation*}
\forall(\theta, z) \in \mathbb{R} \times \mathbb{C}^{4}, \quad F\left(e^{i \theta} z\right)=F(z) \tag{0.2}
\end{equation*}
$$

Some additional assumptions on $F$ and $V$ will be made in what follows. Nonlinearity with no potential arises in some Dirac models introduced by physicists to model either extended particles with self-interaction or particles in space-time with geometrical structure. In the latter case, physicists have shown that a relativistic theory sometimes imposes a fourth order nonlinear potential (i.e., a cubic nonlinearity) such as the square of a quadratic form on $\mathbb{C}^{4}$; see Rañada [39] and the references therein. We added a potential with special features to ensure the existence of small stationary solutions, whose existence and stability are easier to study.

Stationary solutions (PLSs) of (0.1) take the form $\psi(t, x)=e^{-\mathrm{i} E t} \phi(x)$, where $\phi$ satisfies

$$
\begin{equation*}
E \phi=\left(D_{m}+V\right) \phi+\nabla F(\phi) \tag{0.3}
\end{equation*}
$$

We show that there exists a manifold of small solutions to (0.3) tangent to the first eigenspace of $D_{m}+V$ (see Proposition 1.1 below).

Concerning the asymptotic stability in the Schrödinger equation, the question has been solved in several cases. For small stationary solutions in the simple eigenvalue case it has been studied by Soffer and Weinstein [43, 44], Pillet and Wayne [38], and Gustafson, Nakanishi, and Tsai [22]. For the two eigenvalue case under a resonance condition for an excited state, the problem has been studied by Tsai and Yau $[51,53,54,52,50]$ and Soffer and Weinstein [45, 46]. Another problem has been studied by Cuccagna [16, 17, 18], who considered the case of a big PLS, when the linearized operator has only one eigenvalue, and obtained the asymptotic stability of the manifold of ground states. Schlag [41] proved that any ground state of the cubic nonlinear Schrödinger equation in dimension 3 is orbitally unstable but possesses a stable manifold of codimension 9.

We also would like to mention the works of Buslaev and Perel'mann [12, 10, 11, 9], Buslaev and Sulem [14, 13], Weder [55], and Krieger and Schlag [31] in the onedimensional Schrödinger case. Krieger and Schlag [31] proved a result similar to [41] in the one-dimensional case. Concerning two-dimensional nonlinear Schrödinger equations, Mizumachi [35, 36] studied the properties of unstable solutions, while Kirr and Zarnescu [30] proved the existence of small asymptotically stable states in a semilinear case.

In [7], we prove that there are stable directions for the PLS manifold under a nonresonance assumption on the spectrum of $H:=D_{m}+V$. This gives a stable manifold containing the PLS manifold. But we were not able to say anything about solutions starting outside the stable manifold.

The results we present here state the existence of a stable manifold and describe the behavior of solutions starting outside of it. In fact, we prove the instability of the perturbations starting outside the stable manifold. We also prove stabilization towards stationary solutions inside the stable manifold for $H^{s}$ perturbation with $s>2$. We have been able to obtain it since we impose a resonance condition (see Assumption 1.5 below), while in [7], we assumed that there is no resonance phenomena.

When the perturbations are localized, we are able to push the analysis further and obtain a nonlinear scattering.

This paper is organized as follows.
In section 1, we present our main results and the assumptions we need. Subsection 1.1 is devoted to the statement of the time decay estimates of the propagator associated with $H=D_{m}+V$ on the continuous subspace. One estimate is a kind of smoothness result, in the sense of Kato (see, e.g., [27]), and the other is a Strichartztype result. We prove these estimates with the propagation and dispersive estimates proved in [7]. In subsection 1.2 , we state the existence of small stationary states forming a manifold tangent to an eigenspace of $H$. The study of the dynamics around such states leads us to our main results; see subsection 1.3 and 1.4. In subsection 1.3, we split a neighborhood of a stationary state into different parts, each giving rise to stabilization or instability. In subsection 1.4, we state our scattering result.

To prove our theorems, we consider our nonlinear system as a small perturbation of a linear equation. More precisely, in subsection 2.2 , we show that the spectral properties of the linearized operator around a stationary state, presented in section 2 , permit us to obtain, as in the linear case, some properties of the dynamics around a stationary state. We obtain center, center-stable, and center-unstable manifolds. In section 3, we obtain, with our time decay estimates, a stabilization towards the PLS manifold for $H^{s}$ perturbation with $s>2$ in the center manifold. Section 4 deals with the dynamics outside the center manifold. Eventually in section 5, we conclude our study.

Our results are the analogue, in the Dirac case, of some results of Tsai and Yau [54], Soffer and Weinstein [43], Pillet and Wayne [38], and Gustafson, Nakanishi, and Tsai [22] about the semilinear Schrödinger equation. The point which we did not investigate is the long time behavior of perturbation in the unstable direction. In [51, 53, 54, 52, 50, 45, 46] , the authors show that such perturbations relax towards the ground states. Their analyses are based on the asymptotic stability of ground states under a resonance condition. In our case this question is still open and should be investigated. But we believe that the techniques used in the previously cited works will allow us to obtain a similar result. Indeed the phenomenon that leads to this relaxation, namely nonlinear resonance, is not specific to the Shrödinger operator or nonnegative operators. Such a phenomenon comes from the interaction between discrete and continuous modes allowed by the nonlinearity. So a Fermi golden rule assumption should have the same consequences in both Shrödinger and Dirac equations.

We should also mention that four manifolds appear in this paper: the PLS manifold, the center manifold, the center-stable manifold, and the center-unstable manifold. The PLS manifold used to be called center manifold by previous papers on the same subject. The terminology we choose to adopt here comes from dynamical system theory and especially from the center manifold theorem. All these manifolds are invariant manifolds of our equation, at least locally in time. The PLS manifold is a set of stationary solutions, while the center manifold is a set of solutions converging
to the PLS manifold and containing the PLS manifold. The center manifold in turn is the intersection of the center-stable and center-unstable manifolds. The roles of the center-stable and center-unstable manifolds are exchanged when time is reversed.

This paper is devoted to the study of the asymptotic stability of some Dirac equations. So we are investigating convergence of orbits. As far as we know, the question of the orbital stability which requires the orbits to stay close and not necessarily to converge is still open for Dirac equations. In the Schrödinger case, orbital stability results (see, e.g., [15], [56, 57], or [42, 21]) give that any solution stays near the PLS manifold. Unfortunately, orbital stability criteria applied to Schrödinger equations use the fact that Schrödinger operators are bounded from below. Hence the question of orbital stability for Dirac standing waves cannot be solved by a straightforward application of the methods used in the Schrödinger case.

## 1. Assumptions and statements.

1.1. Time decay estimates. We generalize, to small nonlinear perturbations, stability results for linear systems. These results, as in [7], follow from linear decay estimates. Here we use smoothness-type and Strichartz-type estimates deduced from propagation and dispersive estimates of [7]. Hence, we work within the same assumptions for $V$ and $D_{m}+V$.

Assumption 1.1. The potential $V: \mathbb{R}^{3} \mapsto S_{4}(\mathbb{C})$ (self-adjoint $4 \times 4$ matrices) is a smooth function such that there exists $\rho>5$ with

$$
\forall \alpha \in \mathbb{N}^{3}, \exists C>0, \quad \forall x \in \mathbb{R}^{3},\left|\partial^{\alpha} V\right|(x) \leq \frac{C}{\langle x\rangle^{\rho+|\alpha|}}
$$

We notice that by the Kato-Rellich theorem, the operator

$$
H:=D_{m}+V
$$

is essentially self-adjoint on $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and self-adjoint on $H^{1}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$.
We also mention that Weyl's theorem gives that the essential spectrum of $H$ is $(-\infty,-m] \cup[+m,+\infty)$, and the work of Berthier and Georgescu [5, Theorems 6 and A] gives that there is no embedded eigenvalue. Hence the thresholds $\pm m$ are the only points of the continuous spectrum which can be associated with a wave of zero velocity. These waves perturb the spectral density and diminish the decay rate in the propagation and the dispersive estimates. We will work (as in [7]) within the following assumption.

Assumption 1.2. The operator $H$ presents no resonance at thresholds and no eigenvalue at thresholds.

A resonance is a stationary solution in $H_{-\sigma}^{1 / 2} \backslash H^{1 / 2}$ for any $\sigma \in(1 / 2, \rho-2)$, where $H_{\sigma}^{t}$ is given by the following definition.

Definition 1.1 (weighted Sobolev space). The weighted Sobolev space is defined by

$$
H_{\sigma}^{t}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3}\right),\left\|\langle Q\rangle^{\sigma}\langle P\rangle^{t} f\right\|_{2}<\infty\right\}
$$

for $\sigma, t \in \mathbb{R}$. We endow it with the norm

$$
\|f\|_{H_{\sigma}^{t}}=\left\|\langle Q\rangle^{\sigma}\langle P\rangle^{t} f\right\|_{2}
$$

If $t=0$, we write $L_{\sigma}^{2}$ instead of $H_{\sigma}^{0}$.

We have used the usual notation: $\langle u\rangle=\sqrt{1+u^{2}}, P=-i \nabla$, and $Q$ is the operator of multiplication by $x$ in $\mathbb{R}^{3}$.

Remark 1.1. Assumption 1.2 is generic in the following sense.
If $V$ does not fulfill Assumption 1.2, then $(1 \pm \varepsilon) V$ does for nonzero small $\varepsilon$. As in [26, section 3] one can prove that resonances and eigenvalues at theresholds at $\pm m$ are in the kernel of $1+\left(D_{m} \mp m\right)^{-1} V$ in $H_{\sigma}^{1 / 2}$ for any $\sigma \in(1 / 2, \rho-2)$. Since $\left(D_{m} \mp m\right)^{-1} V$ is a compact operator in $H_{\sigma}^{1 / 2}$ (see proof of Lemma 1.1 below) for any $\sigma \in(1 / 2, \rho-2)$, its spectrum is discrete, and hence if -1 is in its spectrum, then -1 is not in the spectrum of $\lambda\left(D_{m} \mp m\right)^{-1} V$ for $\lambda \neq 1$ but close to 1 . This remark can be extended to any analytic operator valued functions $\lambda \rightarrow V(\lambda)$ satisfying Assumption 1.1.

Under the previous assumption one can prove the following lemma.
Lemma 1.1. The discrete spectrum of $H$ is finite.
Proof. To prove this lemma we show that there is no eigenvalue in a neighborhood of the thresholds $\pm m$. Since there is no other possible accumulation point for the discrete spectrum, this will be sufficient.

We will do the proof for $m$, since it is similar for $-m$. To do so, we show that $(H-z)^{-1}$ exists from $H_{\sigma}^{-1 / 2}$ to $H_{-\sigma}^{1 / 2}$ for any $\sigma \in(1 / 2, \rho-2)$ and $z$ close to $m$ and $\Re z<m$. Since isolated eigenvectors belong to $H_{\sigma}^{-1 / 2}$ (see [23]), this will give the desired result.

We use the formula

$$
H-z=\left(D_{m}-z\right)\left(1+\left(D_{m}-z\right)^{-1} V\right)
$$

for $z$ close to $m$ and $\Re z<m$. From [7, Proposition 2.4] (or [26, Lemma 2.1] and [48, section 1.E] $), z \mapsto\left(D_{m}-z\right)^{-1}$ is a continuous map from $\{z \in \mathbb{C}, \Im z>0, \Re z>0\}$ to $\mathcal{B}\left(H_{\sigma}^{-1 / 2}, H_{-\sigma}^{1 / 2}\right)$ for any $\sigma \in(1 / 2, \rho-2)$. The point is to prove the invertibility of $\left(1+\left(D_{m}-z\right)^{-1} V\right)$ in $H_{\sigma}^{-1 / 2}$. Using continuity and Assumption 1.1, we see that it is enough to prove that $\left(1+\left(D_{m}-m\right)^{-1} V\right)$ is invertible in $H_{\sigma}^{-1 / 2}$. This follows from Assumption 1.2 (see [7, Lemma 2.2 and Proof of Proposition 2.3]).

Now let

$$
\mathbf{P}_{c}(H)=\mathbf{1}_{(-\infty,-m \mid \cup[+m,+\infty)}(H)
$$

be the projector associated with the continuous spectrum of $H$ and let $\mathcal{H}_{c}$ be its range. Using [7, Theorem 1.1], we obtain a limiting absorption principle which gives the $H$-smoothness of $\langle Q\rangle^{-1}$ in the sense of Kato.

Theorem 1.1 (Kato smoothness estimates). If Assumptions 1.1 and 1.2 hold, then for any $\sigma \geq 1$ and $s \in \mathbb{R}$ one has

$$
\begin{gather*}
\left\|\langle Q\rangle^{-\sigma} e^{-\mathrm{i} t H} \mathbf{P}_{c}(H) \psi\right\|_{L_{t}^{2}\left(\mathbb{R}, H^{s}\right)} \leq C\|\psi\|_{H^{s}}  \tag{1.1}\\
\left\|\int_{\mathbb{R}} e^{\mathrm{i} t H} \mathbf{P}_{c}(H)\langle Q\rangle^{-\sigma} F(t) d t\right\|_{H^{s}} \leq C\|F\|_{L_{t}^{2}\left(\mathbb{R}, H^{s}\right)}  \tag{1.2}\\
\left\|\int_{s<t}\langle Q\rangle^{-\sigma} e^{-\mathrm{i}(t-s) H} \mathbf{P}_{c}(H)\langle Q\rangle^{-\sigma} F(s) d s\right\|_{L_{t}^{2}\left(\mathbb{R}, H^{s}\right)} \leq C\|F\|_{L_{t}^{2}\left(\mathbb{R}, H^{s}\right)} \tag{1.3}
\end{gather*}
$$

Proof. We first prove (1.1). For $s=0$, it is (see, e.g., [1, Proposition 7.11] or [40, Theorem XIII.25]) a consequence of the limiting absorption principle:

$$
\begin{equation*}
\sup _{\Im z \in(0,1)}\left\{\left\|\langle Q\rangle^{-\sigma}(H-z)^{-1} P_{c}(H)\langle Q\rangle^{-\sigma}\right\|_{2}\right\}<\infty, \tag{1.4}
\end{equation*}
$$

which follows from [7, Theorem 1.1] (or Theorem 3.1 below) for $\sigma>5 / 2$ using the fact that the Fourier transform in time of the propagator is the resolvent. Actually, the Fourier transform of

$$
\langle Q\rangle^{-\sigma} e^{-\mathrm{i} t(H-\mathrm{i} \varepsilon)} \mathbf{P}_{c}(H) \mathbf{1}_{\mathbb{R}_{+}^{*}}(t)\langle Q\rangle^{-\sigma} f
$$

in time is

$$
\langle Q\rangle^{-\sigma}(H-\lambda-\mathrm{i} \varepsilon)^{-1} \mathbf{P}_{c}(H)\langle Q\rangle^{-\sigma} f
$$

for $f \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$. Then we use the Born expansion
$(H-z)^{-1}=\left(D_{m}-z\right)^{-1}-\left(D_{m}-z\right)^{-1} V\left(D_{m}-z\right)^{-1}+\left(D_{m}-z\right)^{-1} V(H-z)^{-1} V\left(D_{m}-z\right)^{-1}$,
the limiting absorption in [25, Theorem 2.1(i)] (the authors prove the identity (1.4) for $H=D_{m}$ when $\left.\sigma=1\right),\left[7\right.$, Proposition 2.3], and the fact that $\left\|\left(1-P_{c}(H)\right)\right\|_{\mathcal{B}\left(H_{\sigma}^{1 / 2}\right)}$ is bounded (since the discrete spectrum is finite and eigenvectors are exponentially decaying; see [23]) to obtain (1.4) for $\sigma=1$. Hence we have concluded the proof for $s=0$ and $\sigma \geq 1$. For $s \in 2 \mathbb{Z}$ and $\sigma \geq 1$ it follows from the previous cases using the boundedness of $\langle H\rangle^{s}\left\langle D_{m}\right\rangle^{-s}$ and $\langle H\rangle^{-s}\left\langle D_{m}\right\rangle^{s}$ (which follow from the boundedness of $V$ and its derivatives) and the boundedness of $\left.\langle Q\rangle^{\mp \sigma}\left[\langle Q\rangle^{ \pm \sigma}, H\right\rangle^{s}\right]\langle H\rangle^{-s}$ (which follow from multicommutator estimates; see [24, Appendix B]). The rest of the claim (1.1) follows by interpolation.

Estimates (1.1) and (1.2) are equivalent by duality.
To prove estimate (1.3) when $s=0$ (the general case will follow in the same way as above), we notice that we have to prove that there exists $C>0$ such that, for all $F, G \in L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$, we have

$$
\begin{array}{r}
\left|\iint_{\mathbb{R}^{2}}\left\langle G(t),\langle Q\rangle^{-\sigma} e^{-\mathrm{i}(t-s) H} \mathbf{P}_{c}(H) \mathbf{1}_{\mathbb{R}_{+}^{*}}(t-s)\langle Q\rangle^{-\sigma} F(s)\right\rangle d s d t\right| \\
\leq C\|G\|_{L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}\|F\|_{L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)} .
\end{array}
$$

We can suppose that $F$ and $G$ are smooth functions with compact support from $\mathbb{R} \times \mathbb{R}^{3}$ to $\mathbb{C}^{4}$ and we just need to prove that there exists $C>0$ such that, for all $\varepsilon>0$ and for all $F, G \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$, we have

$$
\begin{array}{r}
\left|\iint_{\mathbb{R}^{2}}\left\langle G(t),\langle Q\rangle^{-\sigma} e^{-\mathrm{i}(t-s)(H-\mathrm{i} \varepsilon)} \mathbf{P}_{c}(H) \mathbf{1}_{\mathbb{R}_{+}^{*}}(t-s)\langle Q\rangle^{-\sigma} F(s)\right\rangle d s d t\right| \\
\leq C\|G\|_{L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}\|F\|_{L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)} .
\end{array}
$$

Then we take the limit as $\varepsilon \rightarrow 0$ and conclude using density arguments. Let us write $A_{\varepsilon}(t)$ for $\langle Q\rangle^{-\sigma} e^{-\mathrm{i} t(H-\mathrm{i} \varepsilon)} \mathbf{P}_{c}(H) \mathbf{1}_{\mathbb{R}_{+}^{*}}(t)\langle Q\rangle^{-\sigma}$; then we have to prove

$$
\left|\int_{\mathbb{R}}\left\langle G(t),\left(A_{\varepsilon} * F\right)(t)\right\rangle d t\right| \leq C\|G\|_{L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}\|F\|_{L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)} .
$$

Using Plancherel's identity in $L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$ and $A_{\varepsilon} * F \in L_{t}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$, we just need to prove

$$
\left|\int_{\mathbb{R}}\left\langle\widehat{G}(\lambda), \widehat{A_{\varepsilon} * F}(\lambda)\right\rangle d \lambda\right| \leq C\|\widehat{G}\|_{L_{\lambda}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}\|\widehat{F}\|_{L_{\lambda}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}
$$

Since the Fourier transform in time of the propagator is the resolvent, $F$ is smooth with compact support, and $\varepsilon>0$, we obtain

$$
\widehat{A_{\varepsilon} * F}(\lambda)=\langle Q\rangle^{-\sigma}(H-\lambda-\mathrm{i} \varepsilon)^{-1} \mathbf{P}_{c}(H)\langle Q\rangle^{-\sigma} \widehat{F}(\lambda)
$$

Hence we just have to prove

$$
\begin{gathered}
\left|\int_{\mathbb{R}}\left\langle\widehat{G}(\lambda),\langle Q\rangle^{-\sigma}(H-\lambda-\mathrm{i} \varepsilon)^{-1} \mathbf{P}_{c}(H)\langle Q\rangle^{-\sigma} \widehat{F}(\lambda)\right\rangle d \lambda\right| \\
\leq C\|\widehat{G}\|_{L_{\lambda}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}\|\widehat{F}\|_{L_{\lambda}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}
\end{gathered}
$$

This in turn follows from the limiting absorption principle (1.4) just proved.
To state the next result, we need the following definition.
Definition 1.2 (Besov space). For $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, the Besov space $B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ is the space of all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ (dual of the Schwartz space) such that

$$
\|f\|_{B_{p, q}^{s}}=\left(\sum_{j \in \mathbb{N}} 2^{j s q}\left\|\varphi_{j} * f\right\|_{p}^{q}\right)^{\frac{1}{q}}<+\infty
$$

with $\widehat{\varphi} \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ such that $\sum_{j \in \mathbb{Z}} \widehat{\varphi}\left(2^{-j} \xi\right)=1$ for all $\xi \in \mathbb{R}^{3} \backslash\{0\}$, $\widehat{\varphi}_{j}(\xi)=$ $\widehat{\varphi}\left(2^{-j} \xi\right)$ for all $j \in \mathbb{N}^{*}$ and for all $\xi \in \mathbb{R}^{3}$, and $\widehat{\varphi_{0}}=1-\sum_{j \in \mathbb{N}^{*}} \widehat{\varphi}_{j}$. It is endowed with the natural norm $f \in B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right) \mapsto\|f\|_{B_{p, q}^{s}}$.

Using the dispersive estimates of [7, Theorem 1.2] and [29, Theorem 10.1], we obtain the following theorem.

Theorem 1.2 (Strichartz estimates). If Assumptions 1.1 and 1.2 hold, then for any $2 \leq p, q \leq \infty, \theta \in[0,1]$, with $\left(1-\frac{2}{q}\right)\left(1 \pm \frac{\theta}{2}\right)=\frac{2}{p}$ and $(p, \theta) \neq(2,0)$, and for any reals $s$, $s^{\prime}$ with $s^{\prime}-s \geq \alpha(q)$, where $\alpha(q)=\left(1+\frac{\theta}{2}\right)\left(1-\frac{2}{q}\right)$, there exists a positive constant $C$ such that

$$
\begin{align*}
\left\|e^{-\mathrm{i} t H} P_{c}(H) \psi\right\|_{L_{t}^{p}\left(\mathbb{R}, B_{q, 2}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)} & \leq C\|\psi\|_{H^{s^{\prime}}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)},  \tag{1.5}\\
\left\|\int e^{\mathrm{i} t H} P_{c}(H) F(t) d t\right\|_{H^{s}} & \leq C\|F\|_{L_{t}^{p^{\prime}}\left(\mathbb{R}, B_{q^{\prime}, 2}^{s^{\prime}}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)},  \tag{1.6}\\
\left\|\int_{s<t} e^{-\mathrm{i}(t-s) H} P_{c}(H) F(s) d s\right\|_{L_{t}^{p}\left(\mathbb{R}, B_{q, 2}^{-s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)} & \leq C\|F\|_{L_{t}^{\tilde{p}^{\prime}}\left(\mathbb{R}, B_{\tilde{q}^{\prime}, 2}^{\tilde{\prime}}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)}, \tag{1.7}
\end{align*}
$$

for any $r \in[1, \infty]$, $(\tilde{q}, \tilde{p})$ chosen like $(q, p)$, and $s+\tilde{s} \geq \alpha(q)+\alpha(\tilde{q})$.
Proof. This is a consequence of [29, Theorem 10.1] applied to $U(t)=e^{-\mathrm{i} t H} P_{c}(H)$, using [7, Theorem 1.2] (or Theorem 3.2 below) and

$$
B_{q, 2}^{\left(1+\frac{\theta}{2}\right)\left(1-\frac{2}{q}\right)+s} \hookrightarrow\left(H^{s}, B_{1,2}^{1+\theta / 2+s}\right)_{2 /((1 \pm \theta / 2) p), 2}
$$

continuously for $p \geq 2(p \neq 2$ if $\theta=0)$ and $1 / q=1-1 /((1 \pm \theta / 2) p)$. For these embeddings, we refer to the proof of [4, Theorem 6.4.5] as well as the properties of the real interpolation (see [4] or [49]). More precisely, for $\theta=0$ or 1 it is obvious. In the other cases, we work as in the proof of [4, Theorem 6.4.5(3)].

We use [4, Theorem 6.4.3] $\left(B_{p, 2}^{s}\right.$ is a retract of $l_{2}^{s}\left(L^{p}\right)$ for $s \in \mathbb{R}$ and $p, q \in$ $[1, \infty]$ ) and [4, Theorem 5.6.2] (about the interpolation of $l_{2}^{s}\left(L^{p}\right)$ spaces) with [4, Theorem 5.2.1] (about the interpolation of $L^{p}$ spaces). Then we conclude using the injection of $L^{p}$ spaces into some Lorentz spaces [4, section 1.3 and Exercice 1.6.8].

In the case $\theta \neq 0$, the proof is actually simpler. We can prove it using the usual $T T^{*}$ method and the Hölder inequality instead of the Hardy-Littlewood-Sobolev inequality.
1.2. The manifold of PLS. We study the nonlinear Dirac equation

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} \psi=H \psi+\nabla F(\psi)  \tag{1.8}\\
\psi(0, \cdot)=\psi_{0}
\end{array}\right.
$$

with $\psi \in \mathcal{C}^{1}\left(I, H^{1}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$ for some real open interval $I$ which contains 0 and $H=$ $D_{m}+V$. The nonlinearity $F: \mathbb{C}^{4} \mapsto \mathbb{R}$ is a differentiable map for the real structure of $\mathbb{C}^{4}$, and hence the $\nabla$ symbol has to be understood for the real structure of $\mathbb{C}^{4}$ : for the usual Hermitian product of $\mathbb{C}^{4}$, one has

$$
D F(v) h=\Re\langle\nabla F(v), h\rangle .
$$

If $F$ has a gauge invariance (see (0.2) or Assumption 1.4), this equation may have stationary solutions, i.e., solutions of the form $e^{-\mathrm{i} E t} \phi_{0}$, where $\phi_{0}$ satisfies the nonlinear stationary equation

$$
E \phi_{0}=H \phi_{0}+\nabla F\left(\phi_{0}\right) .
$$

We notice that the Dirac operator $D_{m}$ has an interesting invariance property due to its matrix structure. This invariance can be shared by some perturbed Dirac operators and gives a consequence of a theorem of Kramers; see [2, 37]. Indeed if we introduce $K$, the antilinear operator defined by

$$
K\binom{\psi}{\chi}=\binom{\sigma_{2} \bar{\psi}}{\sigma_{2} \bar{\chi}} \quad \text { with } \sigma_{2}=\left(\begin{array}{cc}
0 & -\mathrm{i}  \tag{1.9}\\
\mathrm{i} & 0
\end{array}\right)
$$

the operator $D_{m}$ commutes with $K$. So if $V$ also commutes with $K$, we obtain that the eigenspaces of $H$ are always of even dimension. Here we work with the following assumption.

Assumption 1.3. The potential $V$ commutes to $K$. The operator $H:=D_{m}+V$ has only two double eigenvalues $\lambda_{0}<\lambda_{1}$, with $\left\{\phi_{0}, K \phi_{0}\right\}$ and $\left\{\phi_{1}, K \phi_{1}\right\}$ as associated orthonormalized bases.

Remark 1.2. This assumption is fulfilled by $V=\lambda \phi \beta$, where $\phi$ is a smooth version of the characteristic function of the unit ball and $\lambda$ is big enough to obtain a first set of double eigenvalues $\pm E$ with $E$ close to $m$ for $H$ but not too much to avoid the appearance of a second set of eigenvalues. Computations have been sketched in [6], and similar ones have been done in detail for $V=\lambda \phi I d_{\mathbb{C}^{4}}$ in [47].

We also need the next assumption.

Assumption 1.4. The function $F: \mathbb{C}^{4} \mapsto \mathbb{R}$ is in $\mathcal{C}^{\infty}\left(\mathbb{R}^{8}, \mathbb{R}\right)$ and satisfies $F(z)=$ $O\left(|z|^{4}\right)$ as $z \rightarrow 0$. Moreover, it has the following invariance property:

$$
\forall z \in \mathbb{C}^{4}, \forall u_{1}, u_{2} \in \mathbb{C}^{2} \text { with }\left|u_{1}\right|^{2}+\left|u_{2}\right|^{2}=1, F\left(u_{1} z+u_{2} K z\right)=F(z)
$$

Remark 1.3. The invariance property is actually equivalent to both the gauge invariance with respect to the semigroups generated by i and $e^{\mathrm{i} \theta} K$ for all real $\theta$.

We note that this assumption includes the cubic nonlinearity mentionned in the introduction. We were not able to go beyond the cubic order in the present work. This comes from the fact that here orbital stability does not hold or, equivalently, we have no a priori control in the $L^{2}$ norm of the perturbation. We bound it with $L_{t}^{\infty} H^{s}$ and $L_{t}^{2} B_{\infty, 2}^{\beta}(s>\beta+2>2)$ using Duhamel's formula and Theorem 1.2. Our method asks the nonlinearity to be at least cubic; see the proof of Lemma 3.8.

We also note that both the nonlinearity and the potential are smooth. This is not optimal. Concerning the nonlinearity, what we have in mind is a smooth cubic nonlinearity. For instance, a nonlinearity of class $\mathcal{C}^{4}$ should be enough. It can be improved, but we are not looking for an optimal result in this direction. The advantage of choosing smooth potentials and nonlinearities here is that it allows stationary states to be smooth. It also avoids having to introduce a new parameter giving a bound for the regularity of our solutions.

We obtain the following proposition.
Proposition 1.1 (PLS manifold). If Assumptions 1.1-1.4 hold, then for any $\sigma \in$ $\mathbb{R}^{+}$, there exist $\Omega$, a neighborhood of 0 in $\mathbb{C}^{2}$; a smooth map

$$
h: \Omega \mapsto\left\{\phi_{0}, K \phi_{0}\right\}^{\perp} \cap H^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right) \cap L_{\sigma}^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)
$$

and a smooth map $E: \Omega \mapsto \mathbb{R}$ such that $S\left(\left(u_{1}, u_{2}\right)\right)=u_{1} \phi_{0}+u_{2} K \phi_{0}+h\left(\left(u_{1}, u_{2}\right)\right)$ satisfies, for all $U \in \Omega$,

$$
\begin{equation*}
H S(U)+\nabla F(S(U))=E(U) S(U) \tag{1.10}
\end{equation*}
$$

with the following properties:

$$
\left\{\begin{array}{l}
h\left(\left(u_{1}, u_{2}\right)\right)=\left(\frac{u_{1}}{\left|\left(u_{1}, u_{2}\right)\right|} I d_{\mathbb{C}^{4}}+\frac{u_{2}}{\left|\left(u_{1}, u_{2}\right)\right|} K\right) h\left(\left(\left|\left(u_{1}, u_{2}\right)\right|, 0\right)\right) \quad \forall U=\left(u_{1}, u_{2}\right) \in \Omega \\
h(U)=O\left(|U|^{2}\right) \\
E(U)=E(|U|) \\
E(U)=\lambda_{0}+O\left(|U|^{2}\right)
\end{array}\right.
$$

Proof. This result is adapted from [38, Proposition 2.2] after the reduction due to the invariance of the problem with respect to $K$.

Moreover, we have the following lemma.
Lemma 1.2 (exponential decay). For any $\beta \in \mathbb{N}^{4}$, $s \in \mathbb{R}^{+}$, and $p, q \in[1, \infty]$, there exist $\gamma>0, \varepsilon>0$, and $C>0$ such that for all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$ one has

$$
\left\|e^{\gamma\langle Q\rangle} \partial_{U}^{\beta} S(U)\right\|_{B_{p, q}^{s}} \leq C\|S(U)\|_{2}
$$

where

$$
\partial_{\left(u_{1}, u_{2}\right)}^{\beta}=\frac{\partial^{|\beta|}}{\partial^{\beta_{1} \Re u_{1} \partial^{\beta_{2}} \Im u_{1} \partial^{\beta_{3} \Re u_{2}} \partial^{\beta_{4}} \Im u_{2}}}
$$

Proof. This is proved as in [7, Lemma 4.1], where we used ideas from [23].
1.3. The unstable manifold and the stabilization. Each stationary solution previously introduced has, as in [7], a stable manifold. Under the following assumption, we can prove that a small perturbation of a stationary solution starting outside of this manifold leaves any neighborhood of this stationary solution. We work with the following assumption.

Assumption 1.5. The resonant condition

$$
\left|\lambda_{1}-\lambda_{0}\right|>\min \left\{\left|\lambda_{0}+m\right|,\left|\lambda_{0}-m\right|\right\}
$$

holds. Moreover, we have the Fermi golden rule

$$
\begin{equation*}
\Gamma(\phi)>0 \tag{1.11}
\end{equation*}
$$

where, for any nonzero eigenvector $\phi$ associated with $\lambda_{0}, \Gamma(\phi)$ is given by

$$
\Gamma(\phi)=\lim _{\varepsilon \rightarrow 0, \varepsilon>0}\left\langle d^{2} F(\phi) \phi_{1}, \Im\left(\left(H-\lambda_{0}\right)+\left(\lambda_{1}-\lambda_{0}\right)-\mathrm{i} \varepsilon\right)^{-1} P_{c}(H) d^{2} F(\phi) \phi_{1}\right\rangle
$$

In this assumption, the notation $d^{2} F$ denotes the differential of $\nabla F$ with respect to the real structure of $\mathbb{C}^{4}$. Let us introduce the linearized operator $J H(U)$ around a stationary state $S(U)$ :

$$
H(U)=H+d^{2} F(S(U))-E(U)
$$

We note that the operator $H(U)$ is not $\mathbb{C}$-linear but only $\mathbb{R}$-linear. Hence we work with the space $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{4} \times \mathbb{R}^{4}\right)$ instead of $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ by writing

$$
\binom{\Re \phi}{\Im \phi}
$$

instead of $\phi$. The multiplication by -i becomes the operator

$$
J=\left(\begin{array}{cc}
0 & I_{\mathbb{R}^{4}} \\
-I_{\mathbb{R}^{4}} & 0
\end{array}\right)
$$

Now we mention some spectral properties of the real operator $J H(U)$ in $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ (the complexification of $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{4} \times \mathbb{R}^{4}\right)$ ) which are needed to state and to understand our main theorem. These properties will be proved in subsection 2.1.

Proposition 1.2 (spectrum of $J H(U))$. The operator $J H(U)$ in $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4} \times \mathbb{C}^{4}\right)$ has a four-dimensional algebraic kernel, and its spectrum is symmetric with respect to the imaginary and real axes.

Outside the imaginary axis the spectrum is discrete. The sum of the algebraic eigenspaces associated with the right of the imaginary axis (i.e., associated with $\{z \in$ $\mathbb{C}, \Re z>0\}$ ) is stable under complex conjugation, and its dimension is 4 . The same is true for the left of the imainary axis.

The rest of the spectrum is the essential (or continuous) spectrum. We write $\mathcal{H}_{c}(U)$ for the space associated with the continuous spectrum. The space $J \mathcal{H}_{c}(U)$ is the orthogonal of the previous eigenspaces and the geometric kernel of $J H(U)$ and is invariant by the complex conjugation.

Proof. See subsection 2.1 below.
We will work on the real part of the previous spaces. Let $X_{u}(U) \subset L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{4} \times \mathbb{R}^{4}\right)$ be the real part of the sum of the spectral subspaces associated with $\{z \in \mathbb{C}, \Re z>0\}$. We introduce a real basis $\left(\xi_{i}(U)\right)_{i=1, \ldots, 4}$ of $X_{u}(U)$.

We will also work in the real part of the sum of the spectral subspaces associated with $\{z \in \mathbb{C}$, $\Re z<0\}: X_{s}(U) \subset L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{4} \times \mathbb{R}^{4}\right)$. We introduce a real basis $\left(\xi_{i}(U)\right)_{i=5, \ldots, 8}$ of $X_{s}(U)$.

We define $\xi(U)=\left(\xi_{i}(U)\right)_{i=1, \ldots, 8}$. We can state our main theorems which will be proved in sections $2-5$.

ThEOREM 1.3 (central manifold and asymptotic stability). If Assumptions 1.11.5 hold, then, for $s>\beta+2>2$ and $\sigma>3 / 2$, there exist $\varepsilon>0$, a continuous map $r: B_{\mathbb{C}^{2}}(0, \varepsilon) \mapsto \mathbb{R}$ with $r(U)=O\left(|U|^{2}\right), C>0, \mathcal{V}$ a neighborhood of $(0,0)$ in

$$
\mathcal{S}=\left\{(U, z) ; U \in B_{\mathbb{C}^{2}}(0, \varepsilon), z \in \mathcal{H}_{c}(U) \cap B_{H^{s}}(0, r(U))\right\}
$$

endowed with the metric of $\mathbb{C}^{2} \times H^{s}$, and a map $\Psi: \mathcal{V} \mapsto \mathbb{R}^{8}$, smooth on $\mathcal{V} \backslash(0,0)$, satisfying for any nonzero $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$

$$
\|\Psi(U, z)\|=O\left(\|z\|_{H^{s}}^{2}\right)
$$

for all $z \in \mathcal{H}_{c}(U) \cap B_{H^{s}}(0, r(U))$ with $(U, z) \in \mathcal{V}$ such that the following is true.
For any initial condition of the form

$$
\psi_{0}=S\left(U_{0}\right)+z_{0}+A \cdot \xi\left(U_{0}\right)
$$

with $\left(U_{0}, z_{0}\right) \in \mathcal{V}$ and $A=\Psi\left(U_{0}, z_{0}\right)$, there exists a solution $\psi \in \cap_{k=0}^{2} \mathcal{C}^{k}\left(\mathbb{R}, H^{s-k}\right)$ of (1.8) with initial condition $\psi_{0}$, and this solution is unique in $L^{\infty}\left((-T, T), H^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$ for any $T>0$.

Moreover, we have for all $t \in \mathbb{R}$

$$
\begin{equation*}
\psi(t)=e^{-\mathrm{i} \int_{0}^{t} E(U(v)) d v} S(U(t))+\varepsilon(t) \tag{1.12}
\end{equation*}
$$

with $\|\dot{U}\|_{L^{q}(\mathbb{R})} \leq C\left\|z_{0}\right\|_{H^{s}}^{2}$ for all $q \in[1, \infty], \lim _{t \rightarrow \pm \infty} U(t)=U_{ \pm \infty}$, and

$$
\max \left\{\|\varepsilon\|_{L^{\infty}\left(\mathbb{R}^{ \pm}, H^{s}\right)},\|\varepsilon\|_{L^{2}\left(\mathbb{R}^{ \pm}, H_{-\sigma}^{s}\right)},\|\varepsilon\|_{L^{2}\left(\mathbb{R}^{ \pm}, B_{\infty, 2}^{\beta}\right)}\right\} \leq C\left\|z_{0}\right\|_{H^{s}}
$$

Remark 1.4. We mention that to our knowledge the local well-posedness of the Cauchy problem associated with (1.8) has not been obtained for initial data in the energy space $H^{1}$. Some results are available for slightly bigger spaces; see, for instance, the work of Escobedo and Vega [19] and Machihara, Nakamura, Nakanishi, and Ozawa [34, 33, 32].

In our case, we work with data in $H^{s}$ with $s>2$; this comes from the fact that we use inhomogeneous Strichartz estimates (1.7) with $q=\tilde{q}=\infty$ (see the proof of Lemma 3.8).

THEOREM 1.4 (center-stable and center-unstable manifolds). With the same assumptions and notation as in Theorem 1.3, let $\mathcal{C M}$ be the graph of $(U, z) \in \mathcal{V} \mapsto$ $S(U)+z+\Psi(U, z) \cdot \xi(U)$. Then for the set

$$
\widetilde{\mathcal{S}}=\left\{(U, z, p) ; U \in B_{\mathbb{C}^{2}}(0, \varepsilon), z \in \mathcal{H}_{c}(U) \cap B_{H^{s}}(0, r(U)), p \in B_{\mathbb{R}^{4}}(0, r(U))\right\}
$$

endowed with the metric of $\mathbb{C}^{2} \times H^{s} \times \mathbb{R}^{4}$, there exist $C>0, \gamma>0$, neighborhoods $\mathcal{W}_{ \pm}$of $(0,0,0)$ in $\widetilde{\mathcal{S}}$, and maps $\Phi_{ \pm}: \mathcal{W}_{ \pm} \mapsto \mathbb{R}^{4}$, smooth on $\mathcal{W}_{ \pm} \backslash\{(0,0,0)\}$ with

$$
\left\|\Phi_{ \pm}(U, z, p)\right\|=O\left(\|z\|_{H^{s}}^{2}+\|p\|^{2}\right)
$$

for all $(U, z, p) \in \mathcal{W}_{ \pm}$, such that for any initial condition of the form

$$
\psi_{0}=S\left(U_{0}\right)+z_{0}+\left(p_{+}, p_{-}\right) \cdot \xi\left(U_{0}\right)
$$

not in $\mathcal{C M}$, i.e.,

$$
\left(p_{+}, p_{-}\right) \neq \Psi\left(U_{0}, z_{0}\right)
$$

the following is true.

1. If $\left(U_{0}, z_{0}, p_{+}\right) \in \mathcal{W}_{+}$and $p_{-}=\Phi_{+}\left(U_{0}, z_{0}, p_{+}\right)$(resp., if $\left(U_{0}, z_{0}, p_{-}\right) \in \mathcal{W}_{-}$and $p_{+}=\Phi_{-}\left(U_{0}, z_{0}, p_{-}\right)$), then for any small neighborhood $\mathcal{O}$ of $S\left(U_{0}\right)$ containing $\psi_{0}$ there exist $t_{+}>0$ (resp., $t_{-}>0$ ) and a solution

$$
\psi_{+} \in \cap_{k=0}^{2} \mathcal{C}^{k}\left(\left[-t_{+} ;+\infty\right), H^{s-k}\right)
$$

respectively,

$$
\psi_{-} \in \cap_{k=0}^{2} \mathcal{C}^{k}\left(\left(-\infty ; t_{-}\right], H^{s-k}\right),
$$

of $(1.8)$ with initial condition $\psi_{0}$, and in $L^{\infty}\left(\left(-T^{\prime}, T\right), H^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$ this solution is unique for any $T>0$ (resp., $T \in\left(0, t_{-}\right)$) and any $T^{\prime} \in\left(0, t_{+}\right)$(resp., $T^{\prime}<0$ ).
Moreover, there exist $C>0, \phi_{ \pm}(t) \in \mathcal{C M}$, and $\rho_{+}(t) \in X_{s}\left(U_{0}\right)$ (resp., $\left.\rho_{-}(t) \in X_{u}\left(U_{0}\right)\right)$ ) for all $t>-t_{+}$(resp., for all $t<t_{-}$) such that $\psi_{ \pm}(t)=$ $\phi_{ \pm}(t)+\rho_{ \pm}(t)$ with

$$
\left\|\rho_{ \pm}(t)\right\|_{H^{s}} \leq C\left\|\rho_{ \pm}(0)\right\|_{H^{s}} e^{\mp \gamma t} \text { as } t \rightarrow \pm \infty \quad \text { and } \quad \psi_{ \pm}\left(\mp t_{ \pm}\right) \notin \mathcal{O}
$$

We also have

$$
\phi_{ \pm}(t)=e^{-\mathrm{i} \int_{0}^{t} E\left(U_{ \pm}(v)\right) d v} S\left(U_{ \pm}(t)\right)+\varepsilon_{ \pm}(t) \quad \forall t>t_{-}\left(\text {resp. }, \forall t<-t_{+}\right)
$$

with

$$
\left\|\dot{U}_{+}\right\|_{L^{q}\left(\left(-t_{+},+\infty\right)\right)} \leq C\left(\left\|z_{0}\right\|_{H^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2}
$$

respectively,

$$
\left\|\dot{U}_{-}\right\|_{L^{q}\left(\left(-\infty, t_{-}\right)\right)} \leq C\left(\left\|z_{0}\right\|_{H^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2}
$$

for all $q \in[1, \infty], \lim _{t \rightarrow \pm \infty} U_{ \pm}(t)=U_{ \pm \infty}$, and
$\max \left\{\left\|\varepsilon_{+}\right\|_{L^{\infty}\left(\left(-t_{+},+\infty\right), H^{s}\right)},\left\|\varepsilon_{+}\right\|_{L^{2}\left(\left(-t_{+},+\infty\right), H_{-\sigma}^{s}\right)},\left\|\varepsilon_{+}\right\|_{L^{2}\left(\left(-t_{+},+\infty\right), B_{\infty, 2}^{\beta}\right)}\right\}$

$$
\leq C\left(\left\|z_{0}\right\|_{H^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)
$$

respectively,

$$
\begin{array}{r}
\max \left\{\left\|\varepsilon_{-}\right\|_{L^{\infty}\left(\left(-\infty, t_{-}\right), H^{s}\right)},\left\|\varepsilon_{-}\right\|_{L^{2}\left(\left(-\infty, t_{-}\right), H_{-\sigma}^{s}\right)},\left\|\varepsilon_{-}\right\|_{L^{2}\left(\left(-\infty, t_{-}\right), B_{\infty, 2}^{\beta}\right)}\right\} \\
\leq C\left(\left\|z_{0}\right\|_{H^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)
\end{array}
$$

2. If $\left(U_{0}, z_{0}, p_{+}\right) \in \mathcal{W}_{+}$and $\left(U_{0}, z_{0}, p_{-}\right) \in \mathcal{W}_{-}$with $p_{-} \neq \Phi_{+}\left(U_{0}, z_{0}, p_{+}\right)$and $p_{+} \neq \Phi_{-}\left(U_{0}, z_{0}, p_{-}\right)$, then there exist $t_{+}\left(\psi_{0}\right)>0, t_{-}\left(\psi_{0}\right)<0$, and a unique solution $\psi$ of (1.8) with initial condition $\psi_{0}$ such that, for any small neighborhood $\mathcal{O}$ of $S\left(U_{0}\right)$ containing $\psi_{0}, \phi \in \cap_{k=0}^{2} \mathcal{C}^{k}\left(\left[t_{-} ; t_{+}\right], H^{s-k}\right)$ with $\psi\left(t_{+}\right) \notin \mathcal{O}$ and $\psi\left(t_{-}\right) \notin \mathcal{O}$. This solution is unique in $L^{\infty}\left(\left(T^{\prime}, T\right), H^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right)$ for any $T \in\left(0, t_{+}\right)$and any $T^{\prime} \in\left(t_{-}, 0\right)$.
Remark 1.5. In Theorem 1.4, we note that when $U_{0}=0$, then $z_{0}=0$ and $p=0$, and so the theorem does not say anything for this case. In fact, the charge conservation gives the orbital stability of 0 . But we cannot extend the previous results to 0 since we can build a manifold of stationary states tangent to the eigenspace associated with $\lambda_{1}$, similarly to Proposition 1.1.

One can also note that the previous result (and the following ones) are still valid when switching the roles of $\lambda_{0}$ and $\lambda_{1}$ as long as the resonance condition, Assumption 1.5, is fulfilled with $\lambda_{0}$ and $\lambda_{1}$ switched. If the resonance condition does not hold, the result in [7] can be applied if the strict nonresonance condition holds:

$$
\left|\lambda_{0}-\lambda_{1}\right|<\min \left\{\left|\lambda_{1}+m\right|,\left|\lambda_{1}-m\right|\right\},
$$

and we obtain a stable manifold associated with $\lambda_{1}$. As far as we know, the cases

$$
\left|\lambda_{0}-\lambda_{1}\right|=\min \left\{\left|\lambda_{1}+m\right|,\left|\lambda_{1}-m\right|\right\} \quad \text { and } \quad\left|\lambda_{1}-\lambda_{0}\right|=\min \left\{\left|\lambda_{0}+m\right|,\left|\lambda_{0}-m\right|\right\}
$$

are open.
1.4. The nonlinear scattering. If we choose a localized $z_{0}$, we are able to further expand (1.12) as stated by the following theorems that are also proved in sections 2-5.

THEOREM 1.5. With the assumptions and the notation of Theorem 1.3, for the set

$$
\mathcal{S}_{\sigma}=\left\{(U, z) ; U \in B_{\mathbb{C}^{2}}(0, \varepsilon), z \in \mathcal{H}_{c}(U) \cap B_{H_{\sigma}^{s}}(0, r(U))\right\}
$$

endowed with the metric of $\mathbb{C}^{2} \times H_{\sigma}^{s}$, there exists a neighborhood $\mathcal{V}_{\sigma}$ of $(0,0)$ in $\mathcal{S}_{\sigma}$ such that the following is true. If $A=\Psi\left(U_{0}, z_{0}\right)$ with $\left(U_{0}, z_{0}\right) \in \mathcal{V}_{\sigma}$, there exist $\mathcal{V}_{\sigma}^{ \pm}$ open neighborhoods of $(0,0)$ in $\mathcal{S}_{\sigma}$ and $\left(V_{ \pm \infty} ; z_{ \pm \infty}\right) \in \mathcal{V}_{\sigma}^{ \pm}$, such that

$$
\left|V_{ \pm \infty}-U_{0}\right| \leq C\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}, \quad\left\|z_{ \pm \infty}-z_{0}\right\|_{H^{s}} \leq C\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}
$$

and for all $t \in \mathbb{R}$

$$
\psi(t)=e^{-\mathrm{i} t E\left(V_{ \pm \infty}\right)} S\left(V_{ \pm}(t)\right)+e^{J t E\left(V_{ \pm \infty}\right)} e^{J t H\left(V_{ \pm \infty}\right)} z_{ \pm \infty}+\varepsilon_{ \pm}(t)
$$

with

$$
\begin{aligned}
\left|\dot{V}_{ \pm}(t)+\mathrm{i}\left(E\left(V_{ \pm}(t)\right)-E\left(V_{ \pm \infty}\right)\right)\right| & \leq \frac{C}{\langle t\rangle^{2}}\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}, \\
\left|V_{ \pm}(t)-V_{ \pm \infty}\right| & \leq \frac{C}{\langle t\rangle}\left\|z_{0}\right\|_{H_{\sigma}^{s}}, \\
\max \left\{\left\|\varepsilon_{ \pm}(t)\right\|_{H^{s}},\left\|\varepsilon_{ \pm}(t)\right\|_{H_{-\sigma}^{s}},\left\|\varepsilon_{ \pm}(t)\right\|_{B_{\infty, 2}^{\beta}}\right\} & \leq \frac{C}{\langle t\rangle^{2}}\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}, \\
\text { and }\left\|e^{-J t H\left(V_{ \pm \infty}\right)} e^{J \int_{0}^{t}\left(E\left(V_{ \pm}(s)\right)-E\left(V_{ \pm \infty}\right) d s\right.} \varepsilon_{ \pm}(t)\right\|_{H_{\frac{3}{2}}^{s}} & \leq \frac{C}{\langle t\rangle^{\frac{1}{2}}}\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}
\end{aligned}
$$

for all $t \in \mathbb{R}$.
Moreover, the maps

$$
\left(U_{0} ; z_{0}\right) \in \mathcal{V}_{\sigma} \mapsto\left(V_{ \pm \infty} ; z_{ \pm \infty}\right) \in \mathcal{V}_{\sigma}^{ \pm}
$$

are bijective.
Remark 1.6. The fact that $z_{0}$ is localized gives us the convergence of

$$
\int_{0}^{t} E(U(v)) d v-t E\left(U_{ \pm \infty}\right)
$$

as $t \rightarrow \pm \infty$ and allows us to obtain an asymptotic profile for the dispersive part of the perturbed solution $\phi$. Indeed, to obtain an asymptotic profile for $z$, we need an asymptotic profile for the phase and hence the existence of

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty} \int_{0}^{t} E(U(v)) d v-t E\left(U_{ \pm \infty}\right)=\int_{0}^{ \pm \infty}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v \tag{1.13}
\end{equation*}
$$

But in the present case, we control $\dot{U}$ by the third power of some spatial norm of $z$. If $z$ belongs just to some Lebesgue space in time, we are able to obtain just that

$$
\lim _{t \rightarrow \pm \infty}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right)=0
$$

which gives nothing about the existence of (1.13). To obtain this existence, we need pointwise estimates in time for $z$ (see subsection 3.2.4). This requires $z_{0}$ to be localized in space. Moreover, we believe that a result similar to [22, Theorem 1.9] showing slow pointwise decay for the perturbation in the nonlocalized case can be adapted here. Such phenomena prevent (1.13) from existing.

What we call the nonlinear scattering result is essentially the fact that the maps

$$
\left(U_{0} ; z_{0}\right) \in \mathcal{V}_{\sigma} \mapsto\left(U_{ \pm \infty} ; z_{ \pm \infty}\right) \in \mathcal{V}_{\sigma}^{ \pm}
$$

are well defined and bijective.
Using wave operators for the pair $\left(J H(U), J D_{m}\right)$, we can obtain an expansion of the form $\psi(t)=e^{-\mathrm{i} \int_{0}^{t} E(U(v)) d v} S\left(U_{ \pm \infty}\right)+e^{-\mathrm{i} t D_{m}} z_{ \pm}+\varepsilon_{ \pm}(t)$ but will only have

$$
\left\|z_{ \pm \infty}-z_{0}\right\|_{H^{s}} \leq C\left\|z_{0}\right\|_{H^{s}}
$$

and

$$
\max \left\{\left\|\varepsilon_{ \pm}\right\|_{L^{\infty}\left(\mathbb{R}^{ \pm}, H^{s}\right)},\left\|\varepsilon_{ \pm}\right\|_{L^{2}\left(\mathbb{R}^{ \pm}, H_{-\sigma}^{s}\right)},\left\|\varepsilon_{ \pm}\right\|_{L^{2}\left(\mathbb{R}^{ \pm}, B_{\infty, 2}^{\beta}\right)}\right\} \leq C\left\|z_{0}\right\|_{H^{s}}
$$

Or, using wave operators for the pair $(J H(U), J H)$, we can obtain an expansion of the form $\psi(t)=e^{-\mathrm{i} \int_{0}^{t} E(U(v)) d v} S\left(U_{ \pm \infty}\right)+e^{-\mathrm{i} t H} z_{ \pm}+\varepsilon_{ \pm}(t)$ with

$$
\left\|z_{ \pm \infty}-z_{0}\right\|_{H^{s}} \leq C\left(\left|U_{0}\right|+\left\|z_{0}\right\|_{H^{s}}\right)\left\|z_{0}\right\|_{H^{s}}
$$

and

$$
\begin{array}{r}
\left.\max \left\{\left\|\varepsilon_{ \pm}\right\|_{L^{\infty}\left(\mathbb{R}^{ \pm}, H^{s}\right)},\left\|\varepsilon_{ \pm}\right\|_{L^{2}\left(\mathbb{R}^{ \pm}, H_{-\sigma}^{s}\right)},\left\|\varepsilon_{ \pm}\right\|_{L^{2}\left(\mathbb{R}^{ \pm}, B_{\infty, 2}^{\beta}\right.}\right)\right\} \\
\leq C\left(\left|U_{0}\right|+\left\|z_{0}\right\|_{H^{s}}\right)\left\|z_{0}\right\|_{H^{s}}
\end{array}
$$

But in these cases, we cannot obtain a nice asymptotic completness statement.
We have (in the previous expansions)

$$
\begin{array}{r}
\max \left\{\sup _{t \in \mathbb{R}}\left(\left\|e^{J t H\left(U_{ \pm \infty}\right)} z_{ \pm \infty}\right\|_{H^{s}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\left\|e^{J t H\left(U_{ \pm \infty}\right)} z_{ \pm \infty}\right\|_{H_{-\sigma}^{s}}\right)\right. \\
\left.\sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\left\|e^{J t H\left(U_{ \pm \infty}\right)} z_{ \pm \infty}\right\|_{B_{\infty, 2}^{\beta}}\right)\right\} \leq C\left\|z_{ \pm \infty}\right\|_{H^{s}}
\end{array}
$$

This follows from Lemmas 3.13 and 3.14.
Outside the center manifold, we can also have an expansion of the same type. But due to the presence of exponentially stable and unstable directions, one cannot expect a scattering result of the same type. Actually we cannot obtain the injectivity of the corresponding mappings. We have the following theorem.

Theorem 1.6. With the assumptions and notation of Theorem 1.4, for the sets

$$
\widetilde{\mathcal{S}}_{\sigma}=\left\{(U, z, p) ; U \in B_{\mathbb{C}^{2}}(0, \varepsilon), z \in \mathcal{H}_{c}(U) \cap B_{H_{\sigma}^{s}}(0, r(U)), p \in B_{\mathbb{R}^{4}}(0, r(U))\right\}
$$

endowed with the metric of $\mathbb{C}^{2} \times H_{\sigma}^{s} \times \mathbb{R}^{4}$, there exist $C>0, \gamma>0$, and neighborhoods $\mathcal{W}_{\sigma}^{ \pm}$of $(0,0,0)$ in $\mathcal{S}_{\sigma}$ such that the following is true.

If $\psi_{0} \notin \mathcal{C} \mathcal{M},\left(U_{0}, z_{0}, p_{+}\right) \in \mathcal{W}_{\sigma}^{+}$and $p_{-}=\Phi_{+}\left(U_{0}, z_{0}, p_{+}\right) \quad\left(\right.$ resp., $\left(U_{0}, z_{0}, p_{-}\right) \in$ $\mathcal{W}_{\sigma}^{-}$and $\left.p_{+}=\Phi_{-}\left(U_{0}, z_{0}, p_{-}\right)\right)$, then there exist $C>0, \phi_{ \pm}(t) \in \mathcal{C} \mathcal{M}$, and $\rho_{ \pm}(t) \in$ $X_{s}\left(U_{0}\right)$ for all $t>-t_{+}$(resp., for all $t<t_{-}$) such that $\psi_{ \pm}(t)=\phi_{ \pm}(t)+\rho_{ \pm}(t)$ with

$$
\left\|\rho_{ \pm}(t)\right\|_{H^{s}} \leq C\left\|\rho_{ \pm}(0)\right\|_{H^{s}} e^{\mp \gamma t} \text { as } t \rightarrow \pm \infty \quad \text { and } \quad \psi\left(\mp t_{ \pm}\right) \notin \mathcal{O}
$$

Further, there exist $\left(V_{ \pm \infty} ; z_{ \pm \infty}\right) \in \mathcal{S}$ such that

$$
\begin{aligned}
\left|V_{ \pm \infty}-U_{0}\right| & \leq C\left(\left\|z_{0}\right\|_{H_{\sigma}^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2} \\
\left\|z_{ \pm \infty}-z_{0}\right\|_{H^{s}} & \leq C\left(\left\|z_{0}\right\|_{H_{\sigma}^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2}
\end{aligned}
$$

and for all $t>-t_{+}$(resp., for all $t<t_{-}$)

$$
\phi_{ \pm}(t)=e^{-\mathrm{i} t E\left(V_{ \pm \infty}\right)} S\left(V_{ \pm}(t)\right)+e^{J t E\left(V_{ \pm \infty}\right)} e^{J t H\left(V_{ \pm \infty}\right)} z_{ \pm \infty}+\varepsilon_{ \pm}(t)
$$

with

$$
\begin{aligned}
\left|\dot{V}_{ \pm}(t)+\mathrm{i}\left(E\left(V_{ \pm}(t)\right)-E\left(V_{ \pm \infty}\right)\right)\right| & \leq \frac{C}{\langle t\rangle^{2}}\left(\left\|z_{0}\right\|_{H_{\sigma}^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2} \\
\left|V_{ \pm}(t)-V_{ \pm \infty}\right| & \leq \frac{C}{\langle t\rangle}\left(\left\|z_{0}\right\|_{H_{\sigma}^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2} \\
\max \left\{\left\|\varepsilon_{ \pm}(t)\right\|_{H^{s}},\left\|\varepsilon_{ \pm}(t)\right\|_{H_{-\sigma}^{s}},\left\|\varepsilon_{ \pm}(t)\right\|_{B_{\infty, 2}^{\beta}}\right\} & \leq \frac{C}{\langle t\rangle^{2}}\left(\left\|z_{0}\right\|_{H_{\sigma}^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2} \\
\left\|e^{-J t H\left(V_{ \pm \infty}\right)} e^{J \int_{0}^{t}\left(E\left(V_{ \pm}(s)\right)-E\left(V_{ \pm \infty}\right)\right) d s} \varepsilon_{ \pm}(t)\right\|_{H_{\frac{3}{2}}^{s}} & \leq \frac{C}{\langle t\rangle^{\frac{1}{2}}}\left(\left\|z_{0}\right\|_{H_{\sigma}^{s}}+\left\|\rho_{ \pm}(0)\right\|_{H^{s}}\right)^{2}
\end{aligned}
$$

for all $t>-t_{+}$(resp., for all $t<t_{-}$).
2. Linearized operator and exponentially stable and unstable manifolds. We study the dynamics associated with (1.8) around a stationary state. We will use spectral properties of the linearized operator around a stationary state.
2.1. The spectrum of the linearized operator. Here we study the spectrum of the linearized operator associated with (1.8) around a stationary state $S(U)$. Let us recall

$$
H(U)=H+d^{2} F(S(U))-E(U)
$$

where $d^{2} F$ is the differential of $\nabla F$. The operator $H(U)$ is $\mathbb{R}$-linear but not $\mathbb{C}$-linear. Replacing $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ by $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{4} \times \mathbb{R}^{4}\right)$ with the inner product obtained by taking the real part of the inner product of $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$, we obtain a symmetric operator. We then complexify this real Hilbert space and obtain $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4} \times \mathbb{C}^{4}\right)$ with its natural Hermitian product. This process transforms the operator -i into

$$
J=\left(\begin{array}{cc}
0 & I d_{\mathbb{C}^{4}} \\
-I d_{\mathbb{C}^{4}} & 0
\end{array}\right)
$$

For $\phi \in L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{4} \times \mathbb{R}^{4}\right) \subset L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4} \times \mathbb{C}^{4}\right)$, we still write $\phi$ instead of

$$
\binom{\Re \phi}{\Im \phi}
$$

The extension of $H(U)$ to $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4} \times \mathbb{C}^{4}\right)$ is also written $H(U)$ and is now a real operator. The extension of $K$ (see (1.9)) is also written $K$.

The linearized operator associated with (1.8) around the stationary state $S(U)$ is given by $J H(U)$. We shall now study its spectrum.

Differentiating (1.10), we have that for $U=\left(u_{1}, u_{2}\right) \in \Omega$
$\mathcal{H}_{0}\left(u_{1}, u_{2}\right)=\operatorname{span}\left\{\frac{\partial}{\partial \Re u_{1}} S\left(u_{1}, u_{2}\right), \frac{\partial}{\partial \Im u_{1}} S\left(u_{1}, u_{2}\right), \frac{\partial}{\partial \Re u_{2}} S\left(u_{1}, u_{2}\right), \frac{\partial}{\partial \Im u_{2}} S\left(u_{1}, u_{2}\right)\right\}$
is invariant under the action of $J H(U)$. Differentiating the gauge invariance property for $S$, we notice that $J S(U) \in \mathcal{H}_{0}(U)$; differentiating the gauge invariance property for $F$, we also obtain

$$
J H(U) J S(U)=0
$$

and differentiating (1.10), we obtain for any $\beta \in \mathbb{N}^{4}$ with $|\beta|=1$

$$
J H(U) \partial_{U}^{\beta} S(U)=\left(\partial_{U}^{\beta} E\right)(U) J S(U)
$$

The space $\mathcal{H}_{0}(U)$ is contained in the algebraic null space of $J H(U)$; in fact, it is exactly the algebraic null space as proved in what follows.

Now we state our results on the spectrum of $J H(U)$. The first deals with the excited states part. Using the function $\Gamma$ introduced in Assumption 1.5, we have the following proposition.

Proposition 2.1. If Assumptions 1.1-1.5 hold, let

$$
\widetilde{\Gamma}(|U|)=\inf _{V \in \mathbb{C}^{2},|V|=|U|} \Gamma(S(V))
$$

For any sufficiently small $U$, we have

$$
\widetilde{\Gamma}(|U|)>0
$$

There exist continuous maps $E_{1}^{i}: B_{\mathbb{C}^{2}}(0, \varepsilon) \mapsto \mathbb{R}$ smooth outside $U=0$ with

$$
\left\{\begin{array}{l}
\Im E_{1}^{i}(U)=\left(\lambda_{1}-E(U)\right)+O\left(|U|^{4}\right) \\
\Re E_{1}^{i}(U)=\Gamma^{i}(U)+O\left(|U|^{6}\right)
\end{array}\right.
$$

where

$$
\Gamma^{i}(U) \geq \frac{1}{2} \widetilde{\Gamma}(|U|)
$$

for $i \in\{1,2\}$ such that $E_{1}^{i}(U), \overline{E_{1}^{i}}(U),-E_{1}^{i}(U)$, and $-\overline{E_{1}^{i}}(U)$ are eigenvalues of $J H(U)$. These eigenvalues are simple if $E_{1}^{1} \neq E_{1}^{2}$; otherwise the associated algebraic eigenspace is of dimension 2 . We can define maps $\Phi_{ \pm}^{i}(U): B_{\mathbb{C}^{2}}(0, \varepsilon) \mapsto H^{s}$ such that

- $\left\{\Phi_{+}^{1}(U), \Phi_{+}^{2}(U)\right\}$ is an orthonormal basis of the sum of the eigenspaces associated with $E_{1}^{1}(U)$ and $E_{1}^{2}(U)$,
- $\left\{\overline{\Phi_{+}^{1}(U)}, \overline{\Phi_{+}^{2}(U)}\right\}$ is an orthonormal basis of the eigenspaces associated with $\overline{E_{1}^{1}(U)}$ and $\overline{E_{1}^{2}(U)}$,
- $\left\{\Phi_{-}^{1}(U), \Phi_{-}^{2}(U)\right\}$ is an orthonormal basis of the sum of the eigenspaces associated with $-E_{1}^{1}(U)$ and $-E_{1}^{2}(U)$,
- $\left\{\overline{\Phi_{-}^{1}(U)}, \overline{\Phi_{-}^{2}(U)}\right\}$ is an orthonormal basis of the sum of the eigenspaces associated with $-\overline{E_{1}^{1}(U)}$ and $-\overline{E_{1}^{2}(U)}$.
In the case of double eigenvalues $E_{1}^{1}(U)=E_{1}^{2}(U)$ one should consider algebraic eigenspaces instead of the sum of the eigenspaces. In any case, the associated projectors are continuous around $U=0$ and smooth outside $U=0$.

Moreover, for any $\beta \in \mathbb{N}^{4}, s \in \mathbb{R}^{+}$and $p, q \in[1, \infty]$. There exist $\gamma>0, \varepsilon>0$, and $C>0$ such that, for all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon) \backslash\{0\}$ and for any $i \in\{1,2\}$, one has

$$
\begin{equation*}
\left\|e^{\gamma\langle Q\rangle} \partial_{U}^{\beta} \Phi_{ \pm}^{i}(U)\right\|_{B_{p, q}^{s}} \leq C\left\|\Phi_{ \pm}^{i}(U)\right\|_{2} \tag{2.1}
\end{equation*}
$$

where

$$
\partial_{\left(u_{1}, u_{2}\right)}^{\beta}=\frac{\partial^{|\beta|}}{\partial^{\beta_{1} \Re u_{1} \partial^{\beta_{2}} \Im u_{1} \partial^{\beta_{1}} \Re u_{2} \partial^{\beta_{2}} \Im u_{2}}}
$$

Proof. Using Weyl's sequences, we prove that the essential spectrum of $J H(U)$, for small $U$, is the essential spectrum of $J(H-E(U))$, i.e., $\mathrm{i}(\mathbb{R} \backslash(-c, c))$ with $c=$ $\min \{m-E(U), m+E(U)\}$. So $z$ with nonzero real part is in the spectrum of $J H(U)$ if and only if it is an isolated eigenvalue with finite multiplicity. The multiplicity of $z$ here is the dimension of the algebraic kernel of $J H(U)-z$.

We now investigate properties of the eigenvalues. To do so, we use ideas from the proof of [54, Theorem 2.2]. The equation to solve for excited states is

$$
\begin{equation*}
(J H(U)-z) \phi=0 \tag{2.2}
\end{equation*}
$$

We consider solutions of the form $\phi=\left(v_{1} S_{1}+v_{2} K S_{1}\right)+\eta$, where $S_{1}$ is the normalized eigenvector of $J H$,

$$
S_{1}=\frac{1}{\sqrt{2}}\binom{\phi_{1}}{-i \phi_{1}}
$$

with $\left(v_{1}, v_{2}\right) \in \mathbb{C}^{2}$ such that $\left|v_{1}\right|^{2}+\left|v_{2}\right|^{2}=1$ and $\eta \in\left\{S_{1}, K S_{1}\right\}^{\perp}$. The orthogonal relation is taken, in fact, with respect to $J$ (but since $J S_{1}=\mathrm{i} S_{1}$ and $J K S_{1}=\mathrm{i} K S_{1}$, we can take it in the usual way). For $z \in \mathbb{C} \backslash i \mathbb{R}$, we obtain the equation

$$
\begin{equation*}
\eta=(J(H-E(U))-z)^{-1} P_{1}^{\perp} W(U)\left\{\left(v_{1} S_{1}+v_{2} K S_{1}\right)+\eta\right\} \tag{2.3}
\end{equation*}
$$

with $P_{1}^{\perp}$ the orthogonal projector into $\left\{J S_{1}\right\}^{\perp}=\left\{S_{1}\right\}^{\perp}$ and $W(U)=J H(U)-J(H-$ $E(U)$ ). We notice that $\left\{S_{1}\right\}^{\perp}$ is invariant under the action of $J(H-E(U))$. To solve this equation in $\eta$ for a fixed $U$ and $z$, we note that if

$$
\Re z>0 \quad \text { and } \quad|\Im z| \geq c
$$

where $c=\min \{m+E(U), m-E(U)\}$, the series

$$
\begin{array}{r}
k(U, z)\left(v_{1} S_{1}+v_{2} K S_{1}\right)=(J(H-E(U))-z)^{-1} \\
\times P_{1}^{\perp} \sum_{k \geq 0}\left(-W(U)(J(H-E(U))-z)^{-1} P_{1}^{\perp}\right)^{k} W(U)\left(v_{1} S_{1}+v_{2} K S_{1}\right)
\end{array}
$$

is convergent in $L^{2}$ for sufficiently small $|U|$ and $|\Re z|=O\left(|U|^{2}\right)$ using the limiting absorption principle (1.4) and the bound of the resolvent $\left\|\left(H-z^{\prime}\right)^{-1}\right\| \leq\left|\Im z^{\prime}\right|^{-1}$ in $L^{2}$. Hence, we have a solution of (2.3).

Then we solve the equation in $z$. We obtain from (2.2) the equations

$$
\left\langle(J H(U)-z) \phi, S_{1}\right\rangle=0 \quad \text { and } \quad\left\langle(J H(U)-z) \phi, K S_{1}\right\rangle=0
$$

with $\phi=\left(v_{1} S_{1}+v_{2} K S_{1}\right)+k(U, z)\left(v_{1} S_{1}+v_{2} K S_{1}\right)$. Hence, $z$ is an eigenvalue of the matrix $A(U, z)$ defined by

$$
\left(\begin{array}{cc}
\left\langle J H(U)\left(S_{1}+k(U, z) S_{1}\right), S_{1}\right\rangle & \left\langle J H(U)\left(S_{1}+k(U, z) S_{1}\right), K S_{1}\right\rangle \\
\left\langle J H(U)\left(K S_{1}+k(U, z) K S_{1}\right), S_{1}\right\rangle & \left\langle J H(U)\left(K S_{1}+k(U, z) K S_{1}\right), K S_{1}\right\rangle
\end{array}\right)
$$

in $\mathbb{C}^{2}$. So we study the zeros of $\operatorname{det}(A(U, z)-z)$. We have that $d_{\varepsilon}: z \mapsto \operatorname{det}(A(U, z+$ $\varepsilon)-z)$ is an analytic function for $z$ in $\{z \in \mathbb{C}, \Re z>-\varepsilon\}$ for any $\varepsilon \geq 0, \operatorname{det}(A(0, z+$ $\varepsilon)-z)=\left(z-\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)\right)^{2}$ and $\operatorname{det}(A(U, z+\varepsilon)-z)-\operatorname{det}(A(0, z+\varepsilon)-z) \rightarrow 0$ as $U \rightarrow 0$ uniformly in $z$ and $\varepsilon$ in a bounded set. Since at $(U, \varepsilon)=(0, \varepsilon)(\varepsilon>0)$ we have a double zero, for $(U, 0)$ close to $(0,0)$, we have two zeros counted with multiplicity.

Hence if $z$ is a zero of $d_{0}(U, \cdot)$ and hence an eigenvalue of $A(U, z)$, we have with an associated normalized eigenvector $\left(v_{1}, v_{2}\right) \in \mathbb{C}^{2}$ and $\psi=\left(v_{1} S_{1}+v_{2} K S_{1}\right)$

$$
\begin{aligned}
& z= \mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)+\langle W(U) \psi, \psi\rangle+\sum_{k \geq 0}\left\langle J H(U)(J(H-E(U))-z)^{-1}\right. \\
&\left.\quad \times P_{1}^{\perp}\left(-W(U)(J(H-E(U))-z)^{-1} P_{1}^{\perp}\right)^{k} W(U) \psi, \psi\right\rangle \\
&=\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)+\langle W(U) \psi, \psi\rangle \\
&+\sum_{k \geq 0}\left\langle P_{1}^{\perp}\left(-W(U)(J(H-E(U))-z)^{-1} P_{1}^{\perp}\right)^{k} W(U) \psi, \psi\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{k \geq 0}\left\langle(W(U)+z)(J(H-E(U))-z)^{-1}\right. \\
& \left.\times P_{1}^{\perp}\left(-W(U)(J(H-E(U))-z)^{-1} P_{1}^{\perp}\right)^{k} W(U) \psi, \psi\right\rangle
\end{aligned}
$$

Since $P_{1}^{\perp}\left(v_{1} S_{1}+v_{2} K S_{1}\right)=0$, we introduce the function

$$
\begin{aligned}
f(z) & =\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)+\langle W(U) \psi, \psi\rangle+\sum_{k \geq 0}\left\langle W(U)(J(H-E(U))-z)^{-1}\right. \\
& \left.\times P_{1}^{\perp}\left(-W(U)(J(H-E(U))-z)^{-1} P_{1}^{\perp}\right)^{k} W(U) \psi, \psi\right\rangle
\end{aligned}
$$

Since $J\left(v_{1} S_{1}+v_{2} K S_{1}\right)=-\mathrm{i}\left(v_{1} S_{1}+v_{2} K S_{1}\right)$, we obtain that

$$
\Re\left\langle W(U)\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle=0
$$

Thus for $z \in \mathbb{C} \backslash i \mathbb{R}$, we have

$$
\begin{aligned}
& \Re f(z) \\
&= \Re\left\langle W(U)(J(H-E(U))-z)^{-1} P_{1}^{\perp} W(U)\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle \\
&+O\left(|U|^{6}\right) \\
&= \Im\left\langle d^{2} F(S(U))((H-E(U))+z J)^{-1}\right. \\
&\left.\times P_{1}^{\perp} d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle+O\left(|U|^{6}\right)
\end{aligned}
$$

Then using (1.11) and

$$
\begin{aligned}
((H & -E(U))+z J)^{-1} \\
& =\frac{1}{2}\left(((H-E(U))-\mathrm{i} z)^{-1}\left(I_{C^{2}}+\mathrm{i} J\right)+((H-E(U))+\mathrm{i} z)^{-1}\left(I_{C^{2}}-\mathrm{i} J\right)\right)
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \Im\left\langle d^{2} F(S(U))((H-E(U))+z J)^{-1} P_{1}^{\perp} d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle \\
& =\frac{1}{2}\left(\Im\left\langle d^{2} F(S(U))((H-E(U))-\mathrm{i} z)^{-1} d^{2} P_{1}^{\perp} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle\right. \\
& \left.+\Im\left\langle d^{2} F(S(U))((H-E(U))+\mathrm{i} z)^{-1} P_{1}^{\perp} d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle\right) \\
& -\Im\left\langle d^{2} F(S(U))\left((H-E(U))^{2}+z^{2}\right)^{-1} z J P_{1}^{\perp} d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle
\end{aligned}
$$

and so, using regularity results of the resolvent of [20, Theorem 1.7], we obtain

$$
\begin{aligned}
& \Im\left\langle d^{2} F(S(U))\left((H-E(U))+\left(\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)+0\right) J\right)^{-1}\right. \\
& \left.\quad \times P_{1}^{\perp} d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle \\
& =\frac{1}{2} \Im\left\langle d^{2} F(S(U))\left((H-E(U))+\left(\lambda_{1}-\lambda_{0}\right)-\mathrm{i} 0\right)^{-1}\right. \\
& \left.\quad \times P_{c}(H) d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle .
\end{aligned}
$$

Using Assumption 1.5, the limiting absorption principle (1.4), and regularity results of [20, Theorem 1.7], we obtain

$$
\begin{aligned}
\Re f(z)=\frac{1}{2} \Im & \left\langle d^{2} F(S(U))\left((H-E(U))+\left(\lambda_{1}-\lambda_{0}\right)-\mathrm{i} 0\right)^{-1}\right. \\
& \left.\times P_{c}(H) d^{2} F(S(U))\left(v_{1} S_{1}+v_{2} K S_{1}\right),\left(v_{1} S_{1}+v_{2} K S_{1}\right)\right\rangle+O\left(|U|^{6}\right)
\end{aligned}
$$

for $z$ in a ball of radius of order $|U|^{2}$ around $\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)$ and for small $U$. We also prove in the same way that

$$
\Im f(z)=\left(\lambda_{1}-\lambda_{0}\right)+O\left(|U|^{4}\right)
$$

for $z$ in a ball of radius of order $|U|^{2}$ around $\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)$ and for small $U$.
This proves that the zeros of $A(U, z)$ at the right of the imaginary axis are close to $\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)$. Hence we have obtained that, for small $U, J H(U)$ has at most two eigenvalues. Counted with algebraic multiplicity, we have that it is exactly two at the right side of the imaginary axis. Indeed, a complex number $z$ is in the resolvent set of $J H(U)$ if and only if $J H(U)-z$ is invertible or if and only if $H(U)+J z$ is invertible.

Let us consider for $\varepsilon>0$

$$
J_{\varepsilon}=\left(\begin{array}{cc}
\frac{\varepsilon}{2} & \left(1+\mathrm{i} \frac{\varepsilon}{2}\right) I d_{\mathbb{C}^{4}} \\
\left(-1-\mathrm{i} \frac{\varepsilon}{2}\right) I d_{\mathbb{C}^{4}} & \frac{\varepsilon}{2}
\end{array}\right)
$$

and the set of $z$ for which the operator

$$
H(U)-J_{\varepsilon} z
$$

is invertible. When $U=0$, we have after multiplication by

$$
P=\frac{1}{\sqrt{2}}\left(\begin{array}{ll}
\mathrm{i} & 1 \\
1 & \mathrm{i}
\end{array}\right)
$$

on the left and by $P^{-1}$ on the right (that is to say, diagonalization of $J_{\varepsilon}$ )

$$
\left(\begin{array}{cc}
H-\lambda_{0}+\mathrm{i} z+\mathrm{i} \varepsilon & 0 \\
0 & H-\lambda_{0}-\mathrm{i} z
\end{array}\right)
$$

which is invertible if

$$
z \notin \mathrm{i}\left\{\mathbb{R} \backslash\left(-m-\lambda_{0}, m-\lambda_{0}\right) \cup\left\{0, \lambda_{1}-\lambda_{0}\right\}\right\}
$$

and

$$
z \notin-\mathrm{i}\left\{\mathbb{R} \backslash\left(-m-\lambda_{0}, m-\lambda_{0}\right) \cup\left\{0, \lambda_{1}-\lambda_{0}\right\}\right\}-\varepsilon .
$$

Since we have closed operators, applying Theorems 3.16 and 5.33 of [28, Chapter IV] to $J_{\varepsilon}^{-1} H(U)$, we obtain that close to $\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)$ the operator $J_{\varepsilon}^{-1} H(U)$ has two simple eigenvalues or one double (algebraic) eigenvalue when $U$ is small. Now consider $\varepsilon$ as a parameter and $U$ fixed, and applying again Theorems 3.16 and 5.33 of [28, Chapter IV], we obtain that, counted with multiplicity, $J H(U)$ has two eigenvalues since the discrete spectrum of $J H(U)=J_{0}^{-1} H(U)$ close to $\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)$ at the right
of the imaginary axis is outside the imaginary axis. Theorems 3.16 and 5.33 of [28, Chapter IV] give as well the continuity with respect to $U$ of the associated projector.

The continuity of eigenvalues follows from the continuity of the zeros of $d_{\varepsilon}$ introduced earlier.

Letting $P_{1}(U)$ be the spectral projector associated with $\left\{E_{1}^{i}(U), i \in\{1,2\}\right\}$, the eigenvalue of $J H(U)$, we have the formula

$$
P_{1}(U)=-\frac{1}{2 \mathrm{i} \pi} \int_{\Gamma}(J H(U)-z)^{-1} d z
$$

where $\Gamma$ is a positively oriented circle at the right of the imaginary axis around $E_{1}^{1}\left(U^{\prime}\right)$ and $E_{1}^{2}\left(U^{\prime}\right)$ for some fixed $U^{\prime}$ and $U$ sufficiently close to $U^{\prime}$; see [28, Formula I.1.16]. Since the resolvent is smooth outside $U=0$, we have that $P_{1}(U)$ is smooth outside $U=0$.

Using complex conjugation, we obtain the corresponding result for the spectrum at the right of the imaginary axis in a neighborhood of $\mathrm{i}\left(\lambda_{1}-\lambda_{0}\right)$.

Using Weyl's sequences, we prove that the essential spectrum of $(J H(U))^{*}=$ $-H(U) J$, for small $U$, is the essential spectrum of $-(H-E(U)) J=-J(H-E(U))$. So $z$ with nonzero real part is in the spectrum of $(J H(U))^{*}$ if and only if it is an isolated eigenvalue; see [28, Theorem IV.5.33]. Then to obtain $-E_{1}^{i}(U)$ and $-\overline{E_{1}^{i}(U)}$, we notice that $E_{1}^{i}(U)$ and $\overline{E_{1}^{i}(U)}$ are eigenvalues of $(J H(U))^{*}$. Using the symmetry $J(J H(U))=-(J H(U))^{*} J$, we show that any algebraic eigenvector $\phi$ of $(J H(U))^{*}$ associated with $\lambda, J \phi$ is an algebraic eigenvector of $J H(U)$ associated with $-\lambda$. Hence, repeating the previous proof for $(J H(U))^{*}$, we also obtain the multiplicity two. Except for the symmetry of the eigenvalues, this can also be obtained by adapting the previous proof to the left part of the complex plane.

The exponential decay works as in Lemma 1.2.
Remark 2.1. If $F(z)$ is homogeneous of order $p$, then there exist $\varepsilon, \Gamma_{1}, \Gamma_{2}>0$ such that for all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$

$$
|U|^{p-2} \Gamma_{1} \leq \widetilde{\Gamma}(|U|) \leq|U|^{p-2} \Gamma_{2}
$$

We just write $S\left(\left(u_{1}, u_{2}\right)\right)=u_{1} \phi_{0}+u_{2} K \phi_{0}+h\left(\left(u_{1}, u_{2}\right)\right)$, expand $\Gamma(U)$, and use Assumption 1.5 with the regularity results of the resolvent from [20, Theorem 1.7].

The following proposition deals with the essential spectrum of our linearized operator.

Proposition 2.2. If Assumptions 1.1-1.5 hold, for any sufficiently small nonzero $U \in \mathbb{C}^{2}$, let

$$
\mathcal{H}_{1}(U)=\operatorname{span}\left\{\Phi_{+}^{1}(U), \Phi_{+}^{2}(U), \overline{\Phi_{+}^{1}(U)}, \overline{\Phi_{+}^{2}(U)}, \Phi_{-}^{1}(U), \Phi_{-}^{2}(U), \overline{\Phi_{-}^{1}(U)}, \overline{\Phi_{-}^{2}(U)}\right\}
$$

The orthogonal space of $\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)$,

$$
\mathcal{H}_{c}(U)=\left\{J \mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)\right\}^{\perp}
$$

is invariant under the action of $J H(U)$.
We also have that, for $\mathbf{P}_{c}(U)$, the orthogonal projector onto $J \mathcal{H}_{c}(U)$ is a bounded operator from $H_{\sigma}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ or $B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ to itself for any reals $s, \sigma \in \mathbb{R}$ and $p, q \in$ $[1, \infty]$, and for $U^{\prime} \in B_{\mathbb{C}^{2}}(U, \varepsilon)$, with sufficiently small $\varepsilon>0$, that

$$
\left.\mathbf{P}_{c}(U)\right|_{\mathcal{H}_{c}\left(U^{\prime}\right)}: \mathcal{H}_{c}\left(U^{\prime}\right) \mapsto \mathcal{H}_{c}(U)
$$

is an isomorphism and its inverse $R\left(U^{\prime}, U\right)$ can be extended to a bounded operator from $H_{\sigma}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ or $B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ to itself for any reals $s, \sigma \in \mathbb{R}$ and $p, q \in[1, \infty]$.

Moreover, there exists $C>0$ such that we have

$$
\begin{align*}
& \|\psi\|_{X} \leq C\left\|P_{c} \psi\right\|_{X}  \tag{2.4}\\
& \forall \psi \in \mathcal{H}_{c}(U) \cap X \text { with } X=H_{\sigma}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right) \text { or } B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right) \\
& \forall s, \sigma \in \mathbb{R}, \quad \forall p, q \in[1, \infty] \\
& \int_{\mathbb{R}}\left\|\langle Q\rangle^{-\sigma} e^{s J H(U)} \mathbf{P}_{c}(U) \psi\right\|_{2}^{2} d s \leq C\|\psi\|_{2}^{2} \\
& \forall \psi \in L^{2}, \quad \forall \sigma \geq 1 \\
& \left\|e^{t J H(U)} \mathbf{P}_{c}(U) \psi\right\|_{2} \leq C\|\psi\|_{2} \\
& \forall t \in \mathbb{R}, \quad \forall \psi \in L^{2}
\end{align*}
$$

and $\mathcal{H}_{c}(U)$ contains no eigenvector.
Remark 2.2. We use the same notation for $\mathcal{H}_{c}(U)$ and its real part (see definition below) that appears in our main theorems. We just note that $\mathcal{H}_{c}(U)$ appears when we discuss spectral properties in our proof. Then when we talk about dynamical properties, we deal with its real part. We remind the reader that the real part of $\mathcal{H}_{c}(U)$ is left invariant by $J H(U)$.

Proof. We prove that there is no other eigenvector by proving that smoothness estimate (2.5) takes place over

$$
\mathcal{H}_{c}(U)=\left\{J \mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)\right\}^{\perp}
$$

First we prove that

$$
\left.\mathbf{P}_{c}((U))\right|_{\mathcal{H}_{c}\left(U^{\prime}\right)}: \mathcal{H}_{c}\left(U^{\prime}\right) \mapsto \mathcal{H}_{c}(U)
$$

is an isomorphism. To prove it, we exhibit an inverse $R\left(U^{\prime}, U\right)$ which is the projector onto $\mathcal{H}_{c}\left(U^{\prime}\right)$ associated with the decomposition $\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U) \oplus \mathcal{H}_{c}\left(U^{\prime}\right)$ of $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$. Indeed, we have $\left\{\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)\right\} \cap \mathcal{H}_{c}\left(U^{\prime}\right)=\{0\}$ when $U^{\prime}$ and $U$ are close to one another and $\operatorname{codim} \mathcal{H}_{c}\left(U^{\prime}\right)=\operatorname{dim}\left\{\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)\right\}$. We have a decomposition of $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ into closed subspaces; hence the associated projectors are continuous. So $R\left(U^{\prime}, U\right)$ should be of the form

$$
R\left(U^{\prime}, U\right)=I d+\sum_{i}\left|J \xi_{i}(U)\right\rangle\left\langle\alpha_{i}\left(U^{\prime}, U\right)\right|
$$

where $\xi_{i}(U)$ is a basis of the eigenspaces of $J H(U)$ and $\left(\alpha_{i}\left(U^{\prime}, U\right)\right)_{i}$ solve the equations

$$
J \xi_{j}\left(U^{\prime}\right)+\sum_{i}\left\langle J \xi_{i}(U), J \xi_{j}\left(U^{\prime}\right)\right\rangle \alpha_{i}\left(U^{\prime}, U\right)=0
$$

Such an $\alpha$ exists because the matrix $\left(\left\langle J \xi_{i}(U), J \xi_{j}\left(U^{\prime}\right)\right\rangle\right)_{i, j}$ is invertible. Indeed, if it is not invertible, there exists $\phi \in \mathcal{H}_{1}\left(U^{\prime}\right)=\operatorname{span}\left\{\xi_{j}\left(U^{\prime}\right)\right\}$ orthogonal to $\mathcal{H}_{1}(U)=$
$\operatorname{span}\left\{\xi_{j}(U)\right\}$, and hence $\phi \in \mathcal{H}_{c}(U)$ with $P_{c}\left(U^{\prime}\right) \phi=0$. But for all $\psi \in \mathcal{H}_{c}(U)$, we have

$$
\|\psi\| \leq\left\|P_{c}\left(U^{\prime}\right) \psi\right\|+\left\|\left(1-P_{c}\left(U^{\prime}\right)\right) \psi\right\| \leq\left\|P_{c}\left(U^{\prime}\right) \psi\right\|+C\left|U-U^{\prime}\right|\|\psi\|,
$$

and hence for $\phi$ this gives a contradiction.
The boundedness of $R$ in $\mathcal{B}\left(H_{\sigma}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)\right)$ or $\mathcal{B}\left(B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)\right)$ follows from the exponential decay of eigenvectors and their derivatives; see Proposition 1.1, Lemma 1.2, and Proposition 2.1.

Let us now consider the orthogonal projector $P_{c}$ associated with the continuous subspace of $J H$. Since the eigenvectors of $J H$ are exponentially decaying, we can extend $P_{c}$ to obtain an operator of $L_{ \pm \sigma}^{2}$ into itself. The same is true for $P_{c}(U)$, and hence we can consider the extension of $\mathcal{H}_{c}(U)$ to $L_{ \pm \sigma}^{2}$. We still call it $\mathcal{H}_{c}(U)$.

For all $\psi \in \mathcal{H}_{c}(U)$,

$$
\|\psi\|_{L_{-\sigma}^{2}} \leq\left\|P_{c} \psi\right\|_{L_{-\sigma}^{2}}+\left\|\left(1-P_{c}\right) \psi\right\|_{L_{-\sigma}^{2}} .
$$

Since $1-P_{c}$ is the projector into the eigenspaces of $H$ and $\psi$ is orthogonal to the eigenvectors of $J H(U)$, we obtain that

$$
\left\|\left(1-P_{c}\right) \psi\right\|_{L_{-\sigma}^{2}}=\left\|\left(1-P_{c}(U)\right) \psi\right\|_{L_{-\sigma}^{2}}+O(|U|)\|\psi\|_{L_{-\sigma}^{2}} .
$$

Since the components of eigenvectors with respect of $\mathcal{H}_{c}(U)$ are small with respect to $U$ (see the proof of Lemma 2.1), the projection of $\psi$ in the eigenspaces of $H$ is small. Moreover, for a sufficiently small nonzero $U$, we obtain estimate (2.4) for $X=L_{-\sigma}^{2}$ with $\sigma>0$.

The rest of estimate (2.4) follows in the same way using the exponential decay of eigenvectors (estimate (2.1) and Lemma 1.2).

We infer that

$$
\begin{aligned}
& \left\|\langle Q\rangle^{-\sigma} e^{t J H(U)} \mathbf{P}_{c}(U) \psi\right\| \\
& \leq C\left\|\langle Q\rangle^{-\sigma} \mathbf{P}_{c} e^{t J H(U)} \mathbf{P}_{c}(U) \psi\right\| \\
& \leq C\left\|\langle Q\rangle^{-\sigma} \mathbf{P}_{c} e^{-\mathrm{i} t(H-E(U))} \mathbf{P}_{c}(U) \psi\right\| \\
& \quad+C\left\|\langle Q\rangle^{-\sigma} \int_{0}^{t} \mathbf{P}_{c} e^{-\mathrm{i}(t-s)(H-E(U))} D \nabla F(S(U)) e^{s J H(U)} \mathbf{P}_{c}(U) \psi d s\right\| .
\end{aligned}
$$

Using estimates (1.1) and (1.3) of Theorem 1.1, we obtain estimate (2.5) for sufficiently small $U$ :

$$
\int_{\mathbb{R}}\left\|\langle Q\rangle^{-\sigma} e^{-s J H(U)} \mathbf{P}_{c}(U) \psi\right\|^{2} d s \leq C\|\psi\|^{2} .
$$

Hence there is no eigenvector in the range of $P_{c}(U)$. Using the inequalities (2.5); the conservation law for $H$; and Duhamel's formula,

$$
e^{J t H(U)}=e^{-\mathrm{i} t(H-E(U))}+\int_{0}^{t} e^{-\mathrm{i}(t-s)(H-E(U))} J d^{2} \nabla F(S(U)) e^{J s H(U)} d s,
$$

we prove estimate (2.6).
Since $\mathcal{H}_{c}(U)$ is closed and $\operatorname{codim} \mathcal{H}_{c}(U)=\operatorname{dim}\left\{\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)\right\}$ and $\mathcal{H}_{c}(U) \cap$ $\left\{\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U)\right\}=\{0\}$, we obtain $\mathcal{H}_{0}(U) \oplus \mathcal{H}_{1}(U) \oplus \mathcal{H}_{c}(U)=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$ and the following proposition.

Proposition 2.3. Suppose that Assumptions 1.1-1.5 hold. Then the space $\mathcal{H}_{0}(U)$ is the geometric null space of $J H(U)$.
2.2. Stable, unstable, and center manifolds. We can now obtain results similar to those of Bates and Jones [3]. We note that we will not prove that the Cauchy problem (1.8) is locally well-posed for an initial condition outside some manifolds (built below). However, this can be proved with the methods we present here or by generalizing to our case the results of Escobedo and Vega [19].

We have that $J H(U)$ as an operator in $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ is a closed densely defined operator that generates a continuous semigroup on $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$. The spectrum of $J H(U)$ in $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ is the same as that of $J H(U)$ in $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$, and so it splits into three parts,

$$
\begin{aligned}
& \sigma_{s}(U)=\{\lambda \in \sigma(J H(u)), \Re \lambda<0\}=\left\{-E_{1}^{1}(U),-E_{1}^{2}(U),-\overline{E_{1}^{1}(U)},-\overline{E_{1}^{2}(U)}\right\}, \\
& \sigma_{c}(U)=\{\lambda \in \sigma(J H(u)), \Re \lambda=0\}=\{0\} \cup \mathrm{i}\{\mathbb{R} \backslash(-c, c)\} \\
& \quad \text { where } c=\min \{m+E(U), m-E(U)\}, \\
& \sigma_{u}(U)=\{\lambda \in \sigma(J H(u)), \Re \lambda>0\}=\left\{E_{1}^{1}(U), E_{1}^{2}(U), \overline{E_{1}^{1}(U)}, \overline{E_{1}^{2}(U)}\right\},
\end{aligned}
$$

each of which is associated with a spectral real subspace, respectively,

$$
\begin{aligned}
& X_{s}(U)=\operatorname{span}_{\mathbb{R}}\left\{\Re \Phi_{-}^{1}(U), \Im \Phi_{-}^{1}(U), \Re \Phi_{-}^{2}(U), \Im \Phi_{-}^{2}(U)\right\} \\
& X_{u}(U)=\operatorname{span}_{\mathbb{R}}\left\{\Re \Phi_{+}^{1}(U), \Im \Phi_{+}^{1}(U), \Re \Phi_{+}^{2}(U), \Im \Phi_{+}^{2}(U)\right\}, \\
& X_{c}(U)=\Re \mathcal{H}_{0}(U) \oplus \Re \mathcal{H}_{c}(U)
\end{aligned}
$$

where we used the notation $\Re \Psi=(1 / 2)(\Psi+\bar{\Psi}), \Im \Psi=-(\mathrm{i} / 2)(\Psi-\bar{\Psi})$, and $\Re X=$ $\{\Re \Psi, \Psi \in X\}$, the real part of the space $X$. The spaces $X_{s}(U)$ and $X_{u}(U)$ are finite dimensional. Let us write $\pi^{c}(U), \pi^{s}(U)$, and $\pi^{u}(U)$ for the projectors associated with the decomposition $X_{c}(U) \oplus X_{s}(U) \oplus X_{u}(U)$. Since the eigenvectors also belong to $L_{\sigma}^{2}$ for any $\sigma \in \mathbb{R}$, the projectors $P_{c}(U)$ and $\pi^{c}(U)$ can be defined in $L_{\sigma}^{2}$ for any real $\sigma$. We can extend, in this way, the spaces $\mathcal{H}_{c}(U)$ and $X_{c}(U)$ to $L_{\sigma}^{2}$ for any $\sigma \in \mathbb{R}$. We have the following lemma.

Lemma 2.1. If Assumptions $1.1-1.5$ hold, then, for any $\sigma \in \mathbb{R}$, there exist positive reals $r, C_{1}, C_{2}$ such that, for all $t \in \mathbb{R}$, we have

$$
\begin{align*}
& C_{1} \frac{1}{f_{+}(t)} \leq\left\|e^{t J H(U)} \pi^{s}(U)\right\|_{\mathcal{B}\left(L_{\sigma}^{2}\right)} \leq C_{2} \frac{1}{f_{-}(t)},  \tag{2.7}\\
& C_{1} f_{-}(t) \leq\left\|e^{t J H(U)} \pi^{u}(U)\right\|_{\mathcal{B}\left(L_{\sigma}^{2}\right)} \leq C_{2} f_{+}(t),  \tag{2.8}\\
&\left\|e^{t J H(U)} \pi^{c}(U)\right\|_{\mathcal{B}\left(L_{\sigma}^{2}\right)} \leq C_{2}\langle t\rangle^{r}, \tag{2.9}
\end{align*}
$$

where

$$
f_{ \pm}(t)= \begin{cases}e^{\gamma_{ \pm} t} & \text { if } t \geq 0 \\ e^{\gamma_{\mp} t} & \text { if } t \leq 0\end{cases}
$$

with

$$
\begin{aligned}
\gamma_{-}<\Gamma_{-}(U) & =\min \left\{\Re E_{1}^{1}(U), \Re E_{1}^{2}(U)\right\} \\
\gamma_{+}>\Gamma_{+}(U) & =\max \left\{\Re E_{1}^{1}(U), \Re E_{1}^{2}(U)\right\}
\end{aligned}
$$

Proof. The statements for the spaces $X^{s}(U)$ and $X^{u}(U)$ follow from (2.1).
The statement about $X^{c}(U)$ is a little more complicated. We note that we are not looking for an optimal $r$.

First, the result for $e^{-\mathrm{it}\left(D_{m}+V\right)}$ in $L_{\sigma}^{2}$ with $\sigma \in 2 \mathbb{N}$ follows from [48, Theorem 8.5] (see also Proposition 3.1 below), which is based on the charge conservation. The case $\sigma \in \mathbb{R}$ follows by duality and interpolation.

Then for $e^{t J H(U)} \pi^{c}(U)$, we use Duhamel's formula,

$$
\begin{aligned}
& e^{J t H(U)} \pi^{c}(U)=e^{-\mathrm{i} t(H-E(U))} \pi^{c}(U) \\
& +\int_{0}^{t} e^{-\mathrm{i}(t-s)(H-E(U))} J d^{2} \nabla F(S(U)) e^{J s H(U)} \pi^{c}(U) d s
\end{aligned}
$$

then the assertion for $e^{t J H(U)} \pi^{c}(U)$ follows from the assertion for $e^{-\mathrm{i} t\left(D_{m}+V\right)}$, the charge conservation of $e^{t J H(U)} P_{c}(U)$ (see (2.6)), the fact that $e^{t J H(U)} S(U)=S(U)$, $e^{t J H(U)} \partial_{U}^{\beta} S(U)=\partial_{U}^{\beta} S(U)+t \partial_{U}^{\beta} E(U) S(U)$, and Lemma 1.2.

By now we do not restrict our study to the space $L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$; we extend it to $L_{\sigma}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ for any $\sigma \in \mathbb{R}$, but we still write $\mathcal{H}_{c}(U)$ and $X_{c}(U)$ for the extensions of these spaces to $L_{\sigma}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ for any $\sigma \in \mathbb{R}$.

We now study the behavior of the solutions in $L_{\sigma}^{2}$ of (1.8) centered around $S(U)$ :

$$
\begin{equation*}
\partial_{t} \phi=J H(U) \phi+J N(U, \phi), \tag{2.10}
\end{equation*}
$$

where $H(U)=H+d^{2} F(S(U))-E(U), N(U, \phi)=\nabla F(S(U)+\phi)-\nabla F(S(U))-$ $d^{2} F(S(U)) \phi$, and $d^{2} F$ is the differential of $\nabla F$.

In this subsection, we study a modified equation which coincides with (2.10) as long as the solution stays in a neighborhood of a small $S(U)$ :

$$
\begin{equation*}
\partial_{t} \phi=J H(U) \phi+J N_{\varepsilon}(U, \phi), \tag{2.11}
\end{equation*}
$$

where $N_{\varepsilon}(U, \eta)=\rho\left(\varepsilon^{-1} \eta\right) N(U, \eta)$ and $\rho$ is a smoothed version of the characteristic function of the unit ball of $\mathbb{R}^{8}$.

We state the following proposition.
Proposition 2.4 (center-stable manifold). If Assumptions 1.1-1.5 hold, then for any sufficiently small nonzero $U$, there exists around $S(U)$ a unique invariant smooth center-stable manifold $W^{c s}(U)$ for (2.11) built as a graph with value in $X_{u}(U)$ and tangent to $S(U)+X_{c}(U) \oplus X_{s}(U)$ at $S(U)$.

Any solution $\phi \in L_{\sigma}^{2}$ of (2.11) initially in the neighborhood of $S(U)$ tends as $t \rightarrow-\infty$ to $W^{c s}(U)$ with

$$
\operatorname{dist}_{L_{\sigma}^{2}}\left(\phi(t), W^{c s}(U)\right)=O\left(e^{\gamma t}\right) \text { as } t \rightarrow-\infty
$$

for any $\gamma \in\left(0, \Gamma_{-}(U)\right)$ and any $s, \sigma \in \mathbb{R}$, and for any sufficiently small neighborhood $V$ of $S(U)$ any solution in $V$ not in $W^{c s}(U)$ leaves $V$ in finite positive time.

Remark 2.3. For any $s \in \mathbb{R}^{+}$, due to the exponential decay of eigenvectors, if $\phi \notin H_{\sigma}^{s}$, there exists $\psi \in W^{c s}(U)$ such that $\phi-\psi \in H_{\sigma}^{s}$, and we have

$$
\operatorname{dist}_{H_{\sigma}^{s}}\left(\phi(t), W^{c s}(U)\right)=O\left(e^{\gamma t}\right) \text { as } t \rightarrow-\infty
$$

as shown in the following proof.
If we consider only small solutions, we obtain a locally invariant manifold for (2.10); that is to say, for any initial condition in the manifold there exists a corresponding solution of (2.10) which stays in this manifold in a small interval of time
around 0 . We notice that in the following proofs the size of this invariant manifold, which is given by $\varepsilon$, is a function of $U$ and this function is $O\left(\Gamma_{-}(U)\right)$. From now on, we call this function $r$.

Proof. Our proof is an adaptation of that of Bressan [8], and we refer to it for more details. We make the proof only for the case $\sigma=0$; the proof in the general case is similar.

First we prove that there is a global solution of (2.11) which does not grow much as $t \rightarrow+\infty$. We look for the solution as a fixed point:

$$
y(t)=\mathcal{G}_{\varepsilon}\left(y_{0}, y\right)(t)
$$

for any $y_{0} \in X_{s}(U) \oplus X_{c}(U)$, where for small positive $\varepsilon$

$$
\begin{array}{r}
\mathcal{G}_{\varepsilon}\left(y_{0}, \eta\right)(t)=e^{t J H(U)} y_{0}+\int_{0}^{t} e^{(t-s) J H(U)} \pi^{c}(U) J N_{\varepsilon}(U, \eta(s)) d s \\
+\int_{0}^{t} e^{(t-s) J H(U)} \pi^{s}(U) J N_{\varepsilon}(U, \eta(s)) d s-\int_{t}^{+\infty} e^{(t-s) J H(U)} \pi^{u}(U) J N_{\varepsilon}(U, \eta(s)) d s
\end{array}
$$

with $\pi^{*}(U)$ the projector into $X^{*}(U)$ with respect to the decomposition $\oplus_{* \in\{c, s, u\}} X^{*}(U)$.
Let us introduce, for any $\Gamma$ smaller than $\Gamma_{-}(U)$, the space

$$
Y_{\Gamma}=\left\{y: \mathbb{R} \mapsto L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right), \exists C>0,\|y(t)\|_{2} \leq C e^{\Gamma|t|} \forall t \in \mathbb{R}\right\}
$$

For sufficiently small $\varepsilon>0$, the map $\mathcal{G}_{\varepsilon}\left(y_{0}, \cdot\right)$ leaves $Y_{\Gamma}$ invariant and is continuous for the norm

$$
N_{\Gamma}: y \mapsto \sup _{t \in \mathbb{R}}\left\{\|y(t)\|_{2} e^{-\Gamma|t|}\right\}
$$

Moreover, it is a strict contraction for sufficiently small $U$ and $\varepsilon>0$. Actually we choose $\varepsilon$ as a function of $\Gamma$ which is $O(\Gamma)$. In fact, since $Y_{\Gamma} \subset Y_{\Gamma^{\prime}}$ for $\Gamma<\Gamma^{\prime}$, we obtain that $\varepsilon$ as a function of $U$ is $O\left(\Gamma_{-}(U)\right)$. This proves the existence of the fixed point $y$.

Then we fix $h_{U}^{c s}\left(y_{0}\right)=y(0)-y_{0}$. The invariance of the graph of $h_{U}^{c s}$ by the flow of (2.11) is immediate.

Now we prove the smoothness property. We have that $N_{\varepsilon}(U, \eta)$ is $l$ times differentiable in $\eta$ from $Y_{\Gamma^{\prime}}$ to $Y_{\Gamma}$ if $(l+1) \Gamma^{\prime} \leq \Gamma$ and that $\mathcal{G}_{\varepsilon}$ is $l$ times differentiable from $X_{c}(U) \oplus X_{s}(U) \times Y_{\Gamma^{\prime \prime}}$ to $Y_{\Gamma}$ if $2 l \Gamma^{\prime \prime} \leq \Gamma$ (see [8]). We introduce the family $\left(\eta_{n}\right)_{n \in \mathbb{N}}$ satisfying

$$
\eta_{0}=0 \quad \text { and } \quad \eta_{n+1}=\mathcal{G}_{\varepsilon}\left(y_{0}, \eta_{n}\right)
$$

This sequence converges to $y$ (the fixed point) in $Y_{\Gamma}$. Moreover, as functions of $y_{0}$, the convergence is uniform in $Y_{\Gamma}$ (endowed with the norm $N_{\Gamma}$ ) on bounded sets of $X_{s}(U) \oplus X_{c}(U)$.

We want to prove that the sequence of their derivatives of order $k$ with respect to $\eta$ also converges in $Y_{\Gamma}$ on bounded sets for any $\Gamma<\gamma(U)$. We prove it by induction in $k$. So suppose that $\left(\partial^{j} \eta_{n}\right)_{n \in \mathbb{N}}$ is converging in $Y_{\Gamma}$ for all $j<k$ and any $\Gamma<\gamma(U)$. Then we have that for any $k \geq 2$ (see [8])

$$
\begin{aligned}
& \partial \eta_{n}=\partial \mathcal{G}_{\varepsilon}\left(y_{0}, \eta_{n-1}\right)=L+M\left(\partial_{\eta} N_{\varepsilon}\left(U, \eta_{n-1}\right) \partial \eta_{n_{1}}\right) \\
& \partial^{k} \eta_{n}=\partial^{k} \mathcal{G}_{\varepsilon}\left(y_{0}, \eta_{n-1}\right)=M\left(\partial_{\eta} N_{\varepsilon}\left(U, \eta_{n-1}\right) \partial^{k} \eta_{n-1}+\Psi_{k}\left(\eta_{n-1}, \ldots, \partial^{k-1} \eta_{n-1}\right)\right)
\end{aligned}
$$

with $L=e^{t J H(U)}$,

$$
(M \eta)(t)=-\int_{0}^{t} e^{(t-s) J H(U)} \pi^{c s}(U) J \eta(s) d s+\int_{t}^{+\infty} e^{(t-s) J H(U)} \pi^{u}(U) J \eta(s) d s
$$

and $\Psi_{k}$ a smooth function of $k$ parameters. Hence since $M \circ \partial_{\eta} N_{\varepsilon}\left(U, y_{n-1}\right)$ is a strict contraction in $Y_{\Gamma}$ for sufficiently small $\varepsilon$ and $U$ (once more $\varepsilon$ is $O\left(\Gamma_{-}(U)\right)$ ), this proves the convergence of the sequence of $k$ th derivatives in $Y_{\Gamma}$ on bounded sets for any $\Gamma<\Gamma_{-}(U)$. Hence the sequences of derivatives of $\left(\eta_{n}\right)_{n \in \mathbb{N}}$ converge in $Y_{\Gamma}$ on bounded sets for any $\Gamma<\Gamma_{-}(U)$. This gives the differentiability at any order of $y(0)=h\left(y_{0}\right)$. This also gives, since $N(U, \eta)=O\left(|\eta|^{2}\right)$ around zero, that $h\left(y_{0}\right)=O\left(\left|y_{0}\right|^{2}\right)$ around zero.

Now we want to prove that $W^{c s}(U)$ is attractive in negative time. In fact, $W^{c s}(U)$ is the graph of a smooth function $h: X^{c s} \mapsto X^{u}(U)$. Letting $\eta$ be such that $S(U)+\eta$ is a solution of (1.8), we have

$$
\partial_{t} \eta=J H(U) \eta+J N_{\varepsilon}(U, \eta),
$$

where

$$
\eta=y+r=y+h(y)+z
$$

with $y=\pi^{c s}(U) \eta$, and we have the following equation for $z \in X^{u}(U)$ :

$$
\partial_{t} z=J H(U) z+M(U, y, z),
$$

where

$$
\begin{array}{r}
M(U, y, z)=\pi^{u}(U)\left\{J N_{\varepsilon}(U, \eta)-J N_{\varepsilon}(U, y+h(y))\right\} \\
-D h(y) \pi^{c s}(U)\left\{J N_{\varepsilon}(U, \eta)-J N_{\varepsilon}(U, y+h(y))\right\}
\end{array}
$$

Using Duhamel's formula, we obtain

$$
z(t)=e^{t J H(U)} z(0)+\int_{0}^{t} e^{(t-s) J H(U)} M(U, y(s), z(s)) d s
$$

We obtain, since $z \in X^{u}(U)$,

$$
\|z(t)\| \leq e^{\gamma(U) t}\|z(0)\|+C \int_{0}^{t} e^{(t-s) \gamma(U)}\|M(U, y(s), z(s))\| d s
$$

and so for $\gamma \in\left(0, \Gamma_{-}(U)\right)$

$$
e^{-\gamma t}\|z(t)\| \leq\|z(0)\|+C|U| \sup _{s \in[0, t]}\left\{e^{-\gamma s}\|z(s)\|\right\}+o\left(\sup _{s \in[0, t]}\left\{e^{-\gamma s}\|z(s)\|\right\}\right),
$$

where $C$ does not depend on $U$ and $z$. Hence if $z(0)$ and $U$ are small, we have that there exists $c>0$ such that $\|z(t)\| \leq c e^{\gamma t}$ for all $t \leq 0$. We notice that, since $X^{u}(U) \subset H_{\sigma}^{s}$ for any $s \in \mathbb{R}^{+}$and is finite dimensional (see Lemma 2.1), the time decay in $L_{\sigma}^{2}$ also gives a time decay in $H_{\sigma}^{s}$ gives for any $s \in \mathbb{R}^{+}$.

Now choose $V$ a sufficiently small neighborhood of 0 and $\phi$ a solution of (2.11) initially in $V$ but not in $W^{c s}(U)$. Suppose $\phi$ stays in $V$ in positive time. We obtain that $\phi \in Y_{\Gamma}$. We have

$$
\begin{aligned}
& \phi(t)=e^{t J H(U)}\left(\pi^{s}(U)+\pi^{c}(U)\right) \phi(0) \\
& +\int_{0}^{t} e^{(t-s) J H(U)} \pi^{s}(U) J N_{\varepsilon}(U, \phi(s)) d s+\int_{0}^{t} e^{(t-s) J H(U)} \pi^{c}(U) J N_{\varepsilon}(U, \phi(s)) d s \\
& +e^{t J H(U)} \pi^{u}(U)\left(\pi^{u}(U) \phi(0)+\int_{0}^{\infty} e^{-s J H(U)} \pi^{u}(U) J N_{\varepsilon}(U, \phi(s)) d s\right) \\
& -\int_{t}^{\infty} e^{(t-s) J H(U)} \pi^{u}(U) J N_{\varepsilon}(U, \phi(s)) d s
\end{aligned}
$$

with

$$
\pi^{u}(U) \phi(0)+\int_{0}^{\infty} e^{-s J H(U)} \pi^{u}(U) J N_{\varepsilon}(U, \phi(s)) d s \neq 0
$$

Hence we obtain with (2.8) that $\phi(t)$ exponentially tends to infinity in norm. This is a contradiction, so $\phi$ leaves $V$ in finite time.

Then reversing the time direction, that is to say, replacing $H$ by $-H$ and $F$ by $-F$, we obtain with this theorem a locally invariant center-unstable manifold with the following corresponding properties.

Proposition 2.5 (center-unstable manifold). If Assumptions 1.1-1.5 hold, then for any sufficiently small nonzero $U$, there exists around $S(U)$ a unique smooth invariant center-unstable manifold $W^{c u}(U)$ for (2.11), built as a graph with value in $X_{S}(U)$ and tangent to $S(U)+X_{c}(U) \oplus X_{u}(U)$ at $S(U)$.

Any solution $\phi \in L_{\sigma}^{2}$ of (2.11) initially in the neighborhood of $S(U)$ tends as $t \rightarrow+\infty$ to $W^{c u}(U)$ with, for any $s \in \mathbb{R}^{+}$,

$$
\operatorname{dist}_{H_{\sigma}^{s}}\left(\phi(t), W^{c u}(U)\right)=O\left(e^{-\gamma t}\right) \text { as } t \rightarrow+\infty
$$

and for $\gamma \in\left(0, \Gamma_{+}(U)\right)$, any $s, \sigma \in \mathbb{R}$, and for any $V$ a sufficiently small neighborhood of $S(U)$, any solution in $V$ not in $W^{c u}(U)$ leaves $V$ in finite negative time.

We can build in the same way a center manifold which is the intersection of the previous two manifolds.

Proposition 2.6 (center manifold). If Assumptions 1.1-1.5 hold, then for any sufficiently small nonzero $U$, there exists around $S(U)$ a unique smooth invariant center manifold $W^{c}(U)$ for (2.11), built as a graph with value in $X_{s}(U) \oplus X_{u}(U)$ and tangent to $S(U)+X_{c}(U)$ at $S(U)$.

Moreover, we have that $W^{c}(U)=W^{c s}(U) \cap W^{c u}(U)$ and $W^{c}(U)$ contains the part of the PLS manifold which is in a small neighborhood of $S(U)$.

Proof. We build the center manifold with the same method as in the previous cases. We can also build a center-unstable manifold inside a center-stable manifold. More precisely, let $h_{U}^{s}: X_{c}(U) \oplus X_{s}(U) \mapsto X_{u}(U)$ be the map defining the centerstable manifold and let $h_{U}^{u}: X_{c}(U) \oplus X_{u}(U) \mapsto X_{s}(U)$ be the map defining the center-unstable manifold. A solution $y=S(U)+y_{c}+y_{s}+y_{u}$ with $y_{*} \in X_{*}(U)$ for $* \in\{c, s, u\}$ is in the center-stable manifold if $y_{u}=h_{U}^{s}\left(y_{c}, y_{s}\right)$. Hence to obtain a center-unstable manifold inside a center-stable manifold one has to solve, for each $y_{c}$, the equation

$$
y_{s}=h_{U}^{u}\left(y_{c}, h_{U}^{s}\left(y_{c}, y_{s}\right)\right)
$$

which can be solved inside a small ball for small $y_{c}$ and small $U$ by means of the fixed point theorem, since $h_{U}^{*}\left(y_{c}, z\right)$ is $O\left(\left|y_{c}\right|^{2}+|z|^{2}\right)$ around zero for $* \in\{s, u\}$.

In the same way, we can also build a center-stable manifold inside the centerunstable manifold.

Using the uniqueness of the center manifold, we obtain that these two manifolds are equal to the center manifold and $W^{c}(U)=W^{c s}(U) \cap W^{c u}(U)$.

Then any stationary states in a small neighborhood of $S(U)$ converge to $W^{c s}(U)$ and $W^{c u}(U)$ using the stabilization results of Propositions 2.4 and 2.5. Hence, we have that it belongs to $W^{c s}(U) \cap W^{c u}(U)=W^{c}(U)$.

In the following two sections, we study the dynamics inside and outside the center manifold, respectively.
3. The dynamics inside the center manifold. In this section, we prove that the dynamics inside the center manifold around $S\left(V_{0}\right)$, for small nonzero $V_{0}$, relaxes towards the PLS manifold. To this end, we use Theorems 1.1 and 1.2 regarding the time decay of the propagator associated with $H$.
3.1. Decomposition of the system. As in [7], we decompose a solution $\phi \in$ $W^{c}\left(V_{0}\right)$ of (1.8) with respect to the spectrum of $J H(U)$, with $U$ specified in what follows, and we study the equations for these different parts of the decomposition. We introduce

$$
\begin{array}{r}
\mathcal{H}_{0}^{\perp_{J}}\left(u_{1}, u_{2}\right)=\left\{\eta \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right),\left\langle J \eta, \frac{\partial}{\partial \Re u_{1}} S\left(u_{1}, u_{2}\right)\right\rangle=\left\langle J \eta, \frac{\partial}{\partial \Im u_{1}} S\left(u_{1}, u_{2}\right)\right\rangle\right. \\
\left.=\left\langle J \eta, \frac{\partial}{\partial \Re u_{2}} S\left(u_{1}, u_{2}\right)\right\rangle=\left\langle J \eta, \frac{\partial}{\partial \Im u_{2}} S\left(u_{1}, u_{2}\right)\right\rangle=0\right\} .
\end{array}
$$

In fact, we have

$$
\mathcal{H}_{0}^{\perp_{J}}(U)=\mathcal{H}_{1}(U) \oplus \mathcal{H}_{c}(U)
$$

which is invariant under the action of $J H(U)$. We recall that $\mathcal{H}_{1}(U)$ is defined in Proposition 2.1 and $\mathcal{H}_{c}(U)$ in Proposition 2.2. We have the following lemma.

Lemma 3.1. If Assumptions 1.1-1.4 hold, let $s, \sigma \in \mathbb{R}$. Then there exist $\varepsilon, \varepsilon^{\prime}>0$ such that, for the manifold

$$
\Sigma=\left\{(U, \eta), U \in B_{\mathbb{C}^{2}}\left(0, \varepsilon^{\prime}\right), \eta \in \mathcal{H}_{0}^{\perp^{J}}(U)\right\}
$$

endowed with the metric of $\mathbb{C}^{2} \times H_{\sigma}^{s}$ and any function $\phi \in B_{H_{\sigma}^{s}}(0, \varepsilon)$, there exists a unique $(U, \eta) \in \Sigma$ with

$$
\phi=S(U)+\eta
$$

Moreover, there exists a neighborhood $\mathcal{O}$ of $(0,0) \in \Sigma$ such that the mapping $\phi \mapsto$ $(U, \eta) \in \mathcal{O}$ is smooth.

Proof. To prove that $\Sigma$ is a manifold, we use Proposition 2.2, which gives that it is locally isomorphic to some open subset of $\mathbb{C}^{2} \times \mathcal{H}_{c}$ endowed with the metric of $\mathbb{C}^{2} \times H_{\sigma}^{s}$. Then we work as in [22, Lemma 2.3]. Indeed we are looking, for all $\phi \in B_{H_{\sigma}^{s}}(0, \varepsilon)$, for a solution $U$ in $\mathbb{C}^{2}=\mathbb{R}^{4}$ of the equation

$$
F(\phi, U)=(0,0,0,0)
$$

where

$$
\begin{aligned}
& F(\phi, U)=\left(\left\langle J(\phi-S(U)), \frac{\partial}{\partial \Re u_{1}} S\left(u_{1}, u_{2}\right)\right\rangle,\left\langle J(\phi-S(U)), \frac{\partial}{\partial \Im u_{1}} S\left(u_{1}, u_{2}\right)\right\rangle\right. \\
&\left.\left\langle J(\phi-S(U)), \frac{\partial}{\partial \Re u_{2}} S\left(u_{1}, u_{2}\right)\right\rangle,\left\langle J(\phi-S(U)), \frac{\partial}{\partial \Im u_{2}} S\left(u_{1}, u_{2}\right)\right\rangle\right)
\end{aligned}
$$

is smooth and satisfies $F(0,0)=0$ and

$$
D_{U} F(0,0)=\left(\begin{array}{cccc}
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0
\end{array}\right)
$$

which is invertible in $\mathbb{R}^{4}$. Hence we apply the implicit function theorem.
For any solution $\phi$ of (1.8) on an interval of time $I$ containing 0 , we write for $t \in I$

$$
\phi(t)=e^{-\mathrm{i} \int_{0}^{t} E(U(s)) d s}(S(U(t))+\eta(t))
$$

where $\eta(t) \in \mathcal{H}_{0}^{\perp_{J}}(U(t))$, and we want to solve the equation

$$
\begin{align*}
\mathrm{i} \partial_{t} \eta & =\{H-E(U)\} \eta+\{\nabla F(S(U)+\eta)-\nabla F(S(U))\}-\mathrm{i} d S(U) \dot{U} \\
& =\left\{H+d^{2} F(S(U))-E(U)\right\} \eta+N(U, \eta)-\mathrm{i} d S(U) \dot{U} \tag{3.1}
\end{align*}
$$

for $\eta(t) \in \mathcal{H}_{0}^{\perp_{J}}(U(t))$. Here $d^{2} F$ is the differential of $\nabla F$ and $d S$ is the differential of $S$ in $\mathbb{R}^{2}$. To close the system, we need the equation for $U$. This follows from the condition

$$
\langle\eta(t), J d S(U(t))\rangle=0
$$

After a time derivation (as in [7]), we obtain the equation

$$
\dot{U}(t)=-A(U(t), \eta(t))\langle N(U(t), \eta(t)), d S(U(t))\rangle
$$

where

$$
A(U, \eta)=\left[\langle J d S(U), d S(U)\rangle-\left\langle J \eta, d^{2} S(U)\right\rangle\right]^{-1}
$$

indeed the matrix $\left[\langle J d S(U(t)), d S(U(t))\rangle-\left\langle J \eta(t), d^{2} S(U(t))\right\rangle\right]$ is invertible for small $|U(t)|$ and $\|\eta(t)\|_{2}$ since we have

$$
\left[\langle J d S(U(t)), d S(U(t))\rangle-\left\langle J \eta(t), d^{2} S(U(t))\right\rangle\right]=\left(\begin{array}{cc}
J & 0_{2} \\
0_{2} & J
\end{array}\right)+O\left(|U(t)|+\|\eta(t)\|_{2}\right)
$$

We will need the following lemma.
Lemma 3.2. For any $s, s^{\prime}, \sigma \in \mathbb{R}$, any $p, q \in[1, \infty]$, and any $V_{0} \in \mathbb{C}^{2} \backslash\{0\}$ sufficiently small, there exist $\varepsilon, \varepsilon^{\prime}>0$ such that, for the manifold

$$
\mathcal{S}\left(V_{0}, \varepsilon\right)=\left\{(U, z) ; U \in B_{\mathbb{C}^{2}}\left(V_{0}, \varepsilon\right), z \in \mathcal{H}_{c}(U) \cap B_{H_{\sigma}^{s^{\prime}}}\left(0, \varepsilon^{\prime}\right)\right\}
$$

endowed with the metric of $\mathbb{C}^{2} \times H_{\sigma}^{s^{\prime}}$, there exists a unique map $g: S\left(V_{0}, \varepsilon\right) \mapsto$ $B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ which is smooth and satisfies $g(U, z) \in \mathcal{H}_{1}(U), z+g(U, z) \in \mathcal{H}_{0}^{\perp_{J}}(U)$, and $S(U)+z+g(U, z) \in W^{c}\left(V_{0}\right)$ for all $(U, z) \in S\left(V_{0}, \varepsilon\right)$. Moreover, we have $\|g(U, z)\|_{B_{p, q}^{s}}=O\left(\|z\|_{H^{s^{\prime}}}^{2}\right)$.

Proof. The fact that $\mathcal{S}\left(V_{0}, \varepsilon\right)$ is a manifold here is proved as in Lemma 3.1.
Let $h^{c}$ be the function for which $W^{c}\left(V_{0}\right)$ is the graph. Any $\phi \in L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ can be written in the form $S\left(V_{0}\right)+\tilde{U} \cdot D S\left(V_{0}\right)+\xi+\rho$ with $\rho \in \mathcal{H}_{1}\left(V_{0}\right)$ and $\xi \in \mathcal{H}_{c}\left(V_{0}\right)$. It can also be written in the form $S(U)+z+r$ with $r \in \mathcal{H}_{1}(U)$ and $z \in \mathcal{H}_{c}(U)$. These two decompositions in fact define two bijective smooth maps in sufficiently small sets (for the first we have a linear decomposition; for the second see Lemma 3.1). We write $\Psi$ for the first and $\Phi$ for the second. Then $f=\Psi \circ \Phi^{-1}$ has three components following the decomposition $\mathcal{H}_{0}\left(V_{0}\right) \oplus \mathcal{H}_{1}\left(V_{0}\right) \oplus \mathcal{H}_{c}\left(V_{0}\right)$; we write them as $\left(f_{1}, f_{2}, f_{3}\right)$. Then $g$ is the solution of the implicit equation in $r$,

$$
F(U, z, r)=f_{2}(U, z, r)-h^{c}\left(f_{1}(U, z, r), f_{3}(U, z, r)\right)=0
$$

which can be solved by the implicit function theorem in $H_{\sigma}^{s^{\prime}}$ since $\partial_{r} F\left(V_{0}, 0,0\right)$ is invertible from $\mathcal{H}_{1}\left(V_{0}\right)$ to itself because $\partial_{r} f_{2}\left(V_{0}, 0,0\right)\left(f_{2}\left(V_{0}, r, 0\right)=r\right)$ is invertible from $\mathcal{H}_{1}\left(V_{0}\right)$ to itself and $D h_{c}(0,0)=0$.

The smoothness of $g$ in the Besov spaces follows from the fact that $g(U, z) \in$ $\mathcal{H}_{1}(U)$, and the exponential decay for excited states and their derivatives is given by (2.1).

Then we note that, for any $U$ close to $V_{0}$, the previous proof can be applied to $W^{c}(U)$. It shows that $W^{c}(U), W^{c}\left(V_{0}\right)$ are, in a neighborhood of $S\left(V_{0}\right)$, graphs of two functions on $\mathcal{S}\left(V_{0}, \varepsilon\right)$, which are equal up to a translation in $\mathbb{C}^{2}$ of the first parameter. Hence their graphs are equal, so locally $W^{c}(U)=W^{c}\left(V_{0}\right)$. The last assertion then follows from the fact that at $S(U), W^{c}(U)$ is tangent to $S(U)+X^{c}(U)$ and $X^{c}(U) \cap \mathcal{H}_{1}(U)=\{0\}$.

Hence decomposing $\eta$ with respect to the spectrum of $J H(U)$, we write

$$
\eta(t)=g(U(t), z(t))+z(t)
$$

with $z \in \mathcal{H}_{c}(U) \cap L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$. We obtain the system

$$
\left\{\begin{aligned}
\dot{U} & =-A(U, \eta)\langle N(U, \eta), d S(U)\rangle \\
\partial_{t} z & =J H(U) z+\mathbf{P}_{c}(U) J N(U, \eta) \\
& +\mathbf{P}_{c}(U(v)) d S(U(v)) A(U(v), \eta(v))\langle N(U(v), \eta(v)), d S(U(v))\rangle \\
& +\left(d P_{c}(U)\right) A(U, \eta)\langle N(U, \eta), d S(U)\rangle \eta
\end{aligned}\right.
$$

with

$$
\eta(t)=z(t)+g(U(t), z(t))
$$

We note that this equation is defined only for $z$ small with real values and $U$ small. We now study this system.
3.2. The stabilization towards the PLS manifold. We now show that any solution of (1.8) which belongs to the center manifold $W^{c}\left(V_{0}\right)$, for a small nonzero $V_{0}$, stabilizes as $t \rightarrow \pm \infty$ towards the manifold of the stationary states inside $W^{c}\left(V_{0}\right)$. To this end, we will use Theorems 1.1 and 1.2 to prove that $z$ tends to zero in some sense.

Let us define for any $\varepsilon, \delta>0$

$$
\mathcal{U}(\varepsilon, \delta)=\left\{U \in \mathcal{C}^{1}\left(\mathbb{R}, B_{\mathbb{C}^{2}}\left(V_{0}, \varepsilon\right)\right),\|\dot{U}\|_{L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})} \leq \delta^{2}\right\}
$$

and for any $U \in \mathcal{U}(\varepsilon, \delta)$, let $s, \beta$ be such that $s>\beta+2>2$ and $\sigma>3 / 2$,

$$
\begin{gathered}
\mathcal{Z}(U, \delta)=\left\{z \in \mathcal{C}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)\right), z(t) \in \mathcal{H}_{c}(U(t)),\right. \\
\left.\max \left[\|z\|_{L^{\infty}\left(\mathbb{R}, H^{s}\right)},\|z\|_{L^{2}\left(\mathbb{R}, H_{-\sigma}^{s}\right)},\|z\|_{L^{2}\left(\mathbb{R}, B_{\infty, 2}^{\beta}\right)}\right] \leq \delta\right\},
\end{gathered}
$$

and $\varepsilon, \delta$ are small enough to ensure that for $U \in \mathcal{U}(\varepsilon, \delta)$ and $z \in \mathcal{Z}(U, \delta)$

$$
S(U)+z+g(U, z) \in W^{c}\left(V_{0}\right) \cap B_{H^{s}}\left(S\left(V_{0}\right), r\left(V_{0}\right)\right)
$$

where $g$ is defined in Lemma 3.2 and $r$ is defined in Remark 2.3. It will appear later that $\delta$ is of the same order as $\left\|z_{0}\right\|_{H^{s}}$ (see Lemma 3.8).
3.2.1. Some useful lemmas. In the rest of our study, we will need some technical lemmas, which we collect here.

Lemma 3.3. If Assumptions 1.1-1.4 hold, let $\sigma, \sigma^{\prime} \in \mathbb{R}, s>1$, and $p, \widetilde{p_{1}}, p_{1}, p_{2}, q$ in $[1, \infty]$ be such that

$$
\frac{1}{p}+\frac{s}{3} \geq \frac{1}{p_{1}}+\frac{1}{p_{2}} \geq \frac{1}{p}
$$

and

$$
\frac{1}{p}+\frac{s}{3} \geq \frac{1}{\widetilde{p_{1}}}
$$

Then there exist $\varepsilon>0$ and $C>0$ such that, for all $U \in B_{\mathbb{C}}(0, \varepsilon)$ and $\eta \in B_{p_{2}, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right) \cap$ $L^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ with $\langle Q\rangle^{\sigma} \eta \in B_{p_{1}, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ and $\langle Q\rangle^{\sigma^{\prime}} \eta \in B_{\stackrel{p_{1}}{s}, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$, we have

$$
\begin{align*}
\left\|\langle Q\rangle^{\sigma} N(U, \eta)\right\|_{B_{p, q}^{s}} & \leq C\left(s, F,|U|+\|\eta\|_{L^{\infty}}\right)|U|\|\eta\|_{L^{\infty}}\left\|\langle Q\rangle^{\sigma^{\prime}} \eta\right\|_{{\widetilde{p_{1}, q}}_{s}^{s}}  \tag{3.2}\\
& +C\left(s, F,|U|+\|\eta\|_{L^{\infty} \cap B_{p_{2}, q}^{s}}\right)\|\eta\|_{L^{\infty}}^{2}\left\|\langle Q\rangle^{\sigma} \eta\right\|_{B_{p_{1}, q}^{s}}
\end{align*}
$$

Proof. We recall the definition

$$
N(U, \eta)=\nabla F(S(U)+\eta)-\nabla F(S(U))-d^{2} F(S(U)) \eta
$$

We have

$$
N(U, \eta)=\int_{0}^{1} \int_{0}^{1} d^{3} F\left(S(U)+\theta^{\prime} \theta \eta\right) \cdot \eta \cdot \theta \eta d \theta^{\prime} d \theta
$$

or

$$
N(U, \eta)=\frac{1}{2} d^{3} F(S(U)) \cdot \eta \cdot \eta+\int_{0}^{1} \int_{0}^{1} d^{4} F\left(S(U)+\theta^{\prime \prime} \theta^{\prime} \theta \eta\right) \cdot \theta^{\prime} \theta \eta \cdot \eta \cdot \theta \eta d \theta^{\prime \prime} d \theta^{\prime} d \theta
$$

Then we use, for $s \in \mathbb{R}_{+}^{*}$ and $p, p_{1}, p_{2}, q \in[1, \infty]$ such that $\frac{1}{p}+\frac{s}{3} \geq \frac{1}{p_{1}}+\frac{1}{p_{2}} \geq \frac{1}{p}$,

$$
\|u v\|_{B_{p, q}^{s}} \leq C\|u\|_{B_{p_{1}, q}^{s}}\|v\|_{B_{p_{2}, q}^{s}}
$$

and for $s>1$, we use [19, Proposition 2.1]

$$
\left\|d^{k} F(\psi)\right\|_{B_{p_{2}, q}^{s}} \leq C\left(s, F,\|\psi\|_{L^{\infty}}\right)\|\psi\|_{B_{p_{2}, q}^{s}}
$$

for $k=3$ or $k=4$ and $d^{4} F(z)=O(|z|)$; otherwise we decompose $d^{4} F(z)=A+O(|z|)$, where $A$ is a constant operator.

Eventually using Lemma 1.2 and

$$
\left\|\langle Q\rangle^{\sigma}|\eta|^{l}\right\|_{B_{p_{1}, q}^{s}} \leq C\|\eta\|_{L^{\infty}}^{l-1}\left\|\langle Q\rangle^{\sigma} \eta\right\|_{B_{p_{1}, q}^{s}}
$$

for $l \in \mathbb{N}$, we conclude the proof.
Lemma 3.4. If Assumptions 1.1-1.4 hold, let $\sigma \in \mathbb{R}$, $s>1$, $p, p_{1}, p_{2}, q \in[1, \infty]$, and $\sigma_{1}, \sigma_{2} \in \mathbb{R}$ such that

$$
\frac{1}{p}+\frac{s}{3} \geq \frac{1}{p_{1}}+\frac{1}{p_{2}} \geq \frac{1}{p}
$$

Then there exist $\varepsilon>0$ and $C>0$ such that, for all $U \in B_{\mathbb{C}}(0, \varepsilon)$ and $\eta \in B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right) \cap$ $L^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ with $\langle Q\rangle^{\sigma_{1}} \eta \in B_{p_{1}, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ and $\langle Q\rangle^{\sigma_{2}} \eta \in B_{p_{2}, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$, we have

$$
\begin{aligned}
& \left\|\langle Q\rangle^{\sigma}(\nabla F(S(U)+\eta)-\nabla F(S(U))-\nabla F(\eta))\right\|_{B_{p, q}^{s}} \\
& \leq C\left(s, F,|U|+\|\eta\|_{L^{\infty}}\right)\left(|U|+\left\|\langle Q\rangle^{\sigma_{1}} \eta\right\|_{B_{p_{1}, q}^{s}}\right)|U|\left\|\langle Q\rangle^{\sigma_{2}} \eta\right\|_{B_{p_{2}, q}^{s}}
\end{aligned}
$$

Proof. The proof is similar to that of Lemma 3.3.
Lemma 3.5. If Assumptions $1.1-1.4$ hold, let $\sigma \in \mathbb{R}$, $s>1$, and $p, q \in[1, \infty]$ such that $s p \geq 3$. Then there exist $\varepsilon>0$ and $C>0$ such that, for all $U, U^{\prime} \in B_{\mathbb{C}^{2}}(0, \varepsilon)$ and $\eta, \eta^{\prime} \in B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$, we have

$$
\begin{array}{r}
\left\|\langle Q\rangle^{\sigma}\left\{N(U, \eta)-N\left(U^{\prime}, \eta^{\prime}\right)\right\}\right\|_{B_{p, q}^{s}} \leq C\left(s, F,|U|+\left|U^{\prime}\right|+\|\eta\|_{B_{p, q}^{s}}+\left\|\eta^{\prime}\right\|_{B_{p, q}^{s}}\right) \\
\times\left\{\left(\left\|\langle Q\rangle^{\sigma_{1}} \eta\right\|_{B_{p, q}^{s}}+\left\|\langle Q\rangle^{\sigma_{1}} \eta^{\prime}\right\|_{B_{p, q}^{s}}\right)^{2}\left(\left|U-U^{\prime}\right|+\left\|\langle Q\rangle^{\sigma_{2}}\left(\eta-\eta^{\prime}\right)\right\|_{B_{p, q}^{s}}\right)\right. \\
+\left(|U|+\left|U^{\prime}\right|+\left\|\langle Q\rangle^{\sigma_{1}^{\prime}} \eta\right\|_{B_{p, q}^{s}}+\left\|\langle Q\rangle^{\sigma_{1}^{\prime}} \eta^{\prime}\right\|_{B_{p, q}^{s}}\right) \\
\left.\times\left(\left\|\langle Q\rangle^{\sigma_{2}^{\prime}} \eta\right\|_{B_{p, q}^{s}}+\left\|\langle Q\rangle^{\sigma_{2}^{\prime}} \eta^{\prime}\right\|_{B_{p, q}^{s}}\right)\left\|\langle Q\rangle^{\sigma_{3}^{\prime}}\left(\eta-\eta^{\prime}\right)\right\|_{B_{p, q}^{s}}\right\},
\end{array}
$$

with $2 \sigma_{1}+\sigma_{2}=\sigma_{1}^{\prime}+\sigma_{2}^{\prime}+\sigma_{3}^{\prime}=\sigma$ if $\langle Q\rangle^{w} \eta,\langle Q\rangle^{w} \eta^{\prime} \in B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$ for $w \in\left\{\sigma_{1}, \sigma_{2}, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}\right\}$.
Proof. Using the identity

$$
N(u, \eta)=\int_{0}^{1} \int_{0}^{1} d^{3} F\left(S(u)+\theta^{\prime} \theta \eta\right) \cdot \eta \cdot \theta \eta d \theta^{\prime} d \theta
$$

we can restrict our study to $d^{3} F(\phi)-d^{3} F\left(\phi^{\prime}\right)$. If $F=O\left(|z|^{5}\right)$, we have
$\left\|\langle Q\rangle^{\sigma}\left(d^{3} F(\phi)-d^{3} F\left(\phi^{\prime}\right)\right)\right\|_{B_{p, q}^{s}} \leq \int_{0}^{1}\left\|d^{4} F\left(\phi+t\left(\phi-\phi^{\prime}\right)\right)\right\|_{B_{p, q}^{s}}\left\|\langle Q\rangle^{\sigma}\left(\phi-\phi^{\prime}\right)\right\|_{B_{p, q}^{s}} d t$.
Then since $s>1$ and $s p \geq 3$, we use

$$
\left\|d^{4} F(\psi)\right\|_{B_{p, q}^{s}} \leq C\left(s, F,\|\psi\|_{B_{p, q}^{s}}\right)
$$

Using Lemma 1.2, we conclude the proof when $F=O\left(|z|^{5}\right)$.
Otherwise, if $F$ is a homogeneous polynomial of order 4 , the proof is easily adaptable since $d^{4} F$ is a constant tensor.

The case $F=O\left(|z|^{4}\right)$ follows by summing the two previous cases since, as a function of $u \in \mathbb{R}^{8}, F(u)=A u^{\otimes 4}+O\left(|u|^{5}\right)$.

Lemma 3.6. If Assumptions 1.1-1.4 hold, let $\sigma \in \mathbb{R}$, $s \in \mathbb{R}$, and $p, q \in[1, \infty]$. Then there exist $\varepsilon>0, M>0$, and $C>0$ such that, for all $U, U^{\prime} \in B_{\mathbb{C}^{2}}(0, \varepsilon)$ and $\eta, \eta^{\prime} \in B_{L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)}(0, M)$ with $\langle Q\rangle^{\sigma}\left\{\eta-\eta^{\prime}\right\} \in B_{p, q}^{s}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)$, one has

$$
\begin{equation*}
\left|A(U, \eta)-A\left(U^{\prime}, \eta^{\prime}\right)\right| \leq C\left\{\left|U-U^{\prime}\right|+\left\|\langle Q\rangle^{\sigma}\left\{\eta-\eta^{\prime}\right\}\right\|_{B_{p, q}^{s}}\right\} \tag{3.3}
\end{equation*}
$$

Proof. We recall that

$$
A(U, \eta)=\left[\langle J d S(U), d S(U)\rangle-\left\langle J \eta, d^{2} S(U)\right\rangle\right]^{-1}
$$

We have

$$
\begin{aligned}
& A(U, \eta)-A\left(u^{\prime}, \eta^{\prime}\right)=-\left[\langle J d S(U), d S(U)\rangle-\left\langle J \eta, d^{2} S(U)\right\rangle\right]^{-1} \\
& \times\left\{\langle J d S(U), d S(U)\rangle-\left\langle J \eta, d^{2} S(U)\right\rangle-\left\langle J d S\left(U^{\prime}\right), d S\left(U^{\prime}\right)\right\rangle+\left\langle J \eta^{\prime}, d^{2} S\left(U^{\prime}\right)\right\rangle\right\} \\
& \times\left[\left\langle J d S\left(U^{\prime}\right), d S\left(U^{\prime}\right)\right\rangle-\left\langle J \eta^{\prime}, d^{2} S\left(U^{\prime}\right)\right\rangle\right]^{-1}
\end{aligned}
$$

The lemma then follows from Lemma 1.2.
3.2.2. Global well-posedness for $\boldsymbol{z}$. Let $U \in \mathcal{U}(\varepsilon, \delta)$ and $z_{0} \in \mathcal{H}_{c}(U(0)) \cap H^{s}$. Let us write $U_{\infty}=\lim _{t \rightarrow+\infty} U(t)$; then we define $\mathcal{T}_{U, z_{0}}(z)$ by

$$
\begin{aligned}
& \mathcal{T}_{U, z_{0}}(z)(t)=e^{-\mathrm{i} t H+\mathrm{i} \int_{0}^{t} E(U(r)) d r} z_{0} \\
& +\int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \mathbf{P}_{c}(U(v)) J \nabla F(\eta(v)) d v \\
& +\int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \\
& \quad \times \mathbf{P}_{c}(U(v)) J\{\nabla F(S(U(v))+\eta(v))-\nabla F(S(U(v))-\nabla F(\eta(v))\} d v \\
& +\int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \\
& \quad \times \mathbf{P}_{c}(U(v)) d S(U(v)) A(U(v), \eta(v))\langle N(U(v), \eta(v)), d S(U(v))\rangle d v \\
& -\int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} d \mathbf{P}_{c}(U(v)) \dot{U}(v) \eta(v) d v
\end{aligned}
$$

with

$$
\eta(t)=z(t)+g(U(t), z(t))
$$

First, we have a local well-posedness result for $z$ with the following lemma.
Lemma 3.7. If Assumptions 1.1-1.5 hold, then there exist $\varepsilon_{0}>0$ and $\delta_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right), U \in \mathcal{U}(\delta, \varepsilon)$, and $z_{0} \in B_{H^{s}(0, \delta)} \cap \mathcal{H}_{c}(U(0))$ there are $T^{ \pm}\left(z_{0}, U\right)>0$ and a solution

$$
z \in \cap_{k=0}^{2} \mathcal{C}^{k}\left(\left(-T^{-}\left(z_{0}, U\right) ;+T^{+}\left(z_{0}, U\right)\right), H^{s-k}(0, \delta)\right)
$$

of the equation

$$
\left\{\begin{array}{l}
\partial_{t} z=J H(U) z+\mathbf{P}_{c}(U) J N(u, \eta)-\left(d \mathbf{P}_{c}(U)\right) \dot{U} \eta  \tag{3.4}\\
z(0)=z_{0}
\end{array}\right.
$$

where $\eta(t)=z(t)+g(U(t), z(t))$.
Moreover, $z$ is unique in $L^{\infty}\left(\left(-T^{\prime}, T\right), H^{s}\right)$ for any $T \in\left(0, T^{+}\left(z_{0}, U\right)\right)$ and $T^{\prime} \in$ $\left(0, T^{-}\left(z_{0}, U\right)\right)$, and we have that if $T^{+}\left(z_{0}, U\right)<+\infty$, then

$$
\lim _{t \rightarrow T^{+}\left(z_{0}, U\right)}\|z(t)\|_{H^{s}} \geq \delta
$$

and if $T^{-}\left(z_{0}, U\right)=+\infty$, then

$$
\lim _{t \rightarrow-T^{-}\left(z_{0}, U\right)}\|z(t)\|_{H^{s}} \geq \delta
$$

Proof. The proof is a consequence of the fixed point theorem applied to $\mathcal{T}_{U, z_{0}}$.
Using Lemmas 3.3, 3.5, and 3.6 with the estimate (2.7)-(2.9) and the properties of $g$ given by Lemma 3.2, we obtain that $\mathcal{T}_{U, z_{0}}$ leaves a small ball in $H^{s}$ invariant and is a contraction inside this ball.

Hence there exists a unique solution defined on the interval $[-T, T]$. Classical arguments permit us to extend the solution over a maximal interval ( $\left.-T^{-}\left(z_{0}, U\right), T^{+}\left(z_{0}, U\right)\right)$ such that if $T^{+}\left(z_{0}, U\right)<\infty$, then necessarily the solution should leave a small ball in $H^{s}$ at time $T^{+}\left(z_{0}, U\right)$.

We now have a global well-posedness result as stated in the following lemma.
Lemma 3.8. If Assumptions 1.1-1.5 hold, there exist $\varepsilon_{0}>0, \delta_{0}>0$, and $C>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right), U \in \mathcal{U}(\varepsilon, \delta)$, and $z_{0} \in B_{H^{s}}(0, \delta) \cap \mathcal{H}_{c}(U(0))$ we obtain, for the Cauchy problem (3.4), $T^{+}\left(U, z_{0}\right)=+\infty, T^{-}\left(U, z_{0}\right)=+\infty$, $z \in$ $\mathcal{Z}(U, \delta)$, and

$$
\max \left[\|z\|_{L^{\infty}\left(\mathbb{R}, H^{s}\right)},\|z\|_{L^{2}\left(\mathbb{R}, H_{-\sigma}^{s}\right)},\|z\|_{L^{2}\left(\mathbb{R}, B_{\infty, 2}^{\beta}\right)}\right] \leq C\left\|z_{0}\right\|_{H^{s}}
$$

Proof. We have $\left(1-P_{c}(U)\right) z \equiv 0$ because $\left(1-P_{c}(U(0))\right) z(0)=0$ and its time derivative is zero.

Let us introduce for any $0<T<T^{+}\left(U, z_{0}\right)$ the function

$$
m(T)=\sup _{t \in(-T, T)}\left\{\|z\|_{L^{\infty}\left((-T, T), H^{s}\right)},\|z\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)},\|z\|_{L^{2}\left((-T, T), B_{\infty, 2}^{\beta}\right)}\right\} .
$$

First, we study the estimation of $L^{2}\left((-T, T), H_{-\sigma}^{s}\right)$. We use estimate (2.4) and the estimates of Theorem 1.1:

$$
\begin{aligned}
&\|z\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \\
& \leq C_{0}\left\|z_{0}\right\|_{H^{s}}+C\left\|\mathbf{P}_{c} \int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \mathbf{P}_{c}(U(v)) J \nabla F(\eta(v)) d v\right\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \\
&+C \| \nabla F(S(U)+\eta)-\nabla F\left(S(U)-\nabla F(\eta) \|_{L^{2}\left((-T, T), H_{\sigma}^{s}\right)}\right. \\
&+C\|d S(U) A(U, \eta)\langle N(U, \eta), d S(U)\rangle\|_{L^{2}\left((-T, T), H_{\sigma}^{s}\right)} \\
&+C \|\left(d \mathbf{P}_{c}(U) \dot{U} \eta \|_{L^{2}\left((-T, T), H_{\sigma}^{s}\right)}\right.
\end{aligned}
$$

We now study the estimation of the third term of the right-hand side:

$$
\begin{aligned}
& \left\|\int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \mathbf{P}_{c} \mathbf{P}_{c}(U(v)) J \nabla F(\eta(v)) d v\right\|_{L_{t}^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \\
& \leq \int_{-T}^{T}\left\|e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \mathbf{P}_{c} \mathbf{P}_{c}(U(v)) J \nabla F(\eta(v))\right\|_{L_{t}^{2}\left((-T, T), H_{-\sigma}^{s}\right)} d v \\
& \leq C(U)\|\nabla F(\eta)\|_{L^{1}\left((-T, T), H^{s}\right)} \\
& \leq C(U)\|\eta\|_{L^{2}\left((-T, T), L^{\infty}\right)}^{2}\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)}
\end{aligned}
$$

where we used Theorem 1.1, estimate (1.2). Hence for the $L^{2} H_{-\sigma}^{s}$ estimate, we obtain

$$
\begin{aligned}
\|z\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \leq & C_{0}\left\|z_{0}\right\|_{H^{s}}+C\|\eta\|_{L^{2}\left((-T, T), L^{\infty}\right)}^{2}\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)} \\
& +C\left(\|U\|_{\infty}+\|\eta\|_{L^{\infty}\left((-T, T), H_{-\sigma}^{s}\right)}\right)\|U\|_{\infty}\|\eta\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \\
& +C\|\eta\|_{L^{2}\left((-T, T), L^{\infty}\right)}^{2}+C\|\dot{U}\|_{L^{2}}\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)}
\end{aligned}
$$

Using Lemma 3.2, we obtain

$$
\|z\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \leq C_{0}\left\|z_{0}\right\|_{H^{s}}+C m(T)^{3}+C m(T)^{2}+C \varepsilon m(T)+C \delta^{2} m(T)
$$

where $C$ depends on $\|U\|_{\infty}$ and $\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)}$.
Then, we estimate the $H^{s}$ norm. Using estimate (2.4), we have

$$
\begin{aligned}
& \|z(t)\|_{H^{s}} \leq\left\|z_{0}\right\|_{H^{s}}+\int_{-T}^{T}\|\nabla F(\eta(v))\|_{H^{s}} d v \\
& +\| \int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \mathbf{P}_{c}(U(v)) \\
& \quad \times J\{\nabla F(S(U(v))+\eta(v))-\nabla F(S(U(v)))-\nabla F(\eta(v))\} d v \|_{H^{s}} \\
& +\int_{-T}^{T}\|d S(U(v)) A(U(v), \eta(v))\langle N(U(v), \eta(v)), d S(U(v))\rangle\|_{H^{s}} d v \\
& +\int_{-T}^{T}\left\|d \mathbf{P}_{c}(U(v)) \dot{U}(v) \eta(v)\right\|_{H^{s}} d v .
\end{aligned}
$$

To estimate the third term of the right-hand side, we use the $H$-smoothness estimates,
more precisely, Theorem 1.1, estimate (1.1), and then we use Lemma 3.4:

$$
\begin{aligned}
& \| \int_{0}^{t} e^{-\mathrm{i}(t-v) H+\mathrm{i} \int_{v}^{t} E(U(r)) d r} \\
& \quad \times \mathbf{P}_{c}(U(v)) J\{\nabla F(S(U(v))+\eta(v))-\nabla F(S(U(v)))-\nabla F(\eta(v))\} d v \|_{H^{s}} \\
& \leq \| \int_{0}^{t} e^{\mathrm{i} v H-\mathrm{i} \int_{0}^{v} E(U(r)) d r} \\
& \quad \times \mathbf{P}_{c}(U(v)) J\{\nabla F(S(U(v))+\eta(v))-\nabla F(S(U(v)))-\nabla F(\eta(v))\} d v \|_{H^{s}} \\
& \leq C\|\nabla F(S(U)+\eta)-\nabla F(S(U))-\nabla F(\eta)\|_{L^{2}\left((-T, T), H_{\sigma}^{s}\right)} \\
& \leq C\left(\|U\|_{\infty}+\|\eta(v)\|_{L^{\infty}\left((-T, T), H^{s}\right)}\right)\|U\|_{\infty}\|\eta\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} .
\end{aligned}
$$

Hence for the $L^{\infty} H^{s}$ estimate, we obtain

$$
\begin{aligned}
& \|z(t)\|_{H^{s}} \leq\left\|z_{0}\right\|_{H^{s}}+C\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)}\|\eta\|_{L^{2}\left((-T, T), L^{\infty}\right)}^{2} \\
& +C\left(\|U\|_{L^{\infty}((-T, T))}+\|\eta(v)\|_{L^{\infty}\left((-T, T), H^{s}\right)}\right)\|U\|_{L^{\infty}((-T, T))}\|\eta\|_{L^{2}\left((-T, T), H_{-\sigma}^{s}\right)} \\
& +C\|\eta\|_{L^{2}\left((-T, T), L^{\infty}\right)}^{2}+\|\dot{U}\|_{L^{1}((-T, T))}\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)} .
\end{aligned}
$$

Using Lemma 3.2, we obtain

$$
\|z(t)\|_{H^{s}} \leq\left\|z_{0}\right\|_{H^{s}}+C m(T)^{3}+C m(T)^{2}+C \varepsilon m(T)+C \delta^{2} m(T)
$$

where $C$ depends on $\|U\|_{\infty}$ and $\|\eta\|_{L^{\infty}\left((-T, T), H^{s}\right)}$.
For the $L^{2} B_{\infty, 2}^{\beta}$ estimate, by Proposition 2.2 and Theorem 1.2, we have for any $\delta>0$, any $p_{\delta}>3 / \delta$, and $\theta_{\delta}=\frac{4}{p_{\delta}-2}$

$$
\begin{aligned}
\|z\|_{L^{2}\left((-T, T), B_{\infty, 2}^{\beta}\right)} \leq & \|z\|_{L^{2}\left((-T, T), B_{p_{\delta}, 2}^{\beta+\delta}\right)} \\
\leq & C_{0}\left\|z_{0}\right\|_{H^{\beta+1+\delta+\theta_{\delta} / 2}}+C\left\|d^{2} F(S(U)) \cdot \eta\right\|_{L^{2}\left((-T, T), B_{p_{\delta}^{\prime}, 2}^{\beta+2+\delta+\theta_{\delta}}\right)} \\
& +C\|N(U, \eta)\|_{L^{1}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)} \\
& +C\|d S(U) A(U, \eta)\langle N(U, \eta), d S(U)\rangle\|_{L^{1}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)} \\
& +C\left\|\left(d \mathbf{P}_{c}(U)\right) \dot{U} \eta\right\|_{L^{1}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)} d v
\end{aligned}
$$

With Lemmas 3.3 and 3.4, we infer that

$$
\begin{aligned}
& \|z\|_{L^{2}\left(\mathbb{R}, B_{\infty, 2}^{\beta}\right)} \leq C_{0}\left\|z_{0}\right\|_{H^{\beta+1+\delta+\theta_{\delta} / 2}}+C|U|_{\infty}\|\eta\|_{L^{2}\left((-T, T), H_{-\sigma}^{\beta+2+\delta+\theta_{\delta}}\right)} \\
& +C|U|_{\infty}\|z\|_{L^{2}\left((-T, T), L^{\infty}\right)}\|z\|_{L^{2}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)} \\
& +C\left(|U|_{\infty}+\|\eta\|_{L^{\infty}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)}\right)\|\eta\|_{L^{2}\left((-T, T), L^{\infty}\right)}^{2}\|z\|_{L^{\infty}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& +C\left(|U|_{\infty}+\|\eta\|_{L^{\infty}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)}\right)\|\eta\|_{L^{2}\left((-T, T), H_{-\sigma}^{\beta+1+\delta+\theta_{\delta} / 2}\right)} \\
& \times\|\eta\|_{L^{\infty}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)} \\
& +C\|\dot{U}\|_{L^{1}}\|\eta\|_{L^{\infty}\left((-T, T), H^{\beta+1+\delta+\theta_{\delta} / 2}\right)} .
\end{aligned}
$$

Since for small $\delta>0, s \geq \beta+2+\delta+\theta_{\delta}$ and using Lemma 3.2, we infer that

$$
\begin{aligned}
\|z\|_{L^{2}\left((-T, T), B_{\infty, 2}^{\beta}\right)} \leq & C_{0}\left\|z_{0}\right\|_{H^{\beta+1+\delta+\theta_{\delta} / 2}} \\
& +C m(T)^{3}+C m(T)^{2}+\operatorname{C\varepsilon m}(T)+C \delta^{2} m(T)
\end{aligned}
$$

Hence we obtain

$$
m(T) \leq C_{0}\left\|z_{0}\right\|_{H^{\beta+1+\delta+\theta_{\delta} / 2}}+C \varepsilon m(T)+C \delta^{2} m(T)+C m(T)^{3}+C m(T)^{2},
$$

where $C_{0}$ does not depend on $m$ and $C$ is a nondecreasing function of $\|z\|_{L^{\infty}\left((-T, T), H^{s}\right)}$ and $\|U\|_{\infty}$ and hence can be bounded by a nondecreasing function of $m$.

If $\left\|z_{0}\right\|_{H^{s}}$ is small, then $m(0)$ is small and $m(T)$ stays small. Therefore we have that $z \in \mathcal{Z}(U, \delta)$ if $\left\|z_{0}\right\|_{H^{s}}, \delta$, and $\varepsilon$ are small enough; moreover,

$$
\max \left[\|z\|_{L^{\infty}\left(\mathbb{R}, H^{s}\right)},\|z\|_{L^{2}\left(\mathbb{R}, H_{-\sigma}^{s}\right)},\|z\|_{L^{2}\left(\mathbb{R}, B_{\infty}, 2\right)}\right] \leq f\left(\left\|z_{0}\right\|_{H^{s}}\right),
$$

where $f$ is such that there exists $C>0$ with

$$
f\left(\left\|z_{0}\right\|_{H^{s}}\right) \leq C\left\|z_{0}\right\|_{H^{s}}
$$

The solution $z$ just found is a function of $z_{0}$ and $U$; writing it $z\left[z_{0}, U\right]$, we have the following important property given by the following lemma.

Lemma 3.9. If Assumptions 1.1-1.5 hold, then for any $T>0$, there exist $\varepsilon_{0}>0$, $\delta_{0}>0, C>0$, and $\kappa \in(0,1)$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right), U, U^{\prime} \in \mathcal{U}(\varepsilon, \delta)$, $z_{0} \in \mathcal{H}_{c}(U(0)), z_{0}^{\prime} \in \mathcal{H}_{c}\left(U^{\prime}(0)\right), z \in \mathcal{Z}(U, \delta)$, and $z^{\prime} \in \mathcal{Z}\left(U^{\prime}, \delta\right)$, one has

$$
\begin{aligned}
& \left\|z\left[z_{0}^{\prime}, U^{\prime}\right]-z\left[z_{0}, U\right]\right\|_{L^{\infty}\left((-T ; T), H^{s}\right) \cap L^{2}\left((-T ; T), L^{\infty}\right) \cap L^{2}\left((-T ; T), H_{-\sigma}^{s}\right)} \\
& \quad \leq C\left\|z_{0}-z_{0}^{\prime}\right\|_{H^{s}}+\kappa\left\{\left\|U-U^{\prime}\right\|_{L^{\infty}((-T ; T))}+\left\|\dot{U}-\dot{U}^{\prime}\right\|_{L^{\infty}((-T ; T))}\right\} .
\end{aligned}
$$

Proof. We use the techniques of the previous lemma.
3.2.3. Global well-posedness for $\boldsymbol{U}$ and its stabilization. Here we want to solve the equation for $U$. We note that $z$ has been built in the previous section and is a function of $U$ and $z_{0} \in \mathcal{H}_{c}(U(0))$. Let us introduce for any $U_{0} \in B_{\mathbb{C}}(0, \varepsilon)$ the function on $\mathcal{U}(\varepsilon, \delta)$ :

$$
f_{U_{0}}(U)(t)=U_{0}-\int_{0}^{t} A(U(v), \eta(v))\langle N(U(v), \eta(v)), d S(U(v))\rangle d v,
$$

where $\eta=z(t)+g[U(t), z(t)]$. We have the following lemma.
Lemma 3.10. If Assumptions 1.1-1.5 hold, there exist $\varepsilon_{0}>0$ and $\delta_{0}>0$ such that, for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right)$, the function $f_{U_{0}}$ maps $\mathcal{U}(\varepsilon, \delta)$ into itself if $U_{0}$ and $z_{0} \in H^{s} \cap \mathcal{H}_{c}\left(U_{0}\right)$ are small enough.

Proof. By means of Lemma 3.3, we obtain

$$
\left\|\partial_{t} f_{U_{0}}(U)\right\|_{L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})} \leq C\|N(U(v), \eta(v))\|_{L^{1}\left(\mathbb{R}, H_{-\sigma}^{s}\right) \cap L^{\infty}\left(\mathbb{R}, H^{s}\right)} \leq \delta^{2}
$$

and

$$
\left\|f_{U_{0}}(U)\right\|_{L^{\infty}(\mathbb{R})} \leq\left|U_{0}\right|+C\|N(U(v), \eta(v))\|_{L^{1}\left(\mathbb{R}, H^{s}\right)} \leq\left|U_{0}\right|+\delta^{2}
$$

hence for sufficiently small $U_{0}$ and $\delta$, we obtain the lemma.
The function $f_{U_{0}}$ also has a local Lipschitz property, as stated by the following lemma.

Lemma 3.11. If Assumptions 1.1-1.5 hold, for any $T>0$, there exist $\varepsilon_{0}>$ 0 , $\delta_{0}>0$, and $\kappa \in(0,1)$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right), U, U^{\prime} \in \mathcal{U}(\varepsilon, \delta)$, for any $z_{0} \in \mathcal{H}_{c}(U(0)) \cap H^{s}$, for any $z_{0}^{\prime} \in \mathcal{H}_{c}\left(U^{\prime}(0)\right) \cap H^{s}$ small enough, and for $U_{0}, U_{0}^{\prime}$ small enough, one has

$$
\begin{aligned}
& \left|f_{U_{0}}(U)-f_{U_{0}^{\prime}}\left(U^{\prime}\right)\right|_{L^{\infty}((-T ; T))}+\left|\partial_{t} f_{U_{0}}(U)-\partial_{t} f_{U_{0}^{\prime}}\left(U^{\prime}\right)\right|_{L^{1}((-T ; T))} \\
& \leq\left|U_{0}-U_{0}^{\prime}\right|+\kappa\left(\left\|U-U^{\prime}\right\|_{L^{\infty}((-T ; T))}+\left\|\dot{U}-\dot{U}^{\prime}\right\|_{L^{1}((-T ; T))}+\left\|z_{0}-z_{0}^{\prime}\right\|_{H^{s}}\right) .
\end{aligned}
$$

Proof. The proof is a straightforward consequence of Lemmas 3.5, 3.6, and 3.9.

We now obtain the following lemma.
Lemma 3.12. If Assumptions $1.1-1.5$ hold, there exist $\varepsilon>0$ and $\delta>0$ such that, for any $U_{0} \in \mathbb{C}$ small and $z_{0} \in \mathcal{H}_{c}\left(U_{0}\right) \cap H_{\sigma}^{s}$ small, the equation

$$
\begin{cases}\dot{U} & =-A(U, \eta)\langle N(U, \eta), d S(U)\rangle  \tag{3.5}\\ U(0) & =U_{0}\end{cases}
$$

where $\eta(t)=z(t)+g[U(t), z(t)]$, has a unique solution in $\mathcal{U}(\delta, \varepsilon)$. Moreover, there exists $C>0$ such that

$$
\left|U_{ \pm \infty}-U_{0}\right| \leq C\left\|z_{0}\right\|_{H^{s}}^{2}
$$

Proof. This is also a fixed point result for $f_{U_{0}}$. Let us fix $T>0$ and consider, for any $V \in \mathcal{U}(\delta, \varepsilon)$ with sufficiently small $\delta>0$ and $\varepsilon>0$, the sequence

$$
\left\{\begin{array}{l}
V_{n+1}=f_{U_{0}}\left(V_{n}\right) \quad \forall n \in \mathbb{N} \\
V_{0}=V
\end{array}\right.
$$

for any $n \in \mathbb{N}, V_{n} \in \mathcal{U}(\delta, \varepsilon)$. With Lemma 3.11, the fixed point theorem gives us the convergence for the norms of $L^{\infty}((-T, T))$ and $\dot{W}^{1,1}((-T, T))$ of $\left(V_{n}\right)_{n \in \mathbb{N}}$.

Then we notice that, for any $T^{\prime} \in \mathbb{R}$, we have

$$
V_{n+1}(t)=f_{f_{U_{0}}\left(V_{n}\right)\left(T^{\prime}\right)}\left(V_{n}\right)\left(t-T^{\prime}\right)
$$

Since for $T^{\prime} \in(-T ; T),\left(f_{U_{0}}\left(V_{n}\right)\left(T^{\prime}\right)\right)$ is a Cauchy sequence, Lemma 3.11 gives us the convergence of $\left(V_{n}\right)$ for the norms of $L^{\infty}\left(\left(T^{\prime}-T ; T^{\prime}+T\right)\right)$ and $\dot{W}^{1,1}\left(\left(T^{\prime}-T ; T^{\prime}+T\right)\right)$.

Iterating this process, we obtain that the sequence converges uniformly locally in time and we prove the lemma since the other statements are classical. We note just that the last statement follows from the fact that there exists $C>0$ such that
$\int_{\mathbb{R}^{ \pm}}|\dot{U}(v)| d v \leq \int_{\mathbb{R}^{ \pm}}|A(U(v), \eta(v))\langle N(U(v), \eta(v)), d S(U(v))\rangle| d v \leq C\left\|z_{0}\right\|_{H^{s}}^{2}$.
3.2.4. The asymptotic profile of $\boldsymbol{z}$. In this section, our aim is to specify the asymptotic profile of $z$ when $z_{0}$ is localized. First we state the following proposition.

Proposition 3.1. There exists $\varepsilon>0$ such that for all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$ and $\alpha \in \mathbb{R}^{+}$ there exists $C>0$ such that

$$
\left\|\langle Q\rangle^{\alpha} e^{J t H(U)} P_{c}(U) \psi\right\| \leq C_{\alpha} \sum_{\beta=0}^{\alpha}\langle t\rangle^{\beta}\left\|\langle Q\rangle^{\alpha-\beta} \psi\right\|
$$

for any $\psi \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right)$.
Proof. From Proposition 2.2, we obtain the lemma for $\alpha=0$; then we just need the estimate

$$
\left\|Q^{\alpha} e^{J t H(U)} \psi\right\|^{2} \leq C_{\alpha}^{2} \sum_{0 \leq \beta \leq \alpha}|t|^{2|\beta|}\left\|Q^{\alpha-\beta} \psi\right\|^{2}
$$

for any $\psi \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{8}\right), \alpha \in \mathbb{N}^{3}$, and some $C>0$ independent of $\psi$. The rest of the proposition will follow by interpolation.

For $U=0$, this follows by an iterated proof from the identity

$$
\frac{d}{d t} e^{\mathrm{i} t H} Q e^{-\mathrm{i} t H}=e^{\mathrm{i} t H} \alpha e^{-\mathrm{i} t H}
$$

where $\alpha$ is the 3 -vector of Dirac-Pauli matrices defined in the introduction. For $U \neq 0$, we use the same proof with the exponential decay of Proposition 1.1.

We can improve Lemma 3.13 if we use [7, Theorem 1.1] and [7, Theorem 1.2], which we repeat in what follows.

THEOREM 3.1 (Theorem 1.1 of [7]: propagation for perturbed Dirac dynamics). Assume that Assumptions 1.1 and 1.2 hold, and let $\sigma>\frac{5}{2}$. Then one has

$$
\left\|e^{-\mathrm{i} t H} \mathbf{P}_{c}(H)\right\|_{B\left(L_{\sigma}^{2}, L_{-\sigma}^{2}\right)} \leq C\langle t\rangle^{-\frac{3}{2}}
$$

We also have the following proposition.
Proposition 3.2 (Proposition 2.2 of [7]: propagation far from thresholds). Suppose that Assumption 1.1 holds. Then, for any $\chi \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ bounded with support in $\mathbb{R} \backslash(-m ; m)$ and for any $\sigma \geq 0$, there is $C>0$ such that

$$
\left\|e^{-\mathrm{i} t H} \chi(H)\right\|_{B\left(L_{\sigma}^{2}, L_{-\sigma}^{2}\right)} \leq C\langle t\rangle^{-\sigma} .
$$

Using Duhamel's formula as in Proposition 2.2 and interpolating with estimate (2.6), we obtain the following corollary.

Corollary 3.1. Assume that Assumptions 1.1 and 1.2 hold, and let $\theta \geq 0$ and $\sigma>\frac{5}{2} \theta$. Then there exists $\varepsilon>0$ such that for all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$ one has

$$
\left\|e^{J t H(U)} \mathbf{P}_{c}(U)\right\|_{B\left(L_{\sigma}^{2}, L_{-\sigma}^{2}\right)} \leq C\langle t\rangle^{-\frac{3 \theta}{2}}
$$

THEOREM 3.2 (Theorem 1.2 of [7]: dispersion for perturbed Dirac dynamics). Assume that Assumptions 1.1 and 1.2 hold. Then for $p \in[1,2], \theta \in[0,1], s-s^{\prime} \geq$ $(2+\theta)\left(\frac{2}{p}-1\right)$, and $q \in[1, \infty]$ there exists a constant $C>0$ such that

$$
\left\|e^{-\mathrm{i} t H} \mathbf{P}_{c}(H)\right\|_{B_{p, q}^{s}, B_{p^{\prime}, q}^{s^{\prime}}} \leq C(K(t))^{\frac{2}{p}-1}
$$

with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, and

$$
K(t)= \begin{cases}|t|^{-1+\theta / 2} & \text { if }|t| \in(0,1], \\ |t|^{-1-\theta / 2} & \text { if }|t| \in[1, \infty) .\end{cases}
$$

Using Duhamel's formula once more, Theorem 3.1, and Corollary 3.1, we obtain the following corollary.

Corollary 3.2. Assume that Assumptions 1.1 and 1.2 hold, and let $p \in[1,2]$, $\theta \in[0,1], s-s^{\prime} \geq(2+\theta)\left(\frac{2}{p}-1\right), q \in[1, \infty]$, and $\sigma>\max \left\{\frac{3}{2},\left(\frac{2}{p}-1\right)\left(1+\frac{\theta}{2}\right)\right\}$. Then there exists $\varepsilon>0$ such that for all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$ one has

$$
\left\|e^{J t H(U)} \mathbf{P}_{c}(U)\right\|_{H_{\sigma}^{s}, B_{p^{\prime}, q}^{s^{\prime}}} \leq C(K(t))^{\frac{2}{p}-1}
$$

with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, and

$$
K(t)= \begin{cases}|t|^{-1+\theta / 2} & \text { if }|t| \in(0,1], \\ |t|^{-1-\theta / 2} & \text { if }|t| \in[1, \infty) .\end{cases}
$$

Proof. We first prove this for $U=0$. We have to study the high and low energy parts in a different manner. For the low energy part, we iterate twice Duhamel's formula with respect to $D_{m}$ in order to use Theorems 3.1 and 3.2 for the free case.

In the high energy part, we use also Duhamel's formula but with Theorem 3.2 for the free case and Proposition 3.2.

Then for $U \neq 0$, we work as for estimate (2.6).
We obtain the following lemma.
Lemma 3.13. If Assumptions 1.1-1.5 hold, there exist $\varepsilon_{0}>0, \delta_{0}>0$, and $C>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right), U_{0} \in B_{\mathbb{C}^{2}}(0, \varepsilon)$, and $z_{0} \in B_{H_{g}^{s}}(0, \delta) \cap \mathcal{H}_{c}\left(U_{0}\right)$ we obtain for the Cauchy problem (3.4) (with $U$ the solution of (3.5)) a global solution $z$ such that

$$
\begin{aligned}
\max & {\left[\sup _{t \in \mathbb{R}}\left(\|z(t)\|_{H^{s}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\|z(t)\|_{H_{-\sigma}^{s}}\right),\right.} \\
& \left.\sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\|z(t)\|_{B_{\infty, 2}^{\beta}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{-3 / 2}\|z(t)\|_{H_{3 / 2}^{s}}\right)\right] \leq C\left\|z_{0}\right\|_{H_{\sigma}^{s}} .
\end{aligned}
$$

Proof. The proof is similar to that of Lemma 3.8 with some adaptations involving the norm $H_{\sigma}^{s}$; we also refer to the proof of [7, Lemma 5.5]. Indeed, we work in the spaces

$$
\tilde{\mathcal{U}}(\varepsilon, \delta)=\left\{U \in \mathcal{C}^{1}\left(\mathbb{R}, B_{\mathbb{C}^{2}}\left(V_{0}, \varepsilon\right)\right),\|\dot{V}(t)\| \leq \frac{\delta^{2}}{\langle t\rangle^{3}}\right\}
$$

and

$$
\begin{aligned}
& \mathcal{Z}(U, \delta)=\left\{z \in \mathcal{C}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)\right), z(t) \in \mathcal{H}_{c}(U(t)),\right. \\
& \quad \max \left[\sup _{t \in \mathbb{R}}\left(\|z(t)\|_{H^{s}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\|z(t)\|_{H_{-\sigma}^{s}}\right),\right. \\
& \left.\left.\quad \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\|z(t)\|_{B_{\infty, 2}^{\beta}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{-3 / 2}\|z(t)\|_{H_{3 / 2}^{s}}\right)\right] \leq \delta\right\} .
\end{aligned}
$$

Let

$$
t \mapsto \xi_{ \pm}(t)=e^{J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} z(t)
$$

and

$$
t \mapsto V_{ \pm}(t)=e^{-\mathrm{i} \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} U(t)
$$

We have that $V_{ \pm \infty} \lim _{ \pm \infty} V_{ \pm}(t)$ exist and we use exactly the same method as that of Lemma 3.8, applied to

$$
\begin{aligned}
& \xi_{ \pm}(t)=e^{J t H\left(V_{ \pm \infty}\right)} z_{0} \\
& +\int_{0}^{t} e^{J(t-s) H\left(V_{ \pm \infty}\right)} \mathbf{P}_{c}\left(V_{ \pm}(v)\right) J\left(d^{2} F\left(S\left(V_{ \pm}(v)\right)\right)-d^{2} F\left(S\left(V_{ \pm \infty}\right)\right)\right) \xi_{ \pm}(v) d v \\
& +\int_{0}^{t} e^{J(t-s) H\left(V_{ \pm \infty}\right)} \mathbf{P}_{c}\left(V_{ \pm}(v)\right) J N\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right) d v \\
& +\int_{0}^{t} e^{J(t-s) H\left(V_{ \pm \infty}\right)} \mathbf{P}_{c}\left(V_{ \pm}(v)\right) d S(V(v)) A\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right) \\
& \quad \times\left\langle N\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right), d S\left(V_{ \pm}(v)\right)\right\rangle d v \\
& -\int_{0}^{t} e^{J(t-s) H\left(V_{ \pm \infty}\right)}\left(d \mathbf{P}_{c}\left(V_{ \pm}(v)\right)\right) A\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right) \\
& \quad \times\left\langle N\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right), d S\left(V_{ \pm}(v)\right)\right\rangle \tilde{\eta}_{ \pm}(v) d v
\end{aligned}
$$

with $\tilde{\eta}_{ \pm}(t)=e^{J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v}(z(t)+g(U(t), z(t)))$, but using the previous time decay estimates.

There are two differences from the proof of Lemma 3.8:
One is in the estimate of the $H_{-\sigma}^{s}$ norm. In fact, before using the time decay estimates for $e^{-\mathrm{i} t H} P_{c}(H)$, we split the space associated with the continuous spectrum into two parts: one associated with energy close to the thresholds and one associated with the rest of the spectrum. In the first part, we use the fact that $\sigma>3 / 2$ to estimate the $H_{-\sigma}^{s}$ by the $B_{\infty, 2}^{\beta}$ norm since we work with bounded energies. In the second part, since we work far from thresholds, we use Proposition 3.2 after estimating the $H_{-\sigma}^{s}$ by the $H_{-3 / 2}^{s}$ norm.

The other difference is in the estimation of the $B_{\infty, 2}^{\beta}$ norm. We use Corollary 3.2 for $e^{J t H\left(V_{ \pm \infty}\right)} z_{0}$ and Theorem 3.2 for the integrals.

We have that $\lim _{ \pm \infty} U=U_{ \pm \infty}$ exist. If $z_{0} \in H_{\sigma}^{s}$, then the associated solution $U$ satisfies

$$
|\dot{U}| \leq \frac{C}{\langle t\rangle^{3}}\left\|z_{0}\right\|_{H_{\sigma}^{s}}
$$

and we have

$$
\int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v \rightarrow E_{ \pm \infty} \quad \text { as } t \rightarrow \pm \infty
$$

for some real $E_{ \pm \infty}$. We introduce

$$
V_{ \pm}(t)=e^{-\mathrm{i} \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} U(t),
$$

which have a limit as $t \rightarrow \pm \infty$, respectively, as being

$$
V_{ \pm \infty}=e^{-\mathrm{i} E_{ \pm \infty}} U_{ \pm \infty}
$$

Then we note that we can also obtain an asymptotic profile for $e^{\mathrm{i} t H+\mathrm{it} E\left(U_{\infty}\right)} z(t)$ if $z_{0}$ is localized. But we prefer to obtain a scattering result with respect to $e^{\left.J t H\left(V_{\infty}\right)\right)}$. We have the following lemma.

Lemma 3.14. If Assumptions $1.1-1.5$ hold, then there exist $\varepsilon_{0}>0, \delta_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right), U_{0} \in B_{\mathbb{C}^{2}}(0, \varepsilon)$, and $z_{0} \in B_{H_{s}^{s}}(0, \delta) \cap \mathcal{H}_{c}\left(U_{0}\right)$ and for the solution $z$ of (3.4) (with $U$ the solution of (3.5)) given in Lemma 3.7, the limit

$$
z_{ \pm \infty}=\lim _{t \rightarrow \pm \infty} e^{-J t H\left(V_{ \pm \infty}\right)} e^{J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} z(t)
$$

exists in $H^{s}$. Moreover, we have $z_{ \pm \infty} \in \mathcal{H}_{c}\left(V_{ \pm \infty}\right) \cap H_{\sigma}^{s}$, and there exists $C>0$ such that

$$
\begin{aligned}
& \max \left\{\left\|e^{-J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} e^{J t H\left(V_{ \pm \infty}\right) d r} z_{ \pm \infty}-z(t)\right\|_{H^{s}},\right. \\
& \left\|e^{-J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} e^{J t H\left(V_{ \pm \infty}\right) d r} z_{ \pm \infty}-z(t)\right\|_{H_{-\sigma}^{s}}, \\
& \left.\left\|e^{-J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} e^{J t H\left(V_{ \pm \infty}\right) d r} z_{ \pm \infty}-z(t)\right\|_{B_{\infty, 2}^{\beta}}\right\} \leq \frac{C}{\langle t\rangle^{2}}\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}
\end{aligned}
$$

and

$$
\left\|z_{ \pm \infty}-e^{-J t H\left(V_{ \pm \infty}\right)} e^{J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} z(t)\right\|_{H_{3 / 2}^{s}} \leq \frac{C}{\langle t\rangle^{\frac{1}{2}}}\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}
$$

Proof. Let

$$
t \mapsto \xi_{ \pm}(t)=e^{J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} z(t)
$$

and

$$
t \mapsto V_{ \pm}(t)=e^{-\mathrm{i} \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} U(t) .
$$

Using exactly the same method as that of Lemma 3.8, applied to

$$
\begin{aligned}
& e^{-J t H\left(V_{ \pm \infty}\right)} \xi_{ \pm}(t)=z_{0} \\
& +\int_{0}^{t} e^{-J s H\left(V_{ \pm \infty}\right)} \mathbf{P}_{c}\left(V_{ \pm}(v)\right) J\left(d^{2} F\left(S\left(V_{ \pm}(v)\right)\right)-d^{2} F\left(S\left(V_{ \pm \infty}\right)\right)\right) \xi_{ \pm}(v) d v \\
& +\int_{0}^{t} e^{-J s H\left(V_{ \pm \infty}\right)} \mathbf{P}_{c}\left(V_{ \pm}(v)\right) J N\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right) d v \\
& +\int_{0}^{t} e^{-J s H\left(V_{ \pm \infty}\right)} \mathbf{P}_{c}\left(V_{ \pm}(v)\right) d S(V(v)) A\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right) \\
& \quad \times\left\langle N\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right), d S\left(V_{ \pm}(v)\right)\right\rangle d v \\
& -\int_{0}^{t} e^{-J s H\left(V_{ \pm \infty}\right)}\left(d \mathbf{P}_{c}\left(V_{ \pm}(v)\right)\right) A\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right) \\
& \quad \times\left\langle N\left(V_{ \pm}(v), \tilde{\eta}_{ \pm}(v)\right), d S\left(V_{ \pm}(v)\right)\right) \tilde{\eta}_{ \pm}(v) d v
\end{aligned}
$$

with $\tilde{\eta}_{ \pm}(t)=e^{J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v}(z(t)+g(U(t), z(t)))$, we prove that the limits

$$
\lim _{t \rightarrow \pm \infty} e^{-J t H\left(V_{ \pm \infty}\right)} \xi_{ \pm}(t)=z_{ \pm \infty}
$$

exist. If we use the method of Lemma 3.13, we obtain the estimates on the convergence of $e^{J t H\left(V_{ \pm \infty}\right)} z_{ \pm \infty}-\xi_{ \pm}(t)$. Then multiplying by $e^{-J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v}$, we obtain the estimates and the convergence of

$$
e^{-J \int_{0}^{t}\left(E(U(v))-E\left(U_{ \pm \infty}\right)\right) d v} e^{-J t H\left(V_{ \pm \infty}\right)} z_{ \pm \infty}-z(t)
$$

Then since $\left(1-P_{c}(U(t))\right) z(t)=0$, we have $\left(1-P_{c}\left(V_{ \pm \infty}\right)\right) z_{ \pm \infty}=0$, and hence $z_{ \pm \infty}$ belongs to $\mathcal{H}_{c}\left(V_{ \pm \infty}\right)$.
4. The dynamics outside the center manifold. We can make the same study in the center-stable manifold and the center-unstable manifold but only in one direction of time. Let us explain it for the center-stable manifold in positive time since it is similar for the center-unstable manifold. Actually it is equivalent if we revert the time direction.

We give just a sketch of the proof since it is similar to the previous study. Using the idea of the proof of exponential stabilization for Proposition 2.4, we write any solution $\psi$ in the form $\phi+\rho+f(\phi, \rho)$ with $\phi$ in the center manifold, $\rho \in X_{s}\left(V_{0}\right)$, and $f$ a function to be specified and which ensures that $\phi$ is in the center stable manifold.

Indeed, $W^{c}\left(V_{0}\right)$ is the graph of a smooth function $h^{c}: X_{c}\left(V_{0}\right) \mapsto X_{s}\left(V_{0}\right) \oplus X_{u}\left(V_{0}\right)$, and $W^{c s}\left(V_{0}\right)$ is the graph of a smooth function $h^{u}: X_{c}\left(V_{0}\right) \oplus X_{s}\left(V_{0}\right) \mapsto X_{u}\left(V_{0}\right)$. Let $\nu$ be such that $\psi=S\left(V_{0}\right)+\nu$ satisfies (1.8); then we have

$$
\begin{aligned}
\partial_{t} \nu & =J H\left(V_{0}\right) \nu+J N\left(V_{0}, \nu\right) \\
\nu & =y+h_{c}(y)+\rho+h^{u}\left(y, h^{c}(y)+\rho\right) \\
& =\phi(y)-S\left(V_{0}\right)+\left(\rho-\pi^{s}\left(V_{0}\right) h^{c}(y)\right)+\left(h^{u}\left(y, h^{c}(y)+\rho\right)-\pi^{u}\left(V_{0}\right) h^{c}(y)\right) \\
& =\phi(y)-S\left(V_{0}\right)+\rho+f(y, \rho)
\end{aligned}
$$

with $y=\pi^{c}\left(V_{0}\right) \nu=\pi^{c}\left(V_{0}\right)\left(\psi-S\left(V_{0}\right)\right), \phi(y)=S\left(V_{0}\right)+y+h^{c}(y)$ in the center manifold, and $\rho \in X_{s}\left(V_{0}\right)$. We have the following equation for $\rho$ :

$$
\begin{equation*}
\partial_{t} \rho=J H\left(V_{0}\right) \rho+M\left(V_{0}, y, \rho\right), \tag{4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& M\left(V_{0}, y, \rho\right)=\pi^{s}\left(V_{0}\right)\left\{J N\left(V_{0}, y+h^{c}(y)+\rho+f(y, \rho)\right)-J N\left(V_{0}, y+h^{c}(y)\right)\right\} \\
- & \pi^{s}\left(V_{0}\right) D h^{c}(y) \pi^{c}\left(V_{0}\right)\left\{J N\left(V_{0}, y+h^{c}(y)+\rho+f(y, \rho)\right)-J N\left(V_{0}, y+h^{c}(y)\right)\right\}
\end{aligned}
$$

Then we obtain for $\phi$ the equation

$$
\begin{aligned}
\partial_{t} \phi= & J H \phi+J \nabla F(\phi)+R(\phi, \rho) \\
R(\phi, \rho)= & J \nabla F(\phi+\rho+f(y, \rho))-J \nabla F(\phi) \\
& -J d^{2} F\left(S\left(V_{0}\right)\right) \rho-M\left(V_{0}, \pi^{c}\left(V_{0}\right)\left(\phi-S\left(V_{0}\right)\right), \rho\right)
\end{aligned}
$$

noting that $|R(\phi, \rho)| \leq C\left(\|\phi\|_{H^{s}},\|\rho\|_{L^{\infty}}\right)|\rho|$.

Working as in section 3 , we write $\phi=S(U)+\eta$ with $\eta=z+g(U, z)$ and we have the following equations for $U$ and $z$ :

$$
\left\{\begin{array}{l}
\dot{U}=-A(U, \eta)\langle N(U, \eta)-J R(U, \eta, \rho), d S(U)\rangle, \\
\partial_{t} z=J H(U) z+\mathbf{P}_{c}(U) J N(U, \eta) \\
+\mathbf{P}_{c}(U(v)) d S(U(v)) A(U(v), \eta(v))\langle N(U(v), \eta(v))-J R(U, \eta, \rho), d S(U(v))\rangle \\
+\left(d P_{c}(U)\right) A(U, \eta)\langle N(U, \eta)-J R(U, \eta, \rho), d S(U)\rangle \eta+\mathbf{P}_{c}(U) R(U, \eta, \rho)
\end{array}\right.
$$

with

$$
\eta(t)=z(t)+g(U(t), z(t)),
$$

where $g$ is defined by Lemma 3.2 and

$$
R(U, \eta, \rho)=R(S(U)+\eta, \rho) .
$$

These equations are similar to those we have studied but with an extra term coming from $R$ which is exponentially decaying in positive time. Indeed, let us introduce for any $T_{0}<0, \gamma \in\left(0, \gamma\left(V_{0}\right)\right)$, and $\delta>0$ the set

$$
\mathcal{R}_{T_{0}, \gamma}(\delta)=\left\{\rho \in \mathcal{C}\left(\left(T_{0},+\infty\right), X_{s}\left(V_{0}\right)\right),|\rho(t)|_{H^{s}} \leq \delta e^{-\gamma t} \forall t>T_{0}\right\}
$$

We study (4.1) in $\mathcal{R}_{T_{0}, \gamma}(\delta)$ with small initial condition $\rho_{0}$. We also define for any $\varepsilon>0$

$$
\mathcal{U}_{T_{0}}(\varepsilon, \delta)=\left\{U \in \mathcal{C}^{1}\left(\left(T_{0},+\infty\right), B_{\mathbb{C}^{2}}\left(V_{0}, \varepsilon\right)\right),\|\dot{U}\|_{L^{1}\left(\left(T_{0},+\infty\right)\right) \cap L^{\infty}\left(\left(T_{0},+\infty\right)\right)} \leq \delta^{2}\right\}
$$

and for any $U \in \mathcal{U}_{T_{0}}(\varepsilon)$, let $s, \beta$ be such that $s>\beta+2>2$ and $\sigma>3 / 2$,

$$
\mathcal{Z}_{T_{0}}(U, \delta)=\left\{z \in \mathcal{C}\left(\left(T_{0},+\infty\right), L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{8}\right)\right), z(t) \in \mathcal{H}_{c}(U(t)),\right.
$$

$\left.\max \left[\|z\|_{L^{\infty}\left(\left(T_{0},+\infty\right), H^{s}\right)},\|z\|_{L^{2}\left(\left(T_{0},+\infty\right), H_{-\sigma}^{s}\right)},\|z\|_{L^{2}\left(\left(T_{0},+\infty\right), B_{\infty}^{\beta}, 2\right)}\right] \leq \delta\right\}$,
and $\varepsilon, \delta$ are small enough to ensure that for $U \in \mathcal{U}(\varepsilon, \delta)$ and $z \in \mathcal{Z}(U, \delta)$

$$
S(U)+z+g(U, z) \in W^{c}\left(V_{0}\right) \cap B_{H^{s}}\left(S\left(V_{0}\right), r\left(V_{0}\right)\right) .
$$

For a sufficiently small $T_{0}$, we solve the equation for $z$ first, then the one for $\rho$, and eventually the one for $U$ using the method of section 3 . This gives us the desired exponential decay for $\rho$ as well as similar results for $U$ and $z$.

We note that instead of Lemma 3.9, we obtain the following lemma.
Lemma 4.1. If Assumptions $1.1-1.5$ hold, then for any $T>0$, there exist $T_{0}>0$, $\varepsilon_{0}>0, \delta_{0}>0, C>0$, and $\kappa \in(0,1)$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right)$, $U, U^{\prime} \in \mathcal{U}_{T_{0}}(\varepsilon, \delta), \rho, \rho^{\prime} \in \mathcal{R}_{T_{0}, \gamma}, z_{0} \in \mathcal{H}_{c}(U(0)), z_{0}^{\prime} \in \mathcal{H}_{c}\left(U^{\prime}(0)\right), z \in \mathcal{Z}_{T_{0}}(U, \delta)$, and $z^{\prime} \in \mathcal{Z}_{T_{0}}\left(U^{\prime}, \delta\right)$, one has

$$
\begin{aligned}
& \left\|z\left[z_{0}^{\prime}, U^{\prime}, \rho^{\prime}\right]-z\left[z_{0}, U, \rho\right]\right\|_{L^{\infty}\left(\left(T_{0}, T\right), H^{s}\right) \cap L^{2}\left(\left(T_{0}, T\right), L^{\infty}\right) \cap L^{2}\left(\left(T_{0}, T\right), H_{-\sigma}^{s}\right)} \\
& \leq C\left\|z_{0}-z_{0}^{\prime}\right\|_{H^{s}}+\kappa\left\{\left\|U-U^{\prime}\right\|_{L^{\infty}\left(\left(T_{0}, T\right), \mathbb{C}^{2}\right.}+\left\|\dot{U}-\dot{U}^{\prime}\right\|_{L^{\infty}\left(\left(T_{0}, T\right), \mathbb{C}^{2}\right)}\right. \\
& \left.+\left\|e^{\gamma t}\left(\rho-\rho^{\prime}\right)(t)\right\|_{L_{t}^{\infty}\left(\left(T_{0}, T\right), X^{s}\left(V_{0}\right)\right)}\right\} .
\end{aligned}
$$

Then for $\rho$ as a function of $U, z_{0}$, and $\rho_{0}$ (the initial condition for $\rho$ ), we obtain the following lemma.

Lemma 4.2. If Assumptions $1.1-1.5$ hold, then for any $T>0$ there exist $T_{0}>0$, $\varepsilon_{0}>0, \delta_{0}>0, C>0$, and $\kappa \in(0,1)$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \delta \in\left(0, \delta_{0}\right)$, $U, U^{\prime} \in \mathcal{U}_{T_{0}}(\varepsilon, \delta), r_{0}, r_{0}^{\prime} \in X_{s}\left(V_{0}\right), z_{0} \in \mathcal{H}_{c}(U(0)), z_{0}^{\prime} \in \mathcal{H}_{c}\left(U^{\prime}(0)\right), z \in \mathcal{Z}_{T_{0}}(U, \delta)$, and $z^{\prime} \in \mathcal{Z}_{T_{0}}\left(U^{\prime}, \delta\right)$ one has

$$
\begin{aligned}
& \left\|e^{\gamma t}\left(\rho\left[z_{0}^{\prime}, U^{\prime}, \rho_{0}^{\prime}\right]-\rho\left[z_{0}, U, \rho_{0}\right]\right)\right\|_{L_{t}^{\infty}\left(\left(T_{0}, T\right), X^{s}\left(V_{0}\right)\right)} \\
& \left.\leq C\left\|z_{0}-z_{0}^{\prime}\right\|_{H^{s}}+\kappa\left\{\left\|U-U^{\prime}\right\|_{L^{\infty}\left(\left(T_{0}, T\right), \mathbb{C}^{2}\right)}\right)+\left\|\dot{U}-\dot{U}^{\prime}\right\|_{L^{\infty}\left(\left(T_{0}, T\right), \mathbb{C}^{2}\right)}+\left\|\rho_{0}-\rho_{0}^{\prime}\right\|_{L^{2}}\right\} .
\end{aligned}
$$

We also note that the proof gives the well-posedness of (4.1) in $\mathcal{R}_{T_{0}, \gamma}(\delta)$ with small initial condition $\rho_{0}$ and that there exists $C>0$ such that the solution $\rho$ satisfies

$$
\|\rho(t)\|_{H^{s}} \leq C\left\|\rho_{ \pm}(0)\right\| e^{-\gamma t} \quad \forall t>T_{0}
$$

The asymptotic behaviors of $U$ and $z$ are obtained as in the previous section when $z_{0}$ is localized.
5. End of the proof of main theorems. We note that the small locally invariant center manifold built in section 2.2 for (2.10) is now a small invariant (globally in time) center manifold. Indeed, we have just proved the stabilization towards the PLS manifold; this ensures that a solution in the center manifold will stay inside this manifold in the two directions of time.

Now let us consider $\mathcal{C} M$ as being the union of all these small globally invariant center manifolds and 0 . Using the uniqueness of the center manifold and Lemma 3.2, we prove that $\mathcal{C} M \backslash\{0\}$ is a manifold. Now we generalize Lemma 3.2 by the following lemma.

Lemma 5.1. For any $s, s^{\prime}, \sigma \in \mathbb{R}$ and $p, q \in[1, \infty]$, there exist $\varepsilon>0$, a continuous map $r: B_{\mathbb{C}}^{2}(0, \varepsilon) \mapsto \mathbb{R}^{+}$with $r(U)=O(\Gamma(U))$, and a continuous map $\Psi: S \mapsto \mathcal{C} M$, where

$$
\mathcal{S}_{\sigma}=\left\{(U, z) ; U \in B_{\mathbb{C}^{2}}(0, \varepsilon), z \in \mathcal{H}_{c}(U) \cap B_{H_{\sigma}^{s^{\prime}}}(0, r(U))\right\}
$$

is endowed with the metric of $\mathbb{C}^{2} \times H_{\sigma}^{s^{\prime}}$.
Moreover, $\Psi$ is bijective from $\mathcal{S}$ to an open neigborhood of $(0,0)$ in $\mathcal{C} M$ and smooth on $\mathcal{S} \backslash\{(0,0)\}$. For all $U \in B_{\mathbb{C}^{2}}(0, \varepsilon)$, there exists $C>0$ such that, for all $z \in \mathcal{H}_{c}(U) \cap B_{H^{s^{\prime}}}(0, r(U)), \Psi(U, z) \in \mathcal{H}_{1}(U), z+\Psi(U, z) \in \mathcal{H}_{0}(U)^{\perp}$, and $S(U)+z+$ $\Psi(U, z) \in \mathcal{C} M$. For sufficiently small nonzero $U$, we have $\|\Psi(U, z)\|_{B_{p, q}^{s}}=O\left(\|z\|_{H^{s^{\prime}}}^{2}\right)$ for $z \in H^{s^{\prime}}$ such that $(U, z) \in \mathcal{S}$.

Proof. The proof works like that of Lemma 3.2. The statements for $r$ follow from Remark 2.3.

The scattering result follows from a one-to-one correspondence of the initial profile with the asymptotic profile as stated in the following proposition.

Proposition 5.1. If Assumptions 1.1-1.5 hold, there exist $\varepsilon>0$ and a continuous map $r: B_{\mathbb{C}}^{2}(0, \varepsilon) \mapsto \mathbb{R}^{+}$with $r(U)=O(\Gamma(U))$ and $\mathcal{V}_{\sigma}$, $\mathcal{V}_{ \pm}$neighborhoods of $(0,0)$ in

$$
S_{\sigma}=\left\{(U, z) ; U \in \mathbb{C}^{2}, z \in \mathcal{H}_{c}(U) \cap B_{H_{\sigma}^{s}}(0, r(U))\right\}
$$

endowed with the norm of $\mathbb{C}^{2} \times H_{\sigma}^{s}$ such that the maps

$$
\mathcal{P}_{ \pm}:\binom{U_{0}}{z_{0}} \in \mathcal{V}_{\sigma} \mapsto\binom{V_{ \pm \infty}}{z_{ \pm \infty}} \in \mathcal{V}_{ \pm}
$$

are bijections and are smooth on $\mathcal{V}_{0} \backslash\{(0,0)\}$.
Proof. We choose, for example,

$$
\mathcal{V}_{\sigma}=\left\{(U, z) ; U \in B_{\mathbb{C}^{2}}(0, \varepsilon), z \in \mathcal{H}_{c}(U) \cap B_{H_{\sigma}^{s}}(0, r(U))\right\}
$$

for some positive $\varepsilon$, and we work on the manifold $\mathcal{V}_{\sigma} \backslash\{(0,0)\}$ which is locally isomorphic to an open set of $\mathbb{C}^{2} \times \mathcal{H}_{c}(U) \cap H_{\sigma}^{s}$. We write

$$
\mathcal{P}_{ \pm}^{U_{0}}(U, z)=(U, z)+\mathcal{R}_{ \pm}^{U_{0}}(U, z)
$$

Since

$$
\left\|\left(U_{\infty}, z_{\infty}\right)-\left(U_{0}, z_{0}\right)\right\|_{H_{\sigma}^{s}}=O\left(\left|U_{0}\right|^{2}+\left\|z_{0}\right\|_{H_{\sigma}^{s}}^{2}\right)
$$

we need only prove the statement locally. Hence we prove that, in a neighborhood of $\left(U_{0}, 0\right)$, the maps $\mathcal{P}_{ \pm}^{U_{0}}(U, z) \mapsto\left(I d_{\mathbb{C}^{2}}, P_{c}\left(U_{0}\right)\right) \mathcal{P}_{ \pm}\left(U, R\left(U, U_{0}\right) z\right)$ are bijective $\left(P_{c}\right.$ and $R$ are defined in Proposition 2.2).

To prove that $\mathcal{P}_{ \pm}^{U_{0}}$ is bijective (i.e., the scattering exists), let us prove it for $\mathcal{P}_{+}^{U_{0}}$ (it is similar for $\mathcal{P}_{-}^{U_{0}}$ ). It is enough to prove that the following system has a unique solution in an open neighborhood of $(0,0)$ in $\mathcal{S}_{\sigma}$ :

$$
\begin{aligned}
& V_{ \pm}(t)=V_{ \pm \infty} \\
& +\int_{t}^{\infty} A\left(V_{ \pm}(v), e^{J s H\left(V_{ \pm \infty}\right)} \tilde{\eta}_{ \pm}(v)\right)\left\langle N\left(U(v), e^{J s H\left(V_{ \pm \infty}\right)} \tilde{\eta}_{ \pm}(v)\right), d S\left(V_{ \pm}(v)\right)\right\rangle d v
\end{aligned}
$$

and

$$
\begin{aligned}
& \tilde{\xi}_{+}(t)=z_{\infty}-\int_{t}^{\infty} e^{-J s H\left(V_{+\infty}\right)} \\
& \quad \times \mathbf{P}_{c}\left(V_{+}(v)\right) J\left(d^{2} F\left(S\left(V_{+}(v)\right)\right)-d^{2} F\left(S\left(V_{+\infty}\right)\right)\right) e^{J s H\left(V_{+\infty}\right)} \tilde{\xi}_{+}(v) d v \\
& -\int_{t}^{\infty} e^{-J s H\left(V_{+\infty}\right)} \\
& \quad \times \mathbf{P}_{c}\left(V_{+}(v)\right) J N\left(V_{+}(v), e^{J s H\left(V_{+\infty}\right)} \tilde{\eta}_{+}(v)\right) d v \\
& -\int_{t}^{\infty} e^{-J s H\left(V_{+\infty}\right)} \mathbf{P}_{c}\left(V_{+}(v)\right) d S(V(v)) A\left(V_{+}(v), e^{J s H\left(V_{+\infty}\right)} \tilde{\eta}_{+}(v)\right) \\
& \quad \times\left\langle N\left(V_{+}(v), e^{J s H\left(V_{+\infty}\right)} \tilde{\eta}_{+}(v)\right), d S\left(V_{+}(v)\right)\right\rangle d v \\
& +\int_{t}^{\infty} e^{-J s H\left(V_{+\infty}\right)}\left(d \mathbf{P}_{c}\left(V_{+}(v)\right)\right) A\left(V_{+}(v), e^{J s H\left(V_{+\infty}\right)} \tilde{\eta}_{+}(v)\right) \\
& \quad \times\left\langle N\left(V_{+}(v), e^{J s H\left(V_{+\infty}\right)} \tilde{\eta}_{+}(v)\right), d S\left(V_{+}(v)\right)\right\rangle e^{J s H\left(V_{+\infty}\right)} \tilde{\eta}_{+}(v) d v
\end{aligned}
$$

with $\tilde{\eta}_{+}(t)=\tilde{\xi}_{+}(t)+e^{-J s H\left(V_{+\infty}\right)} g\left(V_{+}(t), e^{J s H\left(V_{+\infty}\right)} \tilde{\xi}_{+}(t)\right)$.
This system can be solved by a fixed point argument in the set of functions such that

$$
\begin{gathered}
\max \left[\sup _{t \in \mathbb{R}}\left(\left\|z_{+\infty}-\tilde{\xi}_{+}(t)\right\|_{H^{s}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\left\|z_{+\infty}-\tilde{\xi}_{+}(t)\right\|_{H_{-\sigma}^{s}}\right),\right. \\
\left.\sup _{t \in \mathbb{R}}\left(\langle t\rangle^{3 / 2}\left\|z_{+\infty}-\tilde{\xi}_{+}(t)\right\|_{B_{\infty, 2}^{\beta}}\right), \sup _{t \in \mathbb{R}}\left(\langle t\rangle^{-3 / 2}\left\|z_{+\infty}-\tilde{\xi}_{+}(t)\right\|_{H_{3 / 2}^{s}}\right)\right]
\end{gathered}
$$

and

$$
\langle t\rangle^{2}\left|V_{+}(t)-V_{+\infty}\right|
$$

are small with the method we used in Lemma 3.14.
For the same reasons, the small locally invariant center-stable manifold built in section 2.2 is invariant in positive time. We can also consider the union of these manifolds, and we can obtain a map $\Phi_{+}$similar to the map $\Psi$ built in Lemma 5.1.

The instability in negative time is, in fact, a consequence of Proposition 2.5.
The corresponding conclusion holds for the center-unstable manifold.
The statements on the instability outside these manifolds follow from Propositions 2.4 and 2.5.

Acknowledgments. I would like to thank Éric Séré for fruitful discussions and advice during the preparation of this work. I am indebted to Galina Perel'man for her careful reading and her comments and suggestions, to Michael Levitin for his advice, to Sylvain Golénia for having checked some proofs, to Matthieu Brassart for his answers to my questions, and to Mathieu Lewin for all his help. I am grateful to the referees for their careful reading, corrections, and remarks.

## REFERENCES

[1] W. O. Amrein, A. Boutet de Monvel, and V. Georgescu, Co-Groups, Commutator Methods and Spectral Theory of $N$-Body Hamiltonians, Progr. Math. 135, Birkhäuser Verlag, Basel, 1996.
[2] E. Balslev and B. Helffer, Limiting absorption principle and resonances for the Dirac operator, Adv. in Appl. Math., 13 (1992), pp. 186-215.
[3] P. W. Bates and C. K. R. T. Jones, Invariant manifolds for semilinear partial differential equations, in Dynamics Reported, Vol. 2, Dynam. Report. Ser. Dynam. Systems Appl. 2, Wiley, Chichester, UK, 1989, pp. 1-38.
[4] J. Bergh and J. LÖfström, Interpolation Spaces. An Introduction, Grundlehren Math. Wiss. 223, Springer-Verlag, Berlin, 1976.
[5] A. Berthier and V. Georgescu, On the point spectrum of Dirac operators, J. Funct. Anal., 71 (1987), pp. 309-338.
[6] N. Boussaid, Étude de la stabilité des petites solution stationnaires pour une classe d'équations de Dirac non linéaires, Ph.D. thesis, Université Paris-Dauphine, Paris, 2006.
[7] N. Boussaid, Stable directions for small nonlinear Dirac standing waves, Comm. Math. Phys., 268 (2006), pp. 757-817.
[8] A. Bressan, A tutorial on the center manifold theorem, in Proceedings of the C.I.M.E. Course, Cetraro, Italy, 2003, Lecture Notes in Math. 1911, P. Marcati, ed., Springer-Verlag, New York, 2007, pp. 327-344.
[9] V. S. Buslaev and G. S. Perel'man, Nonlinear scattering: States that are close to a soliton, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 200 (1992), pp. 38-50, 70, 187.
[10] V. S. Buslaev and G. S. Perel'man, On nonlinear scattering of states which are close to a soliton, Astérisque, no. 210 (1992), pp. 6, 49-63.
[11] V. S. Buslaev and G. S. Perel'man, Scattering for the nonlinear Schrödinger equation: States that are close to a soliton, Algebra i Analiz, 4 (1992), pp. 63-102.
[12] V. S. Buslaev and G. S. Perel'man, On the stability of solitary waves for nonlinear Schrödinger equations, in Nonlinear Evolution Equations, Amer. Math. Soc. Transl. Ser. 2 164, AMS, Providence, RI, 1995, pp. 75-98.
[13] V. S. Buslaev and C. Sulem, Asymptotic stability of solitary waves for nonlinear Schrödinger equations, in The Legacy of the Inverse Scattering Transform in Applied Mathematics (South Hadley, MA, 2001), Contemp. Math. 301, AMS, Providence, RI, 2002, pp. 163-181.
[14] V. S. Buslaev and C. Sulem, On asymptotic stability of solitary waves for nonlinear Schrödinger equations, Ann. Inst. H. Poincaré Anal. Non Linéaire, 20 (2003), pp. 419475.
[15] T. Cazenave and P.-L. Lions, Orbital stability of standing waves for some nonlinear Schrödinger equations, Comm. Math. Phys., 85 (1982), pp. 549-561.
[16] S. Cuccagna, Stabilization of solutions to nonlinear Schrödinger equations, Comm. Pure Appl. Math., 54 (2001), pp. 1110-1145.
[17] S. Cuccagna, On asymptotic stability of ground states of NLS, Rev. Math. Phys., 15 (2003), pp. 877-903.
[18] S. Cuccagna, Erratum: "Stabilization of solutions to nonlinear Schrödinger equations" [Comm. Pure Appl. Math., 54 (2001), pp. 1110-1145, MR1835384], Comm. Pure Appl. Math., 58 (2005), p. 147.
[19] M. Escobedo and L. Vega, A semilinear Dirac equation in $H^{s}\left(\mathbf{R}^{3}\right)$ for $s>1$, SIAM J. Math. Anal., 28 (1997), pp. 338-362.
[20] V. Georgescu and M. Măntoiu, On the spectral theory of singular Dirac type Hamiltonians, J. Operator Theory, 46 (2001), pp. 289-321.
[21] M. Grillakis, J. Shatah, and W. Strauss, Stability theory of solitary waves in the presence of symmetry. I, J. Funct. Anal., 74 (1987), pp. 160-197.
[22] S. Gustafson, K. Nakanishi, and T.-P. Tsai, Asymptotic stability and completeness in the energy space for nonlinear Schrödinger equations with small solitary waves, Int. Math. Res. Not., no. 66 (2004), pp. 3559-3584.
[23] P. D. Hislop, Exponential decay of two-body eigenfunctions: A review, in Proceedings of the Symposium on Mathematical Physics and Quantum Field Theory (Berkeley, CA, 1999), Electron. J. Differ. Equ. Conf. 4, Southwest Texas State University, San Marcos, TX, 2000, pp. 265-288.
[24] W. Hunziker and I. M. Sigal, Time-dependent scattering theory of $N$-body quantum systems, Rev. Math. Phys., 12 (2000), pp. 1033-1084.
[25] A. Iftimovici and M. Măntoiu, Limiting absorption principle at critical values for the Dirac operator, Lett. Math. Phys., 49 (1999), pp. 235-243.
[26] A. Jensen and T. Kato, Spectral properties of Schrödinger operators and time-decay of the wave functions, Duke Math. J., 46 (1979), pp. 583-611.
[27] T. Kato, Wave operators and similarity for some non-selfadjoint operators, Math. Ann., 162 (1965/1966), pp. 258-279.
[28] T. Kato, Perturbation Theory for Linear Operators, Classics Math., Springer-Verlag, Berlin, 1995 (reprint of the 1980 edition).
[29] M. Keel and T. Tao, Endpoint Strichartz estimates, Amer. J. Math., 120 (1998), pp. 955-980.
[30] E. Kirr and A. Zarnescu, On the asymptotic stability of bound states in 2 D cubic Schrödinger equation, Comm. Math. Phys., 272 (2007), pp. 443-468.
[31] J. Krieger and W. Schlag, On the focusing critical semi-linear wave equation, Amer. J. Math., 129 (2007), pp. 843-913.
[32] S. Machihara, M. Nakamura, K. Nakanishi, and T. Ozawa, Endpoint Strichartz estimates and global solutions for the nonlinear Dirac equation, J. Funct. Anal., 219 (2005), pp. 1-20.
[33] S. Machihara, M. Nakamura, and T. Ozawa, Small global solutions for nonlinear Dirac equations, Differential Integral Equations, 17 (2004), pp. 623-636.
[34] S. Machihara, K. Nakanishi, and T. Ozawa, Small global solutions and the nonrelativistic limit for the nonlinear Dirac equation, Rev. Mat. Iberoamericana, 19 (2003), pp. 179-194.
[35] T. Mizumachi, Instability of bound states for $2 D$ nonlinear Schrödinger equations, Discrete Contin. Dyn. Syst., 13 (2005), pp. 413-428.
[36] T. Mizumachi, A remark on linearly unstable standing wave solutions to NLS, Nonlinear Anal., 64 (2006), pp. 657-676.
[37] B. Parisse, Résonances paires pour l'opérateur de Dirac, C. R. Acad. Sci. Paris Sér. I Math., 310 (1990), pp. 265-268.
[38] C.-A. Pillet and C. E. Wayne, Invariant manifolds for a class of dispersive, Hamiltonian, partial differential equations, J. Differential Equations, 141 (1997), pp. 310-326.
[39] A. F. RAÑADA, Classical nonlinear Dirac field models of extended particles, in Quantum Theory, Groups, Fields and Particles, Vol. 198, A. O. Barut, ed., Reidel, Amsterdam, pp. 271-291.
[40] M. Reed and B. Simon, Methods of Modern Mathematical Physics. IV. Analysis of Operators, Academic Press [Harcourt Brace Jovanovich], New York, 1978.
[41] W. Schlag, Stable Manifolds for an Orbitally Unstable NLS, preprint, University of Chicago, Chicago, IL, 2004.
[42] J. Shatah and W. Strauss, Instability of nonlinear bound states, Comm. Math. Phys., 100 (1985), pp. 173-190.
[43] A. Soffer and M. I. Weinstein, Multichannel nonlinear scattering for nonintegrable equations, Comm. Math. Phys., 133 (1990), pp. 119-146.
[44] A. Soffer and M. I. Weinstein, Multichannel nonlinear scattering for nonintegrable equations. II. The case of anisotropic potentials and data, J. Differential Equations, 98 (1992), pp. 376-390.
[45] A. Soffer and M. I. Weinstein, Selection of the ground state for nonlinear Schrödinger equations, Rev. Math. Phys., 16 (2004), pp. 977-1071.
[46] A. Soffer and M. I. Weinstein, Theory of nonlinear dispersive waves and selection of the ground state, Phys. Rev. Lett., 95 (2005), 213905.
[47] N. Szpak, Spontaneous Particle Creation in Time-Dependent Overcritical Fields of QED, Ph.D. thesis, J. W. Goethe University, Frankfurt am Main, Germany, 2005.
[48] B. Thaller, The Dirac Equation, Texts Monogr. Phys., Springer-Verlag, Berlin, 1992.
[49] H. Triebel, Interpolation Theory, Function Spaces, Differential Operators, North-Holland Math. Library 18, North-Holland, Amsterdam, 1978.
[50] T.-P. Tsai, Asymptotic dynamics of nonlinear Schrödinger equations with many bound states, J. Differential Equations, 192 (2003), pp. 225-282.
[51] T.-P. TSAI AND H.-T. YaU, Asymptotic dynamics of nonlinear Schrödinger equations: Resonance-dominated and dispersion-dominated solutions, Comm. Pure Appl. Math., 55 (2002), pp. 153-216.
[52] T.-P. Tsai and H.-T. Yau, Classification of asymptotic profiles for nonlinear Schrödinger equations with small initial data, Adv. Theor. Math. Phys., 6 (2002), pp. 107-139.
[53] T.-P. Tsai and H.-T. Yau, Relaxation of excited states in nonlinear Schrödinger equations, Int. Math. Res. Not., no. 31 (2002), pp. 1629-1673.
[54] T.-P. Tsai and H.-T. Yau, Stable directions for excited states of nonlinear Schrödinger equations, Comm. Partial Differential Equations, 27 (2002), pp. 2363-2402.
[55] R. Weder, Center manifold for nonintegrable nonlinear Schrödinger equations on the line, Comm. Math. Phys., 215 (2000), pp. 343-356.
[56] M. I. Weinstein, Modulational stability of ground states of nonlinear Schrödinger equations, SIAM J. Math. Anal., 16 (1985), pp. 472-491.
[57] M. I. Weinstein, Lyapunov stability of ground states of nonlinear dispersive evolution equations, Comm. Pure Appl. Math., 39 (1986), pp. 51-67.

# ANALYSIS OF MODEL EQUATIONS FOR STRESS-ENHANCED DIFFUSION IN COAL LAYERS. PART I: EXISTENCE OF A WEAK SOLUTION* 
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#### Abstract

This paper is motivated by the study of the sorption processes in the coal. They are modeled by a nonlinear degenerate pseudoparabolic equation for stress-enhanced diffusion of carbon dioxide $\left(\mathrm{CO}_{2}\right)$ in coal, $\partial_{t} \phi=\partial_{x}\left\{D(\phi) \partial_{x} \phi+\frac{D(\phi) \phi}{B} \partial_{x}\left(e^{-m \phi} \partial_{t} \phi\right)\right\}$, where $B, m$ are positive constants and the diffusion coefficient $D(\phi)$ has a small value when the $\mathrm{CO}_{2}$ volume fraction $\phi$ is $0 \leq \phi<\phi_{c}$, representative of coal in the glass state and orders of magnitude higher value for $\phi>\phi_{c}$, when coal is in the rubber-like state. These types of equations arise in a number of cases when nonequilibrium thermodynamics or extended nonequilibrium thermodynamics is used to compute the flux. For this equation, existence of the travelling wave-type solutions was extensively studied. Nevertheless, the existence seems to be known only for a sufficiently short time. We use the corresponding entropy functional in order to get existence, for any time interval, of an appropriate weak solution with square integrable first derivatives and satisfying uniform $L^{\infty}$-bounds. Due to the degeneracy, we obtain square integrability of the mixed second order derivative only in the region where the concentration $\phi$ is strictly positive. In obtaining the existence result it was crucial to have the regularized entropy as unknown for the approximate problem and not the original unknown (the concentration).


Key words. degenerate pseudoparabolic equation, entropy methods, stress-enhanced diffusion
AMS subject classifications. $35 \mathrm{~K} 70,35 \mathrm{~K} 65,76 \mathrm{R} 50,80 \mathrm{~A} 17$
DOI. 10.1137/070710172

1. Introduction. One of the promising methods for reducing the discharge of the "greenhouse gas" carbon dioxide $\left(\mathrm{CO}_{2}\right)$ into the atmosphere is its sequestration in unminable coal seams. A typical procedure is the injection of $\mathrm{CO}_{2}$ via deviated wells drilled inside the coal seams. $\mathrm{CO}_{2}$ displaces the methane adsorbed on the internal surface of the coal. A production well gathers the methane as free gas. This process, known as $\mathrm{CO}_{2}$-enhanced coal bed methane production $\left(\mathrm{CO}_{2}\right.$ - ECBM ), is a producer of energy and at the same time reduces greenhouse concentrations as about two $\mathrm{CO}_{2}$ molecules displace one molecule of methane. Worldwide application of ECBM can reduce greenhouse gas emissions by a few percent. Coal has an extensive fracturing system called the cleat system. In fact, it is possible to discern a number of cleat

[^87]systems at different scales. In the end, the matrix blocks between the smallest cleat systems typically have diameters of a few tens of microns [13].

The matrix blocks have a polymeric structure (dehydrated cellulose [32]), which provides the adsorption sites for the gases. At low temperatures or low sorption concentration the coal structure behaves like a rigid glassy polymer, in which movement is difficult. At high temperatures or high sorption concentrations, the glassy structure is converted to the less rigid and open rubber-like (swollen) structure [29], [30]. As coal is less dense in the rubber-like state, a conversion from the glassy state to the rubber-like state exhibits swelling. Therefore modeling of diffusion is not only relevant for modeling transport into the matrix blocks, but also for the modeling of swelling, which affects the permeability of the coal seam.

Ritger and Peppas [29], [30] distinguish between transport by Fickean diffusion and a process that occurs on the interface between the glass state and the rubber-like state. Ritger and Peppas state that the conversion process from the glass to the rubber state is controlled by a rate-limiting relaxation phenomenon (see also [2]). Thomas and Windle [31] (see also [16], [17], [19]), however, suggested in their classic paper that the diffusion transport was enhanced by stress gradients that resulted from the accommodation of large molecules in the small cavities providing the adsorption sites. For this, Alfrey, Gurnee, and Lloyd [1] coined the term superdiffusion or case II diffusion. At a critical concentration of the penetrants the glassy polymer is transformed to a rubber state, where the diffusion coefficient is of the order of a factor 1000 larger than in the glassy state.

This paper is the first of a series in which the model equations for case II diffusion [31], [16], [17], [19] will be analyzed. Our longtime interest is to investigate the onedimensional sorption rate behavior, i.e., whether the equations indeed lead to a rate faster than the square root of time. In this paper, we establish existence of a weak solution for all times.

Nonlinear diffusion equations with a pseudoparabolic regularizing term being the Laplacian of the time derivative are considered in [25] and [26]. Global existence of a strong solution is proved by writing the problem as a linear elliptic operator, acting on the time derivative, equal to the nonlinear diffusion term. Then the linear elliptic operator, acting on the time derivative, is inverted, and the standard geometric theory of nonlinear parabolic equations (see, e.g., [15]) is applicable.

In our situation the physical model leads to a degenerate nonlinear second order elliptic operator, acting on the time derivative, in place of the Laplacian. The invertibility of this nonlinear elliptic operator is not clear anymore and depends on the solution itself. The same type of equation can occur in models that use classical irreversible thermodynamics (CIT) or extended irreversible thermodynamics (EIT). An important example is the model of the two-phase flow through porous media introduced in [14], where the capillary pressure relation is extended with a dynamic term, which contains the time derivative of the saturation. We also refer the reader to [5] for the modeling. This application to multiphase and unsaturated flows through porous media motivated a number of recent papers. In [18] one finds a detailed study of possible travelling wave solutions and in particular of the behavior of such travelling waves near fronts where the concentration is zero. Further studies of the travelling waves are in [8] and [7]. The small- and waiting-time behavior of the equations is studied in [20]. Study of the viscosity limit for the linear relaxation model of the dynamic term is in [10]. Nevertheless, the study of existence of a solution to the nonlinear model from [14] is undertaken only in [4] and [5], where the nondegeneracy is supposed and existence is local in time. Another existence result, also local in
time, is in the paper [9] by Düll, where a related pseudoparabolic equation modeling solvent uptake in polymeric solids is studied. Düll proved the short-time existence of a solution for the problem in $\mathbb{R}$, supposing nonnegative compactly supported initial datum. Contrary to our approach, the problem was written as a system containing a linear elliptic equation and an evolution equation. With such an approach, we did not manage to get estimates as good as those with the entropy approach undertaken in this paper. For studies of travelling waves and sharp fronts in case II diffusion models, we refer the reader to [17] and [33].

We consider the evolution problem

$$
\begin{gather*}
\partial_{t} \phi=\partial_{x}\left\{D(\phi) \partial_{x} \phi+\frac{D(\phi) \phi}{B} \partial_{x}\left(e^{-m \phi} \partial_{t} \phi\right)\right\} \quad \text { in }(0, L) \times(0, T),  \tag{1}\\
D(\phi) \partial_{x} \phi+\frac{D(\phi) \phi}{B} \partial_{x}\left(e^{-m \phi} \partial_{t} \phi\right)=0 \quad \text { on }\{x=L\} \times(0, T),  \tag{2}\\
\phi(0, t)=\phi_{g}(t) \quad \text { on }(0, T), \quad \phi=0 \quad \text { on }(0, L) \times\{0\} . \tag{3}
\end{gather*}
$$

Our goal is to obtain a global existence of a weak solution, for any time interval, as was obtained in [3] for a degenerate pseudoparabolic regularization of a nonlinear forward-backward heat equation. Our PDE allows a natural generalization of the classic Kullback entropy, and its integrand is given by

$$
\begin{equation*}
\mathcal{E}(\varphi)=\int_{0}^{\varphi} \frac{\varphi-\xi}{\xi}\left(e^{-m \xi} \frac{1}{D(\xi)}-\frac{1}{D(0)}\right) d \xi+\frac{1}{D(0)}(\varphi \log \varphi-\varphi) \tag{4}
\end{equation*}
$$

As in [24], we will use $\mathcal{E}^{\prime}(\varphi)$ as a test function, with the hope of obtaining a convenient a priori estimate. Formal calculation gives the equality

$$
\begin{align*}
& \partial_{t} \int_{0}^{L}\left\{\mathcal{E}(\phi)-\varphi \mathcal{E}^{\prime}\left(\varphi_{g}\right)+\frac{1}{2 B}\left(e^{-m \phi} \partial_{x} \phi\right)^{2}\right\} d x \\
& \quad+\int_{0}^{L}\left(\frac{1}{\phi} e^{-m \phi}\left(\partial_{x} \phi\right)^{2}+\phi \partial_{t} \mathcal{E}^{\prime}\left(\varphi_{g}\right)\right) d x=0 \tag{5}
\end{align*}
$$

The presence of the initial and boundary conditions leads to unbounded nonintegrable $\mathcal{E}^{\prime}$. The equality (5) cannot be used directly, and we do not get the entropy estimates as in [12]. We had to obtain an additional estimate for the time derivative, and our calculations are more complicated than in the literature.

Existence is proved by showing that the "energy" of the system remains bounded during the time evolution of the system. The "energy" equation is derived from the differential equation by multiplying with an appropriate test function and integrating over the domain. The choice of the test function depends strongly on the choice of the nonlinearities. With an appropriate approximation, this can also be the basis of a numerical scheme that leads to an implicit first order nonlinear system of ODEs. The implicit dependence on the time derivative makes its solvability nontrivial. Solvability of our system of ODEs depends strongly on the initial conditions. The fact that the "energy" is bounded means that the numerical scheme is stable. If convergence can be proved, it shows that at least one solution exists.

As already stated, in this case an appropriate test function is $\Phi(\phi)$, where

$$
\Phi^{\prime}(\xi)=\frac{e^{-m \xi}}{\xi D(\xi)}
$$

is, however, singular for $\xi=0$. Another problem of the test function is that for large values of $\xi, \Phi^{\prime}$ is exponentially small. In order to prove existence we need $\Phi$ that is bijective from $\mathbb{R}$ to $\mathbb{R}$. Concerning the diffusion coefficient $D$, we extend it by setting $D(\xi)=D(-\xi)$ for $\xi<0$.

We introduce $\Phi_{\delta}$ by

$$
\begin{equation*}
\Phi_{\delta}^{\prime}:=\frac{e^{-m \min \{|\xi|, 1 / \delta\}}}{(|\xi|+\delta) D(\xi)}, \quad \delta>0, \xi \in \mathbb{R} \tag{6}
\end{equation*}
$$

and

$$
\Phi_{\delta}(\phi):=\left\{\begin{array}{cl}
\int_{0}^{\phi} \frac{e^{-m \min \{\xi, 1 / \delta\}}}{(\xi+\delta) D(\xi)} d \xi, & \phi>0  \tag{7}\\
-\int_{\phi}^{0} \frac{e^{-m \min \{-\xi, 1 / \delta\}}}{(-\xi+\delta) D(-\xi)} d \xi, & \phi<0
\end{array}\right.
$$

Obviously, $\Phi_{\delta}$ is odd and strictly increasing on $\mathbb{R}_{+}$.
In order to obtain an existence result for problem (1)-(3) we study the following regularized problem in $Q_{T}=(0, L) \times(0, T)$ :

$$
\begin{equation*}
\partial_{t} \phi=\partial_{x}\left\{D(\phi) \partial_{x} \phi+\frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{t} \phi\right)\right\} \tag{8}
\end{equation*}
$$

with boundary condition at $x=L$,

$$
\begin{equation*}
D(\phi) \partial_{x} \phi+\left.\frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{t} \phi\right)\right|_{x=L}=0 \tag{9}
\end{equation*}
$$

and boundary and initial conditions (3).
We start by introducing a variational solution for the problem (8), (9), and (3).
Definition 1. Let

$$
\begin{equation*}
\mathcal{V}:=\left\{z \in C^{\infty}[0, L],\left.z\right|_{x=0}=0\right\} \quad \text { and } \quad \mathcal{H}:=\left\{C^{\infty}[0, T], h(T)=0\right\} \tag{10}
\end{equation*}
$$

Then the variational formulation corresponding to the problem (3), (8), and (9) is

$$
\begin{align*}
& -\int_{0}^{T} \int_{0}^{L} \phi(x, t) g(x) \partial_{t} h(t) d x d t+\int_{0}^{T} \int_{0}^{L} D(\phi) \partial_{x} \phi(x, t) \partial_{x} g(x) h(t) d x d t \\
& \quad+\int_{0}^{T} \int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x} g(x) h(t) \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{t} \phi\right) d x d t=0 \tag{11}
\end{align*}
$$

for all $g \in \mathcal{V}$ and for all $h \in \mathcal{H}$, and at the boundary $x=0$ we have

$$
\begin{equation*}
\phi-\phi_{g}=0 \tag{12}
\end{equation*}
$$

Our goal is to prove existence for (11)-(12). In order to have the entropy estimate, we should formulate the approximate problem in terms of it. Otherwise it would not be possible to use it as a test function for the approximate problem, which is finite dimensional. Getting a priori estimates without this approach is not clear.

Let $z:=\Phi_{\delta}(\phi), \phi=\Phi_{\delta}^{-1}(z),\left.z\right|_{x=0}=\Phi_{\delta}\left(\phi_{g}(t)\right)$. We reformulate the problem (3), (8), and (9) in terms of $z$ :

$$
\begin{gather*}
\frac{1}{\Phi_{\delta}^{\prime}\left(\Phi_{\delta}^{-1}(z)\right)} \partial_{t} z=\partial_{x}\left\{\frac{D\left(\Phi_{\delta}^{-1}(z)\right)}{\Phi_{\delta}^{\prime}\left(\Phi_{\delta}^{-1}(z)\right)} \partial_{x} z\right. \\
\left.+\frac{D\left(\Phi_{\delta}^{-1}(z)\right)\left(\left|\Phi_{\delta}^{-1}(z)\right|+\delta\right)}{B} \partial_{x}\left(D\left(\Phi_{\delta}^{-1}(z)\right)\left(\left|\Phi_{\delta}^{-1}(z)\right|+\delta\right) \partial_{t} z\right)\right\} \text { in } Q_{T} \tag{13}
\end{gather*}
$$

Moreover we can express the boundary and initial conditions in $z$ as

$$
\begin{align*}
& z(0, t)=\Phi_{\delta}\left(\phi_{g}(t)\right) \quad \text { on }(0, T), \quad z(x, t=0)=\Phi_{\delta}(0)=0 \quad \text { on }(0, L)  \tag{14}\\
& \frac{1}{\Phi_{\delta}^{\prime}\left(\Phi_{\delta}^{-1}(z)\right)} \partial_{x} z+\frac{\left(\left|\Phi_{\delta}^{-1}(z)\right|+\delta\right)}{B} \partial_{x}\left(D\left(\Phi_{\delta}^{-1}(z)\right)\left(\left|\Phi_{\delta}^{-1}(z)\right|+\delta\right) \partial_{t} z\right)  \tag{15}\\
& \quad=0 \quad \text { at } x=L
\end{align*}
$$

Our paper is organized as follows: section 2 describes the physical model, first proposed in [31]. We repeat the derivations from [16], [17], [19] for reasons of easy reference and unified notation.

In section 3 we introduce the discretization of the problem (13)-(15). We get the Cauchy problem for an implicit first order system of ODEs. Next the solvability of the discretized problem is proved, and the uniform $L^{2}$ a priori estimates for the first derivatives and the mixed second derivative are obtained for a small time interval $\left(0, T_{0}\right)$. They imply the short-time existence for the regularized problem.

We continue with section 4 where we use the entropy to establish the existence of a solution for the regularized problem for all times. Next, we establish $L^{\infty}$-bounds independent of the regularization parameter.

The last section 5 concerns the existence for the original problem. Using the entropy, the estimates for the time derivative, and the $L^{\infty}$-bounds again, we are able to pass to the limit when the regularization parameter tends to zero and prove the existence of at least one solution for the original problem.
2. Model equation for stress-induced diffusion. Consider a coal particle between the fractured cleat systems in coal. The matrix block can be considered as a small ( $30 \mu \mathrm{~m}$ diameter) cubical particle consisting of glassy coal. The coal face is exposed to the penetrant, in our case $\mathrm{CO}_{2}$. The coal face of the particle and the mechanism of the sorption process is shown schematically in Figure 1. The coal originates from a cellulose-like polymeric structure [32], with the chemical formula $\mathrm{C}_{n}\left(\mathrm{H}_{2} \mathrm{O}\right)_{m}$, from which part of the hydrogen and oxygen have disappeared during the coalification process, which took millions of years. The remaining structure behaves like a glassy polymer, which contains holes (sites) that can accommodate $\mathrm{CO}_{2}, \mathrm{CH}_{4}$, etc. In other words, sorption of gases by coal is more a dissolution process than is adsorption of gases at a coal surface. The holes receiving the $\mathrm{CO}_{2}$ are originally too small to accommodate the molecule and need to expand. Consequently, the expanded hole exerts a stress on the neighboring molecules constituting the polymeric coal. Therefore the penetration of $\mathrm{CO}_{2}$ will lead to both a stress gradient and a concentration gradient. The concentration will be expressed as a volume fraction $\phi$, i.e., $\phi=c / \Omega$, where $c$ is the molecular concentration and $\Omega$ is the molecular volume. As the $\mathrm{CO}_{2}$ likes to move toward a region of smaller stress, the transport of the molecule will be caused by both a concentration gradient and a stress gradient. When the stresses become too high, a deformation occurs, in which the glassy polymeric structure is converted to a rubber-like (swollen) structure, which is much more open. Consequently the diffusion coefficient in the rubber-like structure is much higher (more


Fig. 1. A coal face exposed to a sorbent $\left(\mathrm{CO}_{2}\right)$. To the far right is the virgin coal, which behaves as a glassy polymer. As the sorbent penetrates in the coal, a reorientation of the polymeric coal structure occurs, and the coal becomes rubber-like. The diffusion coefficient in the rubber-like structure is much higher $(>1000 \times$ ) than in the glassy structure. The rubber-like structure has also a lower density leading to swelling.
than 1000 times) than the diffusion coefficient in the glassy structure. The stresses are considered to depend on the $\mathrm{CO}_{2}$ concentration in the coal, and conversion to the rubber-like structure occurs instantaneously when a certain critical concentration is exceeded.

These ideas were formulated for the first time by Thomas and Windle [31], and the derivation of the model equations will be explained below.
2.1. Derivation of model equations. The salient features of the Thomas and Windle model [31] are well summarized by Hui et al. [16], [17]. We summarize the derivation here with the help of the article by Hui et al. and the book of Landau and Lifshitz [21]; i.e., the molar (diffusive) flux $J$ is not only driven by the volume fraction $(\phi)$ (concentration) gradient, but also by the stress $\left(P_{x x}\right)$ gradient, i.e.,

$$
\begin{equation*}
J=-D\left(\frac{\partial \phi}{\partial x}+\frac{\Omega \phi}{k T} \frac{\partial P_{x x}}{\partial x}\right) \tag{16}
\end{equation*}
$$

where $k$ is the Boltzmann constant. As opposed to the equation in [21], which contains a scalar pressure gradient, the idea here is extended in [19] with the use of the stress gradient $\partial_{x} P_{x x}$. Hui (see [16], [17]) interprets $P$ as the osmotic pressure. Note that $J$ is the flux of a volume fraction and behaves as a velocity. The diffusion coefficient depends on the concentration. Below a critical volume fraction $\phi_{c}$, a diffusion coefficient $D_{g}>0$ characteristic of a glassy state is used, and above $\phi_{c}$ the diffusion coefficient $D_{r}>0$ characteristic of the rubber (swollen) state is used. It can be expected that $D_{r} / D_{g} \gg 1$. In the model an abrupt change of the diffusion coefficients at $\phi_{c}$ is used, but $D_{r}$ and $D_{g}$ are considered constant for $\phi>\phi_{c}$ and $\phi<\phi_{c}$, respectively:

$$
D(\xi):=\left\{\begin{array}{cc}
D_{g}, & 0 \leq \xi<\phi_{c}-\kappa  \tag{17}\\
D_{g}+\left(D_{r}-D_{g}\right)\left(\xi-\phi_{c}+\kappa\right) /(2 \kappa), & \phi_{c}-\kappa \leq \xi \leq \phi_{c}+\kappa \\
D_{r}, & \phi_{c}+\kappa<\xi<+\infty
\end{array}\right.
$$

where $\kappa>0$ is a small parameter. Extended nonequilibrium thermodynamics [19] suggests that vice versa also the stress $\left(P_{x x}\right)$ is related to the volumetric flux gradient as

$$
\begin{equation*}
P_{x x}=-\eta_{l} \frac{\partial J}{\partial x}=\eta_{l} \frac{\partial \phi}{\partial t} \tag{18}
\end{equation*}
$$

where the second equality follows from a mass conservation law that assumes incompressible flow,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\frac{\partial J}{\partial x}=0 \tag{19}
\end{equation*}
$$

With $\eta_{l}$ we denote the elongational velocity [6], i.e., the resistance of movement due to a velocity gradient $\frac{\partial J}{\partial x}$ in the direction of flow. Elongational viscosity is caused by a resistance force of a fluid to accelerate. Hence, the force is proportional to the component of the gradient of the velocity in the flow direction. Elongational viscosity $\eta_{l}$ is always larger than the shear viscosity $\eta_{s}$, e.g., in Newtonian fluids $\eta_{l}=3 \eta_{s}$. In this case the "fluid $\mathrm{CO}_{2}$ " is moving in the coal medium. The resistance to flow is largely determined by the coal- $\mathrm{CO}_{2}$ interaction and not, as in the usual definition of viscosity, as $\mathrm{CO}_{2}-\mathrm{CO}_{2}$ interaction. Hence here we deal with an apparent or pseudoviscosity. With increasing $\mathrm{CO}_{2}$ concentration the coal becomes more rubberlike, i.e., it acquires a more open structure, and the apparent viscosity decreases with increasing concentration (see (20)). The elongational viscosity $\eta_{l}$ is supposed to depend on the volume fraction of the penetrant as

$$
\begin{equation*}
\eta_{l}=\eta_{o} \exp (-m \phi) \tag{20}
\end{equation*}
$$

where $m$ is a material constant and $\eta_{0}$ is the volumetric viscosity of the unswollen coal sample.

Substituting expression (16) for the flux into the mass balance equation (19), where we also use (18), we obtain

$$
\begin{equation*}
\partial_{t} \phi=\partial_{x}\left\{D(\phi) \partial_{x} \phi+\frac{D(\phi) \phi}{B} \partial_{x}\left(e^{-m \phi} \partial_{t} \phi\right)\right\} \tag{21}
\end{equation*}
$$

where the constant $B=k_{B} T /\left(\eta_{o} \Omega\right)$. This equation is defined in $Q_{T}=(0, L) \times(0, T)$.
As initial condition we have that the concentration is

$$
\begin{equation*}
\phi(x, t=0)=0 \quad \text { on }(0, T) . \tag{22}
\end{equation*}
$$

The boundary condition at $x=0$ must be derived from thermodynamic arguments. The final equilibrium concentration is reached when the coal has swollen to make the stress $P_{x x}=P_{x x}^{0}$ equal to zero. In this case the volume fraction of $\mathrm{CO}_{2}$ in the coal is in equilibrium with the $\mathrm{CO}_{2}$ in the fluid phase outside the coal. Also the $\mathrm{CO}_{2}$ in the stressed coal is in equilibrium with the $\mathrm{CO}_{2}$ in the fluid phase. The change in chemical potential is $d \mu=\Omega d P_{x x}+k_{B} T d \ln \phi$. Equating the chemical potential in the unstressed and stressed state leads to

$$
\begin{equation*}
\Omega P_{x x}+k_{B} T \ln \phi=\Omega P_{x x}^{0}+k_{B} T \ln \phi_{o} \tag{23}
\end{equation*}
$$

where $\phi_{o}$ is the volume fraction at the coal boundary that would be in equilibrium with the $\mathrm{CO}_{2}$ in the gas phase if the coal has relaxed to the rubber state with $P_{x x}^{0}=0$.

Substituting (18) and (20) into (23) leads to

$$
\begin{equation*}
t=-\phi_{o} \frac{\eta_{0} \Omega}{k_{B} T} \int_{0}^{\phi / \phi_{o}} \frac{\exp \left(-m \phi_{o} y\right)}{\ln y} d y \tag{24}
\end{equation*}
$$

where we use the initial condition that $\phi=0$ at $t=0$. Singularity of the integrand at $y=1$ guarantees that $\phi$ remains bounded by $\phi_{o}$ for all times.

At $x=L$ we have the boundary condition on $(0, T)$,

$$
\begin{equation*}
D(\phi)\left(\partial_{x} \phi+\frac{1}{B} \phi \partial_{x}\left(\exp (-m \phi) \partial_{t} \phi\right)\right)_{x=L}=0 \tag{25}
\end{equation*}
$$

In summary, we have one initial condition equation (22), one boundary condition at $x=L$, viz. (25), and the implicit boundary condition equation (24), which specifies $\phi(x=0, t)$ as

$$
\begin{equation*}
\phi(0, t)=\phi_{g}(t) . \tag{26}
\end{equation*}
$$

$\phi_{g}$ satisfies the conditions

$$
\begin{equation*}
0 \leq \phi_{g} \leq A_{0}, \quad \phi_{g}(0)=0 \tag{27}
\end{equation*}
$$

Remark 2. Equations like (21) can occur in many transport problems in which the flux is calculated using CIT or EIT. A well-known example for CIT in porous media flow is that the deviation of the capillary pressure $P_{c}$ from its equilibrium value at a given oil saturation $S_{o}$, i.e., $P_{c}^{o}=P_{c}^{o}\left(S_{o}\right)$, is a driving force leading to a rate of change of the saturation (scalar flux). This leads [14], [27], [28], [22] to $\partial_{t} S_{o}=L\left(P_{c}-P_{c}^{o}\right)$ and to the transport equation for counter current imbibition:

$$
\begin{aligned}
\varphi \partial_{t} S_{o} & =\partial_{x}\left(\Lambda\left(S_{o}\right) \partial_{x} P_{c}\right) \\
& =\partial_{x}\left(\Lambda\left(S_{o}\right) \partial_{x} P_{c}^{o}\left(S_{o}\right)\right)+\partial_{x}\left(\Lambda\left(S_{o}\right) \partial_{x} \frac{1}{L\left(S_{o}\right)} \partial_{t} S_{o}\right) .
\end{aligned}
$$

EIT [19] differs from CIT as it characterizes a system not only by its local thermodynamic variables (pressure, temperature, and concentration) but also by its gradients. The explanation in [19] is difficult to follow by nonspecialists as many thermodynamic relations are considered to be known by the reader. In isothermal systems and in the absence of other applied fields, e.g., electric fields, the volumetric flux $J$ is, according to EIT, given by the following system of equations:

$$
\begin{gather*}
\tau_{1} \partial_{t} J+J=-D\left(\frac{\partial \phi}{\partial x}+\frac{\Omega \phi}{k T} \frac{\partial P_{x x}}{\partial x}\right)  \tag{28}\\
\tau_{2} \partial_{t} P_{x x}+P_{x x}=-\eta_{l} \frac{\partial J}{\partial x} \tag{29}
\end{gather*}
$$

Reference [19] uses a mass flux instead of a volumetric flux and therefore uses a factor $v_{1}$, being the partial volume per unit mass. Here $\tau_{1}, \tau_{2}$ are time constants, which are small with respect to $L^{2} / D$. The first terms on the left-hand sides of (28) and (29) appear only in EIT and not in CIT. The first terms on the left are of interest for
short-time behavior and are omitted from the model discussed here. Another example from EIT is the Taylor dispersion problem (see equation 10.34 in [19]), where there is an "xxt" derivative in the concentration, apart from many other terms. Hence, EIT or CIT can lead to transport equations of the form of (21).
3. Short-time existence for the regularized problem. In this section, we first introduce an approximate problem corresponding to (13)-(15). It is a first order system of ODEs for expansion coefficients, with implicit dependence on the time derivatives. First we prove the solvability on some interval $\left(0, T_{N}\right)$, where $N$ is the parameter describing discretization in space. Then, we use the entropy to prove the solvability on interval $\left(0, T_{0}\right)$, where $T_{0}$ does not depend on $N$. Finally, we pass to the limit $N \rightarrow+\infty$ and prove that the problem (13)-(15) itself has a solution on $\left(0, T_{0}\right)$.

Let $V:=\left\{g \in H^{1}(0, L) \mid g(0)=0\right\}$ be the closure of $\mathcal{V}$ in $H^{1}(0, L)$, and let $\left\{\alpha_{j}\right\}_{j \in \mathbb{N}}$ be a $C^{\infty}$-basis for $V$. We set $V_{N}:=\operatorname{span}\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ and introduce the following coefficients:

$$
\begin{gather*}
d_{1}(z):=\frac{1}{\left(\Phi_{\delta}^{\prime}\left(\Phi_{\delta}^{-1}(z)\right)\right)}, \quad d_{2}(z):=\frac{D\left(\Phi_{\delta}^{-1}(z)\right)}{\left(\Phi_{\delta}^{\prime}\left(\Phi_{\delta}^{-1}(z)\right)\right)}, \quad \text { and } \\
d(z):=D\left(\Phi_{\delta}^{-1}(z)\right)\left(\left|\Phi_{\delta}^{-1}(z)\right|+\delta\right) \tag{30}
\end{gather*}
$$

The coefficients $d_{1}$ and $d_{2}$ are continuous, nonnegative, and bounded functions of $z$. $d$ is a continuous function of $z$, bounded away from zero.

We start study of the initial boundary problem (13)-(15) by constructing an approximate solution for every $N$. It is defined as follows.

Approximate problem 3. For $q \in(2,+\infty)$, find $z_{N}=\sum_{j=1}^{N} c_{j}(t) \alpha_{j}(x)+$ $\Phi_{\delta}\left(\phi_{g}(t)\right) \in W^{1, q}\left([0, T] ; V_{N}\right)$ such that

$$
\begin{gather*}
\int_{0}^{L} \partial_{t} z_{N} d_{1}\left(z_{N}\right) \alpha_{k} d x+\int_{0}^{L} d_{2}\left(z_{N}\right) \partial_{x} z_{N} \partial_{x} \alpha_{k} d x \\
+\int_{0}^{L} \frac{1}{B} d\left(z_{N}\right) \partial_{x}\left(d\left(z_{N}\right) \partial_{t} z_{N}\right) \partial_{x} \alpha_{k} d x=0 \text { for } k=1, \ldots, N, \quad \text { and }  \tag{31}\\
\left.z_{N}\right|_{t=0}=P_{N}\left(\left.z\right|_{t=0}-\Phi_{\delta}\left(\phi_{g}(0)\right)\right)=0 \tag{32}
\end{gather*}
$$

where $P: V \rightarrow V_{N}$ is the projector $P_{N}(f)(x):=\sum_{j=1}^{N} \alpha_{j}(x)\left(f, \alpha_{j}\right)_{V}$.
Let the vector valued function $\mathbf{F}$ be given by $F_{\kappa}\left(t, \mathbf{c}, \partial_{t} \mathbf{c}\right)=$ left-hand side of (31) and let $\mathbf{c}$ be the column vector consisting of elements $\left(c_{1}(t) \ldots c_{N}(t)\right)$; then (31), (32) are equivalent to the following Cauchy problem in $\mathbb{R}^{N}$ :

$$
\left\{\begin{array}{c}
\mathbf{F}\left(t, \mathbf{c}, \partial_{t} \mathbf{c}\right)=0  \tag{33}\\
\left.\mathbf{c}\right|_{t=0}=0
\end{array}\right.
$$

The Cauchy problem (33) is difficult to solve, since the dependence of $\mathbf{F}$ on $\partial_{t} \mathbf{c}$ is implicit. It is crucial to reduce it to an ordinary Cauchy problem of the form $\partial_{t} \mathbf{c}=\varrho(t, \mathbf{c})$.

We note that

$$
\begin{align*}
F_{k}: & =\sum_{j=1}^{N}\left\{\int_{0}^{L} d_{1}\left(z_{N}\right) \alpha_{k} \alpha_{j} d x+\int_{0}^{L} \frac{1}{B} d\left(z_{N}\right) \partial_{x}\left(d\left(z_{N}\right) \alpha_{j}\right) \partial_{x} \alpha_{k} d x\right\} \frac{d c_{j}}{d t} \\
& +\sum_{j=1}^{N}\left\{\int_{0}^{L} d_{2}\left(z_{N}\right) \partial_{x} \alpha_{j} \partial_{x} \alpha_{k} d x\right\} c_{j}+\int_{0}^{L} d_{1}\left(z_{N}\right) \alpha_{k} \partial_{t} \Phi_{\delta}\left(\phi_{g}(t)\right) d x \tag{34}
\end{align*}
$$

Then, after introducing the matrices $\mathcal{A}(\mathbf{c})$ and $\mathcal{B}(\mathbf{c})$ and the vector $\mathbf{f}(\mathbf{c})$ by

$$
\begin{equation*}
\mathcal{B}_{k j}(\mathbf{c}):=\int_{0}^{L} d_{2}\left(z_{N}\right) \partial_{x} \alpha_{j} \partial_{x} \alpha_{k} d x, \quad \text { and } \quad f_{k}(\mathbf{c})=\int_{0}^{L} d_{1}\left(z_{N}\right) \alpha_{k} \partial_{t} \Phi_{\delta}\left(\phi_{g}(t)\right) d x \tag{36}
\end{equation*}
$$

$1 \leq k, j \leq N$, we see that the problem (31)-(32) is equivalent to the following Cauchy problem:

Find $\quad \mathbf{c} \in W^{1, q}(0, T)^{N}$ such that

$$
\begin{equation*}
\mathcal{A}(\mathbf{c}) \frac{d \mathbf{c}}{d t}=-\mathcal{B}(\mathbf{c}) \mathbf{c}-\mathbf{f}(\mathbf{c}) \text { a.e. in }(0, T) ;\left.\quad \mathbf{c}\right|_{t=0}=0 \tag{37}
\end{equation*}
$$

Proposition 4. There is a $T_{N}>0$ such that the problem (31)-(32) has a unique solution $z_{N} \in W^{1, q}\left(0, T_{N} ; V_{N}\right)$ for all $q<+\infty$.

Proof. It is enough to prove that the Cauchy problem (37) has a solution.
Obviously, $\mathcal{A}, \mathcal{B}$, and $\mathbf{f}$ are smooth functions of $\mathbf{c}$. Because of the singularity of $\partial_{t} \varphi_{g}$ at $t=0, \mathbf{f}(\mathbf{c}) \in L^{q}(0, T)$ for all $q<+\infty$, but it is not bounded. Hence, the only property to check is the invertibility of the matrix $\mathcal{A}$. Let $\mathbf{b}$ be an arbitrary vector from $\mathbb{R}^{N}$ and let $b_{\alpha}(x)=\mathbf{b} \cdot \alpha(x)=\sum_{j=1}^{N} b_{j} \alpha_{j}(x)$. Then we have

$$
\begin{gather*}
(\mathcal{A} \mathbf{b}) \cdot \mathbf{b}=\sum_{k, j=1}^{N} \mathcal{A}_{k, j} b_{k} b_{j}=\int_{0}^{L} d_{1}\left(z_{N}\right)\left(b_{\alpha}\right)^{2} d x+\frac{1}{B} \int_{0}^{L} d\left(z_{N}\right) \partial_{x} b_{\alpha} \partial_{x}\left(d\left(z_{N}\right) b_{\alpha}\right) d x \\
=\int_{0}^{L} d_{1}\left(z_{N}\right)\left(b_{\alpha}\right)^{2} d x+\frac{1}{B} \int_{0}^{L}\left(d\left(z_{N}\right) \partial_{x} b_{\alpha}\right)^{2} d x \\
\quad+\frac{1}{B} \int_{0}^{L} d\left(z_{N}\right) \partial_{x} b_{\alpha} b_{\alpha} d^{\prime}\left(z_{N}\right) \partial_{x} z_{N} d x \\
\geq \int_{0}^{L}\left\{d_{1}\left(z_{N}\right)-\frac{1}{4 B}\left(d^{\prime}\left(z_{N}\right)\right)^{2}\left(\partial_{x} z_{N}\right)^{2}\right\}\left(b_{\alpha}\right)^{2} d x . \tag{38}
\end{gather*}
$$

Since $\partial_{x} z_{N}(x, 0)=0$ and functions $\left\{\alpha_{j}\right\}_{j \in \mathbb{N}}$ are linearly independent, the matrix $\mathcal{A}$ is by (38) invertible in a neighborhood of $t=0$. Then by the classical theory, the problem (37) has a unique solution on some interval $\left(0, T_{N}\right)$.

Next, we want to prove that the existence interval does not depend on $N$.
Proposition 5. There is a constant $C$, independent of $N$, such that

$$
\begin{equation*}
\left\|\partial_{x} z_{N}\right\|_{L^{\infty}\left(0, T_{N} ; L^{2}(0, L)\right)} \leq C \tag{39}
\end{equation*}
$$

Consequently, the vector valued function $\mathbf{c}$ remains bounded at $t=T_{N}$.
Proof. In (31) we can replace $\alpha_{k}$ by $z_{N}-\Phi_{\delta}\left(\phi_{g}\right)$. Then after using that $\partial_{x}\left(d\left(z_{N}\right) \partial_{t} z_{N}\right)=\partial_{t}\left(d\left(z_{N}\right) \partial_{x} z_{N}\right)$, we get

$$
\begin{align*}
& \int_{0}^{L} d_{1}\left(z_{N}\right) z_{N} \partial_{t} z_{N} d x+\int_{0}^{L} d_{2}\left(z_{N}\right)\left(\partial_{x} z_{N}\right)^{2} d x  \tag{40}\\
& \quad+\int_{0}^{L} \frac{1}{B} \partial_{t}\left(d\left(z_{N}\right) \partial_{x} z_{N}\right) d\left(z_{N}\right) \partial_{x} z_{N} d x
\end{align*}
$$

$$
\begin{gathered}
=\int_{0}^{L} d_{1}\left(z_{N}\right) \Phi_{\delta}\left(\phi_{g}\right) \partial_{t} z_{N} d x=\partial_{t} \int_{0}^{L} \Phi_{\delta}\left(\phi_{g}\right)(t) \int_{0}^{z_{N}} d_{1}(\xi) d \xi d x \\
-\partial_{t} \Phi_{\delta}\left(\phi_{g}\right)(t) \int_{0}^{L} \int_{0}^{z_{N}} d_{1}(\xi) d \xi d x
\end{gathered}
$$

Integrating over $t$ leads to

$$
\begin{align*}
& \int_{0}^{L}\left(\int_{0}^{z_{N}(x, t)} d_{1}(\xi) \xi d \xi\right) d x+\int_{0}^{t} \int_{0}^{L} d_{2}\left(z_{N}\right)\left(\partial_{x} z_{N}\right)^{2} d x d \tau  \tag{41}\\
& +\frac{1}{2 B} \int_{0}^{L} d\left(z_{N}\right)^{2}\left(\partial_{x} z_{N}\right)^{2} d x \\
& =\int_{0}^{L}\left(\int_{0}^{z_{N}(x, t)} d_{1}(\xi) d \xi\right) d x \Phi_{\delta}\left(\phi_{g}\right)(t)-\int_{0}^{t} \partial_{\tau} \Phi_{\delta}\left(\phi_{g}\right)(\tau)\left(\int_{0}^{L} \int_{0}^{z_{N}} d_{1}(\xi) d \xi d x\right) d \tau
\end{align*}
$$

We easily find out that

$$
\begin{equation*}
\int_{0}^{z} d_{1}(\xi) \xi d \xi=\int_{0}^{\Phi_{\delta}^{-1}(z)} \Phi_{\delta}(\eta) d \eta \quad \text { and } \quad \int_{0}^{z} d_{1}(\xi) d \xi=\Phi_{\delta}^{-1}(z) \tag{42}
\end{equation*}
$$

The growth of the terms in (42) indicates that it will be possible to control the two terms on the right-hand side of (41) by the first term on the left-hand side of (41).

Let $M_{\phi}:=\max _{0 \leq t \leq T}\left|\Phi_{\delta}\left(\phi_{g}(t)\right)\right|$. Then by the definition of $\Phi_{\delta}(\varphi)$, we have $C_{0}(\delta) \log (1+\varphi / \delta) \leq \bar{\Phi}_{\delta}(\varphi)$ for all $\varphi \geq 0$. Hence $\int_{0}^{z} d_{1}(\xi) \xi d \xi \geq C_{0}(\delta)\left(\left(\left|\Phi_{\delta}^{-1}(z)\right|+\right.\right.$ $\left.\delta) \log \left(1+\left|\Phi_{\delta}^{-1}(z)\right| / \delta\right)-\left|\Phi_{\delta}^{-1}(z)\right|\right)$, and there is a large enough constant $C_{\varphi}=C_{\varphi}\left(M_{\phi}, \delta\right)$ such that $g(z)=C_{0}(\delta)\left(\left(\left|\Phi_{\delta}^{-1}(z)\right|+\delta\right) \log \left(1+\left|\Phi_{\delta}^{-1}(z)\right| / \delta\right)-\left|\Phi_{\delta}^{-1}(z)\right|\right)-M_{\phi}\left|\Phi_{\delta}^{-1}(z)\right|+$ $C_{\varphi}>\left|\Phi_{\delta}^{-1}(z)\right|$ for all $z$. The equality (41) now implies

$$
\begin{align*}
& \int_{0}^{L} g\left(z_{N}(x, t)\right) d x+\int_{0}^{t} \int_{0}^{L} d_{2}\left(z_{N}\right)\left(\partial_{x} z_{N}\right)^{2} d x d \tau+\frac{1}{2 B} \int_{0}^{L} d\left(z_{N}\right)^{2}\left(\partial_{x} z_{N}(t)\right)^{2} d x \\
& 43) \quad \leq C_{\varphi}\left(M_{\phi}, \delta\right) L+\int_{0}^{t}\left|\partial_{\tau} \Phi_{\delta}\left(\phi_{g}\right)(\tau)\right|\left(\int_{0}^{L} g\left(z_{N}(x, \tau)\right) d x\right) d \tau \tag{43}
\end{align*}
$$

Since $\partial_{\tau} \Phi_{\delta}\left(\phi_{g}\right) \in L^{1}(0, T)$, we apply Gronwall's inequality, and estimate (39) follows. Hence $\mathbf{c}$ remains bounded at $t=T_{N}$.

Nevertheless, since the matrix $\mathcal{A}$ could degenerate, some components of $\frac{\partial \mathbf{c}}{\partial t}$ could blow up at $t=T_{N}$. In order to exclude this possibility and to prove that the maximal solution for (33) exists on $[0, T]$, we need an estimate for the time derivatives. Furthermore, if we want to pass to the limit $N \rightarrow+\infty$ in (31), estimate (39) is not sufficient. Our strategy is to obtain an estimate, uniform with respect to $N$, for $\partial_{x t} z_{N}$ in $L^{2}\left(Q_{T}\right)$.

Theorem 6. There exists $T_{0}>0$, independent of $N$, such that

$$
\begin{align*}
\left\|\partial_{x} z_{N}\right\|_{L^{\infty}\left(0, T_{0} ; L^{2}(0, L)\right)} \leq C  \tag{44}\\
\left\|\partial_{t} z_{N}\right\|_{L^{2}\left(0, T_{0} ; L^{2}(0, L)\right)} \leq C  \tag{45}\\
\left\|\partial_{x t} z_{N}\right\|_{L^{2}\left(0, T_{0} ; L^{2}(0, L)\right)} \leq C  \tag{46}\\
\left\|\partial_{x t} \int_{0}^{z_{N}} d(\xi) d \xi\right\|_{L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right)} \leq C, \tag{47}
\end{align*}
$$

with constants independent of $N$. Consequently, the maximal solution for (33) exists on $\left[0, T_{0}\right.$ ].

Proof. We replace $\alpha_{k}$ in (31) by $\partial_{t} z_{N}-\partial_{t} \Phi_{\delta}\left(\phi_{g}\right)$. This yields

$$
\begin{gather*}
\int_{0}^{L} d_{1}\left(z_{N}\right)\left(\partial_{t} z_{N}\right)^{2} d x+\int_{0}^{L} d_{2}\left(z_{N}\right) \partial_{x} z_{N} \partial_{x t} z_{N} d x \\
+\frac{1}{B} \int_{0}^{L} d\left(z_{N}\right) \partial_{t}\left(d\left(z_{N}\right) \partial_{x} z_{N}\right) \partial_{x t} z_{N} d x=\int_{0}^{L} d_{1}\left(z_{N}\right) \partial_{t} z_{N} \partial_{t} \Phi_{\delta}\left(\phi_{g}\right) d x \tag{48}
\end{gather*}
$$

In the estimates which follow we will use the fact that integrability of higher order derivatives implies continuity and boundedness in $x$ or in $t$. We recall that for onedimensional Sobolev embeddings Morrey's theorem applies and $H^{1}(0, t)$ (respectively, $\left.H^{1}(0, L)\right)$ is continuously embedded into the Hölder space $C^{0,1 / 2}[0, t]$ (respectively, into $\left.C^{0,1 / 2}[0, L]\right)$. See, e.g., [11] for more details. In our particular situation, we use the explicit dependence of the embedding constant on the length of the time interval and we prefer to derive the estimates directly.

First, as $\partial_{x} z_{N} \in L^{2}\left(0, L ; H^{1}(0, t)\right)$ and $\left.\partial_{x} z_{N}\right|_{\tau=0}=0$, we have for a.e. $x \in(0, L)$ and for every $\tau \in(0, t)$

$$
\begin{equation*}
\left|\partial_{x} z_{N}(x, \tau)\right|=\left|\int_{0}^{\tau} \partial_{\xi} \partial_{x} z_{N}(x, \xi) d \xi\right| \leq \sqrt{\tau} \sqrt{\int_{0}^{\tau}\left|\partial_{\xi} \partial_{x} z_{N}(x, \xi)\right|^{2} d \xi} \tag{49}
\end{equation*}
$$

Next, as $\partial_{\tau} z_{N} \in L^{2}\left(0, t ; H^{1}(0, L)\right)$ and $\left.\partial_{\tau} z_{N}\right|_{\tau=0}=\partial_{\tau} \Phi\left(\phi_{g}\right)$, we have for a.e. $\tau \in$ $(0, t)$ and for every $x \in(0, L)$

$$
\begin{align*}
& \left|\partial_{\tau} z_{N}(x, \tau)\right| \leq\left|\partial_{\tau} \Phi\left(\phi_{g}(\tau)\right)\right|+\left|\int_{0}^{x} \partial_{\xi} \partial_{\tau} z_{N}(\xi, \tau) d \xi\right| \\
& \quad \leq\left|\partial_{\tau} \Phi\left(\phi_{g}(\tau)\right)\right|+\sqrt{L} \sqrt{\int_{0}^{L}\left|\partial_{\xi} \partial_{\tau} z_{N}(\xi, \tau)\right|^{2} d \xi} \tag{50}
\end{align*}
$$

Estimates (49)-(50) imply

$$
\begin{gather*}
\int_{0}^{L} \int_{0}^{t}\left|\partial_{\tau} z_{N}(x, \tau)\right|^{2}\left|\partial_{x} z_{N}(x, \tau)\right|^{2} d x d \tau \\
\leq 2 \int_{0}^{L} \int_{0}^{t} \tau\left(\int_{0}^{t}\left|\partial_{\xi} \partial_{x} z_{N}(x, \xi)\right|^{2} d \xi\right)\left(\left|\partial_{\tau} \Phi\left(\phi_{g}(\tau)\right)\right|^{2}+L \int_{0}^{L}\left|\partial_{\xi} \partial_{\tau} z_{N}(\xi, \tau)\right|^{2} d \xi\right) d \tau d x \\
\leq 2 L t\left\|\partial_{x \tau} z_{N}\right\|_{L^{2}((0, t) \times(0, L))}^{4}+2\left\|\partial_{x \tau} z_{N}\right\|_{L^{2}((0, t) \times(0, L))}^{2} \int_{0}^{t} \tau\left|\Phi_{\delta}^{\prime}\left(\phi_{g}\right)\right|^{2}\left|\partial_{\tau} \phi_{g}\right|^{2} d \tau \\
\text { (51) } \quad \leq\left(2 \sqrt{L} \sqrt{t}\left\|\partial_{x \tau} z_{N}\right\|_{L^{2}((0, t) \times(0, L))}^{2}+\frac{1}{\sqrt{2 L}} \int_{0}^{t} \tau^{1 / 2}\left|\Phi_{\delta}^{\prime}\left(\phi_{g}\right)\right|^{2}\left|\partial_{\tau} \phi_{g}\right|^{2} d \tau\right)^{2} . \tag{51}
\end{gather*}
$$

Now we integrate (48) with respect to time, over $(0, t)$, and estimate the obtained terms. The second term is estimated as follows:

$$
\left|\int_{0}^{t} \int_{0}^{L} d_{2}\left(z_{N}\right) \partial_{x} z_{N} \partial_{x \tau} z_{N} d x d \tau\right| \leq C \int_{0}^{t}\left\|\partial_{x \tau} z_{N}(\tau)\right\|_{L^{2}(0, L)}\left\|\partial_{x} z_{N}(\tau)\right\|_{L^{2}(0, L)} d \tau
$$

$$
\begin{equation*}
\leq C \sqrt{\int_{0}^{t}\left\|\partial_{x \tau} z_{N}(\tau)\right\|_{L^{2}(0, L)}^{2} d \tau} \sqrt{\int_{0}^{t} \int_{0}^{L}\left(\partial_{x} z_{N}\right)^{2} d x d \tau} \leq C\left\|\partial_{x \tau} z_{N}\right\|_{L^{2}((0, t) \times(0, L))} \tag{52}
\end{equation*}
$$

where we have used the estimate (39). We rewrite the third term of (48), omitting the $1 / B$ factor, as

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{L} d\left(z_{N}\right) \partial_{\tau}\left(d\left(z_{N}\right) \partial_{x} z_{N}\right) \partial_{x \tau} z_{N} d x d \tau=\int_{0}^{t} \int_{0}^{L} d\left(z_{N}\right)\left(\partial_{x \tau} z_{N}\right)^{2} d x d \tau \\
&+\int_{0}^{t} \int_{0}^{L} d\left(z_{N}\right) d^{\prime}\left(z_{N}\right) \partial_{\tau} z_{N} \partial_{x} z_{N} \partial_{x \tau} z_{N} d x d \tau \tag{53}
\end{align*}
$$

The last term in (53) is cubic in derivatives of $z_{N}$. Our idea is to use the estimate (51), showing that for small times it enters with a small coefficient and then controlling it using other terms. Using the estimate (51), we find out that it satisfies the following inequality:

$$
\begin{gather*}
\left|\int_{0}^{t} \int_{0}^{L} d\left(z_{N}\right) \partial_{x \tau} z_{N} d^{\prime}\left(z_{N}\right) \partial_{\tau} z_{N} \partial_{x} z_{N} d x d \tau\right| \leq C\left\|\partial_{x \tau} z_{N}\right\|_{L^{2}\left(Q_{t}\right)}\left\|\partial_{\tau} z_{N} \partial_{x} z_{N}\right\|_{L^{2}\left(Q_{t}\right)} \\
\leq C \sqrt{t}\left(\left\|\partial_{x \tau} z_{N}\right\|_{L^{2}\left(Q_{t}\right)}^{3}+\left\|\tau^{1 / 6} \Phi_{\delta}^{\prime}\left(\phi_{g}\right) \partial_{\tau} \phi_{g}\right\|_{L^{3}(0, t)}^{3}\right) \tag{54}
\end{gather*}
$$

where $Q_{t}=(0, t) \times(0, L)$. Let $X^{2}(t):=\int_{0}^{t} \int_{0}^{L}\left|\partial_{x \tau} z_{N}\right|^{2} d x d \tau$. Since $\partial_{\tau} \Phi_{g}\left(\phi_{g}\right) \in$ $L^{2}(0, t)$, estimates (39), (52), (53), and (54) imply

$$
\begin{equation*}
\left\|\sqrt{d_{1}\left(z_{N}\right)} \partial_{\tau} z_{N}\right\|_{L^{2}((0, t) \times(0, L))}^{2}+X^{2}(t)-C_{1} \sqrt{t} X^{3}(t) \leq C_{o} \tag{55}
\end{equation*}
$$

where $C_{o}$ depends on $\left\|\partial_{\tau} \Phi_{\delta}\left(\phi_{g}\right)\right\|_{L^{2}(0, t)}$ and on the constant from estimate (39). We note that the last term on the left-hand side corresponds to the lower bound for the cubic term, corresponding to the stress gradient part of the diffusive flux. Inequality (55) is satisfied for $t=0$. The function $\varrho(X)=X^{2}-C_{1} \sqrt{t} X^{3}$ has its maximum on $(0,+\infty)$ in the point $X_{o}=3 /\left(2 C_{1} \sqrt{t}\right)$. If $C_{o}<\varrho\left(X_{o}\right)$, then inequality (55) gives an estimate for $X(t)$. We note that $C_{o}<\varrho\left(X_{o}\right)$ if $t<\frac{4}{27 C_{1}^{2} C_{o}}$. Hence for $T \leq \frac{4}{27 C_{1}^{2} C_{o}}=T_{0}$ we have estimates (44)-(46).

From (44)-(46) it follows that $\partial_{x} z_{N} \partial_{t} z_{N} \in L^{2}\left(0, T_{0} ; L^{2}(0, L)\right) \leq C$, and we have (47) as well.

The estimates (44)-(47) allow us to pass to the limit $N \rightarrow+\infty$. Using classical compactness and weak compactness arguments and due to the a priori estimates (44)-(47), we can extract a subsequence of $z_{N}$, denoted by the same subscripts, which converges to an element $z \in H^{1}\left(\left(0, T_{0}\right) \times(0, L)\right), \partial_{x t} z \in L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right)$, in the following sense:

$$
\begin{align*}
& z_{N} \rightarrow z \text { strongly in } L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right) \quad \text { and a.e. on }\left(0, T_{0}\right) \times(0, L),  \tag{56}\\
& \partial_{x} z_{N} \rightharpoonup \partial_{x} z \text { weakly in } L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right)  \tag{57}\\
& \partial_{t} z_{N} \rightharpoonup \partial_{t} z \text { weakly in } L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right),  \tag{58}\\
& \partial_{x t} z_{N} \rightharpoonup \partial_{x t} z \text { weakly in } L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right),  \tag{59}\\
& \partial_{x t} \int_{0}^{z_{N}} d(\xi) d \xi \rightharpoonup \partial_{x t} \int_{0}^{z} d(\xi) d \xi \text { weakly in } L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right) . \tag{60}
\end{align*}
$$

Now passing to the limit $N \rightarrow \infty$ in (31) does not pose problems, and we conclude that $z$ satisfies (13)-(15).

We summarize the results in the following theorem.
Theorem 7. Let $\phi_{g} \in H^{1}(0, T)$. Then there exists $T_{0}>0$ such that problem (13)-(15) has at least one variational solution $z \in H^{1}\left(\left(0, T_{0}\right) \times(0, L)\right), \partial_{x t} z \in$ $L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right)$.

Corollary 8. Let $\phi_{g} \in H^{1}(0, T)$. Then there exists $T_{0}>0$ such that the variational formulation (11)-(12) of the problem (8), (9), and (3) has at least one solution $\phi=\Phi_{\delta}^{-1}(z) \in H^{1}\left(\left(0, T_{0}\right) \times(0, L)\right)$, $\partial_{x t} \phi \in L^{2}\left(\left(0, T_{0}\right) \times(0, L)\right)$.
4. Existence of the regularized problem. In this section, we first use the regularized entropy function to prove the global existence for the problem (8), (9), and (3) (i.e., for the regularized problem). Then we establish the $L^{\infty}$-bounds for the solution, independent of the regularization parameter.

Let us prove that any solution $\phi$ for the problem (8), (9), and (3), constructed in Corollary 8 , could be extended from $\left(0, T_{0}\right)$ to arbitrary time interval $(0, T)$. First we test (11) by $\Phi_{\delta}(\phi)-\Phi_{\delta}\left(\phi_{g}(t)\right)$. We have

$$
\begin{array}{r}
\int_{0}^{t} \int_{0}^{L} \partial_{\tau} \phi \Phi_{\delta}(\phi) d x d \tau+\int_{0}^{t} \int_{0}^{L} D(\phi) \partial_{x} \phi \partial_{x} \Phi_{\delta}(\phi) d x d \tau \\
+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{\tau} \phi\right) \partial_{x} \Phi_{\delta}(\phi) d x d \tau \\
=\int_{0}^{t} \int_{0}^{L} \partial_{\tau} \phi \Phi_{\delta}\left(\phi_{g}\right) d x d \tau
\end{array}
$$

and it follows that

$$
\begin{array}{r}
\int_{0}^{L}\left(\int_{0}^{\phi(t)} \Phi_{\delta}(\xi) d \xi\right) d x+\int_{0}^{t} \int_{0}^{L} \frac{1}{2 B} \partial_{\tau}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{x} \phi\right)^{2} d x d \tau \\
+\int_{0}^{t} \int_{0}^{L} D(\phi) \Phi_{\delta}^{\prime}(\phi)\left(\partial_{x} \phi\right)^{2} d x d \tau=\int_{0}^{L} \phi(t) \Phi_{\delta}\left(\phi_{g}(t)\right) d x \\
-\int_{0}^{t} \int_{0}^{L} \phi \partial_{\tau} \Phi_{\delta}\left(\phi_{g}\right) d x d \tau
\end{array}
$$

and we get as in the proof of Proposition 5

$$
\begin{equation*}
\left\|\partial_{x} \phi\right\|_{L^{\infty}\left(0, t ; L^{2}(0, L)\right)} \leq C \tag{61}
\end{equation*}
$$

This estimate implies the boundedness of $\phi$. We note that $C$ does not depend on the smoothing of $D$ at $\phi=\phi_{c}$.

Next we test (11) by

$$
e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{t} \phi-e^{-m \min \left\{\left|\phi_{g}\right|, 1 / \delta\right\}} \partial_{t} \phi_{g}
$$

and get

$$
\begin{array}{r}
\int_{0}^{t} \int_{0}^{L}\left(\partial_{\tau} \phi\right)^{2} e^{-m \min \{|\phi|, 1 / \delta\}} d x d \tau \\
+\int_{0}^{t} \int_{0}^{L} D(\phi) \partial_{x} \phi \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{\tau} \phi\right) d x d \tau \\
+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{2 B}\left(\partial_{x \tau} \int_{0}^{\phi} e^{-m \min \{|\xi|, 1 / \delta\}} d \xi\right)^{2} d x d \tau
\end{array}
$$

$$
=\int_{0}^{t} \int_{0}^{L} \partial_{\tau} \phi e^{-m \min \left\{\left|\phi_{g}\right|, 1 / \delta\right\}} \partial_{\tau} \phi_{g} d x d \tau
$$

Then, as in the proof of Proposition 5, by estimating the second and the fourth terms and after using (61), we conclude that

$$
\begin{equation*}
\left\|\partial_{x \tau} \int_{0}^{\phi} e^{-m \min \{|\xi|, 1 / \delta\}} d \xi\right\|_{L^{2}((0, t) \times(0, L))} \leq C, \tag{62}
\end{equation*}
$$

and from this it follows that

$$
\begin{equation*}
\left\|\partial_{x \tau} \phi\right\|_{L^{2}((0, t) \times(0, L))} \leq C \tag{64}
\end{equation*}
$$

Therefore, we arrive at the following theorem.
ThEOREM 9. Let $\phi_{g} \in H^{1}(0, T)$. Then for all $T>0$ there exists a weak solution $\phi \in H^{1}((0, T) \times(0, L)), \partial_{x t} \phi \in L^{2}((0, T) \times(0, L))$ for the variational formulation (11)-(12) of the problem (8), (9), and (3).

We conclude this section by establishing uniform $L^{\infty}$-bounds for $\phi$. We have the following proposition.

Proposition 10. Let $\phi_{g} \in H^{1}(0, T)$ and $\phi_{g} \geq 0$. Then any weak solution $\phi$ of the problem (8), (9), and (3), obtained in Theorem 9, satisfies $\phi(x, t) \geq 0$ a.e. on $Q_{T}$.

Proof. Let $a_{-}=-\inf \{a, 0\}$ and $a_{+}=\sup \{a, 0\}$. Then $a=a_{+}-a_{-}$and $\Phi_{\delta}\left(\left(\phi_{g}\right)_{-}\right)=\Phi_{\delta}(0)=0$. We test (11) by $\Phi_{\delta}\left(\phi_{-}\right)$. Note that $\left.\Phi_{\delta}\left(\phi_{-}\right)\right|_{x=0}=0$ and $\Phi_{\delta}\left(\phi_{-}\right) \geq 0$. Then we have

$$
\begin{gathered}
\int_{0}^{t} \int_{0}^{L}\left(\partial_{\tau} \phi\right) \Phi_{\delta}\left(\phi_{-}\right) d x d \tau+\int_{0}^{t} \int_{0}^{L} D(\phi) \partial_{x} \phi \partial_{x} \Phi_{\delta}\left(\phi_{-}\right) d x d \tau \\
+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{\tau} \phi\right) \Phi_{\delta}^{\prime}\left(\phi_{-}\right) \partial_{x} \phi \phi_{-} d x d \tau=0
\end{gathered}
$$

Since $\left.\phi_{-}\right|_{t=0}=0, \phi_{+} \phi_{-}=0$, and $|\phi| \phi_{-}=\phi_{-}^{2}$, we get

$$
\begin{aligned}
\int_{0}^{L}\left(\int_{0}^{\phi_{-}(x, t)}\right. & \left.\Phi_{\delta}(\xi) d \xi\right) d x+\int_{0}^{t} \int_{0}^{L} D\left(\phi_{-}\right) \Phi_{\delta}^{\prime}\left(\phi_{-}\right)\left(\partial_{x} \phi_{-}\right)^{2} d x d \tau \\
& +\int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{2 B}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{x} \phi_{-}\right)^{2}(t) d x=0
\end{aligned}
$$

It follows that $\partial_{x} \phi_{-}=0$ and $\left.\phi_{-}\right|_{x=0}=0$. Therefore $\phi_{-}=0$, and consequently $\phi=\phi_{+} \geq 0$.

In the uniform bounds which follow, we use, for given positive constants $m$ and $\delta$, the function

$$
\begin{equation*}
G(z):=\int_{0}^{z} \exp \{-m \min \{\xi, 1 / \delta\}\} d \xi, \quad z \geq 0 \tag{65}
\end{equation*}
$$

Then we have the following bounds.
Proposition 11. Let $\phi_{g} \in H^{1}(0, T), \phi_{g} \geq 0$ and $\partial_{t} \phi_{g} \geq 0$ a.e. on $(0, T)$. Then any weak solution $\phi$ of the problem (8), (9), and (3), obtained in Theorem 9, satisfies $\phi_{g}(t) \geq \phi(x, t)$ a.e. on $Q_{T}$.

Proof. Let $G$ be given by (65). We test (11) by $\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}$. Note that $\left.\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}\right|_{x=0}=0$. Then we have

$$
\int_{0}^{t} \int_{0}^{L} \partial_{\tau} \phi\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+} d x d \tau+\int_{0}^{t} \int_{0}^{L} D(\phi) \partial_{x} \phi \partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+} d x d \tau
$$

$$
\begin{equation*}
+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{\tau} \phi\right) \partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+} d x d \tau=0 \tag{66}
\end{equation*}
$$

Note that
(67)

$$
\partial_{\tau} \phi\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}=\partial_{\tau}\left(\int_{0}^{\phi}\left(G(\xi)-G\left(\phi_{g}\right)\right)_{+} d \xi\right)+G^{\prime}\left(\phi_{g}\right) \partial_{\tau} \phi_{g}\left(\phi-\phi_{g}\right)_{+}
$$

and

$$
\begin{gather*}
\frac{D(\phi)(|\phi|+\delta)}{B} \partial_{\tau} \partial_{x} G(\phi) \partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}=\partial_{\tau}\left(\frac { D ( \phi ) ( | \phi | + \delta ) } { 2 B } \left(\partial_{x}(G(\phi)\right.\right. \\
\left.\left.\left.\quad-G\left(\phi_{g}\right)\right)_{+}\right)^{2}\right)-\left(\partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}\right)^{2} \partial_{\tau}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\right) . \tag{68}
\end{gather*}
$$

Then using the monotonicity of $\phi_{g}$ and $G$ we obtain from (66), (67), and (68) the following inequality:

$$
\begin{gathered}
\int_{0}^{L}\left(\int_{0}^{\phi(x, t)}\left(G(\xi)-G\left(\phi_{g}\right)\right)_{+} d \xi\right) d x+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)}{G^{\prime}(\phi)}\left(\partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}\right)^{2} d x d \tau \\
\quad+\int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{2 B}\left(\partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}\right)^{2} d x \\
\leq \int_{0}^{t} \int_{0}^{L}\left(\partial_{x}\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}\right)^{2} \partial_{\tau}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\right) d x d \tau
\end{gathered}
$$

Since $\partial_{\tau}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\right) \in L^{2}\left(0, T ; L^{\infty}(0, L)\right)$, we apply Gronwall's lemma and conclude that $\left(G(\phi)-G\left(\phi_{g}\right)\right)_{+}=0$, from which it follows that $G(\phi) \leq G\left(\phi_{g}\right)$. Inversion of this equation leads to $\phi(x, t) \leq \phi_{g}(t)$ a.e. on $Q_{T}$.

Proposition 12. Let $\phi_{g} \in H^{1}(0, T)$, and let us suppose in addition that there are constants $A_{0}>0, \alpha>0$, and $C_{0}>0$ such that

$$
\begin{equation*}
A_{0} \geq \phi_{g}(t) \geq C_{0} t^{\alpha} \quad \forall t \in[0, T] . \tag{69}
\end{equation*}
$$

Then any weak solution $\phi$ of the problem (8), (9), and (3), obtained in Theorem 9, satisfies $A_{0} \geq \phi(x, t) \geq C_{0} t^{\alpha}$ a.e. on $Q_{T}$.

Proof. The proof follows the lines of Proposition 11. It is enough to prove the lower bound. We test (11) by $\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{-}$. Note that $\left.\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{-}\right|_{x=0}=0$. Then as in the proof of Proposition 11 we have

$$
\begin{gather*}
\text { (70) } \int_{0}^{t} \int_{0}^{L} \partial_{\tau} \phi\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-} d x d \tau  \tag{70}\\
+\int_{0}^{t} \int_{0}^{L} D(\phi) \partial_{x} \phi \partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-} d x d \tau \\
+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{B} \partial_{x}\left(e^{-m \min \{|\phi|, 1 / \delta\}} \partial_{\tau} \phi\right) \partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-} d x d \tau=0 .
\end{gather*}
$$

Note that

$$
\begin{gather*}
G(\phi)=G\left(C_{0} t^{\alpha}\right)-\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{+}+\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{-},  \tag{71}\\
\partial_{\tau} \phi\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}=\frac{\partial_{\tau} G\left(C_{0} \tau^{\alpha}\right)}{G^{\prime}(\phi)}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-} \\
+\frac{1}{2 G^{\prime}(\phi)} \partial_{\tau}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}^{2} \geq \frac{1}{2 G^{\prime}(\phi)} \partial_{\tau}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}^{2}, \tag{72}
\end{gather*}
$$

and

$$
\begin{align*}
& \frac{D(\phi)(|\phi|+\delta)}{B} \partial_{\tau} \partial_{x} G(\phi) \partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-} \\
& =\partial_{\tau}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\left(\partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}\right)^{2}\right) \\
& -\left(\partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}\right)^{2} \partial_{\tau}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\right) \tag{73}
\end{align*}
$$

Then using the monotonicity of $G$ we obtain from (70), (72), and (73) the following inequality:

$$
\begin{aligned}
& \int_{0}^{L} \frac{\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{-}^{2}}{2 G^{\prime}(\phi)} d x+\int_{0}^{t} \int_{0}^{L} \frac{D(\phi)}{G^{\prime}(\phi)}\left(\partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}\right)^{2} d x d \tau \\
&+\int_{0}^{L} \frac{D(\phi)(|\phi|+\delta)}{2 B}\left(\partial_{x}\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{-}\right)^{2} d x \\
& \leq \int_{0}^{t} \int_{0}^{L}\left(\partial_{x}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}\right)^{2} \partial_{\tau} \frac{1}{2 G^{\prime}(\phi)} d x d \tau \\
&+\int_{0}^{t} \int_{0}^{L}\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi)\right)_{-}^{2} \partial_{\tau}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\right) d x d \tau
\end{aligned}
$$

Since $\partial_{t}\left(\frac{D(\phi)(|\phi|+\delta)}{2 B}\right)$ and $\partial_{t} \frac{1}{2 G^{\prime}(\phi)}$ are elements of $L^{2}\left(0, T ; L^{\infty}(0, L)\right)$, we apply Gronwall's lemma to the function

$$
\int_{0}^{t}\left\|\partial_{\tau} \phi(\tau)\right\|_{L^{\infty}(0, L)}\left\|\left(G\left(C_{0} \tau^{\alpha}\right)-G(\phi(\tau))\right)_{-}\right\|_{H^{1}(0, L)}^{2} d \tau
$$

and conclude that $\left(G\left(C_{0} t^{\alpha}\right)-G(\phi)\right)_{-}=0$, from which it follows that $G(\phi) \geq$ $G\left(C_{0} t^{\alpha}\right)$. Inversion of $G$ leads to $\phi(x, t) \geq C_{0} t^{\alpha}$ a.e. on $Q_{T}$.

Theorem 13. Let $\phi_{g} \in H^{1}(0, T), A_{0}=\max _{0 \leq t \leq T} \phi_{g}(t), A_{0} \geq \phi_{g} \geq C_{0} t^{\alpha}$, and $\alpha>1$. Then there exists a weak solution $\phi, C_{0} t^{\alpha} \leq \phi(x, t) \leq A_{0}, \partial_{x t} \phi \in$ $L^{2}((0, T) \times(0, L)), \phi \in H^{1}((0, T) \times(0, L))$, for the problem (8), (9), and (3).

Remark 14.

- By choosing $\delta<1 / A_{0}$, we can replace $e^{-m \min \{|\phi|, 1 / \delta\}}$ by $e^{-m \phi}$ and $|\phi|+\delta$ by $\phi+\delta$.
- In addition to the assumptions of Theorem 13 let us suppose that $\partial_{t} \phi_{g} \geq$ 0. Then there exists a weak solution $\phi, C_{0} t^{\alpha} \leq \phi(x, t) \leq \phi_{g}(t), \partial_{x t} \phi \in$ $L^{2}((0, T) \times(0, L)), \phi \in H^{1}((0, T) \times(0, L))$, for the problem (8), (9), and (3).

5. Existence for the original problem. It remains to pass to the limit $\delta \rightarrow 0$. This limit will give us the solvability of the starting problem (1)-(3).

After Theorem 13, we are free to replace the nonlinearity $\exp \{-m \phi\}$ by $h(\xi)=$ $e^{-m} \min \left\{\xi, A_{0}\right\}, \xi \geq 0$. We have existence for the system (11)-(12); i.e., for every $g \in L^{2}(0, T ; V), V=\left\{g \in H^{1}(0, L) \mid g(0)=0\right\}$, we have

$$
\begin{array}{r}
\int_{0}^{T} \int_{0}^{L} \partial_{t} \phi_{\delta} g d x d t+\int_{0}^{T} \int_{0}^{L} D\left(\phi_{\delta}\right)\left\{\partial_{x} \phi_{\delta}+\frac{\left(\phi_{\delta}+\delta\right)}{B} \partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{t} \phi_{\delta}\right)\right\} \partial_{x} g d x d t=0  \tag{74}\\
\left.\phi_{\delta}\right|_{x=0}=\phi_{g}(t) \quad \text { and }\left.\quad \phi_{\delta}\right|_{t=0}=0
\end{array}
$$

and we want to pass to the limit $\delta \rightarrow 0$.
Let

$$
\begin{equation*}
\Psi_{\delta}^{\prime}(\xi):=\frac{h(\xi)}{D(\xi)(\xi+\delta)}, \quad \xi \geq 0 \tag{76}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{\delta}(\phi):=\int_{0}^{\phi} \frac{1}{\xi+\delta}\left(\frac{h(\xi)}{D(\xi)}-\frac{h(0)}{D(0)}\right) d \xi+\frac{h(0)}{D(0)} \log (\phi+\delta) \quad \text { for } \quad \phi \geq 0 \tag{77}
\end{equation*}
$$

It should be noted that $\Psi_{\delta}(0)=\frac{h(0)}{D(0)} \log \delta<0$, which would cause some complications.

Theorem 15. Let $\alpha>0, C_{0}$, and $A_{0}$ be positive constants and let

$$
\begin{equation*}
\phi_{g} \in H^{1}(0, T), \quad C_{0} t^{\alpha} \leq \phi_{g} \leq A_{0} \quad \text { and } \quad \log \phi_{g} \in L^{2}(0, T) \tag{78}
\end{equation*}
$$

Then problem (1)-(3) has at least one weak solution $\phi \in H^{1}((0, T) \times(0, L))$ such that $\sqrt{\phi} \partial_{x}\left(e^{-m \phi} \partial_{t} \phi\right) \in L^{2}((0, T) \times(0, L))$ and $C_{0} t^{\alpha} \leq \phi \leq A_{0}$.

Proof.
Step 1 (a priori estimates uniform in $\delta$ ). We test $(74)$ by $\Psi_{\delta}\left(\phi_{\delta}\right)-\Psi_{\delta}\left(\phi_{g}\right)$ and get

$$
\begin{array}{r}
\int_{0}^{t} \int_{0}^{L} \partial_{t} \phi_{\delta} \Psi_{\delta}\left(\phi_{\delta}\right) d x d \tau+\int_{0}^{t} \int_{0}^{L} \frac{h\left(\phi_{\delta}\right)}{\phi_{\delta}+\delta}\left(\partial_{x} \phi_{\delta}\right)^{2} d x d \tau \\
+\frac{1}{B} \int_{0}^{t} \int_{0}^{L} D\left(\phi_{\delta}\right)\left(\phi_{\delta}+\delta\right) \partial_{t}\left(h\left(\phi_{\delta}\right) \partial_{x} \phi_{\delta}\right) \frac{h\left(\phi_{\delta}\right) \partial_{x} \phi_{\delta}}{D\left(\phi_{\delta}\right)\left(\phi_{\delta}+\delta\right)} d x d \tau \\
=\int_{0}^{t} \int_{0}^{L} \partial_{t} \phi_{\delta} \Psi_{\delta}\left(\phi_{g}\right) d x d \tau
\end{array}
$$

This yields

$$
\begin{align*}
\int_{0}^{L}\left(\int_{0}^{\phi_{\delta}(t)} \Psi_{\delta}(\xi) d \xi+\right. & \left.\frac{1}{2 B}\left(h\left(\phi_{\delta}\right) \partial_{x} \phi_{\delta}\right)^{2}\right) d x+\int_{0}^{t} \int_{0}^{L} \frac{h\left(\phi_{\delta}\right)}{\phi_{\delta}+\delta}\left(\partial_{x} \phi_{\delta}\right)^{2} d x d \tau \\
& =\int_{0}^{t} \int_{0}^{L} \partial_{t} \phi_{\delta} \Psi_{\delta}\left(\phi_{g}\right) d x d \tau \tag{79}
\end{align*}
$$

In order to get a useful estimate we should find a bound for the first term on the left-hand side of (79). First we note that $\int_{0}^{\phi_{\delta}} \int_{0}^{\xi} \frac{1}{\eta+\delta}\left(\frac{h(\eta)}{D(\eta)}-\frac{h(0)}{D(0)}\right) d \eta d \xi$ defines a continuous function of $\phi_{\delta}$. Since $\phi_{\delta}$ takes values between 0 and $A_{0}$, it is bounded independently of $\delta$. Hence
(80)

$$
\left|\int_{0}^{L} \int_{0}^{\phi_{\delta}(t)} \Psi_{\delta}(\xi) d \xi d x\right| \leq \int_{0}^{L} \frac{h(0)}{D(0)}\left|\left\{\phi_{\delta}+\delta\right\} \log \left\{\phi_{\delta}+\delta\right\}-\phi_{\delta}-\delta \log \delta\right| d x+C
$$

Next $\left(\phi_{\delta}(t)+\delta\right) \log \left(\phi_{\delta}(t)+\delta\right)-\phi(t)-\delta \log \delta$ takes value zero at $t=0$. It is a continuous function of $\phi_{\delta}$. Obviously $|(\phi(t)+\delta) \log (\phi(t)+\delta)-\phi(t)-\delta \log \delta| \leq$ $\max \left\{1-\delta+\delta \log \delta,\left(A_{0}+\delta\right) \log \left(A_{0}+\delta\right)-A_{0}-\delta \log \delta\right\}$, and it is uniformly bounded with respect to $\delta$.

With (80), (79) leads to

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{L} \frac{h\left(\phi_{\delta}\right)}{\phi_{\delta}+\delta}\left(\partial_{x} \phi_{\delta}\right)^{2} d x d \tau \leq C+\left|\int_{0}^{t} \int_{0}^{L} \partial_{t} \phi_{\delta} \Psi_{\delta}\left(\phi_{g}\right) d x d \tau\right| \tag{81}
\end{equation*}
$$

Next we test (74) by $h\left(\phi_{\delta}\right) \partial_{t} \phi_{\delta}-h\left(\phi_{g}\right) \partial_{t} \phi_{g}$ and get

$$
\begin{array}{r}
\int_{0}^{t} \int_{0}^{L} h\left(\phi_{\delta}\right)\left(\partial_{\tau} \phi_{\delta}\right)^{2} d x d \tau+\int_{0}^{t} \int_{0}^{L} D\left(\phi_{\delta}\right) \partial_{x} \phi_{\delta} \partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{\tau} \phi_{\delta}\right) d x d \tau \\
+\frac{1}{B} \int_{0}^{t} \int_{0}^{L} D\left(\phi_{\delta}\right)\left(\phi_{\delta}+\delta\right)\left(\partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{\tau} \phi_{\delta}\right)\right)^{2} d x d \tau=\int_{0}^{t} \int_{0}^{L} \partial_{t} \phi_{\delta} h\left(\phi_{g}\right) \partial_{\tau} \phi_{g} d x d \tau
\end{array}
$$

and from this

$$
\begin{array}{r}
\int_{0}^{t} \int_{0}^{L} h\left(\phi_{\delta}\right)\left(\partial_{\tau} \phi_{\delta}\right)^{2} d x d \tau+\frac{1}{B} \int_{0}^{t} \int_{0}^{L} D\left(\phi_{\delta}\right)\left(\phi_{\delta}+\delta\right)\left(\partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{\tau} \phi_{\delta}\right)\right)^{2} d x d \tau \\
2) \quad \leq B \int_{0}^{t} \int_{0}^{L} \frac{D\left(\phi_{\delta}\right)}{\phi_{\delta}+\delta}\left(\partial_{x} \phi_{\delta}\right)^{2} d x d \tau+\int_{0}^{t} \int_{0}^{L} \frac{h^{2}\left(\phi_{g}\right)}{h\left(\phi_{\delta}\right)}\left(\partial_{\tau} \phi_{g}\right)^{2} d x d \tau \tag{82}
\end{array}
$$

Let $h_{\min }=e^{-m A_{0}}$. Then inserting (81) into (82) yields

$$
\begin{array}{r}
\int_{0}^{t} \int_{0}^{L} h\left(\phi_{\delta}\right)\left(\partial_{\tau} \phi_{\delta}\right)^{2} d x d \tau+\frac{1}{B} \int_{0}^{t} \int_{0}^{L} D\left(\phi_{\delta}\right)\left(\phi_{\delta}+\delta\right)\left(\partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{\tau} \phi_{\delta}\right)\right)^{2} d x d \tau \\
\leq C+\frac{B D_{r}}{h_{\min }}\left|\int_{0}^{t} \int_{0}^{L} \partial_{\tau} \phi_{\delta} \Psi_{\delta}\left(\phi_{g}\right) d x d \tau\right|+\int_{0}^{t} \int_{0}^{L} \frac{h^{2}\left(\phi_{g}\right)}{h\left(\phi_{\delta}\right)}\left(\partial_{\tau} \phi_{g}\right)^{2} d x d \tau \leq C \\
\quad+\frac{1}{2} \int_{0}^{t} \int_{0}^{L} h\left(\phi_{\delta}\right)\left(\partial_{\tau} \phi_{\delta}\right)^{2} d x d \tau+\frac{B^{2}\left(D_{r}\right)^{2}}{2 h_{\min }^{3}}\left\|\Psi_{\delta}\left(\phi_{g}\right)\right\|_{L^{2}((0, t) \times(0, L))}^{2} \\
+\frac{1}{h_{\min }} \int_{0}^{t} \int_{0}^{L}\left(\partial_{\tau} \phi_{g}\right)^{2} d x d \tau
\end{array}
$$

Step 2 (weak and strong compactness). From the above a priori estimate and assumptions (78) on $\phi_{g}$, we conclude that

$$
\begin{gather*}
\left\|\partial_{t} \phi_{\delta}\right\|_{L^{2}((0, T) \times(0, L))}+\left\|\frac{1}{\sqrt{\phi_{\delta}+\delta}} \partial_{x} \phi_{\delta}\right\|_{L^{2}((0, T) \times(0, L))} \leq C  \tag{83}\\
\left\|\sqrt{\phi_{\delta}+\delta} \partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{t} \phi_{\delta}\right)\right\|_{L^{2}((0, T) \times(0, L))} \leq C \tag{84}
\end{gather*}
$$

Hence there are a $\phi \in H^{1}((0, T) \times(0, L))$ and a subsequence $\left\{\phi_{\delta}\right\}$, denoted by the same subscripts, such that

$$
\begin{align*}
\phi_{\delta} \rightarrow \phi & \text { strongly in } L^{2}((0, T) \times(0, L)) \text { and a.e. on } \quad(0, T) \times(0, L),  \tag{85}\\
& \partial_{t} \phi_{\delta} \rightharpoonup \partial_{t} \phi \quad \text { weakly in } \quad L^{2}((0, T) \times(0, L))  \tag{86}\\
& \partial_{x} \phi_{\delta} \rightharpoonup \partial_{x} \phi \quad \text { weakly in } \quad L^{2}((0, T) \times(0, L)) . \tag{87}
\end{align*}
$$

With the part of the flux containing the second order operator, the situation is more complicated. Obviously, there is $F \in L^{2}((0, T) \times(0, L))$ such that

$$
\begin{equation*}
\sqrt{\phi_{\delta}+\delta} \partial_{x t} \int_{0}^{\phi_{\delta}} h(\xi) d \xi \rightharpoonup F \quad \text { weakly in } \quad L^{2}((0, T) \times(0, L)) . \tag{88}
\end{equation*}
$$

Using the lower bound $\phi_{\delta} \geq C_{0} t^{\alpha}$, we get from the estimate (84) and convergence (85) that

$$
\begin{equation*}
\partial_{x t} \int_{0}^{\phi_{\delta}} h(\xi) d \xi \rightharpoonup \partial_{x t} \int_{0}^{\phi} h(\xi) d \xi \quad \text { weakly in } \quad L^{2}((0, T) \times(0, L)) \tag{89}
\end{equation*}
$$

The convergences (85) and (89) imply that $F$ in (88) is given by $F=\sqrt{\phi} \partial_{x t} \int_{0}^{\phi} h(\xi) d \xi$.
Step 3 (passing to the limit). Consequently for every $g \in L^{2}(0, T ; V)$ we have

$$
\begin{gather*}
\int_{0}^{T} \int_{0}^{L} \partial_{t} \phi_{\delta} g d x d t \rightarrow \int_{0}^{T} \int_{0}^{L} \partial_{t} \phi g d x d t \quad \text { for } \delta \rightarrow 0  \tag{90}\\
\int_{0}^{T} \int_{0}^{L} D\left(\phi_{\delta}\right) \partial_{x} \phi_{\delta} \partial_{x} g d x d t \rightarrow \int_{0}^{T} \int_{0}^{L} D(\phi) \partial_{x} \phi \partial_{x} g d x d t \quad \text { for } \delta \rightarrow 0  \tag{91}\\
\int_{0}^{T} \int_{0}^{L} \frac{D\left(\phi_{\delta}\right)}{B}\left(\phi_{\delta}+\delta\right) \partial_{x}\left(h\left(\phi_{\delta}\right) \partial_{t} \phi_{\delta}\right) \partial_{x} g d x d t \\
\quad \rightarrow \int_{0}^{T} \int_{0}^{L} \frac{D(\phi)}{B} \phi \partial_{x}\left(h(\phi) \partial_{t} \phi\right) \partial_{x} g d x d t \quad \text { for } \delta \rightarrow 0 \tag{92}
\end{gather*}
$$

Furthermore, for every $\zeta \in C^{\infty}([0, L] \times[0, T])$, such that $\zeta(L, t)=0$ on $[0, T]$, we have

$$
\left.\left.\int_{0}^{T} \phi\right|_{x=0} \zeta\right|_{x=0} d t=\left.\int_{0}^{T} \phi_{g}(t) \zeta\right|_{x=0} d t-\int_{0}^{T} \int_{0}^{L} \partial_{x}\left(\left(\phi-\phi_{\delta}\right) \zeta\right) d x d t
$$

and, using the convergences (85) and (87), we obtain that the trace of $\phi$ at $x=0$ satisfies the boundary condition (26). Hence, we conclude that $\phi$ satisfies the system (1)-(3).
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# ASYMPTOTIC STABILITY OF THE STATIONARY SOLUTION FOR A HYPERBOLIC FREE BOUNDARY PROBLEM MODELING TUMOR GROWTH* 
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#### Abstract

In this paper we study the asymptotic behavior of solutions for a free boundary problem modeling the growth of tumors containing two species of cells: proliferating cells and quiescent cells. This tumor model was proposed by Pettet, Please, and McElwain [Bull. Math. Biol., 63 (2001), pp. 231-257]. By using a functional approach and the $C_{0}$ semigroup theory, we prove that the unique stationary solution of this model ensured by the work of Cui and Friedman [Trans. Amer. Math. Soc., 355 (2003), pp. 3537-3590] is locally asymptotically stable in certain function spaces. Key techniques used in the proof include an improvement of the linear estimate obtained by the work of Chen, Cui, and Friedman [Trans. Amer. Math. Soc., 357 (2005), pp. 4771-4804] and a similarity transformation.
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1. Introduction. During the past thirty years, an increasing number of free boundary problems of partial differential equations have been proposed by groups of researchers to model the growth of various in vivo and in vitro tumors; cf. the reviewing articles [1], [15], [16], and [22] and the references cited therein. Such free boundary problems usually contain one or more reaction-diffusion equations describing the distribution of nutrient and inhibitory materials, and several first-order nonlinear partial differential equations or nonlinear conservation laws with source terms describing the evolution and movement of various tumor cells (proliferating cells, quiescent cells, and dead cells). Rigorous analysis of such tumor models is evidently a significant topic of research and has drawn great attention during the past few years. The main concern of this topic is the dynamics or the long-term behavior of the solutions of such free boundary problems.

Based on the applications of the well-established theories of elliptic and parabolic partial differential equations, parabolic differential equations in Banach spaces (i.e., differential equations in Banach spaces that are treatable with the analytic semigroup theory), and the bifurcation theory, rigorous analysis of models for the growth of tumors containing only one species of tumor cells has achieved great success; cf. [2], [3], [6], [7], [9], [10], [11], [17], [18], [19], [23], [24], and the references cited therein. As far as models for tumors containing more than one species of tumor cells are concerned, however, the results are much less. This is caused by the fact that such tumor models are much more difficult to analyze because they contain nonlinear conservation laws whose dynamical behavior is very hard to grasp.

In this paper we study the following free boundary problem modeling the growth of an in vitro tumor containing two species of cells-proliferating cells and quiescent

[^88]cells:
\[

$$
\begin{align*}
\nabla^{2} C & =F(C) \quad \text { for } x \in \Omega(t), \quad t \geq 0  \tag{1.1}\\
C & =C_{0} \quad \text { for } x \in \partial \Omega(t), \quad t \geq 0  \tag{1.2}\\
\frac{\partial P}{\partial t}+\nabla \cdot(\vec{u} P) & =\left[K_{B}(C)-K_{Q}(C)\right] P+K_{P}(C) Q \quad \text { for } x \in \Omega(t), \quad t \geq 0  \tag{1.3}\\
\frac{\partial Q}{\partial t}+\nabla \cdot(\vec{u} Q) & =K_{Q}(C) P-\left[K_{D}(C)+K_{P}(C)\right] Q \quad \text { for } x \in \Omega(t), t \geq 0  \tag{1.4}\\
P+Q & =N \quad \text { for } x \in \Omega(t), t \geq 0  \tag{1.5}\\
\frac{d R}{d t} & =\vec{u} \cdot \vec{\nu} \quad \text { for } x \in \partial \Omega(t), t \geq 0 \tag{1.6}
\end{align*}
$$
\]

Here $C$ denotes the concentration of nutrient (with all nutrient materials regarded as one species), $P$ and $Q$ denote the densities of proliferating cells and quiescent cells, respectively, whose mixture makes up the tumor tissue and has a constant density $N, \vec{u}$ denotes the velocity of the cell movement, $R$ denotes the radius of the tumor, $\Omega(t)=\left\{x \in \mathbb{R}^{3}: r=|x|<R(t)\right\}$ is the domain occupied by the tumor at time $t$, and $\vec{\nu}$ is the unit outward normal of $\partial \Omega(t)$. Besides, $C_{0}$ is a positive constant reflecting the constant nutrient supply that the tumor receives from its surface, $F(C)$ is the nutrient consumption rate function, and $K_{B}(C), K_{D}(C), K_{P}(C)$, and $K_{Q}(C)$ are the birth rate of proliferating cells, the death rate of quiescent cells, the transferring rate of proliferating cells to quiescent cells, and the transferring rate of quiescent cells to proliferating cells, respectively. We shall only consider radially symmetric solutions of the above problem, so that $C, P$, and $Q$ are functions of the radial space variable $r=|x|$ and the time variable $t$, and $\vec{u}=u(r, t) r^{-1} x$, where $u$ is a scalar function. Note that in the above problem, the unknowns are $C, P, Q, u$, and $R$, and all of the rest of the constants and functions are given.

The above tumor model was proposed by Pettet et al. in the literature [21]. Its global well-posedness has been established by Cui and Friedman in [12]. A challenging task concerning this free boundary problem is the study of the asymptotic behavior of its solutions as time goes to infinity. For the corresponding model of the growth of tumors with one species of cells, it is known that there exists a unique stationary solution and that all time-dependent solutions converge to it as time goes to infinity, or, in other words, this unique stationary solution is globally asymptotically stable; cf. [7] and [18]. Since the above problem is a natural extension of such one species tumor model to the two species case, we are naturally led to the conjecture that a similar result holds for it. The advancement of the study toward this goal is as follows. In [13], Cui and Friedman proved that the problem (1.1)-(1.6) has a unique stationary solution. In [5], Chen, Cui, and Friedman further proved that this stationary solution is linearly asymptotically stable, namely, the trivial solution of the linearization of (1.1)-(1.6) at the stationary solution is asymptotically stable. However, this last-mentioned result does not imply that the stationary solution of (1.1)-(1.6) is asymptotically stable. In fact, the asymptotic stability of this stationary solution of (1.1)-(1.6), which is one of a number of interesting open problems raised in [15] and [16], is a very difficult problem due to a number of reasons. Firstly, since the problem (1.1)-(1.6) is of the hyperbolic type, not of the parabolic type, there is not a well-developed geometric theory like that for parabolic problems used in [6], [7], [9], [10], [11], [23], [24] to study this problem. Secondly, the stationary solution of this problem does not have an explicit expression, and, in particular, it possibly possesses a singularity at the point $r=0$ (see Lemma 3.1 below for this point). It follows that
the method of linearized stability as in [3] and [17] (tempted by [5]) does not work. Thirdly, the commonly used characteristic method for hyperbolic conservation laws also does not apply to this problem, because all of its characteristic curves approach to the same point $r=0$ as $t \rightarrow \infty$, and, consequently, analysis along characteristic curves does not give us much information of the asymptotic behavior of the solution. Finally, it is our experience that the other commonly used methods for investigating the asymptotic behavior of the solutions of partial differential equations, such as upper and lower solutions and so on (as either explicitly or implicitly discussed in [5]), also do not work. In order to solve this problem, we have to use some new ideas and develop some new techniques.

In this paper we shall prove that the unique stationary solution of (1.1)-(1.6) ensured by [13] is locally asymptotically stable. Recall that conditions given in [13], which ensure that (1.1)-(1.6) has a unique stationary solution are as follows:

$$
\begin{align*}
& F(C), K_{B}(C), K_{D}(C), K_{P}(C) \text { and } K_{Q}(C) \text { are analytic for } 0 \leq C \leq C_{0} ;  \tag{1.7}\\
& \qquad F(0)=0, \quad F^{\prime}(C)>0 \text { for } 0 \leq C \leq C_{0} ;  \tag{1.8}\\
& \left\{\begin{array}{l}
K_{B}^{\prime}(C)>0 \text { and } K_{D}^{\prime}(C)<0 \text { for } 0 \leq C \leq C_{0}, K_{B}(0)=0 \text { and } K_{D}\left(C_{0}\right)=0 ; \\
K_{P}(C) \text { and } K_{Q}(C) \text { satisfy the same conditions as } K_{B}(C) \text { and } K_{D}(C), \\
\text { respectively; } \\
K_{B}^{\prime}(C)+K_{D}^{\prime}(C)>0 \text { for } 0 \leq C \leq C_{0} .
\end{array}\right.
\end{align*}
$$

The main result of this paper is the following.
Theorem 1.1. Assume that the conditions (1.7)-(1.9) are satisfied. Let $\left(C_{*}, P_{*}\right.$, $\left.Q_{*}, \vec{u}_{*}, R_{*}\right)$ be the unique stationary solution of the problem (1.1)-(1.6), and let ( $C, P$, $Q, \vec{u}, R)$ be a time-dependent solution of it such that $\left.P\right|_{t=0}=P_{0},\left.Q\right|_{t=0}=Q_{0}$, and $\left.R\right|_{t=0}=R_{0}$, where $P_{0}, Q_{0}$, and $R_{0}$ are given initial data satisfying $0 \leq P_{0} \leq N$, $0 \leq Q_{0} \leq N$, and $P_{0}+Q_{0}=N$. Then there exist positive constants $\mu$, $\varepsilon$, and $K$ such that if $P_{0}, Q_{0}$, and $R_{0}$ satisfy

$$
\begin{aligned}
& \max _{0 \leq r \leq 1}\left\{\left|P_{0}\left(r R_{0}\right)-P_{*}\left(r R_{*}\right)\right|+\left|Q_{0}\left(r R_{0}\right)-Q_{*}\left(r R_{*}\right)\right|\right\}<\varepsilon, \\
& \sup _{0<r<1} r(1-r)\left\{\left|\frac{d}{d r}\left(P_{0}\left(r R_{0}\right)-P_{*}\left(r R_{*}\right)\right)\right|+\left|\frac{d}{d r}\left(Q_{0}\left(r R_{0}\right)-Q_{*}\left(r R_{*}\right)\right)\right|\right\}<\varepsilon,
\end{aligned}
$$

and $\left|R_{0}-R_{*}\right|<\varepsilon$; then, for all $t \geq 0$, we have

$$
\begin{aligned}
& \max _{0 \leq r \leq 1}\left\{\left|P(r R(t), t)-P_{*}\left(r R_{*}\right)\right|+\left|Q(r R(t), t)-Q_{*}\left(r R_{*}\right)\right|\right\}<K \varepsilon e^{-\mu t} \\
& \sup _{0<r<1} r(1-r)\left\{\left|\frac{\partial}{\partial r}\left(P(r R(t), t)-P_{*}\left(r R_{*}\right)\right)\right|+\left|\frac{\partial}{\partial r}\left(Q(r R(t), t)-Q_{*}\left(r R_{*}\right)\right)\right|\right\}<K \varepsilon e^{-\mu t}
\end{aligned}
$$

$$
\text { and }\left|R(t)-R_{*}\right|<K \varepsilon e^{-\mu t}
$$

We shall use a functional approach to prove the above theorem. More precisely, we shall first reduce the problem (1.1)-(1.6) into a differential equation for the unknown $U=(p, z)$ in the Banach space $X=C[0,1] \times \mathbb{R}$, where $p=p(r, t)=P(r R(t), t)$ and $z=z(t)=\log R(t)$. The reduced equation is of the hyperbolic type in the sense of Pazy [20] and is quasi-linear. We next use the Banach fixed point theorem to prove that, for any $U_{0}=\left(p_{0}, z_{0}\right)$ sufficiently closed to the stationary point $U_{*}=\left(p_{*}, z_{*}\right)$, where $p_{*}=p_{*}(r)=P_{*}\left(r R_{*}\right)$ and $z_{*}=\log R_{*}$, this differential equation imposed, with the initial condition $\left.U\right|_{t=0}=U_{0}$ and the decay estimate $\sup _{t>0} e^{\mu t}\left\|U(t)-U_{*}\right\|_{X_{0}}<$ $\infty$, where $X_{0}$ is a subspace of $X$, has a unique solution in the space $C\left([0, \infty), X_{0}\right)$
(endowed with the norm $\left|\|U \mid\|=\sup _{t \geq 0} e^{\mu t}\|U(t)\|_{X_{0}}\right.$ ). To attain this goal we shall use some abstract results for hyperbolic differential equations in Banach spaces presented in [20]. In particular, a family of evolution systems for the linear equations related to the semilinearization of the reduced equation are obtained and applied to convert the semilinearized equations into integral equations. The main difficult and key step in the proof of Theorem 1.1 is the establishment of a uniform decay estimate for the family of evolution systems. In order to obtain such an estimate, we first use a localization technique to get an improvement of the linear estimate established in [5], removing the singularities at $r=0$ contained in that estimate, and next use a special technique - similarity transformation - to extend this improved linear estimate to the family of evolution systems mentioned above. The similarity transformation technique is the core of this paper. It enables us to transform a transport equation of the form $\partial u / \partial t+w(r, t) \partial u / \partial r=f(r, t)$, where $0<r<1$ and $w(0, t)=w(1, t)=0$, into a similar equation of the form $\partial \widetilde{u} / \partial t+w_{*}(r) \partial \widetilde{u} / \partial r=\widetilde{f}(r, t)$, where $w_{*}(0)=w_{*}(1)=0$. See section 5 for details of this transformation.

An interesting question raised by one of the referees is: can the above result be extended to the radially nonsymmetric version of the problem (1.1)-(1.6)? Up to now we do not have an answer to this question. A basic difficulty encountered in answering this question is that $P_{*}, Q_{*}, \vec{u}_{*}$ are possibly singular at the center point $r=0$. More precisely, we know only that $P_{*}$ is continuous at $r=0$, but we do not know if it is smooth at $r=0$ (in fact, we even do not know if it is differentiable at $r=0$ ). This possibly existing singularity of the stationary solution induces many obstacles in the analysis of its asymptotic stability for nonradial perturbations. Our conjecture is that $P_{*}, Q_{*}, \vec{u}_{*}$ are smooth for all $r \leq R_{*}$, and a similar result as that in [11] proved for the one-species model also holds for the radially nonsymmetric version of the problem (1.1)-(1.6).

The structure of the rest part is as follows. In the following section we reduce the problem (1.1)-(1.6) into a differential equation in the Banach space $X=C[0,1] \times \mathbb{R}$. In section 3 we summarize some basic properties of the stationary solution. In section 4 we study a linear equation obtained from semilinearizing the reduced equation and prove that its solution operator is an evolution system so that the semilinearized equation can be converted into an integral equation. Section 5 aims at developing the similarity transformation technique mentioned above. In section 6 we first derive an improvement of the linear estimate established in [5] and next use the similarity transformation technique to extend this estimate to the evolution systems obtained in section 4. After these preparations, in the last section we use the Banach fixed point theorem to prove Theorem 1.1.

Throughout this paper the notation "' " denotes both the ordinary derivatives of functions in $\mathbb{R}$ and the Fréchet derivatives of mappings between Banach spaces.

Finally, to end this introduction, we would like to refer the reader to see [4], [8], and [14] for other work related with the problem (1.1)-(1.6).
2. Reduction of the problem. In this section we reduce the system of equations (1.1)-(1.6) into a differential equation in the Banach space $X=C[0,1] \times \mathbb{R}$.

We first note that, by summing up (1.3), (1.4), and using (1.5), we get the following equation:

$$
\begin{equation*}
\nabla \cdot \vec{u}=\frac{1}{N}\left[K_{B}(C) P-K_{D}(C) Q\right] . \tag{2.1}
\end{equation*}
$$

Conversely, from (1.3), (1.5), and (2.1) we immediately obtain (1.4). Hence, the two groups of equations (1.3), (1.4), (1.5), and (1.3), (1.5), (2.1) are equivalent. We recall that $\vec{u}=u(r, t) r^{-1} x$ for some scalar function $u$.

By rescaling the space and time variables, setting

$$
\begin{aligned}
& \bar{c}(\bar{r}, t)=\frac{C\left(\bar{r} e^{z(t)}, t\right)}{C_{0}}, \quad \bar{p}(\bar{r}, t)=\frac{P\left(\bar{r} e^{z(t)}, t\right)}{N} \\
& \bar{u}(\bar{r}, t)=u\left(\bar{r} e^{z(t)}, t\right) e^{-z(t)}, \quad R(t)=e^{z(t)}
\end{aligned}
$$

and using the equivalence of (1.3), (1.4), and (1.5) with (1.3), (1.5), and (2.1), we see that the problem (1.1)-(1.6) can be reformulated into the following problem (for the simplicity of the notation we omit all bars):

$$
\begin{gather*}
\frac{\partial^{2} c}{\partial r^{2}}+\frac{2}{r} \frac{\partial c}{\partial r}=e^{2 z} F(c) \quad \text { for } 0<r \leq 1, t \geq 0  \tag{2.2}\\
\left.\frac{\partial c}{\partial r}\right|_{r=0}=0,\left.\quad c\right|_{r=1}=1 \quad \text { for } t \geq 0  \tag{2.3}\\
\frac{\partial p}{\partial t}+[u(r, t)-r u(1, t)] \frac{\partial p}{\partial r}=K_{P}(c)+\left[K_{M}(c)-K_{N}(c)\right] p-K_{M}(c) p^{2} \\
\text { for } 0 \leq r \leq 1, t \geq 0  \tag{2.4}\\
\frac{\partial u}{\partial r}+\frac{2}{r} u=-K_{D}(c)+K_{M}(c) p \quad \text { for } 0<r \leq 1 \text { and }\left.u\right|_{r=0}=0, t \geq 0  \tag{2.5}\\
\frac{d z}{d t}=u(1, t) \quad \text { for } t \geq 0 \tag{2.6}
\end{gather*}
$$

where $K_{M}(c)=K_{B}(c)+K_{D}(c), K_{N}(c)=K_{P}(c)+K_{Q}(c)$, and $F(c), K_{B}(c), K_{D}(c)$, $K_{P}(c)$, and $K_{Q}(c)$ are the rescaled forms of the corresponding functions appearing in (1.1)-(1.6).

Clearly, (2.2) and (2.3) can be solved to get $c$ as a function of $z$. Thus, instead of $c(r, t)$, later on we use the notation $c(r, z(t))$, or simply $c(r, z)$, to denote the solution of (2.2) and (2.3). Similarly, (2.5) can be solved to get $u$ as a functional of $p$ and $z$. Thus, later on we use the notation $u_{p, z}$ to redenote $u$. By a simple computation, we have

$$
\begin{equation*}
u_{p, z}(r, t)=\frac{1}{r^{2}} \int_{0}^{r}\left[-K_{D}(c(\rho, z(t)))+K_{M}(c(\rho, z(t))) p(\rho, t)\right] \rho^{2} d \rho \tag{2.7}
\end{equation*}
$$

for $0<r \leq 1, t \geq 0$, and $u_{p, z}(0, t)=0$ for $t \geq 0$. We also denote

$$
\begin{equation*}
w_{p, z}(r, t)=u_{p, z}(r, t)-r u_{p, z}(1, t) . \tag{2.8}
\end{equation*}
$$

Then (2.2)-(2.6) reduces into the following system of equations:

$$
\left\{\begin{array}{l}
\frac{\partial p}{\partial t}+w_{p, z}(r, t) \frac{\partial p}{\partial r}=f(r, p, z) \quad \text { for } 0 \leq r \leq 1, t>0  \tag{2.9}\\
\frac{d z}{d t}=u_{p, z}(1, t) \text { for } t>0
\end{array}\right.
$$

where

$$
f(r, p, z)=K_{P}(c(r, z))+\left[K_{M}(c(r, z))-K_{N}(c(r, z))\right] p-K_{M}(c(r, z)) p^{2}
$$

In what follows we rewrite (2.9) as a differential equation in the Banach space $X=C[0,1] \times \mathbb{R}$. To this end we denote $X_{0}=C_{V}^{1}[0,1] \times \mathbb{R}$, where $C_{V}^{1}[0,1]$ is the function space

$$
C_{V}^{1}[0,1]=\left\{p \in C[0,1] \cap C^{1}(0,1): r(1-r) p^{\prime}(r) \in C[0,1]\right\}
$$

endowed with the norm

$$
\|p\|_{C_{V}^{1}[0,1]}=\max _{0 \leq r \leq 1}|p(r)|+\sup _{0<r<1}\left|r(1-r) p^{\prime}(r)\right| \quad \text { for } p \in C_{V}^{1}[0,1] .
$$

Clearly, endowed with the product norm, $X_{0}$ is a Banach space densely and continuously embedded into $X$. We introduce a mapping $\mathbb{F}: X_{0} \rightarrow X$ as follows. First, for given $p \in C[0,1]$ and $z \in \mathbb{R}$, let $\mathcal{A}_{0}(p, z): C_{V}^{1}[0,1] \rightarrow C(0,1)$ be the following linear operator: For any $q \in C_{V}^{1}[0,1]$,

$$
\mathcal{A}_{0}(p, z) q(r)=-w_{p, z}(r) q^{\prime}(r) \text { for } 0<r<1
$$

Here and hereafter, $w_{p, z}(r)$ represents the function defined by similar formulations as in (2.7) and (2.8), with $p(r, t)$ and $z(t)$ there replaced by $p(r)$ and $z$, respectively. Later on we shall use the convention that, for a function $f \in C(0,1)$, if both limits $\lim _{r \rightarrow 0^{+}} f(r)$ and $\lim _{r \rightarrow 1^{-}} f(r)$ exist and are finite, then we write $f \in C[0,1]$. Furthermore, when we are concerned with the values of $f$ at $r=0$ and $r=1$, we mean that $f(0)=\lim _{r \rightarrow 0^{+}} f(r)$ and $f(1)=\lim _{r \rightarrow 1^{-}} f(r)$. Using this convention, we see easily that, for any $p \in C[0,1]$ and $z \in \mathbb{R}$, we have $w_{p, z}(r) / r(1-r) \in C[0,1]$. It follows that, for any $q \in C_{V}^{1}[0,1]$, both limits $\lim _{r \rightarrow 0^{+}} w_{p, z}(r) q^{\prime}(r)$ and $\lim _{r \rightarrow 1^{-}} w_{p, z}(r) q^{\prime}(r)$ exist so that $\mathcal{A}_{0}(p, z) q \in C[0,1]$. It can also be easily seen that $\mathcal{A}_{0}(p, z) \in L\left(C_{V}^{1}[0,1], C[0,1]\right)$, and

$$
\left\|\mathcal{A}_{0}(p, z)\right\|_{L\left(C_{V}^{1}[0,1], C[0,1]\right)} \leq \sup _{0<r<1}\left|\frac{w_{p, z}(r)}{r(1-r)}\right|
$$

Next we denote by $\mathcal{F}: C[0,1] \times \mathbb{R} \rightarrow C[0,1]$ and $\mathcal{G}: C[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, respectively, the following nonlinear operators:

$$
\begin{aligned}
\mathcal{F}(p, z)(r) & =f(r, p(r), c(r, z)) \\
\mathcal{G}(p, z) & =\int_{0}^{1}\left[-K_{D}(c(r, z))+K_{M}(c(r, z)) p(r)\right] r^{2} d r
\end{aligned}
$$

We now define $\mathbb{F}: X_{0} \rightarrow X$ to be the following nonlinear operator:

$$
\mathbb{F}(U)=\left(\mathcal{A}_{0}(p, z) p+\mathcal{F}(p, z), \mathcal{G}(p, z)\right) \quad \text { for } U=(p, z) \in X_{0}
$$

It is obvious that $\mathbb{F} \in C^{\infty}\left(X_{0}, X\right)$. Later on we shall also regard $\mathbb{F}$ as an unbounded nonlinear operator in $X$ with domain $X_{0}$.

With the above notations, we see that (2.9) can be rewritten as the following differential equation in the Banach space $X$ :

$$
\begin{equation*}
\frac{d U}{d t}=\mathbb{F}(U) \tag{2.10}
\end{equation*}
$$

Here $U=U(t)$ represents an $X_{0}$-valued unknown function for $t \geq 0$, and the left-hand side denotes the Fréchet derivative of $U=U(t)$ regarded as a mapping from $[0, \infty)$ to the $X$ space.

The equation (2.10) has a quasi-linear structure. To see this we define $\mathbb{A}_{0}: X \rightarrow$ $L\left(X_{0}, X\right)$ and $\mathbb{F}_{0}: X \rightarrow X$ as follows: For $U=(p, z) \in X$ and $V=(q, y) \in X_{0}$, we let

$$
\mathbb{A}_{0}(U) V=\left(\mathcal{A}_{0}(p, z) q, 0\right) \quad \text { and } \quad \mathbb{F}_{0}(U)=(\mathcal{F}(p, z), \mathcal{G}(p, z))
$$

Then we have

$$
\mathbb{F}(U)=\mathbb{A}_{0}(U) U+\mathbb{F}_{0}(U) \quad \text { for } U \in X_{0}
$$

Clearly, $\mathbb{A}_{0} \in C^{\infty}\left(X, L\left(X_{0}, X\right)\right)$ and $\mathbb{F}_{0} \in C^{\infty}(X, X) \cap C^{\infty}\left(X_{0}, X_{0}\right)$. Hence, the desired assertion follows. Later on, for given $U \in X$, we shall also regard $\mathbb{A}_{0}(U)$ as an unbounded linear operator in $X$ with domain $X_{0}$.

From [13] we know that under the assumptions (1.7)-(1.9), the problem (2.2)(2.6) has a unique stationary solution which we denote as $\left(c_{*}, p_{*}, u_{*}, z_{*}\right)$. By definition, $\left(c_{*}, p_{*}, u_{*}, z_{*}\right)=\left(c_{*}(r), p_{*}(r), u_{*}(r), z_{*}\right)(0 \leq r \leq 1)$ is the solution of the following problem:

$$
\begin{align*}
c_{*}^{\prime \prime}+\frac{2}{r} c_{*}^{\prime} & =e^{2 z_{*}} F\left(c_{*}\right) \quad \text { for } 0<r \leq 1  \tag{2.11}\\
c_{*}^{\prime}(0) & =0, \quad c_{*}(1)=1  \tag{2.12}\\
u_{*} p_{*}^{\prime} & =f\left(r, p_{*}, z_{*}\right) \quad \text { for } 0 \leq r \leq 1,  \tag{2.13}\\
u_{*}^{\prime}+\frac{2}{r} u_{*} & =-K_{D}\left(c_{*}\right)+K_{M}\left(c_{*}\right) p_{*} \quad \text { for } 0<r \leq 1,  \tag{2.14}\\
u_{*}(0) & =0, \quad u_{*}(1)=0 \tag{2.15}
\end{align*}
$$

Let $U_{*}=\left(p_{*}, z_{*}\right)$. Then $U_{*} \in X_{0}$ (see Lemma 2.1 below), and, by the equivalence of the system (2.2)-(2.6) with the equation (2.10), it follows that $U_{*}$ is the unique equilibrium of $(2.10)$, i.e., $\mathbb{F}\left(U_{*}\right)=0$ or $\mathbb{A}_{0}\left(U_{*}\right) U_{*}+\mathbb{F}_{0}\left(U_{*}\right)=0$. Hence, to study the asymptotic stability of the stationary solution $\left(c_{*}, p_{*}, u_{*}, z_{*}\right)$ of the problem (2.2)(2.6), we need only to study the asymptotic stability of the stationary solution $U_{*}$ of (2.10). For this purpose, we rewrite (2.10) into an equivalent equation for the difference $V=U-U_{*}$. Let $\mathbb{A}: X \rightarrow L\left(X_{0}, X\right)$ and $\mathbb{G}: X \rightarrow X$ be the following operators:

$$
\begin{aligned}
\mathbb{A}(V) W= & \mathbb{A}_{0}\left(U_{*}+V\right) W+\left[\mathbb{A}_{0}^{\prime}\left(U_{*}\right) W\right] U_{*}+\mathbb{F}_{0}^{\prime}\left(U_{*}\right) W \quad \text { for } V \in X, \quad W \in X_{0}, \\
\mathbb{G}(V)= & {\left[\mathbb{A}_{0}\left(U_{*}+V\right)-\mathbb{A}_{0}\left(U_{*}\right)-\mathbb{A}_{0}^{\prime}\left(U_{*}\right) V\right] U_{*} } \\
& +\left[\mathbb{F}_{0}\left(U_{*}+V\right)-\mathbb{F}_{0}\left(U_{*}\right)-\mathbb{F}_{0}^{\prime}\left(U_{*}\right) V\right] \text { for } V \in X .
\end{aligned}
$$

Then clearly (2.10) is equivalent to the following equation for $V=U-U_{*}$ :

$$
\begin{equation*}
\frac{d V}{d t}=\mathbb{A}(V) V+\mathbb{G}(V) \tag{2.16}
\end{equation*}
$$

Later on we shall concentrate our attention on (2.16).
The above deduction leads to the following preliminary result.
Lemma 2.1. The system (2.2)-(2.6) is equivalent to (2.16), and the asymptotic stability of the stationary solution $\left(c_{*}, p_{*}, u_{*}, z_{*}\right)$ of (2.2)-(2.6) is equivalent to the asymptotic stability of the trivial solution of (2.16). Moreover, the assertion of Theorem 1.1 is equivalent to the following assertion for (2.16): There exist positive constants $K, \mu$, and $\varepsilon$ such that if the solution $V=V(t)$ of $(2.16)$ satisfies $\|V(0)\|_{X_{0}} \leq \varepsilon$, then it also satisfies

$$
\begin{equation*}
\|V(t)\|_{X_{0}} \leq K \varepsilon e^{-\mu t} \quad \text { for all } t \geq 0 \tag{2.17}
\end{equation*}
$$

Since it has been proved (see [12]) that the initial value problem of the system (2.2)-(2.6) is globally well-posed for any $C^{1}$ initial data, by the equivalence of (2.2)(2.6) with (2.16), it follows that, for any $V_{0} \in X_{0}$, (2.16) has a unique solution
$V=V(t)$ for all $t \geq 0$ such that $V(0)=V_{0}$. Our analysis later on is to prove that (2.17) holds provided $\left\|V_{0}\right\|_{X_{0}} \leq \varepsilon$.

We note that $\mathbb{A} \in C^{\infty}\left(X, L\left(X_{0}, X\right)\right), \mathbb{G} \in C^{\infty}(X, X)$, and, by using the Taylor expansions up to second-order for Fréchet derivatives of $\mathbb{A}_{0}$ and $\mathbb{F}_{0}$, we have

$$
\begin{equation*}
\|\mathbb{G}(V)\|_{X}=O\left(\|V\|_{X}^{2}\right) \quad \text { as } \quad\|V\|_{X} \rightarrow 0 \tag{2.18}
\end{equation*}
$$

We also note that, by introducing an operator $\mathbb{B}: X \rightarrow X$ by

$$
\mathbb{B} W=\left[\mathbb{A}_{0}^{\prime}\left(U_{*}\right) W\right] U_{*}+\mathbb{F}_{0}^{\prime}\left(U_{*}\right) W \quad \text { for } W \in X
$$

we have

$$
\mathbb{A}(0)=\mathbb{F}^{\prime}\left(U_{*}\right)=\mathbb{A}_{0}\left(U_{*}\right)+\mathbb{B} \quad \text { and } \quad \mathbb{A}(V)=\mathbb{A}_{0}\left(U_{*}+V\right)+\mathbb{B}
$$

Note that as an immediate consequence of the facts that $\mathbb{A}_{0} \in C^{\infty}\left(X, L\left(X_{0}, X\right)\right)$ and $\mathbb{F}_{0} \in C^{\infty}(X, X)$, we have $\mathbb{B} \in L(X)$. Finally, we note that $\left[V \rightarrow \mathbb{A}_{0}\left(U_{*}+V\right)\right] \in$ $C^{\infty}\left(X, L\left(X_{0}, X\right)\right)$. These facts will play an important role in later analysis.

A simple computation shows that if we denote

$$
\begin{align*}
a(r)= & K_{M}\left(c_{*}(r)\right)-K_{N}\left(c_{*}(r)\right)-2 K_{M}\left(c_{*}(r)\right) p_{*}(r)  \tag{2.19}\\
b(r)= & \left\{K_{P}^{\prime}\left(c_{*}(r)\right)+\left[K_{M}^{\prime}\left(c_{*}(r)\right)-K_{N}^{\prime}\left(c_{*}(r)\right)\right] p_{*}(r)-K_{M}^{\prime}\left(c_{*}(r)\right) p_{*}^{2}(r)\right\} c_{z}(r) \\
& +r p_{*}^{\prime}(r)\left[\int_{0}^{1} g_{c}(\rho) c_{z}(\rho) \rho^{2} d \rho-\frac{1}{r^{3}} \int_{0}^{r} g_{c}(\rho) c_{z}(\rho) \rho^{2} d \rho\right]  \tag{2.20}\\
\mathcal{B} q(r)= & r p_{*}^{\prime}(r)\left[\int_{0}^{1} g_{p}(\rho) q(\rho) \rho^{2} d \rho-\frac{1}{r^{3}} \int_{0}^{r} g_{p}(\rho) q(\rho) \rho^{2} d \rho\right]  \tag{2.21}\\
\mathcal{F}(q)= & \int_{0}^{1} g_{p}(\rho) q(\rho) \rho^{2} d \rho  \tag{2.22}\\
\kappa= & \int_{0}^{1} g_{c}(\rho) c_{z}(\rho) \rho^{2} d \rho \tag{2.23}
\end{align*}
$$

where

$$
g_{p}(r)=K_{M}\left(c_{*}(r)\right), \quad g_{c}(r)=-K_{D}^{\prime}\left(c_{*}(r)\right)+K_{M}^{\prime}\left(c_{*}(r)\right) p_{*}(r), \quad c_{z}(r)=\frac{\partial c}{\partial z}\left(r, z_{*}\right)
$$

then we have

$$
\mathbb{B}=\left(\begin{array}{cc}
a(r)+\mathcal{B} & b(r)  \tag{2.24}\\
\mathcal{F} & \kappa
\end{array}\right)
$$

Here and hereafter, when we write $\mathbb{M}=\left(\begin{array}{ll}M_{11} & M_{12} \\ M_{21} & M_{22}\end{array}\right)$ for bounded linear operators $M_{11} \in L\left(X_{1}, Y_{1}\right), M_{12} \in L\left(X_{2}, Y_{1}\right), M_{21} \in L\left(X_{1}, Y_{2}\right)$, and $M_{22} \in L\left(X_{2}, Y_{2}\right)$, where $X_{1}, X_{2}, Y_{1}$, and $Y_{2}$ are Banach spaces, we mean that $\mathbb{M}$ is the bounded linear operator from $X_{1} \times X_{2}$ to $Y_{1} \times Y_{2}$ defined by $\mathbb{M}\left(x_{1}, x_{2}\right)=\left(M_{11} x_{1}+M_{12} x_{2}, M_{21} x_{1}+M_{22} x_{2}\right)$ for $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$. Using this notation we see that

$$
\mathbb{A}_{0}\left(U_{*}\right)=\left(\begin{array}{cc}
\mathcal{L}_{0} & 0  \tag{2.25}\\
0 & 0
\end{array}\right) \quad \text { and } \quad \mathbb{A}_{0}\left(U_{*}+V\right)=\left(\begin{array}{cc}
\mathcal{L}_{V} & 0 \\
0 & 0
\end{array}\right)
$$

where $\mathcal{L}_{0}=\mathcal{A}_{0}\left(p_{*}, z_{*}\right)$ and $\mathcal{L}_{V}=\mathcal{A}_{0}\left(p_{*}+\varphi, z_{*}+\zeta\right)$ for $V=(\varphi, \zeta) \in X$. Finally, we recall that $a(r)<0$ for all $0 \leq r \leq 1$; see (2.7) in section 2 of [5].
3. Some basic facts. In this section we summarize some basic properties of the functions $c_{*}(r)=c\left(r, z_{*}\right), c_{z}(r)=\frac{\partial c}{\partial z}\left(r, z_{*}\right), p_{*}(r)$, and $u_{*}(r)$. These properties will play an important role in later discussions.

Lemma 3.1. We have the following assertions:
(1) $c_{*}, c_{z} \in C^{\infty}[0,1]$, and
$0<c_{*}(0) \leq c_{*}(r) \leq 1 \quad$ for $0 \leq r \leq 1, \quad c_{*}^{\prime}(r)>0 \quad$ for $0<r \leq 1, \quad c_{*}^{\prime}(0)=0$.
(2) $p_{*} \in C[0,1] \cap C^{\infty}(0,1]$,

$$
\begin{equation*}
0<p_{*}(0) \leq p_{*}(r) \leq 1 \quad \text { for } 0 \leq r \leq 1, \quad p_{*}^{\prime}(r)>0 \quad \text { for } 0<r \leq 1 \tag{3.2}
\end{equation*}
$$

and either $p_{*} \in C^{1}[0,1]$ or there exists $0<\gamma<1$ such that $\lim _{r \rightarrow 0^{+}} r^{\gamma} p_{*}^{\prime}(r)$ exists and is finite, so that $r^{\gamma} p_{*}^{\prime}(r) \in C[0,1]$. Moreover,

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} r p_{*}^{\prime}(r)=0, \quad \lim _{r \rightarrow 0^{+}} r^{2} p_{*}^{\prime \prime}(r)=0, \quad \lim _{r \rightarrow 0^{+}} r^{3} p_{*}^{\prime \prime \prime}(r)=0 \tag{3.3}
\end{equation*}
$$

(3) $u_{*} \in C^{1}[0,1] \cap C^{\infty}(0,1]$, and there exist positive constants $C_{1}, C_{2}$ such that

$$
\begin{equation*}
-C_{1} r(1-r) \leq u_{*}(r) \leq-C_{2} r(1-r) \quad \text { for } \quad 0 \leq r \leq 1 \tag{3.4}
\end{equation*}
$$

Besides, either $u_{*} \in C^{2}[0,1]$ or there exists $0<\gamma<1$ such that $\lim _{r \rightarrow 0^{+}} r^{\gamma} u_{*}^{\prime \prime}(r)$ exists and is finite, so that $r^{\gamma} u_{*}^{\prime \prime}(r) \in C[0,1]$. Moreover,

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} r u_{*}^{\prime \prime}(r)=0, \quad \lim _{r \rightarrow 0^{+}} r^{2} u_{*}^{\prime \prime \prime}(r)=0 \tag{3.5}
\end{equation*}
$$

Proof. The assertions that $c_{*}, c_{z} \in C^{\infty}[0,1]$ and relations in (3.1) are immediate. The assertions that $p_{*} \in C[0,1] \cap C^{\infty}(0,1], u_{*} \in C^{1}[0,1] \cap C^{\infty}(0,1]$, and relations in (3.2) follow from Theorem 2.1 of [13], by which we also know that $u_{*}(r)<0$ for $0<r<1$. The last assertion combined with the facts that $u_{*}^{\prime}(0)<0$ and $u_{*}^{\prime}(1)>0$ (see Theorem 7.1 of [13]) immediately yields (3.4). To prove (3.3) we compute

$$
\lim _{r \rightarrow 0} u_{*}(r) p_{*}^{\prime}(r)=K_{P}\left(c_{*}(0)\right)+\left[K_{M}\left(c_{*}(0)\right)-K_{N}\left(c_{*}(0)\right)\right] p_{*}(0)-K_{M}\left(c_{*}(0)\right) p_{*}^{2}(0)=0
$$

(see (8.4) in section 8 of [13]), so that

$$
\lim _{r \rightarrow 0} r p_{*}^{\prime}(r)=\lim _{r \rightarrow 0} \frac{r}{u_{*}(r)} \cdot \lim _{r \rightarrow 0} u_{*}(r) p_{*}^{\prime}(r)=0
$$

and

$$
\begin{aligned}
\lim _{r \rightarrow 0} u_{*}(r) r p_{*}^{\prime \prime}(r)= & \lim _{r \rightarrow 0} r\left\{K_{P}^{\prime}\left(c_{*}(r)\right)+\left[K_{M}^{\prime}\left(c_{*}(r)\right)-K_{N}^{\prime}\left(c_{*}(r)\right)\right] p_{*}(r)\right. \\
& \left.-K_{M}^{\prime}\left(c_{*}(r)\right) p_{*}^{2}(r)\right\} c_{*}^{\prime}(r)+\lim _{r \rightarrow 0}\left\{\left[K_{M}\left(c_{*}(r)\right)-K_{N}\left(c_{*}(r)\right)\right]\right. \\
& \left.-2 K_{M}\left(c_{*}(r)\right) p_{*}(r)\right\} r p_{*}^{\prime}(r)-\lim _{r \rightarrow 0} u_{*}^{\prime}(r) r p_{*}^{\prime}(r)=0,
\end{aligned}
$$

so that

$$
\lim _{r \rightarrow 0} r^{2} p_{*}^{\prime \prime}(r)=\lim _{r \rightarrow 0} \frac{r}{u_{*}(r)} \cdot \lim _{r \rightarrow 0} u_{*}(r) r p_{*}^{\prime \prime}(r)=0
$$

This proves the first two relations in (3.3). The proof of the third relation is similar and is omitted. Next, from (2.14) we can easily deduce that

$$
\begin{aligned}
u_{*}^{\prime \prime}(r)= & {\left[-K_{D}^{\prime}\left(c_{*}(r)\right)+K_{M}^{\prime}\left(c_{*}(r)\right) p_{*}(r)\right] c_{*}^{\prime}(r) } \\
& +K_{M}\left(c_{*}(r)\right) p_{*}^{\prime}(r)+\frac{2}{r}\left[K_{D}\left(c_{*}(r)\right)-K_{M}\left(c_{*}(r)\right) p_{*}(r)\right] \\
& +\frac{6}{r^{4}} \int_{0}^{r}\left[-K_{D}\left(c_{*}(\rho)\right)+K_{M}\left(c_{*}(\rho)\right) p_{*}(\rho)\right] \rho^{2} d \rho \\
= & {\left[-K_{D}^{\prime}\left(c_{*}(r)\right)+K_{M}^{\prime}\left(c_{*}(r)\right) p_{*}(r)\right] c_{*}^{\prime}(r)+\frac{6}{r^{4}} \int_{0}^{r}\left[K_{D}\left(c_{*}(r)\right)-K_{D}\left(c_{*}(\rho)\right)\right] \rho^{2} d \rho } \\
(3.6)= & K_{M}\left(c_{*}(r)\right) p_{*}^{\prime}(r)-\frac{6}{r^{4}} \int_{0}^{r}\left[K_{M}\left(c_{*}(r)\right) p_{*}(r)-K_{M}\left(c_{*}(\rho)\right) p_{*}(\rho)\right] \rho^{2} d \rho .
\end{aligned}
$$

From this expression and the first relation in (3.3) we readily obtain the first relation in (3.5). The proof of the second relation in (3.5) is similar and is omitted. Finally, by Theorems 5.3 and 5.4 of [13], we know that either $p_{*} \in C^{1}[0,1]$ or there exist constants $-1<\alpha<0$ and $C$ such that ${ }^{1}$

$$
\begin{equation*}
p_{*}^{\prime}(r)=C r^{\alpha}+O(1) \text { for } r \rightarrow 0 \tag{3.7}
\end{equation*}
$$

Suppose that it is the second case. Then, by letting $\gamma=|\alpha|$, we see that $0<\gamma<1$ and $r^{\gamma} p_{*}^{\prime}(r) \in C[0,1]$. Finally, from (3.7) we see that

$$
\begin{equation*}
p_{*}(r)=p_{*}(0)+C(1+\alpha)^{-1} r^{1+\alpha}+O(r) \quad \text { for } r \rightarrow 0 \tag{3.8}
\end{equation*}
$$

Substituting (3.7) and (3.8) into (3.6), we get $r^{\gamma} u_{*}^{\prime \prime}(r) \in C[0,1]$. This completes the proof of Lemma 3.1. $\quad \square$

Corollary 3.2. Let $a, b, \mathcal{B}, \mathcal{F}$, and $\mathbb{B}$ be as in (2.19)-(2.22) and (2.24). Then we have $a, b \in C_{V}^{1}[0,1], \mathcal{B} \in L\left(C[0,1], C_{V}^{1}[0,1]\right) \subseteq L(C[0,1]) \cap L\left(C_{V}^{1}[0,1]\right), \mathcal{F} \in$ $L(C[0,1], \mathbb{R})$, and $\mathbb{B} \in L(X) \cap L\left(X_{0}\right)$. Moreover, we also have $r^{2}(1-r)^{2} a^{\prime \prime}(r), r^{2}(1-$ $r)^{2} b^{\prime \prime}(r) \in C[0,1]$.

Corollary 3.3. $\mathbb{G} \in C^{\infty}(X, X) \cap C^{\infty}\left(X_{0}, X_{0}\right)$ and in addition to (2.18), we also have

$$
\begin{equation*}
\|\mathbb{G}(V)\|_{X_{0}}=O\left(\|V\|_{X_{0}}^{2}\right) \quad \text { as }\|V\|_{X_{0}} \rightarrow 0 \tag{3.9}
\end{equation*}
$$

Proof. We have $\mathbb{G}(V)=\mathbb{G}_{1}(V)+\mathbb{G}_{2}(V)$, where $\mathbb{G}_{1}(V)=\left[\mathbb{A}_{0}\left(U_{*}+V\right)-\mathbb{A}_{0}\left(U_{*}\right)-\right.$ $\left.\mathbb{A}_{0}^{\prime}\left(U_{*}\right) V\right] U_{*}$ and $\mathbb{G}_{2}(V)=\mathbb{F}_{0}\left(U_{*}+V\right)-\mathbb{F}_{0}\left(U_{*}\right)-\mathbb{F}_{0}^{\prime}\left(U_{*}\right) V$. Since $\mathbb{F}_{0} \in C^{\infty}\left(X_{0}, X_{0}\right)$, it is evident that $\mathbb{G}_{2} \in C^{\infty}\left(X_{0}, X_{0}\right)$ and $\left\|\mathbb{G}_{2}(V)\right\|_{X_{0}}=O\left(\|V\|_{X_{0}}^{2}\right)$ as $\|V\|_{X_{0}} \rightarrow 0$. Next, let $V=(\varphi, \zeta)$ and $(p, z)=\left(p_{*}+\varphi, z_{*}+\zeta\right)$. Then, by $(2.25)$, we have $\mathbb{A}_{0}\left(U_{*}+V\right) U_{*}=$ $\left(-w_{p, z}(r) p_{*}^{\prime}(r), 0\right)$. Using this expression and the first two relations in (3.3), we can easily show that, for every $V \in X$, we have $\mathbb{A}_{0}\left(U_{*}+V\right) U_{*} \in X_{0}$, and the mapping $V \rightarrow \mathbb{A}_{0}\left(U_{*}+V\right) U_{*}$ belongs to $C^{\infty}\left(X, X_{0}\right)$. Hence we have $\mathbb{G}_{1} \in C^{\infty}\left(X, X_{0}\right) \subseteq$ $C^{\infty}\left(X_{0}, X_{0}\right)$ and $\left\|\mathbb{G}_{1}(V)\right\|_{X_{0}}=O\left(\|V\|_{X}^{2}\right)=O\left(\|V\|_{X_{0}}^{2}\right)$ as $\|V\|_{X_{0}} \rightarrow 0$. Combining these assertions together, we see that the desired assertion follows.
4. Evolution system. In this section we study the following initial value problem:

$$
\begin{equation*}
\frac{d U}{d t}=\mathbb{A}(V(t)) U+F(t) \quad \text { for } t>0, \quad U(0)=U_{0} \tag{4.1}
\end{equation*}
$$

[^89]where $V \in C([0, \infty), X), F \in C\left([0, \infty), X_{0}\right)$, and $U_{0} \in X_{0}$ are given. For a small $\varepsilon>0$, we denote
$$
S_{\varepsilon}=\left\{V=(\varphi, \zeta) \in X=C[0,1] \times \mathbb{R}:\|\varphi\|_{\infty} \leq \varepsilon,|\zeta| \leq \varepsilon\right\}
$$

We want to prove that given $V \in C([0, \infty), X)$ such that $V(t) \in S_{\varepsilon}$ for all $t \geq 0$, the problem (4.1) has a unique solution $U \in C\left([0, \infty), X_{0}\right) \cap C^{1}([0, \infty), X)$, and there exists a family of bounded linear operators $\{\mathbb{U}(t, s, V): t \geq s \geq 0\}$ on $X_{0}$, the socalled evolution system determined by the family of operators $\{\mathbb{A}(V(t)): t \geq 0\}$, such that the solution of this problem is given by

$$
\begin{equation*}
U(t)=\mathbb{U}(t, 0, V) U_{0}+\int_{0}^{t} \mathbb{U}(t, s, V) F(s) d s \quad \text { for } t \geq 0 \tag{4.2}
\end{equation*}
$$

For this purpose we shall prove that the family of operators $\left\{\mathbb{A}(V): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X$, and its part in $X_{0}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X_{0}$. When these assertions are proved, the desired assertion then follows from the results of sections 5.2-5.5 and 6.4 of [20].

In what follows, for $V \in S_{\varepsilon}$, we denote by $\tilde{\mathbb{A}}(V)$ the part of $\mathbb{A}(V)$ in $X_{0}$. Recall that $\operatorname{Dom}(\tilde{\mathbb{A}}(V))=\left\{U \in X_{0}: \mathbb{A}(V) U \in X_{0}\right\}$, and $\tilde{\mathbb{A}}(V) U=\mathbb{A}(V) U$ for $U \in \operatorname{Dom}(\tilde{\mathbb{A}}(V))$.

Let $w \in C^{1}[0,1]$ and assume that it satisfies the following condition: There exist positive constants $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
-C_{1} r(1-r) \leq w(r) \leq-C_{2} r(1-r) \text { for } 0 \leq r \leq 1 \tag{4.3}
\end{equation*}
$$

Note that this assumption particularly implies that $w(0)=w(1)=0, w^{\prime}(0)<0$ and $w^{\prime}(1)>0$. For a such $w$, we denote by $\mathcal{L}_{0}$ the bounded linear operator from $C_{V}^{1}[0,1]$ to $C[0,1]$ defined by

$$
\mathcal{L}_{0} q(r)=-w(r) q^{\prime}(r) \quad \text { for } 0<r<1, \quad \text { for } \quad q \in C_{V}^{1}[0,1]
$$

Later on we shall also regard $\mathcal{L}_{0}$ as an unbounded linear operator in $C[0,1]$ with domain $C_{V}^{1}[0,1]$. Note that if $w=u_{*}$, then $\mathcal{L}_{0}=\mathcal{A}_{0}\left(p_{*}, z_{*}\right)$.

Lemma 4.1. Let the notation and assumption be as above. Then $\mathcal{L}_{0}$ generates a $C_{0}$ semigroup of contractions $e^{t \mathcal{L}_{0}}$ on $C[0,1]$, i.e.,

$$
\begin{equation*}
\left\|e^{t \mathcal{L}_{0}}\right\|_{L(C[0,1])} \leq 1 \quad \text { for } t \geq 0 \tag{4.4}
\end{equation*}
$$

Moreover, $C_{V}^{1}[0,1]$ is $\mathcal{L}_{0}$-admissible, ${ }^{2}$ and the restriction of $e^{t \mathcal{L}_{0}}$ on $C_{V}^{1}[0,1]$ is a uniformly bounded $C_{0}$ semigroup on $C_{V}^{1}[0,1]$, i.e., there exists constant $C>0$ depending only on the constants $C_{1}$ and $C_{2}$ in (4.3) such that

$$
\begin{equation*}
\left\|e^{t \mathcal{L}_{0}}\right\|_{L\left(C_{V}^{1}[0,1]\right)} \leq C \quad \text { for } t \geq 0 \tag{4.5}
\end{equation*}
$$

[^90]Proof. Let $\lambda \in \mathbb{C}$ be such that $\operatorname{Re} \lambda>0$, and let $f \in C[0,1]$. Consider the equation

$$
\begin{equation*}
-w(r) q^{\prime}(r)-\lambda q(r)=f(r) \quad \text { for } 0<r<1 \tag{4.6}
\end{equation*}
$$

By using some similar arguments as in section 2 of [8], we can easily show that this equation has a unique solution defined and bounded for $0<r<1$, given by

$$
\begin{equation*}
q(r)=e^{-\lambda \int_{r_{0}}^{r} \frac{d \rho}{w(\rho)}} \int_{r}^{1} \frac{f(\eta)}{w(\eta)} e^{\lambda \int_{r_{0}}^{\eta} \frac{d \rho}{w(\rho)}} d \eta, \quad 0<r<1 \tag{4.7}
\end{equation*}
$$

where $r_{0}$ is an arbitrarily chosen number in $(0,1)$. Clearly $q \in C^{1}(0,1)$. By using the L'Hospital's rule, we can easily verify that $q(r)$ has finite limits as $r \rightarrow 0^{+}$and $r \rightarrow 1^{-}$, so that $q \in C[0,1] \cap C^{1}(0,1)$. Furthermore, since $r(1-r) / w(r) \in C[0,1]$, from (4.6) we see that also $r(1-r) q^{\prime}(r) \in C[0,1]$, so that $q \in C_{V}^{1}[0,1]$, and, moreover,

$$
\begin{align*}
|q(r)| & \leq\|f\|_{\infty} e^{(\operatorname{Re} \lambda) \int_{r_{0}}^{r} \frac{d \rho}{\mid w(\rho)}} \int_{r}^{1} \frac{1}{|w(\eta)|} e^{-(\operatorname{Re} \lambda) \int_{r_{0}}^{\eta} \frac{d \rho}{|w(\rho)|}} d \eta \\
& =\frac{\|f\|_{\infty}}{\operatorname{Re} \lambda}\left[1-e^{-(\operatorname{Re} \lambda) \int_{r}^{1} \frac{d \rho}{|w(\rho)|}}\right] \leq \frac{\|f\|_{\infty}}{\operatorname{Re} \lambda} \quad \text { for } 0<r<1 \tag{4.8}
\end{align*}
$$

This proves that, for any $\lambda \in \mathbb{C}$ with $\operatorname{Re} \lambda>0$, we have $\lambda \in \rho\left(\mathcal{L}_{0}\right)$ and $\left\|R\left(\lambda, \mathcal{L}_{0}\right)\right\|_{L(C[0,1])}$ $\leq 1 / \operatorname{Re} \lambda$. Thus, by the Hille-Yosida theorem, we see that $\mathcal{L}_{0}$ generates a strongly continuous semigroup $e^{t \mathcal{L}_{0}}$ on $C[0,1]$, which satisfies the estimate (4.4).

Next we prove that $C_{V}^{1}[0,1]$ is $\mathcal{L}_{0}$-admissible. Clearly, $C_{V}^{1}[0,1]$ is an invariant subspace of $R\left(\lambda, \mathcal{L}_{0}\right)$ for all $\lambda \in \mathbb{C}$, with $\operatorname{Re} \lambda>0$. Let $\tilde{\mathcal{L}}_{0}$ be the part of $\mathcal{L}_{0}$ in $C_{V}^{1}[0,1]$. Since $r(1-r) / w(r), w(r) / r(1-r) \in C[0,1]$, we see that, for $q \in C[0,1] \cap C^{1}(0,1)$, $r(1-r) q^{\prime}(r) \in C[0,1]$ if and only if $w(r) q^{\prime}(r) \in C[0,1]$, and there exist positive constants $C_{1}$ and $C_{2}$ such that

$$
C_{1} \sup _{0<r<1}\left|w(r) q^{\prime}(r)\right| \leq \sup _{0<r<1}\left|r(1-r) q^{\prime}(r)\right| \leq C_{2} \sup _{0<r<1}\left|w(r) q^{\prime}(r)\right|
$$

By the above assertion, it follows easily that

$$
\begin{equation*}
\operatorname{Dom}\left(\tilde{\mathcal{L}}_{0}\right)=\left\{q \in C[0,1] \cap C^{2}(0,1): w(r) q^{\prime}(r) \in C[0,1], w^{2}(r) q^{\prime \prime}(r) \in C[0,1]\right\} \tag{4.9}
\end{equation*}
$$

and $\|q\|_{C_{V}^{1}[0,1]}^{\prime}=\|q\|_{\infty}+\left\|w q^{\prime}\right\|_{\infty}$ is an equivalent norm in $C_{V}^{1}[0,1]$. For $q \in \operatorname{Dom}\left(\tilde{\mathcal{L}}_{0}\right)$, we have, by definition, $\tilde{\mathcal{L}}_{0} q=\mathcal{L}_{0} q$. Now let $f \in C_{V}^{1}[0,1]$ and $\operatorname{Re} \lambda>0$. Let $q$ be the solution of (4.6). Using (4.9) we can easily verify that $q \in \operatorname{Dom}\left(\tilde{\mathcal{L}}_{0}\right)$, so that it is the solution of the equation $\tilde{\mathcal{L}}_{0} q-\lambda q=f$. Moreover, a simple computation shows that $w q^{\prime}=R\left(\mathcal{L}_{0}, \lambda\right)\left(w f^{\prime}\right)$. Thus, by (4.8), we have

$$
\begin{aligned}
\|q\|_{C_{V}^{1}[0,1]}^{\prime} & =\|q\|_{\infty}+\left\|w q^{\prime}\right\|_{\infty}=\|R(\mathcal{L}, \lambda) f\|_{\infty}+\left\|R(\mathcal{L}, \lambda)\left(w f^{\prime}\right)\right\|_{\infty} \\
& \leq \frac{1}{\operatorname{Re} \lambda}\|f\|_{\infty}+\frac{1}{\operatorname{Re} \lambda}\left\|w f^{\prime}\right\|_{\infty}=\frac{1}{\operatorname{Re} \lambda}\|f\|_{C_{V}^{1}[0,1]}^{\prime}
\end{aligned}
$$

Hence, $\lambda \in \rho\left(\tilde{\mathcal{L}}_{0}\right)$ and $\left\|R\left(\lambda, \tilde{\mathcal{L}}_{0}\right)\right\|_{C_{V}^{1}[0,1]}^{\prime} \leq(\operatorname{Re} \lambda)^{-1}$. The desired assertion then follows from the Hille-Yosida theorem and footnote 2.

Given $V=(\varphi, \zeta) \in S_{\varepsilon}$, we set $p(r)=p_{*}(r)+\varphi(r), z=z_{*}+\zeta$, and, as before, we denote

$$
u_{p, z}(r)=\frac{1}{r^{2}} \int_{0}^{r}\left[-K_{D}(c(\rho, z))+K_{M}(c(\rho, z)) p(\rho)\right] \rho^{2} d \rho, \quad w_{p, z}(r)=u_{p, z}(r)-r u_{p, z}(1)
$$

Since $\|\varphi\|_{\infty} \leq \varepsilon$ and $|\zeta| \leq \varepsilon$, by a simple computation, we see that

$$
\begin{equation*}
-C \varepsilon r(1-r) \leq w_{p, z}(r)-u_{*}(r) \leq C \varepsilon r(1-r) \quad \text { for } 0 \leq r \leq 1 \tag{4.10}
\end{equation*}
$$

Since $-C_{1} r(1-r) \leq u_{*}(r) \leq-C_{2} r(1-r)$, it follows that, for $\varepsilon$ sufficiently small, we have

$$
\begin{equation*}
-C_{1} r(1-r) \leq w_{p, z}(r) \leq-C_{2} r(1-r) \quad \text { for } \quad 0 \leq r \leq 1 \tag{4.11}
\end{equation*}
$$

Later on we shall also use the notation $w_{V}(r)$ to redenote $w_{p, z}(r)$. We note that all constants $C, C_{1}$, and $C_{2}$ that appear in (4.10)-(4.11) are independent of $V$ and $\varepsilon$.

Lemma 4.2. $\left\{\mathbb{A}(V): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X=C[0,1] \times \mathbb{R}$, and $\left\{\tilde{\mathbb{A}}(V): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X_{0}$.

Proof. Let $\mathcal{L}_{V} q(r)=-w_{V}(r) q^{\prime}(r)$. Then, by Lemma 4.1, we see that, for any $V \in S_{\varepsilon}, \mathcal{L}_{V}$ is an infinitesimal generator of a $C_{0}$ semigroup of contractions on $C[0,1]$. From this assertion and the second expression in (2.25), we easily infer that, for any $V \in S_{\varepsilon}, \mathbb{A}_{0}\left(U_{*}+V\right)$ is an infinitesimal generator of a $C_{0}$ semigroup of contractions on $X=C[0,1] \times \mathbb{R}$. Hence, $\left\{\mathbb{A}_{0}\left(U_{*}+V\right): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X$, with stability constants $(M, \omega)=(1,0)$. Since $\mathbb{A}(V)=\mathbb{A}_{0}\left(U_{*}+V\right)+\mathbb{B}$ and $\mathbb{B}$ is a bounded linear operator on $X$ independent of $V$, by a standard perturbation result (see, e.g., Theorem 2.3 in section 5.2 of [20]), we see immediately that $\left\{\mathbb{A}(V): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X=C[0,1] \times \mathbb{R}$, with stability constants $(M, \omega)=(1,\|\mathbb{B}\|)$.

In order to prove that $\left\{\widetilde{\mathbb{A}}(V): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of a $C_{0}$ semigroup on $X_{0}=C_{V}^{1}[0,1] \times \mathbb{R}$, we first establish an estimate for the semigroup $e^{t \tilde{\mathcal{L}}_{V}}$ on $C_{V}^{1}[0,1]$ different from (4.5), where $\tilde{\mathcal{L}}_{V}$ represents the part of $\mathcal{L}_{V}$ in $C_{V}^{1}[0,1]$. Let $q_{0} \in C_{V}^{1}[0,1]$ and $q=e^{t \tilde{\mathcal{L}}_{V}} q_{0}=e^{t \mathcal{L}_{V}} q_{0}$. Then $q$ is the solution of the problem

$$
\frac{\partial q}{\partial t}+w_{V}(r) \frac{\partial q}{\partial r}=0 \quad \text { for } 0 \leq r \leq 1 \text { and } t>0,\left.\quad q\right|_{t=0}=q_{0}
$$

Let $l(r, t)=r(1-r) \frac{\partial q(r, t)}{\partial r}$ and $l_{0}(r)=r(1-r) q_{0}^{\prime}(r)$. Formally differentiating the above equation in $r$ and multiplying it with $r(1-r)$, we get

$$
\frac{\partial l}{\partial t}+w_{V}(r) \frac{\partial l}{\partial r}=a_{V}(r) l \quad \text { for } 0 \leq r \leq 1 \quad \text { and } t>0,\left.\quad l\right|_{t=0}=l_{0}
$$

where $a_{V}(r)=(1-2 r) \frac{w_{V}(r)}{r(1-r)}-w_{V}^{\prime}(r)$. Since $w_{V} \in C^{1}[0,1], w_{V}(0)=w_{V}(1)=0$, and $a_{V} \in C[0,1]$, by a standard characteristics argument, we can easily show that this problem has a unique solution $l \in C([0,1] \times[0, \infty))$ such that $\left[\frac{\partial}{\partial t}+w_{V}(r) \frac{\partial}{\partial r}\right] l \in$ $C([0,1] \times[0, \infty))$. Thus, the above formal computation makes sense. Clearly, there exists a nonnegative constant $c_{0}$ independent of $V$ such that $a_{V}(r) \leq c_{0}$ for $0<r<1$, for all $V \in S_{\varepsilon}$. Using this fact and the characteristics argument, we can easily obtain $\|l(\cdot, t)\|_{\infty} \leq\left\|l_{0}\right\|_{\infty} e^{c_{0} t}$ for $t \geq 0$. Combining this estimate with $\|q(\cdot, t)\|_{\infty} \leq\left\|q_{0}\right\|_{\infty}$ ensured by (4.4), we get $\|q(\cdot, t)\|_{C_{V}^{1}[0,1]} \leq\left\|q_{0}\right\|_{C_{V}^{1}[0,1]} e^{c_{0} t}$ for $t \geq 0$, or

$$
\left\|e^{t \tilde{\mathcal{L}}_{V}}\right\|_{L\left(C_{V}^{1}[0,1]\right)} \leq e^{c_{0} t} \quad \text { for } t \geq 0, \quad \text { for all } V \in S_{\varepsilon}
$$

Hence, $\left\{\tilde{\mathcal{L}}_{V}: V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $C_{V}^{1}[0,1]$, with stability constants $(M, \omega)=\left(1, c_{0}\right)$. Using this assertion and
the second expression in (2.25), we see easily that $\left\{\tilde{\mathbb{A}}_{0}\left(U_{*}+V\right): V \in S_{\varepsilon}\right\}$, the part of $\left\{\mathbb{A}_{0}\left(U_{*}+V\right): V \in S_{\varepsilon}\right\}$ on $X_{0}=C[0,1] \times \mathbb{R}$, is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X_{0}$, with stability constants $(M, \omega)=\left(1, c_{0}\right)$. Since $\tilde{\mathbb{A}}(V)=\tilde{\mathbb{A}}_{0}\left(U_{*}+V\right)+\mathbb{B}$, and, by Corollary $3.2, \mathbb{B}$ is a bounded linear operator on $X_{0}$ independent of $V$, we conclude, as before, that $\left\{\mathbb{A}(V): V \in S_{\varepsilon}\right\}$ is a stable family of the infinitesimal generators of $C_{0}$ semigroups on $X_{0}=C_{V}^{1}[0,1] \times \mathbb{R}$, with stability constants $(M, \omega)=\left(1, c_{0}+\|\mathbb{B}\|_{L\left(C_{V}^{1}[0,1]\right)}\right)$. This completes the proof of Lemma 4.2.

Since $\mathbb{A} \in C^{\infty}\left(X, L\left(X_{0}, X\right)\right)$, by Lemma 4.2, we see that, for any $V \in C([0, \infty), X)$ such that $V(t) \in S_{\varepsilon}$ for all $t \geq 0,\{\mathbb{A}(V(t)): t \geq 0\}$ satisfies the conditions $\left(H_{1}\right)-\left(H_{3}\right)$ in section 5.3 of [20]. It follows by Theorem 3.1 in section 5.3 of [20] that given such a function $V=V(t)$, there exists an evolution system determined by $\{\mathbb{A}(V(t)): t \geq 0\}$, which we denote as $\mathbb{U}(t, s, V)$. By definition, this means that
(1) for any $t \geq s \geq 0, \mathbb{U}(t, s, V)$ is a bounded linear operator on $X$;
(2) $\mathbb{U}(s, s, V)=\mathrm{id}$ for all $s \geq 0, \mathbb{U}(t, s, V) \mathbb{U}(s, r, V)=\mathbb{U}(t, r, V)$ for all $t \geq s \geq r$; and
(3) the mapping $(t, s) \rightarrow \mathbb{U}(t, s, V)$ is strongly continuous for $t \geq s \geq 0$.

However, the theory developed in [20] does not ensure that $U=\mathbb{U}(t, s, V) U_{0}$ is a solution of the problem

$$
\begin{equation*}
\frac{d U}{d t}=\mathbb{A}(V(t)) U \quad \text { for } t>s,\left.\quad U\right|_{t=s}=U_{0} \tag{4.12}
\end{equation*}
$$

even if $U_{0} \in X_{0}$, unless some other conditions are satisfied by $\mathbb{U}(t, s, V)$. These conditions are as follows (see conditions $\left(E_{4}\right)$ and $\left(E_{5}\right)$ in Theorem 4.3 in section 5.4 of [20]):
(4) $\mathbb{U}(t, s, V) X_{0} \subseteq X_{0}$ for any $t \geq s \geq 0$; and
(5) For any $U_{0} \in X_{0}$, the mapping $(t, s) \rightarrow \mathbb{U}(t, s, V) U_{0}$ is continuous in $X_{0}$ for $t \geq s \geq 0$.
In the following lemma we shall directly prove that, for any $U_{0} \in X_{0}$, the problem (4.12) has a unique solution $U=U_{s}(t) \in C\left([s, \infty), X_{0}\right) \cap C^{1}([s, \infty), X)$. By Theorem 4.2 in section 5.4 of [20], it then follows that $U_{s}(t)=\mathbb{U}(t, s, V) U_{0}$, and consequently, the conditions (4) and (5) above are satisfied.

Lemma 4.3. Given $V \in C([0, \infty), X)$ such that $V(t) \in S_{\varepsilon}$ for all $t \geq 0$, for any $s \geq 0$ and any $U_{0} \in X_{0}$, the problem (4.12) has a unique solution $U=U_{s}(t) \in$ $C\left([s, \infty), X_{0}\right) \cap C^{1}([s, \infty), X)$.

Proof. Let $U=(q, y)$ and $U_{0}=\left(q_{0}, y_{0}\right)$. Then (4.12) can be rewritten as follows:

$$
\left\{\begin{array}{l}
\frac{\partial q}{\partial t}+w_{V}(r, t) \frac{\partial q}{\partial r}=a(r) q+\mathcal{B}(q)+b(r) y \quad \text { for } 0 \leq r \leq 1, t>s  \tag{4.13}\\
\frac{d y}{d t}=\mathcal{F}(q)+\kappa y \quad \text { for } t>s \\
\left.q\right|_{t=s}=q_{0}(r) \quad \text { for } 0 \leq r \leq 1, \quad \text { and }\left.\quad y\right|_{t=s}=y_{0}
\end{array}\right.
$$

Using the characteristic method and the Banach fixed point theorem, we can easily show that this problem has a unique local solution $(q, y)$, with $q \in C([0,1] \times[0, \delta])$ and $y \in C^{1}[0, \delta]$ for some $\delta>0$. Since $w_{V}(0, t)=w_{V}(1, t)=0$ for all $t \geq 0$, we see that the two lines $r=0$ and $r=1$ are characteristic curves. It follows that all characteristic curves starting from the open interval $(0,1)$ always lie in it, so that the solution of the above problem exists for all $t \geq s$. It remains to prove that $q \in C\left([0, \infty), C_{V}^{1}[0,1]\right)$. To this end we formally differentiate the first equation in (4.13) in $r$ and multiply it
with $r(1-r)$, which gives, by letting $l(r, t)=r(1-r) \frac{\partial q(r, t)}{\partial r}$, that

$$
\begin{equation*}
\frac{\partial l}{\partial t}+w_{V}(r, t) \frac{\partial l}{\partial r}=a_{1}(r, t) u+f_{1}(r, t) \quad \text { for } 0 \leq r \leq 1, \quad t>0 \tag{4.14}
\end{equation*}
$$

where $a_{1}(r, t)=a(r)+(1-2 r) \frac{w_{V}(r, t)}{r(1-r)}-\frac{\partial w_{V}(r, t)}{\partial r}$, and

$$
f_{1}(r, t)=r(1-r) a^{\prime}(r) q(r, t)+r(1-r) \frac{\partial \mathcal{B} q(r, t)}{\partial r}+r(1-r) b^{\prime}(r) y(t)
$$

Clearly, $a_{1} \in C([0,1] \times[0, \infty))$. By Corollary 3.2, we see that also $f_{1} \in C([0,1] \times[0, \infty)$. Thus, by using the characteristic method, we can easily prove that (4.14) imposed with the initial condition $l(r, 0)=r(1-r) q_{0}^{\prime}(r)$ has a unique solution $l \in C([0,1] \times[0, \infty))$ such that $\left[\frac{\partial}{\partial t}+w_{V}(r, t) \frac{\partial}{\partial r}\right] l \in C([0,1] \times[0, \infty))$. Thus, the above formal computation makes sense, and consequently, $q \in C\left([0, \infty), C_{V}^{1}[0,1]\right) \cap C^{1}([0, \infty), C[0,1])$. The desired assertion now becomes immediate.

By the above results and Theorems 4.2 and 5.2 in sections 5.4 and 5.5 of [20], we get the following.

Corollary 4.4. Let $V \in C([0, \infty), X)$ be as in Lemma 4.3, and let $F \in$ $C\left([0, \infty), X_{0}\right)$. Then, for any $U_{0} \in X_{0}$, the initial value problem (4.1) has a unique solution $U \in C\left([0, \infty), X_{0}\right) \cap C^{1}([0, \infty), X)$, and it is given by (4.2).
5. Similarity transformation. In the previous section we proved that given $V \in C([0, \infty), X)$ such that $V(t) \in S_{\varepsilon}$ for all $t \geq 0$, the family of operators $\{\mathbb{A}(V(t))$ : $t \geq 0\}$ determines an evolution system $\mathbb{U}(t, s, V)(t \geq s \geq 0)$, so that the solution of (4.1) can be expressed as (4.2). However, the deduction in the previous section does not provide us with an estimate of the form $\|\mathbb{U}(t, s, V)\| \leq C e^{-\mu(t-s)}$, which, however, is essential in order to establish the estimate (2.17). To establish such an estimate, we shall follow a different approach as follows: For $V \equiv 0$, the desired estimate will be obtained by improving the linear estimate established in [5]. For a general $V=V(t)$, we shall use a special transformation, which we call similarity transformation, to transform the problem into an equivalent problem which can be estimated by using the estimate for the case $V \equiv 0$. The similarity transformation is a family of $C^{1}$ diffeomorphisms $\bar{r}=T(r, t, s)$ of the unit interval $0 \leq r \leq 1$ to itself, where $t \geq s \geq 0$ are parameters. The aim of this section is to establish this transformation.

Let $w \in C\left([0, \infty), C^{1}[0,1]\right)$. We assume that $w$ satisfies the following condition: For some small parameter $\varepsilon>0$,

$$
\begin{equation*}
-C \varepsilon r(1-r) e^{-\mu t} \leq w(r, t)-u_{*}(r) \leq C \varepsilon r(1-r) e^{-\mu t} \quad \text { for } 0 \leq r \leq 1, \quad t \geq 0 \tag{5.1}
\end{equation*}
$$

where $C$ is a positive constant independent of $\varepsilon$ and $w$. Since $-C_{1} r(1-r) \leq u_{*}(r) \leq$ $-C_{2} r(1-r)$, we see that

$$
\begin{equation*}
\sup _{0<r<1}\left|\frac{w(r, t)}{u_{*}(r)}-1\right| \leq C \varepsilon e^{-\mu t} \quad \text { for } \quad 0 \leq r \leq 1, \quad t \geq 0 \tag{5.2}
\end{equation*}
$$

and, for $\varepsilon$ sufficiently small, $w(r, t)$ satisfies (4.3) for all $t \geq 0$.
Let $0 \leq \xi \leq 1$ and $s \geq 0$. Consider the following initial value problem:

$$
\begin{equation*}
\frac{d r}{d t}=u_{*}(r) \quad \text { for } t>s,\left.\quad r\right|_{t=s}=\xi \tag{5.3}
\end{equation*}
$$

Since $u_{*} \in C^{1}[0,1], u_{*}(r)<0$ for $0<r<1$, and, in particular, $u_{*}(0)=u_{*}(1)=0$, it can be easily shown that this problem has a unique solution $r=\Phi_{*}(\xi, t, s)$ for all $t \geq s \geq 0$, satisfying the following properties $(A)$ :

$$
\begin{gathered}
\Phi_{*}(\xi, t, s) \text { is continuously differentiable in }(\xi, t, s) \\
\Phi_{*}(0, t, s)=0, \quad \Phi_{*}(1, t, s)=1 \quad \text { for } t \geq s \geq 0 \\
0<\Phi_{*}(\xi, t, s)<1 \quad \text { for } 0<\xi<1, \quad t \geq s \geq 0 \\
\frac{\partial \Phi_{*}(\xi, t, s)}{\partial \xi}>0, \quad \frac{\partial \Phi_{*}(\xi, t, s)}{\partial t}<0 \text { for } 0<\xi<1, t \geq s \geq 0 \\
\Phi_{*}(\xi, s, s)=\xi \text { for } 0 \leq \xi \leq 1, \quad s \geq 0
\end{gathered}
$$

From these properties we see that, for any $s \geq 0$ and $t \geq s$, the mapping $\xi \rightarrow r=$ $\Phi_{*}(\xi, t, s)$ is a $C^{1}$ diffeomorphism of $[0,1]$ to itself. Let $\xi=\Psi_{*}(r, t, s)$ be the inverse of this mapping. Clearly, $\Psi_{*}$ also satisfies the properties $(A)$ (with $\xi$ replaced by $r$ ). Furthermore, from the relation $\Psi_{*}\left(\Phi_{*}(\xi, t, s), t, s\right)=\xi$ (for $0 \leq \xi \leq 1$ and $t \geq s \geq 0$ ), it can be easily shown that $\xi=\Psi_{*}(r, t, s)$ is the unique solution of the following initial value problem:

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}+u_{*}(r) \frac{\partial \xi}{\partial r}=0 \quad \text { for } t>s,\left.\quad \xi\right|_{t=s}=r \tag{5.4}
\end{equation*}
$$

Next, let $r=\Phi(\xi, t, s)(0 \leq \xi \leq 1, t \geq s \geq 0)$ be the solution of the following problem:

$$
\begin{equation*}
\frac{d r}{d t}=w(r, t) \quad \text { for } t>s,\left.\quad r\right|_{t=s}=\xi \tag{5.5}
\end{equation*}
$$

Similarly as before, $\Phi(\xi, t, s)$ is well-defined for all $0 \leq \xi \leq 1$ and $t \geq s \geq 0$, and it also satisfies the properties $(A)$. It follows that, for any $s \geq 0$ and $t \geq s$, the mapping $\xi \rightarrow r=\Phi(\xi, t, s)$ is a $C^{1}$ diffeomorphism of $[0,1]$ to itself. Let $\xi=\Psi(r, t, s)$ be the inverse of this mapping. Clearly, $\Psi$ also satisfies the properties $(A)$ (with $\xi$ replaced by $r$ ). Furthermore, from the relation $\Psi(\Phi(\xi, t, s), t, s)=\xi$ (for $0 \leq \xi \leq 1$ and $t \geq s \geq 0)$, it can be easily shown that $\xi=\Psi(r, t, s)$ is the unique solution of the following initial value problem:

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}+w(r, t) \frac{\partial \xi}{\partial r}=0 \quad \text { for } t>s,\left.\quad \xi\right|_{t=s}=r \tag{5.6}
\end{equation*}
$$

In what follows we consider the following initial value problem:

$$
\left\{\begin{array}{l}
\frac{\partial \bar{r}}{\partial t}+w(r, t) \frac{\partial \bar{r}}{\partial r}=u_{*}(\bar{r}) \text { for } 0 \leq r \leq 1, t>s  \tag{5.7}\\
\left.\bar{r}\right|_{t=s}=r \text { for } 0 \leq r \leq 1
\end{array}\right.
$$

LEMMA 5.1. For any $0 \leq r \leq 1$ and $s \geq 0$, the problem (5.7) has a unique solution $\bar{r}=T(r, t, s)$ for all $t \geq s$, and the following relation holds:

$$
\begin{equation*}
T(r, t, s)=\Phi_{*}(\Psi(r, t, s), t, s) \quad \text { for } 0 \leq r \leq 1, \quad t \geq s \geq 0 \tag{5.8}
\end{equation*}
$$

Proof. Using (5.3) and (5.6) we can easily verify that $\bar{r}=\Phi_{*}(\Psi(r, t, s), t, s)$ is a solution of the problem (5.7). Thus, (5.8) follows by the uniqueness of the solution.

By (5.8), it is evident that, for any $s \geq 0$ and $t \geq s$, the mapping $r \rightarrow \bar{r}=T(r, t, s)$ is a $C^{1}$ diffeomorphism of $[0,1]$ to itself, satisfying $T(0, t, s)=0, T(1, t, s)=1$ for $t \geq s \geq 0$, and $\partial T(r, t, s) / \partial r>0$ for $0<r<1, t \geq s$. We denote by $r=S(\bar{r}, t, s)$ the inverse of this mapping. By (5.8), it is clear that

$$
\begin{equation*}
S(\bar{r}, t, s)=\Phi\left(\Psi_{*}(\bar{r}, t, s), t, s\right) \quad \text { for } 0 \leq \bar{r} \leq 1, \quad t \geq s \geq 0 \tag{5.9}
\end{equation*}
$$

It is also clear that $S(\bar{r}, t, s)$ satisfies $S(0, t, s)=0, S(1, t, s)=1$ for $t \geq s \geq 0$ and that $\partial S(\bar{r}, t, s) / \partial \bar{r}>0$ for $0<\bar{r}<1, t \geq s \geq 0$.
$T$ and $S$ can be expressed in more explicit formulations. To show this we introduce a function $F_{*}$ as follows:

$$
\begin{equation*}
F_{*}(r)=-\int_{\frac{1}{2}}^{r} \frac{d \eta}{u_{*}(\eta)}=\int_{\frac{1}{2}}^{r} \frac{d \eta}{\left|u_{*}(\eta)\right|} \quad \text { for } 0<r<1 \tag{5.10}
\end{equation*}
$$

Clearly, $F_{*} \in C^{1}(0,1), F_{*}^{\prime}(r)>0$ for all $0<r<1$, and $\lim _{r \rightarrow 0^{+}} F_{*}(r)=-\infty$, $\lim _{r \rightarrow 1^{-}} F_{*}(r)=\infty$. Hence, $\bar{r}=F_{*}(r)$ is a $C^{1}$ diffeomorphism of the open unit interval $(0,1)$ onto the real line $(-\infty, \infty)$. From (5.3) we easily obtain $F_{*}\left(\Phi_{*}(\xi, t, s)\right)-F_{*}(\xi)=$ $-t+s$. Thus, we have

$$
\begin{equation*}
\Phi_{*}(\xi, t, s)=F_{*}^{-1}\left(F_{*}(\xi)-t+s\right) \tag{5.11}
\end{equation*}
$$

and consequently,

$$
\begin{equation*}
\Psi_{*}(r, t, s)=F_{*}^{-1}\left(F_{*}(r)+t-s\right) \tag{5.12}
\end{equation*}
$$

Next, let

$$
g(\xi, t, s)=G(\Phi(\xi, t, s), t), \quad \text { where } \quad G(r, t)=\frac{w(r, t)}{u_{*}(r)}-1
$$

Since $w(r, t)=[1+G(r, t)] u_{*}(r)$, from (5.5) we see that $r=\Phi(\xi, t, s)$ is a solution of the following problem:

$$
\begin{equation*}
\frac{d r}{d t}=[1+g(\xi, t, s)] u_{*}(r) \quad \text { for } t>s,\left.\quad r\right|_{t=s}=\xi \tag{5.13}
\end{equation*}
$$

Thus, similarly, as before, we have $F_{*}(\Phi(\xi, t, s))-F_{*}(\xi)=-t+s-\int_{s}^{t} g(\xi, \tau, s) d \tau$, so that

$$
\begin{align*}
& \Phi(\xi, t, s)=F_{*}^{-1}\left(F_{*}(\xi)-t+s-\int_{s}^{t} g(\xi, \tau, s) d \tau\right)  \tag{5.14}\\
& \Psi(r, t, s)=F_{*}^{-1}\left(F_{*}(r)+t-s+\int_{s}^{t} g(\Psi(r, t, s), \tau, s) d \tau\right) \tag{5.15}
\end{align*}
$$

Combining (5.8), (5.9), (5.11), (5.12), (5.14), and (5.15), we see that

$$
\begin{align*}
T(r, t, s) & =F_{*}^{-1}\left(F_{*}(r)+\int_{s}^{t} g(\Psi(r, t, s), \tau, s) d \tau\right)  \tag{5.16}\\
S(\bar{r}, t, s) & =F_{*}^{-1}\left(F_{*}(\bar{r})-\int_{s}^{t} g\left(\Psi_{*}(\bar{r}, t, s), \tau, s\right) d \tau\right) \tag{5.17}
\end{align*}
$$

Lemma 5.2. Assume that $|\zeta| \leq C$. Then there exist positive constants $C_{1}$ and $C_{2}$ depending only on $C$ such that, for any $0<r<1$, we have

$$
\begin{equation*}
C_{1} r(1-r) \leq F_{*}^{-1}\left(F_{*}(r)+\zeta\right)\left[1-F_{*}^{-1}\left(F_{*}(r)+\zeta\right)\right] \leq C_{2} r(1-r) \tag{5.18}
\end{equation*}
$$

Proof. Since $-C \leq \zeta \leq C$, by the monotonicity of $F_{*}$, we have

$$
F_{*}^{-1}\left(F_{*}(r)-C\right) \leq F_{*}^{-1}\left(F_{*}(r)+\zeta\right) \leq F_{*}^{-1}\left(F_{*}(r)+C\right)
$$

Thus,

$$
\begin{aligned}
\frac{F_{*}^{-1}\left(F_{*}(r)+\zeta\right)}{r} & \leq \frac{F_{*}^{-1}\left(F_{*}(r)+C\right)}{r} \quad \text { and } \\
\frac{1-F_{*}^{-1}\left(F_{*}(r)+\zeta\right)}{1-r} & \leq \frac{1-F_{*}^{-1}\left(F_{*}(r)-C\right)}{1-r}
\end{aligned}
$$

Moreover, using the facts that $u_{*}(r)=u_{*}^{\prime}(0) r\left[1+O\left(r^{\beta}\right)\right]$ as $r \rightarrow 0^{+}$for some $0<\beta \leq 1$ (see Assertion (3) of Lemma 3.1) and that $u_{*}(r)=-u_{*}^{\prime}(1)(1-r)[1+O(1-r)]$ as $r \rightarrow 1^{-}$, we can easily show that

$$
\lim _{r \rightarrow 0^{+}} \frac{F_{*}^{-1}\left(F_{*}(r)+C\right)}{r}=e^{C\left|u_{*}^{\prime}(0)\right|} \quad \text { and } \quad \lim _{r \rightarrow 1^{-}} \frac{1-F_{*}^{-1}\left(F_{*}(r)-C\right)}{1-r}=e^{C u_{*}^{\prime}(1)}
$$

From these relations we immediately obtain the second inequality in (5.18). The proof for the first inequality in (5.18) is similar.

Corollary 5.3. For $\varepsilon$ sufficiently small, we have

$$
\begin{align*}
& C_{1} r(1-r) \leq T(r, t, s)[1-T(r, t, s)] \leq C_{2} r(1-r)  \tag{5.19}\\
& C_{1} \bar{r}(1-\bar{r}) \leq S(\bar{r}, t, s)[1-S(\bar{r}, t, s)] \leq C_{2} \bar{r}(1-\bar{r}) \tag{5.20}
\end{align*}
$$

Proof. Let $\zeta=\int_{s}^{t} g(\Psi(r, t, s), \tau, s) d \tau$. By (5.2), we have

$$
|\zeta| \leq \int_{s}^{t}|g(\Psi(r, t, s), \tau, s)| d \tau \leq C \varepsilon \int_{s}^{t} e^{-\mu \tau} d \tau \leq C \varepsilon \int_{0}^{\infty} e^{-\mu \tau} d \tau \leq C \varepsilon \leq C
$$

Hence, (5.19) follows from (5.16) and (5.18). Similarly, (5.20) follows from (5.17) and (5.18).

As an immediate consequence of Corollary 5.3 , we see that there exists a constant $C>1$ such that, for $\varepsilon$ sufficiently small, we have $C^{-1} \leq T(r, t, s) / r \leq C$ and $C^{-1} \leq$ $S(\bar{r}, t, s) / \bar{r} \leq C$.

Corollary 5.4. For $\varepsilon$ sufficiently small, we have the following inequalities:
$C_{1} \Psi_{*}(r, t, s)\left[1-\Psi_{*}(r, t, s)\right] \leq \Psi(r, t, s)[1-\Psi(r, t, s)] \leq C_{2} \Psi_{*}(r, t, s)\left[1-\Psi_{*}(r, t, s)\right]$,
$C_{1} \Phi_{*}(\bar{r}, t, s)\left[1-\Phi_{*}(\bar{r}, t, s)\right] \leq \Phi(\bar{r}, t, s)[1-\Phi(\bar{r}, t, s)] \leq C_{2} \Phi_{*}(\bar{r}, t, s)\left[1-\Phi_{*}(\bar{r}, t, s)\right]$.
Proof. Let $\bar{r}=\Psi_{*}(r, t, s)$ and $\zeta=\int_{s}^{t} g(\Psi(r, t, s), \tau, s) d \tau$. Then, by (5.12) and (5.15), we have $\Psi(r, t, s)=F_{*}^{-1}\left(F_{*}(\bar{r})+\zeta\right)$. By this expression and (5.18), we immediately obtain (5.21). The proof of (5.22) is similar.

As an immediate consequence of Corollary 5.4 , we see that there exists a constant $C>1$ such that, for $\varepsilon$ sufficiently small, we have $C^{-1} \leq \Psi(r, t, s) / \Psi_{*}(r, t, s) \leq C$ and $C^{-1} \leq \Phi(\bar{r}, t, s) / \Phi_{*}(\bar{r}, t, s) \leq C$.

Lemma 5.5. We have the following inequalities:

$$
\begin{align*}
& |T(r, t, s)-r| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) r(1-r)  \tag{5.23}\\
& |S(\bar{r}, t, s)-\bar{r}| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \bar{r}(1-\bar{r}) \tag{5.24}
\end{align*}
$$

Proof. Similarly as in the proof of Corollary 5.3, we have

$$
\int_{s}^{t}|g(\Psi(r, t, s), \tau, s)| d \tau \leq C \varepsilon \int_{s}^{t} e^{-\mu \tau} \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)
$$

Thus, by noticing that $\frac{d F_{*}^{-1}(\eta)}{d \eta}=\frac{1}{F_{*}^{\prime}\left(F_{*}^{-1}(\eta)\right)}=\left|u_{*}\left(F_{*}^{-1}(\eta)\right)\right|$, we see that

$$
\begin{aligned}
|T(r, t, s)-r| & =\left|F_{*}^{-1}\left(F_{*}(r)+\int_{s}^{t} g(\Psi(r, t, s), \tau, s) d \tau\right)-F_{*}^{-1}\left(F_{*}(r)\right)\right| \\
& \leq \int_{0}^{1}\left|u_{*}\left(F_{*}^{-1}\left(F_{*}(r)+\zeta_{\theta}\right)\right)\right| d \theta \cdot \int_{s}^{t}|g(\Psi(r, t, s), \tau, s)| d \tau \\
& \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \cdot \int_{0}^{1}\left|u_{*}\left(F_{*}^{-1}\left(F_{*}(r)+\zeta_{\theta}\right)\right)\right| d \theta
\end{aligned}
$$

where $\zeta_{\theta}=\theta \int_{s}^{t} g(\Psi(r, t, s), \tau, s) d \tau$. Since $\left|\zeta_{\theta}\right| \leq C$ and $\left|u_{*}(\eta)\right| \leq C \eta(1-\eta)$, by Lemma 5.2, we have

$$
\left|u_{*}\left(F_{*}^{-1}\left(F_{*}(r)+\zeta_{\theta}\right)\right)\right| \leq C F_{*}^{-1}\left(F_{*}(r)+\zeta_{\theta}\right)\left[1-F_{*}^{-1}\left(F_{*}(r)+\zeta_{\theta}\right)\right] \leq C r(1-r)
$$

Substituting this estimate into the above inequality, we see that (5.23) follows. The proof of (5.24) is similar.

Corollary 5.6. We have the following inequalities:

$$
\begin{align*}
& \left|\Phi(\xi, t, s)-\Phi_{*}(\xi, t, s)\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \Phi_{*}(\xi, t, s)\left[1-\Phi_{*}(\xi, t, s)\right]  \tag{5.25}\\
& \left|\Psi(r, t, s)-\Psi_{*}(r, t, s)\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \Psi_{*}(r, t, s)\left[1-\Psi_{*}(r, t, s)\right] \tag{5.26}
\end{align*}
$$

Proof. Let $r=\Phi(\xi, t, s)$. Then $\xi=\Psi(r, t, s)$ and $\Phi_{*}(\xi, t, s)=\Phi_{*}(\Psi(r, t, s), t, s)=$ $T(r, t, s)$. Thus, by (5.23), we have

$$
\left|\Phi(\xi, t, s)-\Phi_{*}(\xi, t, s)\right|=|r-T(r, t, s)| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) r(1-r)
$$

Substituting $r=\Phi(\xi, t, s)$ into the right-hand side of the last inequality and using (5.22), we see that (5.25) follows. The proof of (5.26) is similar.

Lemma 5.7. Assume that, in addition to (5.2), there also holds

$$
\begin{equation*}
\max _{0 \leq r \leq 1}\left|\frac{\partial w(r, t)}{\partial r}-u_{*}^{\prime}(r)\right| \leq C \varepsilon e^{-\mu t} \tag{5.27}
\end{equation*}
$$

Then we have the following estimates:

$$
\begin{align*}
& \left.e^{-C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right.}\right) \leq \frac{\partial T(r, t, s)}{\partial r} \leq e^{C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)}  \tag{5.28}\\
& e^{-C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)} \leq \frac{\partial S(\bar{r}, t, s)}{\partial \bar{r}} \leq e^{C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)} \tag{5.29}
\end{align*}
$$

Proof. Recalling that $T(r, t, s)=\Phi_{*}(\Psi(r, t, s), t, s)$, we have

$$
\begin{align*}
\frac{\partial T(r, t, s)}{\partial r} & =\frac{\partial \Phi_{*}}{\partial \xi}(\Psi(r, t, s), t, s) \frac{\partial \Psi(r, t, s)}{\partial r} \\
& =\frac{\partial \Phi_{*}}{\partial \xi}(\Psi(r, t, s), t, s)\left[\frac{\partial \Phi}{\partial \xi}(\Psi(r, t, s), t, s)\right]^{-1} \\
& =\left.\exp \left(\int_{s}^{t}\left[u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-\frac{\partial w}{\partial r}(\Phi(\xi, \tau, s), \tau)\right] d \tau\right)\right|_{\xi=\Psi(r, t, s)} \tag{5.30}
\end{align*}
$$

We write

$$
\begin{aligned}
u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-\frac{\partial w}{\partial r}(\Phi(\xi, \tau, s), \tau)= & {\left[u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-u_{*}^{\prime}(\Phi(\xi, \tau, s))\right] } \\
& +\left[u_{*}^{\prime}(\Phi(\xi, \tau, s))-\frac{\partial w}{\partial r}(\Phi(\xi, \tau, s), \tau)\right]
\end{aligned}
$$

From assumption (5.27) we see that

$$
\sup _{\xi \in \mathbb{R}}\left|u_{*}^{\prime}(\Phi(\xi, \tau, s))-\frac{\partial w}{\partial r}(\Phi(\xi, \tau, s), \tau)\right| \leq \sup _{0<r<1}\left|u_{*}^{\prime}(r)-\frac{\partial w}{\partial r}(r, \tau)\right| \leq C \varepsilon e^{-\mu \tau}
$$

Next, by assertion (3) of Lemma 3.1, we know that there exists $0 \leq \gamma<1$ such that $r^{\gamma} u_{*}^{\prime \prime}(r) \in C[0,1]$. With this fact in mind, we use the mean value theorem to compute

$$
\begin{aligned}
& \left.\left|u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-u_{*}^{\prime}(\Phi(\xi, \tau, s))\right|\right|_{\xi=\Psi(r, t, s)} \\
= & \left.\left|u_{*}^{\prime \prime}(\zeta)\right|\left|\Phi_{*}(\xi, \tau, s)-\Phi(\xi, \tau, s)\right|\right|_{\xi=\Psi(r, t, s)} \\
= & \left.\left|\zeta^{\gamma} u_{*}^{\prime \prime}(\zeta)\right| \cdot\left[\left(\frac{\Phi(\xi, \tau, s)}{\zeta}\right)^{\gamma} \cdot(\Phi(\xi, \tau, s))^{-\gamma}\left|\Phi_{*}(\xi, \tau, s)-\Phi(\xi, \tau, s)\right|\right]\right|_{\xi=\Psi(r, t, s)},
\end{aligned}
$$

where $\zeta=\theta \Phi_{*}(\xi, \tau, s)+(1-\theta) \Phi(\xi, \tau, s)$ for some $0<\theta<1$ (depending on $\xi, \tau, s$ ). Since there exists a constant $0<c<1$ such that $\frac{\Phi_{*}(\xi, \tau, s)}{\Phi(\xi, \tau, s)} \geq c$ for $\varepsilon$ sufficiently small, we have $\zeta \geq c \Phi(\xi, \tau, s)$. Thus,

$$
\begin{aligned}
& \left|u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-u_{*}^{\prime}(\Phi(\xi, \tau, s))\right|_{\xi=\Psi(r, t, s)} \\
\leq & \left.C(\Phi(\xi, \tau, s))^{-\gamma}\left|\Phi_{*}(\xi, \tau, s)-\Phi(\xi, \tau, s)\right|\right|_{\xi=\Psi(r, t, s)} \\
\leq & \left.C \varepsilon\left(e^{-\mu s}-e^{-\mu \tau}\right)(\Phi(\xi, \tau, s))^{-\gamma} \Phi_{*}(\xi, \tau, s)\left[1-\Phi_{*}(\xi, \tau, s)\right]\right|_{\xi=\Psi(r, t, s)} \\
\leq & \left.C \varepsilon\left(e^{-\mu s}-e^{-\mu \tau}\right)(\Phi(\xi, \tau, s))^{1-\gamma}[1-\Phi(\xi, \tau, s)]\right|_{\xi=\Psi(r, t, s)} \\
= & C \varepsilon\left(e^{-\mu s}-e^{-\mu \tau}\right)(\Psi(r, t, \tau))^{1-\gamma}[1-\Psi(r, t, \tau)] .
\end{aligned}
$$

In getting the last equality, we used the following relation:

$$
\begin{equation*}
\Phi(\Psi(r, t, s), \tau, s)=\Psi(r, t, \tau) \quad \text { for } 0 \leq r \leq 1, \quad s \leq \tau \leq t \tag{5.31}
\end{equation*}
$$

The proof of this relation is as follows: From (5.6) we know that $\rho=\Psi(r, t, \tau)$ is a solution of the following problem:

$$
\frac{\partial \rho}{\partial t}+w(r, t) \frac{\partial \rho}{\partial r}=0 \quad \text { for } \quad 0 \leq r \leq 1, \quad t>\tau,\left.\quad \rho\right|_{t=\tau}=r
$$

But it is easy to verify that $\rho=\Phi(\Psi(r, t, s), \tau, s)$ is also a solution of this problem. Hence, by uniqueness, we have (5.31). Hence, using (5.21) and (5.12), we get

$$
\begin{aligned}
& \left|u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-\frac{\partial w}{\partial r}(\Phi(\xi, \tau, s), \tau)\right|_{\xi=\Psi(r, t, s)} \\
\leq & C \varepsilon\left(e^{-\mu s}-e^{-\mu \tau}\right)\left(\Psi_{*}(r, t, \tau)\right)^{1-\gamma}\left[1-\Psi_{*}(r, t, \tau)\right]+C \varepsilon e^{-\mu \tau} \\
= & C \varepsilon\left(e^{-\mu s}-e^{-\mu \tau}\right)\left[F_{*}^{-1}\left(F_{*}(r)+t-\tau\right)\right]^{1-\gamma}\left[1-F_{*}^{-1}\left(F_{*}(r)+t-\tau\right)\right]+C \varepsilon e^{-\mu \tau}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \int_{s}^{t}\left|u_{*}^{\prime}\left(\Phi_{*}(\xi, \tau, s)\right)-\frac{\partial w}{\partial r}(\Phi(\xi, \tau, s), \tau)\right|_{\xi=\Psi(r, t, s)} d \tau \\
\leq & C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \int_{s}^{t}\left[F_{*}^{-1}\left(F_{*}(r)+t-\tau\right)\right]^{1-\gamma}\left[1-F_{*}^{-1}\left(F_{*}(r)+t-\tau\right)\right] d \tau \\
& +C \varepsilon \int_{s}^{t} e^{-\mu \tau} d \tau \\
= & C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \int_{F_{*}(r)}^{F_{*}(r)+t-s}\left(F_{*}^{-1}(\xi)\right)^{1-\gamma}\left[1-F_{*}^{-1}(\xi)\right] d \xi+C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \\
& \left(\xi=F_{*}(\eta), \quad d \xi=F_{*}^{\prime}(\eta) d \eta=\frac{d \eta}{\left|u_{*}(\eta)\right|}\right) \\
= & C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \int_{r}^{F_{*}^{-1}\left(F_{*}(r)+t-s\right)} \frac{\eta^{1-\gamma}(1-\eta)}{\left|u_{*}(\eta)\right|} d \eta+C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \\
\leq & C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \int_{0}^{1} \eta^{-\gamma} d \eta+C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)=C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) .
\end{aligned}
$$

Combining this result with (5.30), we see that (5.28) follows. Finally, (5.29) is an immediate consequence of (5.28).

Corollary 5.8. Under the assumption of Lemma 5.7, for $\varepsilon$ sufficiently small, we have

$$
\left|\frac{\partial T(r, t, s)}{\partial r}-1\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right), \quad\left|\frac{\partial S(\bar{r}, t, s)}{\partial \bar{r}}-1\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)
$$

and

$$
C^{-1} \leq \frac{\partial T(r, t, s)}{\partial r} \leq C, \quad C^{-1} \leq \frac{\partial S(\bar{r}, t, s)}{\partial \bar{r}} \leq C
$$

Lemma 5.9. Assume that $a \in C_{V}^{1}[0,1]$, and the assumption of Lemma 5.7 holds.
Then

$$
\begin{equation*}
\|a(S(\cdot, t, s))-a\|_{\infty} \leq C\|a\|_{1} \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \tag{5.32}
\end{equation*}
$$

where $\|a\|_{1}=\max _{0 \leq r \leq 1} r(1-r)\left|a^{\prime}(r)\right|$. If further $r^{2}(1-r)^{2} a^{\prime \prime}(r) \in C[0,1]$, then we also have

$$
\begin{equation*}
\|a(S(\cdot, t, s))-a\|_{C_{V}^{1}[0,1]} \leq C\|a\|_{2} \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \tag{5.33}
\end{equation*}
$$

where $\|a\|_{2}=\|a\|_{1}+\max _{0 \leq r \leq 1} r^{2}(1-r)^{2}\left|a^{\prime \prime}(r)\right|$.

Proof. We have

$$
\begin{aligned}
|a(S(r, t, s))-a(r)| & =\left|a^{\prime}(\eta)\right||S(r, t, s)-r| \\
& \leq C \varepsilon \eta(1-\eta)\left|a^{\prime}(\eta)\right| \cdot \frac{r(1-r)}{\eta(1-\eta)}\left(e^{-\mu s}-e^{-\mu t}\right) \\
& \leq C\|a\|_{1} \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)
\end{aligned}
$$

where $\eta=(1-\theta) r+\theta S(r, t, s)$ for some $0<\theta<1$ (depending on $r, t$, and $s$ ). In getting the last inequality, we used the inequality $\eta(1-\eta) \geq C r(1-r)$ for $0 \leq r \leq 1$, which follows from (5.20) and the following identity:

$$
\eta(1-\eta)=(1-\theta) r(1-r)+\theta S(r, t, s)[1-S(r, t, s)]+\theta(1-\theta)[r-S(r, t, s)]^{2} .
$$

Hence, (5.32) is proved. Next, we compute

$$
\begin{aligned}
r(1-r)\left|\frac{\partial a(S(r, t, s))}{\partial r}-a^{\prime}(r)\right|= & r(1-r)\left|a^{\prime}(S(r, t, s)) \frac{\partial S(r, t, s)}{\partial r}-a^{\prime}(r)\right| \\
\leq & r(1-r)\left|a^{\prime}(S(r, t, s))\right|\left|\frac{\partial S(r, t, s)}{\partial r}-1\right| \\
& +r(1-r)\left|a^{\prime}(S(r, t, s))-a^{\prime}(r)\right|
\end{aligned}
$$

By Corollaries 5.3 and 5.8 , we see that the first term on the right-hand side is bounded by $C\|a\|_{1} \cdot C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)$, and, by a similar argument as before, we can easily show that the second term on the right-hand side is bounded by $C\left(\max _{0 \leq r \leq 1} r^{2}(1-\right.$ $\left.r)^{2}\left|a^{\prime \prime}(r)\right|\right) \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)$. Hence, (5.33) follows.

Lemma 5.10. Given $a \in C[0,1]$, we define a bounded linear operator $L$ in $C[0,1]$ by

$$
L(q)(r)=\frac{1}{r^{3}} \int_{0}^{r} a(\rho) q(\rho) \rho^{2} d \rho \quad \text { for } q \in C[0,1], \quad 0<r \leq 1
$$

and $L(q)(0)=\lim _{r \rightarrow 0^{+}} L(q)(r)=\frac{1}{3} a(0) q(0)$. Let $\bar{r}=T(r, t, s)$ and $r=S(\bar{r}, t, s)$ be as before, and let $\widetilde{L}$ be the following bounded linear operator in $C[0,1]$ :

$$
\widetilde{L}(q)(\bar{r})=\left.\frac{1}{r^{3}} \int_{0}^{r} a(\rho) q(T(\rho, t, s)) \rho^{2} d \rho\right|_{r=S(\bar{r}, t, s)} \quad \text { for } q \in C[0,1], \quad 0<\bar{r} \leq 1
$$

and $\widetilde{L}(q)(0)=\lim _{\bar{r} \rightarrow 0^{+}} \widetilde{L}(q)(\bar{r})=\frac{1}{3} a(0) q(0)$. Assume that $a \in C_{V}^{1}[0,1]$, and the assumption of Lemma 5.7 holds. Then both $L$ and $\widetilde{L}$ are bounded linear operators from $C[0,1]$ to $C_{V}^{1}[0,1]$, and we have

$$
\begin{equation*}
\|\widetilde{L}-L\|_{L\left(C[0,1], C_{V}^{1}[0,1]\right)} \leq C\|a\|_{C_{V}^{1}[0,1]} \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) \tag{5.34}
\end{equation*}
$$

Proof. We give only the proof of (5.34), because the proof of the assertion that both $L$ and $\widetilde{L}$ are bounded linear operators from $C[0,1]$ to $C_{V}^{1}[0,1]$ follows by a similar argument.

We first note that, for $q \in C[0,1]$ and $0<\bar{r} \leq 1, \widetilde{L}(q)(\bar{r})$ can be rewritten as follows:

$$
\widetilde{L}(q)(\bar{r})=\frac{1}{[S(\bar{r}, t, s)]^{3}} \int_{0}^{\bar{r}} a(S(\rho, t, s)) q(\rho)\left[\frac{S(\rho, t, s)}{\rho}\right]^{2} \frac{\partial S(\rho, t, s)}{\partial \rho} \rho^{2} d \rho .
$$

Thus,

$$
\begin{aligned}
\widetilde{L}(q)(\bar{r})-L(q)(\bar{r})= & {\left[\frac{\bar{r}}{S(\bar{r}, t, s)}\right]^{3} \cdot \frac{1}{\bar{r}^{3}} \int_{0}^{\bar{r}} a(S(\rho, t, s)) q(\rho) } \\
& {\left[\frac{S(\rho, t, s)}{\rho}\right]^{2}\left[\frac{\partial S(\rho, t, s)}{\partial \rho}-1\right] \rho^{2} d \rho } \\
& +\left[\frac{\bar{r}}{S(\bar{r}, t, s)}\right]^{3} \cdot \frac{1}{\bar{r}^{3}} \int_{0}^{\bar{r}} a(S(\rho, t, s)) q(\rho)\left\{\left[\frac{S(\rho, t, s)}{\rho}\right]^{2}-1\right\} \rho^{2} d \rho \\
& +\left[\frac{\bar{r}}{S(\bar{r}, t, s)}\right]^{3} \cdot \frac{1}{\bar{r}^{3}} \int_{0}^{\bar{r}}[a(S(\rho, t, s))-a(\rho)] q(\rho) \rho^{2} d \rho \\
& +\left\{\left[\frac{\bar{r}}{S(\bar{r}, t, s)}\right]^{3}-1\right\} \cdot \frac{1}{\bar{r}^{3}} \int_{0}^{\bar{r}} a(\rho) q(\rho) \rho^{2} d \rho
\end{aligned}
$$

From Corollary 5.3, Lemma 5.5, Corollary 5.8, and Lemma 5.9, we know that

$$
\begin{aligned}
\left|\frac{\bar{r}}{S(\bar{r}, t, s)}\right| & \leq C, \quad\left|\frac{\bar{r}}{S(\bar{r}, t, s)}-1\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right), \\
\left|\frac{S(\rho, t, s)}{\rho}\right| & \leq C, \quad\left|\frac{\partial S(\rho, t, s)}{\partial \rho}-1\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right), \\
|a(S(\rho, t, s))-a(\rho)| & \leq C\|a\|_{1} \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right) .
\end{aligned}
$$

Using the above estimates, we see easily that

$$
\begin{equation*}
\max _{0 \leq \bar{r} \leq 1}|\widetilde{L}(q)(\bar{r})-L(q)(\bar{r})| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)\|a\|_{C_{V}^{1}[0,1]}\|q\|_{\infty} \tag{5.35}
\end{equation*}
$$

Next, by a simple computation, we have

$$
\begin{aligned}
\bar{r}(1-\bar{r}) L(q)^{\prime}(\bar{r})= & (1-\bar{r}) a(\bar{r}) q(\bar{r})-\frac{3(1-\bar{r})}{\bar{r}^{3}} \int_{0}^{\bar{r}} a(\rho) q(\rho) \rho^{2} d \rho, \\
\bar{r}(1-\bar{r}) \widetilde{L}(q)^{\prime}(\bar{r})= & \frac{\bar{r}(1-\bar{r})}{S(\bar{r}, t, s)} a(S(\bar{r}, t, s)) q(\bar{r}) \frac{\partial S(\bar{r}, t, s)}{\partial \bar{r}} \\
& -\frac{3 \bar{r}(1-\bar{r})}{[S(\bar{r}, t, s)]^{4}} \frac{\partial S(\bar{r}, t, s)}{\partial \bar{r}} \int_{0}^{\bar{r}} a(S(\rho, t, s)) q(\rho) \\
& {\left[\frac{S(\rho, t, s)}{\rho}\right]^{2} \frac{\partial S(\rho, t, s)}{\partial \rho} \rho^{2} d \rho }
\end{aligned}
$$

Using these expressions and a similar argument as before, we have

$$
\begin{equation*}
\sup _{0<\bar{r}<1} \bar{r}(1-\bar{r})\left|\widetilde{L}(q)^{\prime}(\bar{r})-L(q)^{\prime}(\bar{r})\right| \leq C \varepsilon\left(e^{-\mu s}-e^{-\mu t}\right)\|a\|_{C_{V}^{1}[0,1]}\|q\|_{\infty} \tag{5.36}
\end{equation*}
$$

To save space, we omit the details here. By (5.35) and (5.36), we see that (5.34) follows.
6. Decay estimates. In this section we establish a decay estimate for the evolution system $\{\mathbb{U}(t, s, V): t \geq s \geq 0\}$ obtained in section 4 , where $V=V(t) \in$ $C\left([0, \infty), S_{\varepsilon}\right)$, under an additional assumption that $V(t)$ is exponentially decaying as $t \rightarrow \infty$.

We first consider the special case where $V=0$. In this case we have $\mathbb{U}(t, s, V)=$ $e^{(t-s) \mathbb{A}(0)}$. The main result, Theorem 5.1 of [5], gives a decay estimate for $e^{t \mathbb{A}(0)}$ (see (6.8) below). But that estimate contains some singularity at $r=0$, so that it does not meet our requirement. In what follows we use the fact that $\lim _{r \rightarrow 0^{+}} r p_{*}^{\prime}(r)=0$ ensured by Lemma 3.1 to establish an improved estimate. To this end we need a preliminary lemma, which gives an estimate for the semigroup generated by the following operator $\mathcal{L}=\mathcal{L}_{0}+a:$

$$
\mathcal{L} q(r)=-w(r) q^{\prime}(r)+a(r) q(r) \quad \text { for } 0 \leq r \leq 1
$$

where $w$ and $a$ are given functions.
Lemma 6.1. Assume that $w \in C^{1}[0,1]$ and satisfies (4.3), and $a \in C_{V}^{1}[0,1]$. Then $\mathcal{L}$ generates a $C_{0}$ semigroup $e^{t \mathcal{L}}$ on $C[0,1]$ satisfying the following estimate:

$$
\begin{equation*}
\left\|e^{t \mathcal{L}}\right\|_{L(C[0,1])} \leq e^{\omega_{0} t} \quad \text { for } t \geq 0 \tag{6.1}
\end{equation*}
$$

where $\omega_{0}=\max _{0 \leq r \leq 1} a(r)$. Moreover, $C_{V}^{1}[0,1]$ is $\mathcal{L}$-admissible, and, for any $\omega>\omega_{0}$, we have

$$
\begin{equation*}
\left\|e^{t \mathcal{L}}\right\|_{L\left(C_{V}^{1}[0,1]\right)} \leq C_{\omega} e^{\omega t} \quad \text { for } t \geq 0 \tag{6.2}
\end{equation*}
$$

Here, $C_{\omega}$ is independent of the function $w$.
The proof is similar to that of Lemma 4.1, so that is omitted.
LEmmA 6.2. There exists a constant $\mu^{*}>0$ such that, for any $0<\mu<\mu^{*}$, the semigroup $e^{t \mathbb{A}(0)}(t \geq 0)$ generated by $\mathbb{A}(0)$ satisfies the following estimate:

$$
\begin{equation*}
\left\|e^{t \mathbb{A}(0)}\right\|_{L(C[0,1])} \leq C e^{-\mu t} \quad \text { for } t \geq 0 \tag{6.3}
\end{equation*}
$$

Proof. Given $U_{0}=\left(\phi_{0}, \zeta_{0}\right) \in X$, let $U(t)=e^{t \mathbb{A}(0)} U_{0}=(\phi(r, t), \zeta(t))$. Then $(\phi, \zeta)$ is the unique solution of the following initial value problem:

$$
\begin{align*}
\partial_{t} \phi+u_{*}(r) \partial_{r} \phi & =a(r) \phi+\mathcal{B}(\phi)+b(r) \zeta \quad \text { for } 0 \leq r \leq 1, \quad t>0  \tag{6.4}\\
\frac{d \zeta}{d t} & =\mathcal{F}(\phi)+\kappa \zeta \quad \text { for } t>0  \tag{6.5}\\
\phi(r, 0) & =\phi_{0}(r) \quad \text { for } 0 \leq r \leq 1, \quad \zeta(0)=\zeta_{0} \tag{6.6}
\end{align*}
$$

where $a(r), b(r), \mathcal{B}(\phi), \mathcal{F}(\phi)$, and $\kappa$ are given in (2.19)-(2.23). By Theorem 5.1 of [5] and the remark in the end of section 8 of [5], we know that there exists a constant $\sigma^{*}>0$ and a function $\hat{\phi} \in C^{1}(0,1]$ satisfying

$$
\begin{equation*}
\hat{\phi}(r)>0 \quad \text { for } 0<r \leq 1, \quad \hat{\phi}(r) \sim C r^{-\theta} \quad \text { for } r \rightarrow 0 \tag{6.7}
\end{equation*}
$$

for some constants $1 \leq \theta<3$ and $C>0$, such that the solution of the above problem satisfies the following estimate:

$$
\begin{equation*}
|\zeta(t)|+\sup _{0<r \leq 1}\left|\frac{\phi(r, t)}{\hat{\phi}(r)}\right| \leq C\left(\left|\zeta_{0}\right|+\sup _{0<r \leq 1}\left|\frac{\phi_{0}(r)}{\hat{\phi}(r)}\right|\right)(1+t)^{2} e^{-\sigma^{*} t} \quad \text { for } t \geq 0 \tag{6.8}
\end{equation*}
$$

This particularly implies that, for any $0<\sigma<\sigma^{*}$ and $\delta \in(0,1)$, we have

$$
\begin{equation*}
|\zeta(t)|+\sup _{\delta \leq r \leq 1}|\phi(r, t)| \leq C\left(\left|\zeta_{0}\right|+\sup _{0 \leq r \leq 1}\left|\phi_{0}(r)\right|\right) e^{-\sigma t} \quad \text { for } t \geq 0 \tag{6.9}
\end{equation*}
$$

because $1 / \hat{\phi}(r)$ has a positive lower bound for $\delta \leq r \leq 1$ and a finite upper bound for $0 \leq r \leq 1$. In what follows we prove that, for $\delta$ sufficiently small, there also holds

$$
\begin{equation*}
\sup _{0 \leq r \leq \delta}|\phi(r, t)| \leq C e^{-\mu t} \quad \text { for } t \geq 0 \tag{6.10}
\end{equation*}
$$

for some $\mu>0$.
Take a nonnegative cut-off function $\varphi \in C[0,1]$ such that

$$
\varphi(r) \leq 1 \quad \text { for } 0 \leq r \leq 1, \quad \varphi(r)=1 \quad \text { for } \quad 0 \leq r \leq \delta, \quad \varphi(r)=0 \quad \text { for } 2 \delta \leq r \leq 1
$$

We split $\mathcal{B}$ into a sum of two operators as follows:

$$
\begin{equation*}
\mathcal{B}(q)=\mathcal{B}_{1}(q)+\mathcal{B}_{2}(q) \quad \text { for } q \in C[0,1] \tag{6.11}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{B}_{1}(q)= & -r p_{*}^{\prime}(r) \varphi(r) \cdot \frac{1}{r^{3}} \int_{0}^{\min \{r, \delta\}} g_{p}(\rho) q(\rho) \rho^{2} d \rho \\
\mathcal{B}_{2}(q)= & r p_{*}^{\prime}(r) \int_{0}^{1} g_{p}(\rho) q(\rho) \rho^{2} d \rho-r^{-2} p_{*}^{\prime}(r)[1-\varphi(r)] \int_{0}^{\min \{r, \delta\}} g_{p}(\rho) q(\rho) \rho^{2} d \rho \\
& -r^{-2} p_{*}^{\prime}(r) \int_{\min \{r, \delta\}}^{r} g_{p}(\rho) q(\rho) \rho^{2} d \rho
\end{aligned}
$$

and introduce $f(r, t)=\mathcal{B}_{2}(\phi(\cdot, t))(r)+b(r) \zeta(t)$. By (6.4) and (6.11), we see that $\phi$ is the solution of the equation

$$
\begin{equation*}
\partial_{t} \phi+u_{*}(r) \partial_{r} \phi=a(r) \phi+\mathcal{B}_{1}(\phi)+f(r, t) \quad \text { for } 0 \leq r \leq 1, t>0 \tag{6.12}
\end{equation*}
$$

subject to the initial condition $\phi(r, 0)=\phi_{0}(r)$. Introducing operators $\mathcal{L}(q)=-u_{*} q^{\prime}+$ $a q$, we see that (6.12) can be rewritten as the following differential equation in $C[0,1]$ :

$$
\begin{equation*}
\frac{d \phi(\cdot, t)}{d t}=\left(\mathcal{L}+\mathcal{B}_{1}\right)(\phi(\cdot, t))+f(\cdot, t) \tag{6.13}
\end{equation*}
$$

Using Lemma 6.1 we see that the operator $\mathcal{L}$ generates a strongly continuous semigroup $e^{t \mathcal{L}}$ on $C[0,1]$, and $\left\|e^{t \mathcal{L}}\right\| \leq e^{-\omega t}$ for all $t \geq 0$ where $\omega=\min _{0 \leq r \leq 1}|a(r)|>0$ and using the facts that $\lim _{r \rightarrow 0} r p_{*}^{\prime}(r)=0$ and $\varphi(r)=0$ for $r \geq 2 \delta$, we can easily deduce that, for any given $\varepsilon>0$, there exists corresponding $\delta>0$ such that $\left\|\mathcal{B}_{1}(q)\right\|_{\infty} \leq \varepsilon\|q\|_{\infty}$, or, in other words, $\mathcal{B}_{1}$ is a bounded linear operator on $C[0,1]$, with norm dorminated by $\varepsilon$. Thus, the operator $\mathcal{L}+\mathcal{B}_{1}$ also generates a strongly continuous semigroup $e^{t\left(\mathcal{L}+\mathcal{B}_{1}\right)}$ on $C[0,1]$, and it satisfies

$$
\begin{equation*}
\left\|e^{t\left(\mathcal{L}+\mathcal{B}_{1}\right)}\right\| \leq e^{-(\omega-\varepsilon) t} \quad \text { for all } t \geq 0 \tag{6.14}
\end{equation*}
$$

In what follows we assume that $\varepsilon$ is sufficiently small such that $\omega-\varepsilon>0$. By (6.13), we have

$$
\begin{equation*}
\phi(\cdot, t)=e^{t\left(\mathcal{L}+\mathcal{B}_{1}\right)} \phi_{0}+\int_{0}^{t} e^{(t-\tau)\left(\mathcal{L}+\mathcal{B}_{1}\right)} f(\cdot, \tau) d \tau \tag{6.15}
\end{equation*}
$$

Using (6.7), (6.8), and (6.9), we can easily show that $\|f(\cdot, t)\|_{\infty} \leq C_{\delta}\left\|U_{0}\right\| e^{-\sigma t}$ for $t \geq 0$. Hence, from (6.15) and (6.14) we see that, for any $0<\mu<\min \{\sigma, \omega-\varepsilon\}$, there holds

$$
\|\phi(\cdot, t)\|_{\infty} \leq\left\|\phi_{0}\right\|_{\infty} e^{-(\omega-\varepsilon) t}+C\left\|U_{0}\right\| e^{-\mu t} \quad \text { for } t \geq 0
$$

from which (6.10) immediately follows.

Combining (6.9) and (6.10), we get (6.3). This completes the proof.
Lemma 6.3. Let $\mu^{*}$ be as in Lemma 6.2. Then, for any $0<\mu<\mu^{*}$, in addition to (6.3), we also have the following estimate:

$$
\begin{equation*}
\left\|e^{t \mathbb{A}(0)}\right\|_{L\left(C_{V}^{1}[0,1]\right)} \leq C e^{-\mu t} \quad \text { for } t \geq 0 \tag{6.16}
\end{equation*}
$$

Proof. We first show that $\mathcal{B}$ and $\mathcal{F}$ satisfy the following properties: For any $q \in C_{V}^{1}[0,1]$,

$$
\begin{array}{r}
\left\|\mathcal{B}\left(u_{*} q^{\prime}\right)\right\|_{\infty}+\left\|u_{*} \mathcal{B}(q)^{\prime}\right\|_{\infty} \leq C\|q\|_{\infty}, \\
\left|\mathcal{F}\left(u_{*} q^{\prime}\right)\right| \tag{6.18}
\end{array}
$$

Using the facts that $\lim _{r \rightarrow 0} r p_{*}^{\prime}(r)=0$ and $\lim _{r \rightarrow 0} r^{2} p_{*}^{\prime \prime}(r)=0$ (see (3.3)), we can easily prove that $\left\|u_{*} \mathcal{B}(q)^{\prime}\right\|_{\infty} \leq C\|q\|_{\infty}$ for $q \in C[0,1]$. To estimate $\left\|\mathcal{B}\left(u_{*} q^{\prime}\right)\right\|_{\infty}$, we compute

$$
\frac{1}{r^{3}} \int_{0}^{r} g_{p}(\rho) u_{*}(\rho) q^{\prime}(\rho) \rho^{2} d \rho=\frac{1}{r} u_{*}(r) g_{p}(r) q(r)-\frac{1}{r^{3}} \int_{0}^{r} m(\rho) q(\rho) \rho^{2} d \rho,
$$

where $m(\rho)=g_{p}^{\prime}(\rho) u_{*}(\rho)+g_{p}(\rho) u_{*}^{\prime}(\rho)+\frac{2}{\rho} u_{*}(\rho) g_{p}(\rho)$. Taking $r=1$ we particularly obtain

$$
\int_{0}^{1} g_{p}(\rho) u_{*}(\rho) q^{\prime}(\rho) \rho^{2} d \rho=u_{*}(1) g_{p}(1) q(1)-\int_{0}^{1} m(\rho) q(\rho) \rho^{2} d \rho
$$

Since $g_{p} \in C^{1}[0,1], u_{*} \in C^{1}[0,1]$, and $u_{*}(0)=0$, we see that $\frac{1}{r} u_{*} g_{p}$ and $m$ both belong to $C[0,1]$. Hence, from the above expressions we see immediately that

$$
\begin{aligned}
\left\|\mathcal{B}\left(u_{*} q^{\prime}\right)\right\|_{\infty} & =\sup _{0<r<1}\left|r p_{*}^{\prime}(r)\left[\int_{0}^{1} g_{p}(\rho) u_{*}(\rho) q^{\prime}(\rho) \rho^{2} d \rho-\frac{1}{r^{3}} \int_{0}^{r} g_{p}(\rho) u_{*}(\rho) q^{\prime}(\rho) \rho^{2} d \rho\right]\right| \\
& \leq C\|q\|_{\infty} .
\end{aligned}
$$

Similarly we have $\left|\mathcal{F}\left(u_{*} q^{\prime}\right)\right|=\left|\int_{0}^{1} g_{p}(\rho) u_{*}(\rho) q^{\prime}(\rho) \rho^{2} d \rho\right| \leq C\|q\|_{\infty}$. This proves (6.17) and (6.18).

We now proceed to prove (6.16). Let $U_{0} \in X_{0}$ and $U=e^{t \mathbb{A}(0)} U_{0}$. From the proof of Lemma 4.2 we know that $U \in C\left([0, \infty), X_{0}\right) \cap C^{1}([0, \infty), X)$. Let $U_{0}=\left(q_{0}, y_{0}\right)$ and $U=(q, y)$. Then $(q, y)$ is the solution of the following problem:

$$
\left\{\begin{array}{l}
\frac{\partial q}{\partial t}+u_{*}(r) \frac{\partial q}{\partial r}=a(r) q+\mathcal{B}(q)+b(r) y \text { for } 0 \leq r \leq 1, t>0, \\
\frac{d y}{d t}=\mathcal{F}(q)+\kappa y \text { for } t>0, \\
\left.q\right|_{t=0}=q_{0}(r) \text { for } 0 \leq r \leq 1, \quad \text { and }\left.y\right|_{t=0}=y_{0} .
\end{array}\right.
$$

Let $l(r, t)=u_{*}(r) \frac{\partial q(r, t)}{\partial r}$. By formally differentiating the first equation above in $r$ and multiplying it with $u_{*}(r)$, we see that $(l, y)$ is a formal solution of the following problem:

$$
\left\{\begin{array}{l}
\frac{\partial l}{\partial t}+u_{*}(r) \frac{\partial l}{\partial r}=a(r) l+\mathcal{B}(l)+b(r) y+f_{1}(r, t) \text { for } 0 \leq r \leq 1, t>0 \\
\frac{d y}{d t}=\mathcal{F}(l)+\kappa y+c_{1}(t) \text { for } t>0 \\
\left.l\right|_{t=0}=l_{0}(r) \text { for } 0 \leq r \leq 1, \quad \text { and }\left.y\right|_{t=0}=y_{0}
\end{array}\right.
$$

where $l_{0}(r)=u_{*}(r) q_{0}^{\prime}(r), c_{1}(t)=\mathcal{F}(q)-\mathcal{F}\left(u_{*} \frac{\partial q}{\partial r}\right)$, and

$$
f_{1}(r, t)=u_{*}(r) a^{\prime}(r) q(r, t)-\mathcal{B}\left(u_{*} \frac{\partial q}{\partial r}\right)+u_{*}(r) \frac{\partial \mathcal{B}(q)}{\partial r}+\left[u_{*}(r) b^{\prime}(r)-b(r)\right] y(t)
$$

We denote $W(t)=(l(\cdot, t), y(t)), W_{0}=\left(l_{0}, y_{0}\right)$, and $F_{1}(t)=\left(f_{1}(\cdot, t), c_{1}(t)\right)$. Then the above problem can be rewritten as follows:

$$
\frac{d W}{d t}=\mathbb{A}(0) W+F_{1}(t) \quad \text { for } t>0, \quad W(0)=W_{0}
$$

Using the fact that $U \in C^{1}([0, \infty), X)$, Corollary $3.2,(6.17)$, and (6.18), we can easily prove that $F_{1} \in C^{1}([0, \infty), X)$. Thus, by a standard result, we see that the above problem has a unique mild solution, and consequently, the above formal computation makes sense. Moreover, we have

$$
W(t)=e^{t \mathbb{A}(0)} W_{0}+\int_{0}^{t} e^{(t-s) \mathbb{A}(0)} F_{1}(s) d s \quad \text { for } t \geq 0
$$

From this expression and Lemma 6.2 we see that, for any given $0<\mu<\mu_{*}$, we have

$$
\|W(t)\|_{X} \leq C e^{-\mu t}\left\|W_{0}\right\|_{X}+C \int_{0}^{t} e^{-\mu(t-s)}\left\|F_{1}(s)\right\|_{X} d s \quad \text { for } \quad t \geq 0
$$

Using (6.17), (6.18), and the fact that $\|U(t)\|_{X} \leq C e^{-\mu t}\left\|U_{0}\right\|_{X}$ ensured by (6.3), we see that

$$
\left\|F_{1}(t)\right\|_{X} \leq C\|U(t)\|_{X} \leq C e^{-\mu t}\left\|U_{0}\right\|_{X} \quad \text { for } t \geq 0
$$

Substituting this estimate into the above inequality and noticing that $W(t)=$ $\left(u_{*} \frac{\partial q(\cdot, t)}{\partial r}, y(t)\right)$ and $W_{0}=\left(u_{*} q_{0}^{\prime}, y_{0}\right)$, we obtain

$$
\|U(t)\|_{X_{0}} \leq C(1+t) e^{-\mu t}\left\|U_{0}\right\|_{X_{0}} \quad \text { for } t \geq 0
$$

Now, for any given $0<\mu<\mu_{*}$, we arbitrarily take a $\bar{\mu} \in\left(\mu, \mu_{*}\right)$ and first use the above estimate to $\bar{\mu}$ and next use the elementary inequality $(1+t) e^{-\bar{\mu} t} \leq C e^{-\mu t}$, we see that (6.16) follows. This completes the proof.

In what follows we consider the evolution system $\mathbb{U}(t, s, V)$ for a general $V=$ $V(t) \in C([0, \infty), X)$ satisfying the following condition: For some positive constants $\bar{\mu}, \varepsilon$ and $C_{0}$,

$$
\begin{equation*}
\|V(t)\|_{X} \leq C_{0} \varepsilon e^{-\bar{\mu} t} \quad \text { for } t \geq 0 \tag{6.19}
\end{equation*}
$$

Lemma 6.4. Assume that $V=V(t) \in C([0, \infty), X)$, and it satisfies (6.19). Let $\mu^{*}$ be as in Lemma 6.2. Then, for any $0<\mu<\mu^{*}$, there exists corresponding $\varepsilon_{0}>0$ (depending on $\mu, \bar{\mu}$, and $C_{0}$ ) such that if $0<\varepsilon \leq \varepsilon_{0}$, then the following estimates hold:

$$
\begin{align*}
&\|\mathbb{U}(t, s, V)\|_{L(X)} \leq C_{1} e^{-\mu t} \quad \text { for } t \geq 0  \tag{6.20}\\
&\|\mathbb{U}(t, s, V)\|_{L\left(X_{0}\right)} \leq C_{2} e^{-\mu t} \quad \text { for } t \geq 0 \tag{6.21}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are positive constants depending only on $\mu$ and independent of $\bar{\mu}$ and $C_{0}$.

Proof. Given $0<\mu<\mu^{*}$ we take a $\mu_{1} \in\left(\mu, \mu^{*}\right)$ and fix it. By Lemmas 6.2 and 6.3 , we have the following estimates:

$$
\begin{align*}
\left\|e^{t \mathbb{A}(0)}\right\|_{L(C[0,1])} & \leq C_{1} e^{-\mu_{1} t} \quad \text { for } t \geq 0,  \tag{6.22}\\
\left\|e^{\AA \AA(0)}\right\|_{L\left(C_{V}^{1}[0,1]\right)} & \leq C_{2} e^{-\mu_{1} t} \quad \text { for } t \geq 0 . \tag{6.23}
\end{align*}
$$

Let $U_{0}=\left(q_{0}, s_{0}\right)$ be an arbitrary point in $X$, and let $U=\mathbb{U}(t, s, V) U_{0}$. By definition, $U$ is the solution of the problem (4.12). Let $U=(q, y)$. Then (4.12) can be rewritten as follows:

$$
\left\{\begin{array}{l}
\frac{\partial q}{\partial t}+w_{V}(r, t) \frac{\partial q}{\partial r}=a(r) q+\mathcal{B} q+b(r) y \text { for } 0 \leq r \leq 1, t>s,  \tag{6.24}\\
\frac{d y}{d t}=\mathcal{F}(q)+\kappa y \text { for } t>s, \\
\left.q\right|_{t=s}=q_{0}(r) \text { for } 0 \leq r \leq 1, \quad \text { and }\left.y\right|_{t=s}=y_{0} .
\end{array}\right.
$$

Let $\bar{r}=T(r, t, s)$ and $r=S(\bar{r}, t, s)$ be as defined in section 5, and let $\widetilde{q}(\bar{r}, t, s)=$ $q(S(\bar{r}, t, s), t)$, or, equivalently, $q(r, t)=\widetilde{q}(T(r, t, s), t, s)$. Then by using (5.7), we see that (6.24) is transformed into the following problem:

$$
\left\{\begin{array}{l}
\frac{\partial \widetilde{q}}{\partial t}+u_{*}(\bar{r}) \frac{\partial \widetilde{q}}{\partial \bar{r}}=\widetilde{a}(\bar{r}, t, s) \widetilde{q}+\widetilde{\mathcal{B}} \widetilde{q}+\widetilde{b}(\bar{r}, t, s) s \text { for } 0 \leq \bar{r} \leq 1, t>s,  \tag{6.25}\\
\frac{d s}{d t}=\widetilde{\mathcal{F}}(\widetilde{q})(t, s)+\kappa s \text { for } t>s, \\
\left.\widetilde{q}\right|_{t=s}=q_{0}(\bar{r}) \quad \text { for } 0 \leq \bar{r} \leq 1, \quad \text { and }\left.\quad s\right|_{t=s}=s_{0},
\end{array}\right.
$$

where $\widetilde{a}(\bar{r}, t, s)=a(S(\bar{r}, t, s)), \widetilde{b}(\bar{r}, t, s)=b(S(\bar{r}, t, s))$,

$$
\begin{aligned}
\widetilde{\mathcal{B}} \widetilde{q}=r p_{*}^{\prime}(r) & {\left[\int_{0}^{1} g_{p}(\rho) \widetilde{q}(T(\rho, t, s), t, s) \rho^{2} d \rho\right.} \\
& \left.-\frac{1}{r^{3}} \int_{0}^{r} g_{p}(\rho) \widetilde{q}(T(\rho, t, s), t, s) \rho^{2} d \rho\right]\left.\right|_{r=S(\bar{r}, t, s)}
\end{aligned}
$$

and $\widetilde{\mathcal{F}}(\widetilde{q})(t, s)=\int_{0}^{1} g_{p}(\rho) \widetilde{q}(T(\rho, t, s), t, s) \rho^{2} d \rho$. We define a family of bounded linear operators $\widetilde{\mathbb{B}}(t, s, V): X \rightarrow X(t \geq s \geq 0)$ as follows:

$$
\widetilde{\mathbb{B}}(t, s, V)=\left(\begin{array}{cc}
\widetilde{a}(\cdot, t, s)+\widetilde{\mathcal{B}} & \widetilde{b}(\cdot, t, s) \\
\widetilde{\mathcal{F}} & \kappa
\end{array}\right) .
$$

We also denote $\widetilde{U}=(\widetilde{q}, y)$. Then (6.25) can be rewritten as follows:

$$
\begin{equation*}
\frac{d \widetilde{U}}{d t}=\mathbb{A}_{0}\left(U_{*}\right) \widetilde{U}+\widetilde{\mathbb{B}}(t, s, V) \widetilde{U} \quad \text { for } t>s,\left.\quad \widetilde{U}\right|_{t=s}=U_{0} \tag{6.26}
\end{equation*}
$$

Recalling that $\mathbb{A}(0)=\mathbb{A}_{0}\left(U_{*}\right)+\mathbb{B}$ and denoting

$$
\widetilde{\mathbb{E}}(t, s, V)=\widetilde{\mathbb{B}}(t, s, V)-\mathbb{B}=\left(\begin{array}{cc}
\widetilde{a}(\cdot, t, s)-a+\widetilde{\mathcal{B}}-\mathcal{B} & \widetilde{b}(\cdot, t, s)-b \\
\widetilde{\mathcal{F}}-\mathcal{F} & 0
\end{array}\right),
$$

we see that

$$
\mathbb{A}_{0}\left(U_{*}\right)+\widetilde{\mathbb{B}}(t, s, V)=\mathbb{A}_{0}\left(U_{*}\right)+\mathbb{B}+\widetilde{\mathbb{E}}(t, s, V)=\mathbb{A}(0)+\widetilde{\mathbb{E}}(t, s, V)
$$

Hence, (6.26) can be further rewritten as follows:

$$
\begin{equation*}
\frac{d \widetilde{U}}{d t}=\mathbb{A}(0) \widetilde{U}+\widetilde{\mathbb{E}}(t, s, V) \widetilde{U} \quad \text { for } t>s,\left.\quad \widetilde{U}\right|_{t=s}=U_{0} \tag{6.27}
\end{equation*}
$$

We know that (6.27) is equivalent to the following integral equation:

$$
\begin{equation*}
\widetilde{U}(t, s)=e^{(t-s) \mathbb{A}(0)} U_{0}+\int_{s}^{t} e^{(t-\tau) \mathbb{A}(0)} \widetilde{\mathbb{E}}(\tau, s, V) \widetilde{U}(\tau, s) \quad \text { for } t \geq s \tag{6.28}
\end{equation*}
$$

It can be easily shown that, under the assumption (6.19), $w_{V}$ satisfies the estimates (5.1) and (5.27) (with $\mu$ replaced by $\bar{\mu})$. Hence, by Corollary 3.2 and Lemma 5.9 , we have

$$
\|\widetilde{a}(\cdot, t, s)-a\|_{C_{V}^{1}[0,1]} \leq C \varepsilon, \quad\|\widetilde{b}(\cdot, t, s)-b\|_{C_{V}^{1}[0,1]} \leq C \varepsilon
$$

and by Corollary 3.2, Lemma 5.9, and Lemma 5.10, we have

$$
\|\widetilde{\mathcal{B}}-\mathcal{B}\|_{L(C[0,1])} \leq C \varepsilon, \quad\|\widetilde{\mathcal{B}}-\mathcal{B}\|_{L\left(C_{V}^{1}[0,1]\right)} \leq C \varepsilon, \quad\|\widetilde{\mathcal{F}}-\mathcal{F}\|_{L(C[0,1], \mathbb{R})} \leq C \varepsilon
$$

It follows that

$$
\begin{equation*}
\|\widetilde{\mathbb{E}}(\tau, s, V)\|_{L(X)} \leq C \varepsilon, \quad\|\widetilde{\mathbb{E}}(\tau, s, V)\|_{L\left(X_{0}\right)} \leq C \varepsilon \tag{6.29}
\end{equation*}
$$

From (6.22), (6.23), (6.28), and (6.29) we obtain

$$
\begin{aligned}
\|\widetilde{U}(t, s)\|_{X} & \leq C_{1} e^{-\mu_{1}(t-s)}\left\|U_{0}\right\|_{X}+C \varepsilon \int_{s}^{t} e^{-\mu_{1}(t-\tau)}\|\widetilde{U}(\tau, s)\|_{X} \\
\|\widetilde{U}(t, s)\|_{X_{0}} & \leq C_{2} e^{-\mu_{1}(t-s)}\left\|U_{0}\right\|_{X_{0}}+C \varepsilon \int_{s}^{t} e^{-\mu_{1}(t-\tau)}\|\widetilde{U}(\tau, s)\|_{X_{0}}
\end{aligned}
$$

By the Gronwall lemma, these inequalities yield

$$
\|\widetilde{U}(t, s)\|_{X} \leq C_{1} e^{-\left(\mu_{1}-C \varepsilon\right) t}\left\|U_{0}\right\|_{X}, \quad\|\widetilde{U}(t, s)\|_{X_{0}} \leq C_{2} e^{-\left(\mu_{1}-C \varepsilon\right) t}\left\|U_{0}\right\|_{X_{0}}
$$

Hence, by taking $\varepsilon$ sufficiently small such that $\mu_{1}-C \varepsilon \geq \mu$, we obtain (6.20) and (6.21). This completes the proof.
7. The proof of Theorem 1.1. In order to prove Theorem 1.1, we let $\mu^{*}$ be as in Lemma 6.2 and arbitrarily fix a number $0<\mu<\mu^{*}$. Let $\varepsilon$ be a positive number to be specified later. For any fixed $U_{0} \in X_{0}$ satisfying $\left\|U_{0}\right\|_{X_{0}} \leq \varepsilon$, we denote by $\mathbf{M}$ the set of all functions $V=V(t) \in C([0, \infty), X)$ satisfying the following conditions:

$$
\begin{equation*}
V(0)=U_{0}, \quad\|V(t)\|_{X} \leq 2 C_{1} \varepsilon e^{-\mu t} \text { for } t \geq 0 \tag{7.1}
\end{equation*}
$$

where $C_{1}$ is the constant appearing in (6.20). We introduce a metric $d$ on $\mathbf{M}$ by defining $d\left(V_{1}, V_{2}\right)=\sup _{t \geq 0} e^{\mu t}\left\|V_{1}(t)-V_{2}(t)\right\|_{X}$ for $V_{1}, V_{2} \in \mathbf{M}$. It is evident that $(\mathbf{M}, d)$ is a complete metric space. Given $V \in \mathbf{M}$, we consider the following initial value problem:

$$
\begin{equation*}
\frac{d U(t)}{d t}=\mathbb{A}(V(t)) U(t)+\mathbb{G}(U(t)) \quad \text { for } t>0, \quad U(0)=U_{0} \tag{7.2}
\end{equation*}
$$

Lemma 7.1. If $\varepsilon$ is sufficiently small, then, for any $V \in \mathbf{M}$, problem (7.2) has a unique solution $U \in C\left([0, \infty), X_{0}\right) \cap C^{1}([0, \infty), X)$, which satisfies the following estimates:

$$
\begin{equation*}
\|U(t)\|_{X} \leq 2 C_{1} \varepsilon e^{-\mu t}, \quad\|U(t)\|_{X_{0}} \leq C \varepsilon e^{-\mu t}, \quad\left\|U^{\prime}(t)\right\|_{X} \leq C \varepsilon e^{-\mu t} \quad \text { for } t \geq 0 \tag{7.3}
\end{equation*}
$$

where $C_{1}$ is as before, and $C$ is another constant independent of $V$.
Proof. We denote
$\widetilde{\mathbf{M}}=\left\{U \in C\left([0, \infty), X_{0}\right):\|U(t)\|_{X} \leq 2 C_{1} \varepsilon e^{-\mu t}\right.$ and $\|U(t)\|_{X_{0}} \leq 2 C_{2} \varepsilon e^{-\mu t}$ for $\left.t \geq 0\right\}$
and introduce a metric $d$ on it by defining $d\left(U_{1}, U_{2}\right)=\sup _{t \geq 0} e^{\mu t}\left\|U_{1}(t)-U_{2}(t)\right\|_{X_{0}}$ for $U_{1}, U_{2} \in \widetilde{\mathbf{M}}$. Here, $C_{1}$ and $C_{2}$ are positive constants appearing in (6.20) and (6.21), respectively. ( $\widetilde{\mathbf{M}}, d$ ) is clearly a complete metric space. Given $U \in \widetilde{\mathbf{M}}$, we consider the following initial value problem:

$$
\begin{equation*}
\frac{d \widetilde{U}(t)}{d t}=\mathbb{A}(V(t)) \widetilde{U}(t)+\mathbb{G}(U(t)) \quad \text { for } t>0, \quad \widetilde{U}(0)=U_{0} \tag{7.4}
\end{equation*}
$$

Since $U(t) \in C\left([0, \infty), X_{0}\right)$, by Corollary 3.3, we have $\mathbb{G}(U(t)) \in C\left([0, \infty), X_{0}\right)$. It follows by Corollary 4.4 that the above problem has a unique solution $\widetilde{U} \in C\left([0, \infty), X_{0}\right) \cap$ $C^{1}([0, \infty), X)$ and is given by

$$
\begin{equation*}
\widetilde{U}(t)=\mathbb{U}(t, 0, V) U_{0}+\int_{0}^{t} \mathbb{U}(t, s, V) \mathbb{G}(U(s)) d s \tag{7.5}
\end{equation*}
$$

Using this expression and Lemma 6.4 and (2.18) we have

$$
\begin{aligned}
\|\widetilde{U}(t)\|_{X} & \leq C_{1} e^{-\mu t}\left\|U_{0}\right\|_{X}+C_{1} \int_{0}^{t} e^{-\mu(t-s)}\|\mathbb{G}(U(s))\|_{X} d s \\
& \leq C_{1} \varepsilon e^{-\mu t}+C \int_{0}^{t} e^{-\mu(t-s)}\|U(s)\|_{X}^{2} d s \leq 2 C_{1} \varepsilon e^{-\mu t}
\end{aligned}
$$

when $\varepsilon$ is sufficiently small. Similarly, by using Lemma 6.4 and (3.9), we also have $\|\widetilde{U}(t)\|_{X_{0}} \leq 2 C_{2} \varepsilon e^{-\mu t}$, when $\varepsilon$ is sufficiently small. Hence, $\widetilde{U} \in \widetilde{\mathbf{M}}$. We now define a mapping $\widetilde{\mathbf{S}}: \widetilde{\mathbf{M}} \rightarrow \widetilde{\mathbf{M}}$ by setting $\widetilde{\mathbf{S}}(U)=\widetilde{U}$ for every $U \in \widetilde{\mathbf{M}}$. We claim that $\widetilde{\mathbf{S}}$ is a contraction mapping. Indeed, for any $U_{1}, U_{2} \in \widetilde{\mathbf{M}}$, let $\widetilde{U}_{1}=\mathbf{S}\left(U_{1}\right), \widetilde{U}_{2}=\mathbf{S}\left(U_{2}\right)$, and $W=\widetilde{U}_{1}-\widetilde{U}_{2}$. Then $W$ satisfies

$$
\frac{d W(t)}{d t}=\mathbb{A}(V(t)) W(t)+\left[\mathbb{G}\left(U_{1}(t)\right)-\mathbb{G}\left(U_{2}(t)\right)\right] \quad \text { for } t>0, \quad W(0)=0
$$

so that $W(t)=\int_{0}^{t} \mathbb{U}(t, s, V)\left[\mathbb{G}\left(U_{1}(s)\right)-\mathbb{G}\left(U_{2}(s)\right)\right] d s$. It follows that

$$
\begin{aligned}
\|W(t)\|_{X_{0}} \leq & C_{2} \int_{0}^{t} e^{-\mu(t-s)}\left\|\mathbb{G}\left(U_{1}(s)-\mathbb{G}\left(U_{2}(s)\right)\right)\right\|_{X_{0}} d s \\
\leq & C_{2} \int_{0}^{t} e^{-\mu(t-s)}\left\|U_{1}(s)-U_{2}(s)\right\|_{X_{0}} \\
& \left(\int_{0}^{1}\left\|\mathbb{G}^{\prime}\left(\theta U_{1}(s)+(1-\theta) U_{2}(s)\right)\right\|_{L\left(X_{0}\right)} d \theta\right) d s \\
\leq & C \int_{0}^{t} e^{-\mu(t-s)}\left\|U_{1}(s)-U_{2}(s)\right\|_{X_{0}}\left(\int_{0}^{1}\left\|\theta U_{1}(s)+(1-\theta) U_{2}(s)\right\|_{X_{0}} d \theta\right) d s
\end{aligned}
$$

which yields $\|W(t)\|_{X_{0}} \leq C \varepsilon d\left(U_{1}, U_{2}\right) e^{-\mu t}$. Thus, for $\varepsilon$ sufficiently small, we have $d\left(\widetilde{U}_{1}, \widetilde{U}_{2}\right)=\sup _{t \geq 0} e^{\mu t}\|W(t)\|_{X_{0}} \leq \frac{1}{2} d\left(U_{1}, U_{2}\right)$, showing that $\widetilde{\mathbf{S}}$ is a contraction mapping, as we claimed. Thus, by the Banach fixed point theorem, we see that $\widetilde{\mathbf{S}}$ has a unique fixed point in $\widetilde{\mathbf{M}}$, which is clearly a solution of the problem (7.2) in $C\left([0, \infty), X_{0}\right)$. The uniqueness of the solution follows from a standard argument.

From the above argument we see that the solution $U$ of (7.2) satisfies the first two inequalities in $(7.3)$, and $U \in C^{1}([0, \infty), X)$. It remains to prove that $U$ also satisfies the last inequality in (7.3). The argument is as follows. First, it is straightforward to deduce from condition (7.1) that, for sufficiently small $\varepsilon>0$, we have $w_{V}(r, t) / r(1-$ $r) \in C[0,1]$, and there exist positive constants $C_{1}$ and $C_{2}$ independent of $V$ such that

$$
\begin{equation*}
-C_{1} r(1-r) \leq w_{V}(r, t) \leq-C_{2} r(1-r) \quad \text { for } 0 \leq r \leq 1 \text { and } t \geq 0 \tag{7.6}
\end{equation*}
$$

It follows that, for the solution $U=(q, s)$ of (7.2), we have

$$
\sup _{0 \leq r \leq 1}\left|w_{V}(r, t) \frac{\partial q(r, t)}{\partial r}\right| \leq C \sup _{0 \leq r \leq 1}\left|r(1-r) \frac{\partial q(r, t)}{\partial r}\right| \leq C\|q(\cdot, t)\|_{C_{V}^{1}[0,1]}
$$

Using this result and (7.2), we see that

$$
\left\|U^{\prime}(t)\right\|_{X} \leq\|\mathbb{A}(V(t)) U(t)\|_{X}+\| \mathbb{G}\left(U(t)\left\|_{X} \leq C\right\| U(t)\left\|_{X_{0}}+C\right\| U(t) \|_{X}^{2} \leq C \varepsilon e^{-\mu t}\right.
$$

for all $t \geq 0$. This completes the proof of Lemma 7.1.
Lemma 7.1, in particular, implies that, for every $V$ in $\mathbf{M}$, the solution $U$ of (7.2) also belongs to $\mathbf{M}$. Thus we can define a mapping $\mathbf{S}: \mathbf{M} \rightarrow \mathbf{M}$ as follows: For any $V \in \mathbf{M}$,

$$
\mathbf{S}(V)=U=\text { the solution of (7.2). }
$$

Lemma 7.2. For $\varepsilon$ sufficiently small, $\mathbf{S}$ is a contraction mapping.
Proof. Let $V_{1}, V_{2} \in \mathbf{M}$ and denote $U_{1}=\mathbf{S}\left(V_{1}\right), U_{2}=\mathbf{S}\left(V_{2}\right)$, and $W=U_{1}-U_{2}$. Then $W$ satisfies

$$
\frac{d W(t)}{d t}=\mathbb{A}\left(V_{1}(t)\right) W(t)+\left[\mathbb{A}\left(V_{1}(t)\right)-\mathbb{A}\left(V_{2}(t)\right)\right] U_{2}(t)+\left[\mathbb{G}\left(U_{1}(t)\right)-\mathbb{G}\left(U_{2}(t)\right)\right]
$$

for $t>0$, and $W(0)=0$. Thus

$$
\begin{align*}
W(t)= & \int_{0}^{t} \mathbb{U}\left(t, s, V_{1}\right)\left[\mathbb{A}\left(V_{1}(s)\right)-\mathbb{A}\left(V_{2}(s)\right)\right] U_{2}(s) d s \\
& +\int_{0}^{t} \mathbb{U}\left(t, s, V_{1}\right)\left[\mathbb{G}\left(U_{1}(s)\right)-\mathbb{G}\left(U_{2}(s)\right)\right] d s \tag{7.7}
\end{align*}
$$

Since the first component of $\left[\mathbb{A}\left(V_{1}(s)\right)-\mathbb{A}\left(V_{2}(s)\right)\right] U_{2}(s)$ is $\left[w_{V_{2}}(r, s)-w_{V_{1}}(r, s)\right] q_{2}^{\prime}(r, s)$ and the second component is zero, we have

$$
\begin{aligned}
\left\|\left[\mathbb{A}\left(V_{1}(s)\right)-\mathbb{A}\left(V_{2}(s)\right)\right] U_{2}(s)\right\|_{X} & =\max _{0 \leq r \leq 1}\left|\left[w_{V_{1}}(r, s)-w_{V_{2}}(r, s)\right] q_{2}^{\prime}(r, s)\right| \\
& \leq \sup _{0 \leq r \leq 1}\left|\frac{w_{V_{1}}(r, s)-w_{V_{2}}(r, s)}{r(1-r)}\right| \max _{0 \leq r \leq 1}\left|r(1-r) q_{2}^{\prime}(r, s)\right| \\
& \leq C\left\|V_{1}(s)-V_{2}(s)\right\|_{X}\left\|U_{2}(s)\right\|_{X_{0}} .
\end{aligned}
$$

Besides, from (2.18) we have

$$
\begin{align*}
\left\|\mathbb{G}\left(U_{1}(s)\right)-\mathbb{G}\left(U_{2}(s)\right)\right\|_{X} & =\left\|\int_{0}^{1} \mathbb{G}^{\prime}\left(\theta U_{1}(s)+(1-\theta) U_{2}(s)\right)\left[U_{1}(s)-U_{2}(s)\right] d \theta\right\|_{X} \\
& \leq C\left(\left\|U_{1}(s)\right\|_{X}+\left\|U_{2}(s)\right\|_{X}\right)\left\|U_{1}(s)-U_{2}(s)\right\|_{X} \tag{7.9}
\end{align*}
$$

From (7.7)-(7.9) and Lemma 6.4 we get

$$
\begin{aligned}
\left\|U_{1}(t)-U_{2}(t)\right\|_{X} \leq & C \int_{0}^{t} e^{-\mu(t-s)}\left\|V_{1}(s)-V_{2}(s)\right\|_{X}\left\|U_{2}(s)\right\|_{X_{0}} d s \\
& +C \int_{0}^{t} e^{-\mu(t-s)}\left(\left\|U_{1}(s)\right\|_{X}+\left\|U_{2}(s)\right\|_{X}\right)\left\|U_{1}(s)-U_{2}(s)\right\|_{X} d s \\
\leq & C \varepsilon e^{-\mu t} d\left(V_{1}, V_{2}\right)+C \varepsilon e^{-\mu t} d\left(U_{1}, U_{2}\right)
\end{aligned}
$$

which yields $d\left(U_{1}, U_{2}\right) \leq C \varepsilon d\left(V_{1}, V_{2}\right)+C \varepsilon d\left(U_{1}, U_{2}\right)$. From this inequality the desired assertion easily follows.

By Lemma 7.2, if $\varepsilon$ is sufficiently small, then the mapping $\mathbf{S}$ has a unique fixed point $U$ in $\mathbf{M}$. Clearly, $U$ is a global solution of (2.16) subject to the initial condition $U(0)=U_{0}$. Moreover, by Lemma 7.1, we know that the image of $\mathbf{S}$ is contained in $\widetilde{\mathbf{M}}$ so that $U$ satisfies (7.3). From this result and Lemma 2.1 we see that the assertion of Theorem 1.1 follows. This completes the proof of Theorem 1.1.
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#### Abstract

Well-posedness and large time convergence to the unique steady state are shown for a model which describes the spreading of morphogens by a nonlinear transport mechanism (transcytosis) and couples a quasilinear parabolic partial differential equation with an ordinary differential equation. A simpler model which assumes linear transport is also investigated for comparison. The analysis of both models requires the construction of specific Liapunov functionals. The study is supplemented by numerical simulations of the sensitivity of the models to the variation of their parameters.
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1. Introduction. Morphogens are signaling molecules that play an important role in the process of cell differentiation, as different morphogen concentrations induce distinct cell fates. In fact, during cell development, spatial gradients of morphogen concentration form while the morphogens move away from a spatially localized source. It is, however, yet unclear whether the spreading of morphogens occurs by passive diffusion in the extracellular medium or by more complex mechanisms such as planar transcytosis (see, e.g., [5, 11] and the references therein). Planar transcytosis explains the transport of morphogens across the tissue as the consequence of repeated cycles of internalization of morphogens inside the cell (endocytosis) and release of morphogens outside the cell (exocytosis) together with the binding and unbinding of morphogens to receptors located at the surface of the cell. A related model accounting only for the latter mechanism was introduced in [6].

A model for the transport of morphogens by passive diffusion was recently derived in $[8$, Model $B]$ and describes the space and time evolution of the concentrations of free morphogens $\ell$ and bound receptors $s$ : in dimensionless form, it reads

$$
\begin{align*}
& \partial_{t} \ell=D \partial_{x}^{2} \ell+\delta s-\ell(1-s), \quad(t, x) \in(0, \infty) \times(0,1),  \tag{1.1}\\
& \partial_{t} s=\ell(1-s)-(\delta+\varepsilon) s, \quad(t, x) \in(0, \infty) \times(0,1), \tag{1.2}
\end{align*}
$$

supplemented by suitable boundary and initial conditions. In this model, the total number of receptors (free + bound) per cell is assumed to be constant and normalized to one. The reaction terms account for the depletion of free morphogens resulting from the binding with free receptors $(-\ell(1-s))$, the release of free morphogens after unbinding from the receptors $(\delta s)$, and the degradation of bound receptors $(-\varepsilon s)$, respectively. An attempt to take into account planar transcytosis is made in

[^91]$[3,7]$ : it gives a system of two equations similar to (1.1)-(1.2), with the noticeable difference that it includes a nonconstant diffusion coefficient in the equation for the free morphogens. It describes the fact that free receptors have to be available for the transport of morphogens to take place. Depending on the assumptions made during the derivation, the equation for the free morphogens might also contain an additional drift term of the form $\partial_{x}\left(\chi(\ell, s) \partial_{x} s\right)$. Let us mention here that such a drift term also shows up in the related model proposed in [9]. We will, however, focus in this paper on a model which does not include an additional drift term of the above-mentioned form but accounts for transcytosis by a nonconstant diffusion coefficient which depends on the concentration of bound receptors and vanishes if no free receptor is available ( $s=1$ ).

More precisely, the model derived in [7] reads, in dimensionless form,

$$
\begin{align*}
& \partial_{t} \ell=D \partial_{x}\left((1-s) \partial_{x} \ell\right)+\delta s-\ell(1-s), \quad(t, x) \in(0, \infty) \times(0,1)  \tag{1.3}\\
& \partial_{t} s=\ell(1-s)-(\delta+\varepsilon) s, \quad(t, x) \in(0, \infty) \times(0,1)  \tag{1.4}\\
& D(1-s(t, 0)) \partial_{x} \ell(t, 0)+\nu=\ell(t, 1)=0, \quad t \in(0, \infty)  \tag{1.5}\\
& (\ell, s)(0, x)=\left(\ell_{0}, s_{0}\right)(x), \quad x \in(0,1) \tag{1.6}
\end{align*}
$$

with $D>0, \delta>0, \varepsilon \geq 0$, and $\nu>0$. The strength of the diffusion is clearly related to the concentration of bound receptors $s$ and no diffusion takes place in the absence of free receptors. As for the reaction terms, they are the same as for (1.1)-(1.2) though their biological meaning is different: Indeed, the term $(-\ell(1-s))$ accounts for the endocytosis process, which combines the binding of a free morphogen with a receptor followed by its internalization, and the term $(\delta s)$ for the exocytosis process, which includes an externalization step and a dissociation step. Finally, the boundary condition at $x=0$ accounts for a source of morphogens localized on one side of the tissue. We refer to [7] for a complete derivation of the model, and some additional information as well.

The aim of this paper is to supplement the qualitative study of (1.3)-(1.6) performed in [7] with that of mathematical properties, namely, well-posedness and large time behavior. We first point out that, as (1.3)-(1.6) couples a quasilinear parabolic partial differential equation with an ordinary differential equation, it cannot be studied with the usual techniques for systems of parabolic partial differential equations. Nevertheless, a general theory has been developed in [1] to study this kind of system: applying this theory in a suitable functional framework allows us to establish the local well-posedness of (1.3)-(1.6). A Liapunov functional is then constructed from which we deduce the global well-posedness.

More precisely, we assume that

$$
\begin{equation*}
\left(\ell_{0}, s_{0}\right) \in V \times V \quad \text { with } \quad \ell_{0} \geq 0 \quad \text { and } \quad 0 \leq s_{0}<1 \tag{1.7}
\end{equation*}
$$

where $V:=\left\{v \in H^{1}(0,1)\right.$ such that $\left.v(1)=0\right\}$ and $V^{\prime}$ denotes the topological dual of $V$.

THEOREM 1. Given initial data $\left(\ell_{0}, s_{0}\right)$ satisfying (1.7) the initial-boundary value problem (1.3)-(1.6) possesses a unique weak solution

$$
(\ell, s) \in \mathcal{C}([0, \infty) ; V \times V) \cap \mathcal{C}^{1}\left([0, \infty) ; V^{\prime} \times V\right)
$$

such that $\partial_{t} \ell \in L^{2}((0, T) \times(0,1))$ for every $T>0$,

$$
0 \leq \ell(t, x) \quad \text { and } \quad 0 \leq s(t, x)<1 \quad \text { for } \quad(t, x) \in[0, \infty) \times[0,1]
$$

and

$$
\begin{aligned}
\left\langle\partial_{t} \ell(t), \psi\right\rangle_{V^{\prime}, V} & +D \int_{0}^{1}(1-s(t)) \partial_{x} \ell(t) \partial_{x} \psi d x \\
& =\nu \psi(0)+\int_{0}^{1}(\delta s(t)-\ell(t)(1-s(t))) \psi d x, \\
\partial_{t} s(t) & =-(\delta+\varepsilon) s(t)+\ell(t)(1-s(t))
\end{aligned}
$$

for $\psi \in V$ and $t \in[0, \infty)$. Furthermore, for each $t>0$,

$$
\begin{equation*}
\mathcal{L}\left(s(t), \partial_{t} \sigma(t)\right)+\int_{0}^{t} \mathcal{D}\left(s(\tau), \partial_{t} \sigma(\tau)\right) d \tau=\mathcal{L}\left(s_{0}, \partial_{t} \sigma(0)\right), \tag{1.8}
\end{equation*}
$$

where $\sigma:=-\ln (1-s)$ and

$$
\begin{align*}
\mathcal{L}(v, w): & \mathcal{L}_{0}(v)+\frac{1}{2} \int_{0}^{1} w(x)^{2} d x  \tag{1.9}\\
\mathcal{L}_{0}(v): & =\int_{0}^{1}\left\{\frac{D(\delta+\varepsilon)}{2}\left|\partial_{x} \Sigma_{I}(v)(x)\right|^{2}+\varepsilon\left(\Sigma_{I}(v)-v\right)(x)-\nu \Sigma_{I}(v)(0)\right\} d x  \tag{1.10}\\
\mathcal{D}(v, w): & \int_{0}^{1}\left(1-v(x)+\frac{\delta+\varepsilon}{1-v(x)}\right) w(x)^{2} d x  \tag{1.11}\\
& +D \int_{0}^{1}(1-v(x))\left|\partial_{x} w(x)\right|^{2} d x
\end{align*}
$$

the function $\Sigma_{I}$ being defined by $\Sigma_{I}(r):=-\ln (1-r)$ for $r \in[0,1)$.
We now turn to the behavior for large times of weak solutions to (1.3)-(1.6) and first recall from $[7]$ that (1.3)-(1.5) has a single stationary solution.

Proposition 2. There is a unique stationary solution $\left(\ell_{\infty}, s_{\infty}\right) \in \mathcal{C}\left([0,1] ; \mathbb{R}^{2}\right)$ to (1.3)-(1.5) satisfying the natural constraints

$$
\begin{equation*}
\ell_{\infty}(x) \geq 0 \quad \text { and } 0 \leq s_{\infty}(x)<1 \quad \text { for } \quad x \in[0,1] . \tag{1.12}
\end{equation*}
$$

The function $s_{\infty}$ is the unique solution to the boundary value problem

$$
\begin{align*}
-D \partial_{x}^{2} \Sigma_{I}\left(s_{\infty}\right)+\frac{\varepsilon}{\delta+\varepsilon} s_{\infty} & =0 \quad \text { in } \quad(0,1),  \tag{1.13}\\
D \partial_{x} \Sigma_{I}\left(s_{\infty}\right)(0)+\frac{\nu}{\delta+\varepsilon}=s_{\infty}(1) & =0,
\end{align*}
$$

while $\ell_{\infty}$ is given by $\ell_{\infty}(x)=(\delta+\varepsilon) s_{\infty}(x) /\left(1-s_{\infty}(x)\right)$ for $x \in[0,1]$.
With this notation, our second result reads as follows.
Theorem 3. Consider $\left(\ell_{0}, s_{0}\right)$ satisfying (1.7) and let $(\ell, s)$ be the corresponding weak solution to the initial-boundary value problem (1.3)-(1.6). Then $(\ell(t), s(t))$ converges (strongly) towards $\left(\ell_{\infty}, s_{\infty}\right)$ in $L^{2}(0,1) \times H^{1}(0,1)$ as $t \rightarrow \infty$.

Roughly speaking, the only piece of information on the convergence that can be retrieved from (1.8) is that $\partial_{t} \Sigma_{I}(s)$ vanishes as $t \rightarrow \infty$ and so does $\partial_{t} s$. Therefore, by (1.4), $\ell(1-s)-(\delta+\varepsilon) s$ vanishes for large times, which somehow means that $s$ gets closer and closer to $\ell /(\ell+\delta+\varepsilon)$ as time goes by. However, no information is available
on $\ell$ at this stage. Nevertheless, it seems reasonable to guess that $\ell$ behaves as the solution $\lambda$ to

$$
\begin{array}{r}
\partial_{t} \lambda=\partial_{x}\left(\frac{\delta+\varepsilon}{\lambda+\delta+\varepsilon} \partial_{x} \lambda\right)-\frac{\varepsilon}{\delta+\varepsilon} \frac{\lambda}{\lambda+\delta+\varepsilon}, \quad(t, x) \in(0, \infty) \times(0,1) \\
D \frac{\partial_{x} \lambda(t, 0)}{\lambda(t, 0)+\delta+\varepsilon}+\frac{\nu}{\delta+\varepsilon}=\lambda(t, 1)=0, \quad t \in(0, \infty) \tag{1.15}
\end{array}
$$

obtained from (1.3)-(1.5) by replacing $s$ by $\ell /(\ell+\delta+\varepsilon)$. Noting that $\ell_{\infty}$ is also a stationary solution to (1.14)-(1.15) allows us to construct another Liapunov functional for (1.3)-(1.6) resembling that available for (1.14)-(1.15) and providing the needed information on $\ell$.

The large time convergence towards the steady state is proved in section 3 after establishing the well-posedness in $V \times V$ in section 2 . In section 4, we return to the model (1.1)-(1.2) of morphogen transport by passive diffusion and show that it is also well-posed in $V \times V$ once supplemented by the boundary and initial conditions (1.5)(1.6). To this end we construct a Liapunov function for this problem which turns out to provide much more information than $\mathcal{L}$. In particular, exponential convergence to the steady state can be proved for (1.1)-(1.2). Finally, we devote section 5 to numerical simulations, where we show that the solutions of both models converge to the steady state at an exponential rate and that this rate cannot be arbitrarily large regardless of the choice of the parameters.

Throughout the paper, $C_{i}, i \geq 1$, denotes any positive constant depending only on $\ell_{0}, s_{0}, D, \delta, \varepsilon$, and $\nu$. For a real number $r \in \mathbb{R}, r_{+}:=\max \{r, 0\}$ denotes the positive part of $r$ and we set $\operatorname{sign}_{+}(r):=1$ for $r>0$ and $\operatorname{sign}_{+}(r):=0$ for $r \leq 0$.
2. Well-posedness. We first show that the Liapunov functional $\mathcal{L}$ is bounded from below.

Lemma 4. For $v \in V, 0 \leq v<1$, we have

$$
\begin{equation*}
\mathcal{L}_{0}(v) \geq \mathcal{L}_{0}\left(s_{\infty}\right)+\frac{D(\delta+\varepsilon)}{2} \int_{0}^{1}\left|\partial_{x}\left(\Sigma_{I}(v)-\Sigma_{I}\left(s_{\infty}\right)\right)(x)\right|^{2} d x \tag{2.1}
\end{equation*}
$$

In particular,

$$
\mathcal{L}_{0}\left(s_{\infty}\right)=\min _{v \in V}\left\{\mathcal{L}_{0}(v)\right\} .
$$

Proof. Let $v \in V, 0 \leq v<1$. It follows from (1.13) by a straightforward computation that

$$
\begin{aligned}
\mathcal{L}_{0}(v)-\mathcal{L}_{0}\left(s_{\infty}\right) & =\frac{D(\delta+\varepsilon)}{2} \int_{0}^{1}\left|\partial_{x}\left(\Sigma_{I}(v)-\Sigma_{I}\left(s_{\infty}\right)\right)(x)\right|^{2} d x \\
& +\varepsilon \int_{0}^{1}\left\{\left(1-s_{\infty}\right)\left(\Sigma_{I}(v)-\Sigma_{I}\left(s_{\infty}\right)\right)-v+s_{\infty}\right\}(x) d x
\end{aligned}
$$

Since $s_{\infty}<1$ by Proposition 2 we observe that
$\left(1-s_{\infty}\right)\left(\Sigma_{I}(v)-\Sigma_{I}\left(s_{\infty}\right)\right)-v+s_{\infty}=\left(1-s_{\infty}\right)\left[\Sigma_{I}(v)-\Sigma_{I}\left(s_{\infty}\right)-\Sigma_{I}^{\prime}\left(s_{\infty}\right)\left(v-s_{\infty}\right)\right] \geq 0$ by the convexity of $\Sigma_{I}$, and (2.1) follows. $\quad$

Proof of Theorem 1. By [1, Theorem 6.4] (with $G=\mathbb{R} \times(-\infty, 1)$ ) the initialboundary value problem (1.3)-(1.6) possesses a unique maximal weak solution

$$
\begin{equation*}
(\ell, s) \in \mathcal{C}\left(\left[0, T_{m}\right) ; V \times H^{1}(0,1)\right) \cap \mathcal{C}^{1}\left(\left[0, T_{m}\right) ; V^{\prime} \times H^{1}(0,1)\right) \tag{2.2}
\end{equation*}
$$

such that

$$
\begin{equation*}
s(t, x)<1, \quad(t, x) \in\left[0, T_{m}\right) \times[0,1] \tag{2.3}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle\partial_{t} \ell(t), \psi\right\rangle_{V^{\prime}, V} & +D \int_{0}^{1}(1-s(t)) \partial_{x} \ell(t) \partial_{x} \psi d x \\
& =\nu \psi(0)+\int_{0}^{1}(\delta s(t)-\ell(t)(1-s(t))) \psi d x  \tag{2.4}\\
\partial_{t} s(t) & =-(\delta+\varepsilon) s(t)+\ell(t)(1-s(t)) \tag{2.5}
\end{align*}
$$

for $\psi \in V$ and $t \in\left[0, T_{m}\right)$. In addition, $T_{m}=\infty$ if, for each $T>0$,

$$
\begin{equation*}
(\ell, s) \in \mathcal{B U C}\left([0, T] \cap\left[0, T_{m}\right) ; V \times H^{1}(0,1)\right) \tag{2.6}
\end{equation*}
$$

and there is $\vartheta_{T} \in(0,1)$ such that

$$
\begin{equation*}
\max _{x \in[0,1]}\{s(t, x)\} \leq \vartheta_{T} \quad \text { for every } \quad t \in[0, T] \cap\left[0, T_{m}\right) \tag{2.7}
\end{equation*}
$$

We first establish the nonnegativity of $(\ell, s)$. For that purpose we notice that since $1-s \geq 0$, the right-hand side of (1.3)-(1.4) satisfies

$$
\begin{aligned}
& {[\delta s-\ell(1-s)] \operatorname{sign}_{+}(-\ell)+[\ell(1-s)-(\delta+\varepsilon) s] \operatorname{sign}_{+}(-s) } \\
\geq & -\delta(-s)_{+}+(1-s)(-\ell)_{+}-(1-s)(-\ell)_{+}+(\delta+\varepsilon)(-s)_{+} \\
\geq & 0
\end{aligned}
$$

We may then use classical approximations of $r \mapsto r_{+}$to deduce from (2.4) and (2.5) that

$$
\int_{0}^{1}\left[(-\ell)_{+}(t)+(-s)_{+}(t)\right] d x \leq \int_{0}^{1}\left[\left(-\ell_{0}\right)_{+}+\left(-s_{0}\right)_{+}\right] d x=0
$$

for $t \in\left[0, T_{m}\right)$. Consequently

$$
\begin{equation*}
\ell(t, x) \geq 0 \quad \text { and } \quad s(t, x) \geq 0, \quad(t, x) \in\left[0, T_{m}\right) \times[0,1] . \tag{2.8}
\end{equation*}
$$

It also follows from (1.7), (2.2), and (2.5) that $\partial_{t} s(t, 1)=-(\delta+\varepsilon) s(t, 1)$ with $s(0,1)=0$, whence

$$
\begin{equation*}
s(t, 1)=0 \quad \text { and } \quad s(t) \in V \quad \text { for } \quad t \in\left[0, T_{m}\right) \tag{2.9}
\end{equation*}
$$

We next turn to the identity (1.8): owing to (2.2), (2.3), and (2.9), the function $\sigma:=\Sigma_{I}(s)=-\ln (1-s)$ is well-defined in $\left[0, T_{m}\right) \times[0,1]$ and belongs to $\mathcal{C}^{1}\left(\left[0, T_{m}\right) ; V\right)$ with

$$
\partial_{t} \sigma=\frac{\partial_{t} s}{1-s} \quad \text { and } \quad \partial_{x} \sigma=\frac{\partial_{x} s}{1-s}
$$

Furthermore (2.5) also reads

$$
\begin{equation*}
\partial_{t} \sigma=\ell-(\delta+\varepsilon) \frac{s}{1-s} \tag{2.10}
\end{equation*}
$$

which, together with (2.2), ensures that $\partial_{t} \sigma$ belongs to $\mathcal{C}\left(\left[0, T_{m}\right) ; V\right)$ and $\mathcal{C}^{1}\left(\left[0, T_{m}\right) ; V^{\prime}\right)$. For $t \in\left[0, T_{m}\right), \partial_{t} \sigma(t)$ is then an admissible test function in (2.4) and it follows from (2.4) and (2.5) that

$$
\begin{aligned}
& \left\langle\partial_{t} \ell(t), \partial_{t} \sigma(t)\right\rangle_{V^{\prime}, V}+D \int_{0}^{1}(1-s(t)) \partial_{x} \ell(t) \partial_{x} \partial_{t} \sigma(t) d x \\
= & -\int_{0}^{1}\left(\partial_{t} s(t)+\varepsilon s(t)\right) \partial_{t} \sigma(t) d x+\nu \partial_{t} \sigma(t, 0) .
\end{aligned}
$$

On the one hand, expressing $\ell$ in terms of $\sigma$ and $s$ with the help of (2.10) yields

$$
\left\langle\partial_{t} \ell(t), \partial_{t} \sigma(t)\right\rangle_{V^{\prime}, V}=\frac{1}{2} \frac{d}{d t} \int_{0}^{1}\left|\partial_{t} \sigma(t)\right|^{2} d x+(\delta+\varepsilon) \int_{0}^{1} \frac{\left|\partial_{t} \sigma(t)\right|^{2}}{1-s(t)} d x
$$

On the other hand, using once more (2.10), we obtain

$$
\begin{aligned}
D \int_{0}^{1}(1-s(t)) \partial_{x} \ell(t) \partial_{x} \partial_{t} \sigma(t) d x & =D \int_{0}^{1}(1-s(t))\left|\partial_{x} \partial_{t} \sigma(t)\right|^{2} d x \\
& +\frac{D(\delta+\varepsilon)}{2} \frac{d}{d t} \int_{0}^{1}\left|\partial_{x} \sigma(t)\right|^{2} d x
\end{aligned}
$$

Combining the above three identities we end up with

$$
\frac{d}{d t} \mathcal{L}\left(s(t), \partial_{t} \sigma(t)\right)+\mathcal{D}\left(s(t), \partial_{t} \sigma(t)\right)=0, \quad t \in\left[0, T_{m}\right)
$$

whence

$$
\begin{equation*}
\mathcal{L}\left(s(t), \partial_{t} \sigma(t)\right)+\int_{0}^{t} \mathcal{D}\left(s(\tau), \partial_{t} \sigma(\tau)\right) d \tau=\mathcal{L}\left(s_{0}, \partial_{t} \sigma(0)\right), \quad t \in\left[0, T_{m}\right) \tag{2.11}
\end{equation*}
$$

We then deduce from (1.9), (2.11), (2.1), and the nonnegativity of $\mathcal{D}\left(s, \partial_{t} \sigma\right)$ that

$$
\begin{equation*}
\frac{D(\delta+\varepsilon)}{2} \int_{0}^{1}\left|\partial_{x}\left(\sigma(t)-\Sigma_{I}\left(s_{\infty}\right)\right)\right|^{2} d x+\frac{1}{2} \int_{0}^{1}\left|\partial_{t} \sigma(t)\right|^{2} d x \leq C_{0} \tag{2.12}
\end{equation*}
$$

with $C_{0}:=-\mathcal{L}_{0}\left(s_{\infty}\right)+\mathcal{L}\left(s_{0}, \partial_{t} \sigma(0)\right)$. Since $\sigma(t) \in V$ for $t \in\left[0, T_{m}\right)$ it follows from (2.12) and the Poincaré inequality

$$
\begin{equation*}
\|v\|_{2} \leq\|v\|_{\infty} \leq\left\|\partial_{x} v\right\|_{2}, \quad v \in V \tag{2.13}
\end{equation*}
$$

that there is a constant $C_{1}>0$ such that

$$
\begin{equation*}
\|\sigma(t)\|_{H^{1}} \leq C_{1}, \quad t \in\left[0, T_{m}\right) \tag{2.14}
\end{equation*}
$$

In particular, $\|\sigma(t)\|_{\infty} \leq C_{1}$, from which we readily deduce that

$$
\begin{equation*}
s(t, x) \leq 1-e^{-C_{1}}, \quad(t, x) \in\left[0, T_{m}\right) \times[0,1] \tag{2.15}
\end{equation*}
$$

Since $\partial_{x} s=e^{-\sigma} \partial_{x} \sigma$ and $\sigma \geq 0$ we further obtain from (2.14) and (2.15) that

$$
\begin{equation*}
\|s(t)\|_{H^{1}} \leq 1+C_{1}, \quad t \in\left[0, T_{m}\right) \tag{2.16}
\end{equation*}
$$

We next establish a similar estimate for $\ell$ and first proceed in a formal way. A rigorous proof based on an approximation argument will be sketched at the end of the proof of Theorem 1. We take $\psi=\partial_{t} \ell$ in (2.4) and use (2.3), (2.5), (2.12), (2.15), and the nonnegativity of $\ell$ to obtain

$$
\begin{aligned}
& \int_{0}^{1}\left|\partial_{t} \ell\right|^{2} d x+\frac{D}{2} \frac{d}{d t} \int_{0}^{1}(1-s)\left|\partial_{x} \ell\right|^{2} d x-\nu \partial_{t} \ell(0) \\
= & -\frac{D}{2} \int_{0}^{1} \partial_{t} s\left|\partial_{x} \ell\right|^{2} d x-\int_{0}^{1}\left(\partial_{t} s+\varepsilon s\right) \partial_{t} \ell d x \\
\leq & \frac{D}{2}(\delta+\varepsilon) \int_{0}^{1} s\left|\partial_{x} \ell\right|^{2} d x+\frac{1}{2}\left\|\partial_{t} \ell\right\|_{2}^{2}+\frac{1}{2}\left\|(1-s) \partial_{t} \sigma+\varepsilon s\right\|_{2}^{2} \\
\leq & \frac{D(\delta+\varepsilon) e^{C_{1}}}{2} \int_{0}^{1}(1-s)\left|\partial_{x} \ell\right|^{2} d x+\frac{1}{2}\left\|\partial_{t} \ell\right\|_{2}^{2}+\left\|\partial_{t} \sigma\right\|_{2}^{2}+\varepsilon \\
\leq & \frac{D(\delta+\varepsilon) e^{C_{1}}}{2} \int_{0}^{1}(1-s)\left|\partial_{x} \ell\right|^{2} d x+\frac{1}{2}\left\|\partial_{t} \ell\right\|_{2}^{2}+2 C_{0}+\varepsilon
\end{aligned}
$$

Consequently, there is a constant $C_{2}>0$ such that
$\int_{0}^{1}\left|\partial_{t} \ell\right|^{2} d x+\frac{d}{d t}\left\{\int_{0}^{1} D(1-s)\left|\partial_{x} \ell\right|^{2} d x-\nu \ell(0)\right\} \leq C_{2}\left(1+\int_{0}^{1}(1-s)\left|\partial_{x} \ell\right|^{2} d x\right)$,
whence

$$
\begin{align*}
D \int_{0}^{1}(1 & -s(t))\left|\partial_{x} \ell(t)\right|^{2} d x-\nu \ell(t, 0)+\int_{0}^{t} \int_{0}^{1}\left|\partial_{t} \ell(\tau)\right|^{2} d x d \tau  \tag{2.17}\\
& \leq\left(1+D\left\|\ell_{0}\right\|_{H^{1}}^{2}\right) e^{C_{2} t}
\end{align*}
$$

for $t \in\left[0, T_{m}\right)$. Recalling (2.15) we readily deduce from (2.17) and the Poincaré inequality (2.13) that

$$
\begin{equation*}
\|\ell(t)\|_{H^{1}}^{2}+\int_{0}^{t}\left\|\partial_{t} \ell(\tau)\right\|_{2}^{2} d \tau \leq C_{3} e^{C_{3} t} \tag{2.18}
\end{equation*}
$$

for $t \in\left[0, T_{m}\right)$. According to (2.16) and (2.18), we have shown so far that, given $T>0$, there is a positive constant $M_{T}$ depending only on $\ell_{0}, s_{0}, D, \delta, \varepsilon, \nu$, and $T$ such that

$$
\|\ell(t)\|_{H^{1}}+\|s(t)\|_{H^{1}} \leq M_{T} \quad \text { for } \quad t \in[0, T] \cap\left[0, T_{m}\right)
$$

It remains to improve this estimate to a uniform bound on the modulus of continuity with respect to time for $\ell$ and $s$ in $H^{1}(0,1)$ as required by $(2.6)$. To this end, we first notice that (2.5) and (2.18) entail that

$$
\begin{gather*}
\left\|\partial_{t} s(t)\right\|_{H^{1}} \leq 2\|\ell(t)\|_{H^{1}}\|(1-s)(t)\|_{H^{1}}+(\delta+\varepsilon)\|s(t)\|_{H^{1}} \leq C_{4} e^{C_{4} t}  \tag{2.19}\\
\text { for } t \in\left[0, T_{m}\right)
\end{gather*}
$$

It next follows from (2.4) that $\xi:=\partial_{t} \ell$ formally solves

$$
\begin{align*}
& \partial_{t} \xi=D \partial_{x}\left((1-s) \partial_{x} \xi-\partial_{t} s \partial_{x} \ell\right) \\
&+(\ell+\delta) \partial_{t} s-\xi(1-s), \quad(t, x) \in\left(0, T_{m}\right) \times(0,1)  \tag{2.20}\\
&(1-s(t, 0)) \partial_{x} \xi(t, 0)-\partial_{t} s(t, 0) \partial_{x} \ell(t, 0)=\xi(t, 1)=0, \quad t \in\left(0, T_{m}\right) \tag{2.21}
\end{align*}
$$

We multiply $(2.20)$ by $\xi$ and integrate over $(0,1)$ to obtain, thanks to (2.21),

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|\xi(t)\|_{2}^{2} & =-D \int_{0}^{1} \partial_{x} \xi\left((1-s) \partial_{x} \xi-\partial_{t} s \partial_{x} \ell\right) d x \\
& +\int_{0}^{1}(\ell+\delta) \partial_{t} s \xi d x-\int_{0}^{1}(1-s) \xi^{2} d x \\
& \leq-D \int_{0}^{1}(1-s)\left|\partial_{x} \xi\right|^{2} d x-\int_{0}^{1}(1-s) \xi^{2} d x \\
& +D\left\|\partial_{t} s\right\|_{\infty}\left\|\partial_{x} \ell\right\|_{2}\left\|\partial_{x} \xi\right\|_{2}+\left(\|\ell\|_{\infty}+\delta\right)\left\|\partial_{t} s\right\|_{2}\|\xi\|_{2}
\end{aligned}
$$

Recalling (2.15), (2.18), (2.19), and the continuous embedding of $H^{1}(0,1)$ in $L^{\infty}(0,1)$, we deduce from the Young inequality that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|\xi(t)\|_{2}^{2} & \leq-D e^{-C_{1}}\left\|\partial_{x} \xi\right\|_{2}^{2}-e^{-C_{1}}\|\xi\|_{2}^{2}+D e^{-C_{1}}\left\|\partial_{x} \xi\right\|_{2}^{2} \\
& +e^{-C_{1}}\|\xi\|_{2}^{2}+C_{5}\left\|\partial_{t} s\right\|_{H^{1}}^{2}\left(\|\ell\|_{H^{1}}+\delta\right)^{2} \\
& \leq C_{6} e^{C_{6} t}
\end{aligned}
$$

whence

$$
\|\xi(t)\|_{2}^{2} \leq\|\xi(\tau)\|_{2}^{2}+2 e^{C_{6} t}, \quad 0 \leq \tau \leq t<T_{m}
$$

Integrating with respect to $\tau$ over $(0, t)$ and using (2.18), we end up with

$$
\begin{align*}
t\|\xi(t)\|_{2}^{2} & \leq \int_{0}^{t}\|\xi(\tau)\|_{2}^{2} d \tau+2 t e^{C_{6} t} \\
& \|\xi(t)\|_{2}^{2} \tag{2.22}
\end{align*} \leq C_{7}\left(1+\frac{1}{t}\right) e^{C_{7} t}, \quad t \in\left(0, T_{m}\right) .
$$

We next infer from (1.3) and (2.16) that

$$
\partial_{x}^{2} \ell=\frac{\partial_{t} \ell}{D(1-s)}+\frac{\ell}{D}-\frac{\delta}{D} \frac{s}{1-s}+\partial_{x} \sigma \partial_{x} \ell
$$

Therefore, by $(2.14),(2.15),(2.18),(2.22)$, and the interpolation inequality

$$
\left\|\partial_{x} w\right\|_{\infty} \leq C_{8}\|w\|_{H^{2}}^{3 / 4}\|w\|_{2}^{1 / 4}, \quad w \in H^{2}(0,1)
$$

we have

$$
\begin{aligned}
\left\|\partial_{x}^{2} \ell(t)\right\|_{2} & \leq \frac{e^{C_{1}}}{D}\left\|\partial_{t} \ell(t)\right\|_{2}+\frac{\|\ell(t)\|_{2}}{D}+\frac{\delta e^{C_{1}}}{D}+\left\|\partial_{x} \sigma(t)\right\|_{2}\left\|\partial_{x} \ell(t)\right\|_{\infty} \\
& \leq \frac{\sqrt{C_{7}} e^{C_{1}}}{D}\left(1+\frac{1}{t}\right)^{1 / 2} e^{C_{7} t / 2}+\frac{\sqrt{C_{3}} e^{C_{3} t / 2}}{D} \\
& +\frac{\delta e^{C_{1}}}{D}+C_{1} C_{8}\|\ell(t)\|_{H^{2}}^{3 / 4}\|\ell(t)\|_{2}^{1 / 4} \\
& \leq C_{9}\left(1+\frac{1}{\sqrt{t}}\right) e^{C_{9} t}+\frac{1}{2}\|\ell(t)\|_{H^{2}} \\
& \leq C_{9}\left(1+\frac{1}{\sqrt{t}}\right) e^{C_{9} t}+\frac{1}{2} \sqrt{C_{3}} e^{C_{3} t / 2}+\frac{1}{2}\left\|\partial_{x}^{2} \ell(t)\right\|_{2}
\end{aligned}
$$

whence

$$
\begin{equation*}
\|\ell(t)\|_{H^{2}} \leq C_{10}\left(1+\frac{1}{\sqrt{t}}\right) e^{C_{10} t}, \quad t \in\left(0, T_{m}\right) \tag{2.23}
\end{equation*}
$$

Consider next $t_{1} \in\left(0, T_{m}\right)$ and $t_{2} \in\left(t_{1}, T_{m}\right)$. It follows from (2.18), (2.23), and the interpolation inequality

$$
\left\|\partial_{x} w\right\|_{2} \leq C_{11}\|w\|_{H^{2}}^{1 / 2}\|w\|_{2}^{1 / 2}, \quad w \in H^{2}(0,1)
$$

that

$$
\begin{align*}
&\left\|\ell\left(t_{2}\right)-\ell\left(t_{1}\right)\right\|_{H^{1}}^{2} \leq C_{11}^{2}\left\|\ell\left(t_{2}\right)-\ell\left(t_{1}\right)\right\|_{H^{2}}\left\|\ell\left(t_{2}\right)-\ell\left(t_{1}\right)\right\|_{2} \\
& \leq C_{11}^{2}\left(\left\|\ell\left(t_{2}\right)\right\|_{H^{2}}+\left\|\ell\left(t_{1}\right)\right\|_{H^{2}}\right) \int_{t_{1}}^{t_{2}}\left\|\partial_{t} \ell(\tau)\right\|_{2} d \tau \\
& \leq 2 C_{10} C_{11}^{2}\left(1+\frac{1}{\sqrt{t_{1}}}\right) e^{C_{10} t_{2}}\left(t_{2}-t_{1}\right)^{1 / 2}\left(\int_{t_{1}}^{t_{2}}\left\|\partial_{t} \ell(\tau)\right\|_{2}^{2} d \tau\right)^{1 / 2} \\
& \leq C_{12}\left(1+\frac{1}{\sqrt{t_{1}}}\right) e^{C_{12} t_{2}}\left(t_{2}-t_{1}\right)^{1 / 2} \\
&(2.24) \quad\left\|\ell\left(t_{2}\right)-\ell\left(t_{1}\right)\right\|_{H^{1}} \leq C_{13}\left(1+t_{1}^{-1 / 4}\right) e^{C_{13} t_{2}}\left(t_{2}-t_{1}\right)^{1 / 4} \tag{2.24}
\end{align*}
$$

Since $\ell$ belongs to $\mathcal{B C}\left([0, T] \cap\left[0, T_{m}\right) ; H^{1}(0,1)\right)$ for any $T>0$ by (2.2) and (2.18), it readily follows from (2.24) that

$$
\begin{equation*}
\ell \in \mathcal{B U C}\left([0, T] \cap\left[0, T_{m}\right) ; H^{1}(0,1)\right) \quad \text { for any } \quad T>0 \tag{2.25}
\end{equation*}
$$

Recalling (2.16) and (2.19), we also have

$$
s \in \mathcal{B U C}\left([0, T] \cap\left[0, T_{m}\right) ; H^{1}(0,1)\right) \quad \text { for any } \quad T>0
$$

which, together with (2.15) and (2.25), allows us to conclude that $T_{m}=\infty$ by (2.6) and (2.7). The proof of Theorem 1 is then complete, provided we can justify the above computations.

To this end we note that $s$ belongs to $\mathcal{C}^{1}\left(\left[0, T_{m}\right) ; H^{1}(0,1)\right)$ by (2.2). Setting $\alpha_{1}:=e^{-C_{1}} / 2$, classical approximation arguments ensure that, for each $\alpha \in\left(0, \alpha_{1}\right)$ and $T \in\left(0, T_{m}\right)$, there is a function $s_{\alpha, T} \in \mathcal{C}^{\infty}([0, T] \times[0,1])$ such that

$$
\begin{equation*}
\left\|s_{\alpha, T}-s\right\|_{\mathcal{C}^{1}\left([0, T] ; H^{1}(0,1)\right)}+\left\|s_{\alpha, T}-s\right\|_{\mathcal{C}([0, T] \times[0,1])} \leq \alpha \tag{2.26}
\end{equation*}
$$

Owing to (2.15) and (2.26) we have $1-s_{\alpha, T} \geq \alpha_{1}>0$ and the initial-boundary value problem
$\partial_{t} \ell_{\alpha, T}-D \partial_{x}\left(\left(1-s_{\alpha, T}\right) \partial_{x} \ell_{\alpha, T}\right)=\delta s_{\alpha, T}-\left(1-s_{\alpha, T}\right) \ell_{\alpha, T}, \quad(t, x) \in(0, T) \times(0,1)$,
$D\left(1-s_{\alpha, T}(t, 0)\right) \partial_{x} \ell_{\alpha, T}(t, 0)+\nu=\ell_{\alpha, T}(t, 1)=0, \quad t \in(0, T)$,
$\ell_{\alpha, T}(0, x)=\ell_{0}(x), \quad x \in(0,1)$,
has a unique nonnegative classical solution $\ell_{\alpha, T} \in \mathcal{C}([0, T] \times[0,1]) \cap \mathcal{C}^{\infty}((0, T] \times[0,1])$.
On the one hand it is rather straightforward to check that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left\|\left(\ell_{\alpha, T}-\ell\right)(t)\right\|_{2}^{2}\right\} \leq \alpha \int_{0}^{T}\left(D^{2}\left\|\partial_{x} \ell(t)\right\|_{2}^{2}+\delta^{2}+\|\ell(t)\|_{2}^{2}\right) d t \tag{2.27}
\end{equation*}
$$

On the other hand, the smoothness of $\ell_{\alpha, T}$ allows us to proceed as in the derivation of (2.17) and obtain that

$$
\begin{equation*}
\left\|\partial_{x} \ell_{\alpha, T}(t)\right\|_{2}^{2}+\int_{0}^{t}\left\|\partial_{t} \ell_{\alpha, T}(\tau)\right\|_{2}^{2} d \tau \leq C_{14} e^{C_{14} t}, \quad t \in[0, T] . \tag{2.28}
\end{equation*}
$$

Owing to (2.27) we may let $\alpha \rightarrow 0$ in (2.28) and deduce by weak convergence arguments that $\ell \in L^{\infty}(0, T ; V)$ and $\partial_{t} \ell \in L^{2}((0, T) \times(0,1))$ and satisfy an inequality similar to (2.18). Still proceeding as above, we next show that $\ell_{\alpha, T}$ enjoys the properties (2.22) and (2.23), and we use once more weak compactness arguments to provide a rigorous proof of the $\mathcal{B U C}$-estimate (2.25).
3. Convergence to the steady state. As a first step towards the proof of Theorem 3, we derive the following information on $s$ and $\sigma:=\Sigma_{I}(s)$ from (1.8).

Lemma 5. There is a real number $\vartheta \in(0,1)$ such that

$$
\begin{equation*}
0 \leq s(t, x) \leq 1-\vartheta \quad \text { for all } \quad(t, x) \in[0, \infty) \times[0,1] \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma \in L^{\infty}\left(0, \infty ; H^{1}(0,1)\right), \quad \partial_{t} \sigma \in L^{2}\left(0, \infty ; H^{1}(0,1)\right) . \tag{3.2}
\end{equation*}
$$

Proof. By (1.8) and (2.1) we have

$$
\mathcal{L}_{0}\left(s_{\infty}\right)+\frac{D(\delta+\varepsilon)}{2}\left\|\partial_{x} \sigma(t)-\partial_{x} \Sigma_{I}\left(s_{\infty}\right)\right\|_{2}^{2} \leq \mathcal{L}\left(s(t), \partial_{t} \sigma(t)\right) \leq \mathcal{L}\left(s_{0}, \partial_{t} \sigma(0)\right)
$$

for all $t \geq 0$, from which we readily conclude that $\partial_{x} \sigma$ belongs to $L^{\infty}\left(0, \infty ; L^{2}(0,1)\right)$. Since $\sigma(t, 1)=0$ for every $t \geq 0$, the Poincaré inequality (2.13) entails that $\sigma$ belongs to $L^{\infty}\left(0, \infty ; H^{1}(0,1)\right)$, which gives the first assertion in (3.2). The space $H^{1}(0,1)$ being continuously embedded in $L^{\infty}(0,1)$, we further deduce that $\sigma$ belongs to $L^{\infty}((0, \infty) \times(0,1))$, whence (3.1).

Next, since $r+(\delta+\varepsilon) / r \geq 2(\delta+\varepsilon)^{1 / 2} \geq 2 \delta^{1 / 2}$ for $r \geq 0$ and $1-s \geq \vartheta>0$ by (3.1), we have

$$
\mathcal{D}\left(s, \partial_{t} \sigma\right) \geq 2 \delta^{1 / 2}\left\|\partial_{t} \sigma\right\|_{2}^{2}+\vartheta D\left\|\partial_{x} \partial_{t} \sigma\right\|_{2}^{2},
$$

and we infer from (1.8) and (2.1) that

$$
\mathcal{L}_{0}\left(s_{\infty}\right)+\int_{0}^{t}\left(2 \delta^{1 / 2}\left\|\partial_{t} \sigma\right\|_{2}^{2}+\vartheta D\left\|\partial_{x} \partial_{t} \sigma\right\|_{2}^{2}\right) d \tau \leq \mathcal{L}\left(s_{0}, \partial_{t} \sigma(0)\right)
$$

for all $t \geq 0$, which gives the second assertion in (3.2).
We next turn to $\ell$ and establish the following inequality.
Lemma 6. For $t \geq 0$ we have

$$
\begin{equation*}
\mathcal{L}_{1}(\ell(t))+\int_{0}^{t} \mathcal{D}_{1}(\ell, s) d \tau \leq \mathcal{L}_{1}\left(\ell_{0}\right)+C_{15} \int_{0}^{t}\left\|\partial_{x} \ln \left(\frac{\ell+\delta+\varepsilon}{\ell_{\infty}+\delta+\varepsilon}\right)\right\|_{2}\left\|\partial_{t} \sigma\right\|_{2} d \tau \tag{3.3}
\end{equation*}
$$

with

$$
\mathcal{L}_{1}(u):=\int_{0}^{1}\left[(u+\delta+\varepsilon)\left(\ln \left(\frac{u+\delta+\varepsilon}{\ell_{\infty}+\delta+\varepsilon}\right)-1\right)+\ell_{\infty}+\delta+\varepsilon\right] d x \geq 0
$$

and

$$
\begin{aligned}
\mathcal{D}_{1}(u, v) & :=D \int_{0}^{1}(1-v)(u+\delta+\varepsilon)\left|\partial_{x} \ln \left(\frac{u+\delta+\varepsilon}{\ell_{\infty}+\delta+\varepsilon}\right)\right|^{2} d x \\
& +\varepsilon(\delta+\varepsilon) \int_{0}^{1} \frac{u-\ell_{\infty}}{(u+\delta+\varepsilon)\left(\ell_{\infty}+\delta+\varepsilon\right)} \ln \left(\frac{u+\delta+\varepsilon}{\ell_{\infty}+\delta+\varepsilon}\right) d x \geq 0
\end{aligned}
$$

Proof. We put $\Lambda:=\ln (\ell+\delta+\varepsilon)$ and $\Lambda_{\infty}:=\ln \left(\ell_{\infty}+\delta+\varepsilon\right)$. By (1.4) we have

$$
\begin{equation*}
1-s=\left(\delta+\varepsilon+\partial_{t} s\right) e^{-\Lambda} \quad \text { and } \quad s=\left(\ell-\partial_{t} s\right) e^{-\Lambda} \tag{3.4}
\end{equation*}
$$

Let $\psi \in V$. Using (1.4) and (3.4) the weak formulation of (1.3) reads

$$
\begin{aligned}
\left\langle\partial_{t} \ell, \psi\right\rangle_{V^{\prime}, V} & +D \int_{0}^{1}\left(\delta+\varepsilon+\partial_{t} s\right) e^{-\Lambda} \partial_{x} \ell \partial_{x} \psi d x \\
& =\nu \psi(0)-\int_{0}^{1}\left(\partial_{t} s+\varepsilon s\right) \psi d x \\
& =\nu \psi(0)-\int_{0}^{1}\left(\partial_{t} s+\varepsilon\left(\ell-\partial_{t} s\right) e^{-\Lambda}\right) \psi d x \\
& =\nu \psi(0)-\int_{0}^{1}\left(1-\varepsilon e^{-\Lambda}\right) \partial_{t} s \psi d x-\varepsilon \int_{0}^{1}\left(1-(\delta+\varepsilon) e^{-\Lambda}\right) \psi d x
\end{aligned}
$$

Similarly, as $\left(\ell_{\infty}, s_{\infty}\right)$ is also a weak solution to (1.3)-(1.5), we have

$$
\begin{aligned}
& D \int_{0}^{1}(\delta+\varepsilon) e^{-\Lambda_{\infty}} \partial_{x} \ell_{\infty} \partial_{x} \psi d x \\
= & \nu \psi(0)-\varepsilon \int_{0}^{1}\left(1-(\delta+\varepsilon) e^{-\Lambda_{\infty}}\right) \psi d x
\end{aligned}
$$

Subtracting the above two identities gives

$$
\begin{align*}
\left\langle\partial_{t} \ell, \psi\right\rangle_{V^{\prime}, V} & +D \int_{0}^{1}\left(\delta+\varepsilon+\partial_{t} s\right) \partial_{x}\left(\Lambda-\Lambda_{\infty}\right) \partial_{x} \psi d x \\
& +\varepsilon(\delta+\varepsilon) \int_{0}^{1}\left(e^{-\Lambda_{\infty}}-e^{-\Lambda}\right) \psi d x \\
& =-D \int_{0}^{1} \partial_{t} s \partial_{x} \Lambda_{\infty} \partial_{x} \psi d x-\int_{0}^{1}\left(1-\varepsilon e^{-\Lambda}\right) \partial_{t} s \psi d x \tag{3.5}
\end{align*}
$$

Clearly, $\Lambda-\Lambda_{\infty}$ belongs to $V$ and we may thus take $\psi=\Lambda-\Lambda_{\infty}$ in (3.5) to obtain

$$
\begin{aligned}
\left\langle\partial_{t} \ell, \Lambda-\Lambda_{\infty}\right\rangle_{V^{\prime}, V} & +D \int_{0}^{1}\left(\delta+\varepsilon+\partial_{t} s\right)\left|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right|^{2} d x \\
& +\varepsilon(\delta+\varepsilon) \int_{0}^{1}\left(e^{-\Lambda_{\infty}}-e^{-\Lambda}\right)\left(\Lambda-\Lambda_{\infty}\right) d x \\
& =-D \int_{0}^{1} \partial_{t} s \partial_{x} \Lambda_{\infty} \partial_{x}\left(\Lambda-\Lambda_{\infty}\right) d x-\int_{0}^{1}\left(1-\varepsilon e^{-\Lambda}\right) \partial_{t} s\left(\Lambda-\Lambda_{\infty}\right) d x
\end{aligned}
$$

On the one hand, we have

$$
\left\langle\partial_{t} \ell, \Lambda-\Lambda_{\infty}\right\rangle_{V^{\prime}, V}=\frac{d}{d t} \int_{0}^{1}(\ell+\delta+\varepsilon)\left(\ln (\ell+\delta+\varepsilon)-1-\Lambda_{\infty}\right) d x=\frac{d}{d t} \mathcal{L}_{1}(\ell)
$$

On the other hand, $\partial_{x} \Lambda_{\infty}$ clearly belongs to $L^{\infty}(0,1)$ and

$$
\begin{aligned}
& -D \int_{0}^{1} \partial_{t} s \partial_{x} \Lambda_{\infty} \partial_{x}\left(\Lambda-\Lambda_{\infty}\right) d x-\int_{0}^{1}\left(1-\varepsilon e^{-\Lambda}\right) \partial_{t} s\left(\Lambda-\Lambda_{\infty}\right) d x \\
\leq & D\left\|\partial_{x} \Lambda_{\infty}\right\|_{\infty}\left\|\partial_{t} s\right\|_{2}\left\|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right\|_{2}+\left\|\partial_{t} s\right\|_{2}\left\|\Lambda-\Lambda_{\infty}\right\|_{2} \\
\leq & C_{16}\left\|\partial_{t} s\right\|_{2}\left\|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right\|_{2}
\end{aligned}
$$

the last inequality being a consequence of the Poincaré inequality (2.13) which can be applied here since $\Lambda(t)-\Lambda_{\infty} \in V$ for all $t \geq 0$. Therefore,

$$
\frac{d}{d t} \mathcal{L}_{1}(\ell)+\mathcal{D}_{1}(\ell, s) \leq C_{16}\left\|\partial_{t} s\right\|_{2}\left\|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right\|_{2}
$$

Integrating the above inequality with respect to time and using the fact that $\left|\partial_{t} s\right|=$ $\left|(1-s) \partial_{t} \sigma\right| \leq\left|\partial_{t} \sigma\right|$ complete the proof of (3.3).

Several bounds on $\ell$ may be deduced from (3.3) and are listed now.
Lemma 7. Introducing the space $W:=H^{2}(0,1) \cap V$ and denoting its topological dual by $W^{\prime}$, we have

$$
\begin{align*}
\ell \ln (1+\ell) & \in L^{\infty}\left(0, \infty ; L^{1}(0,1)\right)  \tag{3.6}\\
(\ell+\delta+\varepsilon)^{1 / 2} \partial_{x} \ln \left(\frac{\ell+\delta+\varepsilon}{\ell_{\infty}+\delta+\varepsilon}\right) & \in L^{2}((0, \infty) \times(0,1))  \tag{3.7}\\
\frac{1}{\ell+\delta+\varepsilon}-\frac{1}{\ell_{\infty}+\delta+\varepsilon} & \in L^{2}((0, \infty) \times(0,1)),  \tag{3.8}\\
\partial_{t} \ell & \in L^{2}\left(0, \infty ; W^{\prime}\right) . \tag{3.9}
\end{align*}
$$

Proof. Keeping the notation $\Lambda:=\ln (\ell+\delta+\varepsilon)$ and $\Lambda_{\infty}:=\ln \left(\ell_{\infty}+\delta+\varepsilon\right)$, we infer from (3.1), the nonnegativity of $\ell$, and the inequalities $\left|e^{-\Lambda_{\infty}}-e^{-\Lambda}\right| \leq\left|\Lambda-\Lambda_{\infty}\right|$ and $\ell+\delta+\varepsilon \geq(\ell+2 \delta+\varepsilon) / 2$ that

$$
\mathcal{D}_{1}(\ell, s) \geq \frac{\vartheta D}{2} \int_{0}^{1}(\ell+2 \delta+\varepsilon)\left|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right|_{2}^{2} d x+\varepsilon(\delta+\varepsilon)\left\|e^{-\Lambda_{\infty}}-e^{-\Lambda}\right\|_{2}^{2}
$$

It then follows from (3.3) and the Young inequality that

$$
\begin{aligned}
& \mathcal{L}_{1}(\ell(t))+\frac{\vartheta D}{2} \int_{0}^{t} \int_{0}^{1}(\ell+2 \delta+\varepsilon)\left|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right|_{2}^{2} d x d \tau \\
+ & \varepsilon(\delta+\varepsilon) \int_{0}^{t}\left\|e^{-\Lambda_{\infty}}-e^{-\Lambda}\right\|_{2}^{2} d \tau \\
\leq & \mathcal{L}_{1}(\ell(t))+\int_{0}^{t} \mathcal{D}_{1}(\ell, s) d \tau \\
\leq & \mathcal{L}_{1}\left(\ell_{0}\right)+\frac{\vartheta D \delta}{2} \int_{0}^{t}\left\|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right\|_{2}^{2} d \tau+C_{17} \int_{0}^{t}\left\|\partial_{t} \sigma\right\|_{2}^{2} d \tau
\end{aligned}
$$

hence

$$
\begin{aligned}
& \mathcal{L}_{1}(\ell(t))+\frac{\vartheta D}{2} \int_{0}^{t} \int_{0}^{1}(\ell+\delta+\varepsilon)\left|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right|_{2}^{2} d x d \tau \\
+ & \varepsilon(\delta+\varepsilon) \int_{0}^{t}\left\|e^{-\Lambda_{\infty}}-e^{-\Lambda}\right\|_{2}^{2} d \tau \\
\leq & C_{18}\left(1+\int_{0}^{t}\left\|\partial_{t} \sigma\right\|_{2}^{2} d \tau\right)
\end{aligned}
$$

Recalling that $\partial_{t} \sigma \in L^{2}((0, \infty) \times(0,1))$ by Lemma 5 , we readily deduce from the previous inequality, the Poincaré inequality (2.13), and the nonnegativity of $\mathcal{L}_{1}$ that $\mathcal{L}_{1}(\ell)$ belongs to $L^{\infty}(0, \infty)$ and that (3.7) and (3.8) hold true. In turn, the $L^{\infty}$-bound on $\mathcal{L}_{1}(\ell)$ gives (3.6).

It remains to check (3.9). For that purpose, consider $\psi \in W$. Since $\delta+\varepsilon+\partial_{t} s=$ $(1-s)(\ell+\delta+\varepsilon)$ by (1.4), it follows from (3.5) and the Hölder inequality that

$$
\begin{aligned}
\left|\left\langle\partial_{t} \ell, \psi\right\rangle_{V^{\prime}, V}\right| \leq & D \int_{0}^{1}(1-s)(\ell+\delta+\varepsilon)\left|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right|\left|\partial_{x} \psi\right| d x \\
& +\varepsilon(\delta+\varepsilon)\left\|e^{-\Lambda_{\infty}}-e^{-\Lambda}\right\|_{2}\|\psi\|_{2}+\left\|\partial_{t} s\right\|_{2}\left(D\left\|\partial_{x} \Lambda_{\infty}\right\|_{\infty}+1\right)\|\psi\|_{H^{1}} \\
\leq & D\left(\int_{0}^{1}(\ell+\delta+\varepsilon)\left|\partial_{x}\left(\Lambda-\Lambda_{\infty}\right)\right|^{2} d x\right)^{1 / 2}\left(\int_{0}^{1}(\ell+\delta+\varepsilon) d x\right)^{1 / 2}\left\|\partial_{x} \psi\right\|_{\infty} \\
& +\varepsilon(\delta+\varepsilon)\left\|e^{-\Lambda_{\infty}}-e^{-\Lambda}\right\|_{2}\|\psi\|_{2}+C_{19}\left\|\partial_{t} \sigma\right\|_{2}\|\psi\|_{H^{1}}
\end{aligned}
$$

Thanks to (3.2), (3.6), (3.7), (3.8), and the continuous embedding of $W$ in $W^{1, \infty}(0,1)$, we deduce from the above inequality that

$$
\int_{0}^{t}\left|\left\langle\partial_{t} \ell, \psi\right\rangle_{V^{\prime}, V}\right|^{2} d \tau \leq C_{20}\|\psi\|_{H^{2}}
$$

which implies the claim (3.9).
Proof of Theorem 3. Let $\left(t_{n}\right)_{n \geq 1}$ be a sequence of positive times such that $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$. It follows from (3.1), (3.2), (3.6), and the Dunford-Pettis theorem that $\left(\ell\left(t_{n}\right)\right)_{n \geq 1}$ is weakly compact in $L^{1}(0,1)$ and $\left(s\left(t_{n}\right)\right)_{n \geq 1}$ is weakly compact in $H^{1}(0,1)$. There are thus $\ell_{*} \in L^{1}(0,1), s_{*} \in H^{1}(0,1)$, and a subsequence of $\left(\ell\left(t_{n}\right), s\left(t_{n}\right)\right)_{n \geq 1}$ (not relabeled) such that

$$
\begin{align*}
& \ell\left(t_{n}\right) \rightharpoonup \ell_{*} \quad \text { in } \quad L^{1}(0,1)  \tag{3.10}\\
& s\left(t_{n}\right) \rightharpoonup s_{*} \quad \text { in } \quad H^{1}(0,1) \tag{3.11}
\end{align*}
$$

Owing to the compactness of the embedding of $H^{1}(0,1)$ in $\mathcal{C}([0,1])$, we further obtain

$$
\begin{equation*}
s\left(t_{n}\right) \longrightarrow s_{*} \quad \text { in } \quad \mathcal{C}([0,1]) \tag{3.12}
\end{equation*}
$$

We now aim at showing that $\left(\ell_{*}, s_{*}\right)=\left(\ell_{\infty}, s_{\infty}\right)$. For that purpose, we introduce as usual the functions $\left(\ell_{n}, s_{n}\right) \in \mathcal{C}([0,1] ; V \times V)$ defined by

$$
\left(\ell_{n}(t, x), s_{n}(t, x)\right):=\left(\ell\left(t_{n}+t, x\right), s\left(t_{n}+t, x\right)\right) \text { for } \quad(t, x) \in[0,1]^{2} \quad \text { and } \quad n \geq 1
$$

and claim that

$$
\begin{gather*}
\ell_{n} \longrightarrow \ell_{*} \quad \text { in } \mathcal{C}\left([0,1] ; L_{w}^{1}(0,1)\right)  \tag{3.13}\\
s_{n} \longrightarrow s_{*} \quad \text { in } \mathcal{C}([0,1] \times[0,1]) \tag{3.14}
\end{gather*}
$$

$L_{w}^{1}(0,1)$ denoting the usual space $L^{1}(0,1)$ endowed with its weak topology. Indeed, on the one hand, the continuous embedding of $H^{1}(0,1)$ in $L^{\infty}(0,1)$ and the Hölder inequality entail that

$$
\begin{aligned}
\left\|s_{n}(t)-s_{n}(0)\right\|_{\infty} & \leq \int_{t_{n}}^{t_{n}+t}\left\|\partial_{t} s\right\|_{\infty} d \tau \leq \int_{t_{n}}^{t_{n}+t}\left\|\partial_{t} \sigma\right\|_{\infty} d \tau \\
& \leq\left(\int_{t_{n}}^{t_{n}+t}\left\|\partial_{t} \sigma\right\|_{H^{1}}^{2} d \tau\right)^{1 / 2}
\end{aligned}
$$

for $t \in[0,1]$, so that

$$
\sup _{t \in[0,1]}\left\|s_{n}(t)-s_{n}(0)\right\|_{\infty} \leq\left(\int_{t_{n}}^{\infty}\left\|\partial_{t} \sigma\right\|_{H^{1}}^{2} d \tau\right)^{1 / 2}
$$

By (3.2), the right-hand side of the above inequality converges to zero as $n \rightarrow \infty$, which, together with (3.12), gives the claim (3.14). On the other hand, if $\psi \in W=$ $H^{2}(0,1) \cap V($ defined in Lemma 7$)$ and $t \in[0,1]$,

$$
\begin{aligned}
\left|\int_{0}^{1}\left(\ell_{n}(t)-\ell_{n}(0)\right) \psi d x\right| & =\left|\int_{t_{n}}^{t_{n}+1}\left\langle\partial_{t} \ell(\tau), \psi\right\rangle_{V^{\prime}, V} d \tau\right| \\
& \leq \int_{t_{n}}^{t_{n}+1}\left\|\partial_{t} \ell(\tau)\right\|_{W^{\prime}}\|\psi\|_{W} d \tau \\
& \leq\|\psi\|_{W}\left(\int_{t_{n}}^{t_{n}+1}\left\|\partial_{t} \ell(\tau)\right\|_{W^{\prime}}^{2} d \tau\right)^{1 / 2} \\
& \leq\|\psi\|_{W}\left(\int_{t_{n}}^{\infty}\left\|\partial_{t} \ell(\tau)\right\|_{W^{\prime}}^{2} d \tau\right)^{1 / 2}
\end{aligned}
$$

Owing to (3.9) and (3.10), we pass to the limit as $n \rightarrow \infty$ in the above inequality to conclude that

$$
\lim _{n \rightarrow \infty} \sup _{t \in[0,1]}\left|\int_{0}^{1}\left(\ell_{n}(t)-\ell_{*}\right) \psi d x\right|=0 \quad \text { for all } \quad \psi \in W .
$$

A classical approximation combined with (3.6) allows us to extend the above convergence to every $\psi \in L^{\infty}(0,1)$ and completes the proof of (3.13).

We next infer from (3.8) that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{0}^{1}\left\|\frac{1}{\ell_{n}(t)+\delta+\varepsilon}-\frac{1}{\ell_{\infty}+\delta+\varepsilon}\right\|_{2}^{2} d t \\
= & \lim _{n \rightarrow \infty} \int_{t_{n}}^{t_{n}+1}\left\|\frac{1}{\ell(t)+\delta+\varepsilon}-\frac{1}{\ell_{\infty}+\delta+\varepsilon}\right\|_{2}^{2} d t \\
= & 0 .
\end{aligned}
$$

Consequently, after extracting a further subsequence if necessary, we may assume that

$$
\begin{equation*}
\ell_{n} \longrightarrow \ell_{\infty} \text { a.e. in }(0,1) \times(0,1) . \tag{3.15}
\end{equation*}
$$

Recalling (3.13) we readily conclude from (3.15) that $\ell_{*}=\ell_{\infty}$.
Next, (3.1) and (3.14) imply that $0 \leq s_{*}(x) \leq 1-\vartheta<1$ for $x \in[0,1]$, and we infer from (1.4), (3.2), (3.13), and (3.14) that, if $\psi \in L^{\infty}(0,1)$,

$$
\begin{aligned}
\left|\int_{0}^{1}\left(\ell_{*}-(\delta+\varepsilon) \frac{s_{*}}{1-s_{*}}\right) \psi d x\right| & =\left|\lim _{n \rightarrow \infty} \int_{0}^{1} \int_{0}^{1}\left(\ell_{n}(t)-(\delta+\varepsilon) \frac{s_{n}(t)}{1-s_{n}(t)}\right) \psi(x) d x d t\right| \\
& =\left|\lim _{n \rightarrow \infty} \int_{0}^{1} \partial_{t} \sigma\left(t_{n}+t\right) \psi d x d t\right| \\
& \leq\|\psi\|_{\infty}\left(\lim _{n \rightarrow \infty} \int_{t_{n}}^{t_{n}+1}\left\|\partial_{t} \sigma(t)\right\|_{2}^{2} d t\right)^{1 / 2} \\
& =0
\end{aligned}
$$

Therefore, $(\delta+\varepsilon) s_{*} /\left(1-s_{*}\right)=\ell_{*}=\ell_{\infty}$ a.e. in $(0,1)$ and thus $s_{*}=s_{\infty}$.

We have actually shown that $\left(\ell_{\infty}, s_{\infty}\right)$ is the unique cluster point of $(\ell(t), s(t))$ as $t \rightarrow \infty$ for the weak topology of $L^{1}(0,1) \times H^{1}(0,1)$. The trajectory $\{(\ell(t), s(t)) ; t \geq 0\}$ being relatively compact for that topology by (3.2), (3.6), and the Dunford-Pettis theorem, we conclude that

$$
(\ell(t), s(t)) \rightharpoonup\left(\ell_{\infty}, s_{\infty}\right) \quad \text { in } \quad L^{1}(0,1) \times H^{1}(0,1)
$$

as $t \rightarrow \infty$. The embedding of $H^{1}(0,1)$ in $L^{2}(0,1)$ being compact, we further obtain that

$$
\begin{equation*}
s(t) \longrightarrow s_{\infty} \quad \text { in } \quad L^{2}(0,1) \tag{3.16}
\end{equation*}
$$

Let us finally improve the topology in which the convergence to the steady state takes place. For $\psi \in V$ it follows from the weak formulation of (1.3) and Proposition 2 that

$$
\begin{aligned}
& \left\langle\partial_{t} \ell, \psi\right\rangle_{V^{\prime}, V}+D \int_{0}^{1}(1-s) \partial_{x}\left(\ell-\ell_{\infty}\right) \partial_{x} \psi d x \\
= & D \int_{0}^{1}\left(s-s_{\infty}\right) \partial_{x} \ell_{\infty} \partial_{x} \psi d x+\int_{0}^{1}\left[\left(\ell_{\infty}+\delta\right)\left(s-s_{\infty}\right)-(1-s)\left(\ell-\ell_{\infty}\right)\right] \psi d x
\end{aligned}
$$

Since $\ell-\ell_{\infty}$ belongs to $V$, we may take $\psi=\ell-\ell_{\infty}$ and use the fact that $\ell_{\infty}$ does not depend on time to obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+\int_{0}^{1}(1-s)\left(D\left|\partial_{x}\left(\ell-\ell_{\infty}\right)\right|^{2}+\left|\ell-\ell_{\infty}\right|^{2}\right) d x \\
\leq & \left\|s-s_{\infty}\right\|_{2}\left(\left\|\partial_{x} \ell_{\infty}\right\|_{\infty}\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}+\left(\delta+\left\|\ell_{\infty}\right\|_{\infty}\right)\left\|\ell-\ell_{\infty}\right\|_{2}\right) \\
\leq & \frac{D \vartheta}{2}\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}^{2}+\frac{\vartheta}{2}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+C_{21}\left\|s-s_{\infty}\right\|_{2}^{2}
\end{aligned}
$$

the last inequality following from the boundedness of $\ell_{\infty}$ and $\partial_{x} \ell_{\infty}$ and the parameter $\vartheta$ being defined in Lemma 5 . Using (3.1) to bound from below $(1-s)$ in the second term on the left-hand side of the above inequality we get

$$
\begin{equation*}
\frac{d}{d t}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+D \vartheta\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}^{2}+\vartheta\left\|\ell-\ell_{\infty}\right\|_{2}^{2} \leq 2 C_{21}\left\|s-s_{\infty}\right\|_{2}^{2} \tag{3.17}
\end{equation*}
$$

We next infer from (1.4) and Proposition 2 that

$$
\partial_{t} s=(1-s)\left(\ell-\ell_{\infty}\right)-\left(\ell_{\infty}+\delta+\varepsilon\right)\left(s-s_{\infty}\right)
$$

We differentiate the above identity with respect to $x$ and take the scalar product in $L^{2}(0,1)$ of the result with $\partial_{x}\left(s-s_{\infty}\right)$. Recalling the Poincaré inequality (2.13) and the bound (3.2) we obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}^{2}+\int_{0}^{1}\left(\ell_{\infty}+\delta+\varepsilon\right)\left|\partial_{x}\left(s-s_{\infty}\right)\right|_{2}^{2} d x \\
& \leq\left\|\partial_{x} s\right\|_{2}\left\|\ell-\ell_{\infty}\right\|_{\infty}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}+\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2} \\
&+\left\|\partial_{x} \ell_{\infty}\right\|_{\infty}\left\|s-s_{\infty}\right\|_{2}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2} \\
& \leq\left\|(1-s) \partial_{x} \sigma\right\|_{2}\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}+\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2} \\
&+\left\|\partial_{x} \ell_{\infty}\right\|_{\infty}\left\|s-s_{\infty}\right\|_{2}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2} \\
& \leq C_{22}\left(\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}+\left\|s-s_{\infty}\right\|_{2}\right)\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2} \\
& \leq \frac{\delta}{2}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}^{2}+\frac{C_{23}}{2}\left(\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}^{2}+\left\|s-s_{\infty}\right\|_{2}^{2}\right)
\end{aligned}
$$

Since $\ell_{\infty}$ and $\varepsilon$ are nonnegative we end up with

$$
\begin{equation*}
\frac{d}{d t}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}^{2}+\delta\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}^{2} \leq C_{23}\left(\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}^{2}+\left\|s-s_{\infty}\right\|_{2}^{2}\right) \tag{3.18}
\end{equation*}
$$

We now multiply (3.18) by $D \vartheta / C_{23}$ and add the result to (3.17) to obtain

$$
\begin{aligned}
& \frac{d}{d t}\left(\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+\frac{D \vartheta}{C_{23}}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}^{2}\right)+\vartheta\left\|\ell-\ell_{\infty}\right\|_{2}^{2} \\
&+\frac{D \vartheta \delta}{C_{23}}\left\|\partial_{x}\left(s-s_{\infty}\right)\right\|_{2}^{2} \leq C_{24}\left\|s-s_{\infty}\right\|_{2}^{2}
\end{aligned}
$$

Introducing $\omega:=\min \{\vartheta, \delta\}>0$ and integrating the above differential inequality give

$$
\begin{aligned}
\left(\left\|\ell(t)-\ell_{\infty}\right\|_{2}^{2}+\frac{D \vartheta}{C_{23}}\left\|\partial_{x}\left(s(t)-s_{\infty}\right)\right\|_{2}^{2}\right) & \leq\left(\left\|\ell_{0}-\ell_{\infty}\right\|_{2}^{2}+\frac{D \vartheta}{C_{23}}\left\|\partial_{x}\left(s_{0}-s_{\infty}\right)\right\|_{2}^{2}\right) e^{-\omega t} \\
& +C_{24} \int_{0}^{t}\left\|s(\tau)-s_{\infty}\right\|_{2}^{2} e^{\omega(\tau-t)} d \tau
\end{aligned}
$$

for $t \geq 0$. Since $\left\|s(\tau)-s_{\infty}\right\|_{2} \longrightarrow 0$ as $\tau \rightarrow \infty$ by (3.16), we deduce from the above inequality that both $\left\|\ell(t)-\ell_{\infty}\right\|_{2}$ and $\left\|\partial_{x}\left(s(t)-s_{\infty}\right)\right\|_{2}$ converge to zero as $t \rightarrow \infty$, and the proof of Theorem 3 is complete.
4. Well-posedness of (1.1)-(1.2). In this section, we consider the initialboundary value problem

$$
\begin{align*}
& \partial_{t} \ell=D \partial_{x}^{2} \ell+\delta s-\ell(1-s), \quad(t, x) \in(0, \infty) \times(0,1)  \tag{4.1}\\
& \partial_{t} s=\ell(1-s)-(\delta+\varepsilon) s, \quad(t, x) \in(0, \infty) \times(0,1)  \tag{4.2}\\
& D \partial_{x} \ell(t, 0)+\nu=\ell(t, 1)=0, \quad t \in(0, \infty)  \tag{4.3}\\
& (\ell, s)(0, x)=\left(\ell_{0}, s_{0}\right)(x), \quad x \in(0,1) \tag{4.4}
\end{align*}
$$

with $D>0, \delta>0, \varepsilon \geq 0$, and $\nu>0$.
THEOREM 8. Given initial data $\left(\ell_{0}, s_{0}\right)$ satisfying (1.7) the initial-boundary value problem (4.1)-(4.4) possesses a unique weak solution

$$
(\ell, s) \in \mathcal{C}([0, \infty) ; V \times V) \cap \mathcal{C}^{1}\left([0, \infty) ; V^{\prime} \times V\right)
$$

such that $\partial_{t} \ell \in L^{2}((0, T) \times(0,1))$ for every $T>0$,

$$
\begin{equation*}
0 \leq \ell(t, x) \quad \text { and } \quad 0 \leq s(t, x)<1 \quad \text { for } \quad(t, x) \in[0, \infty) \times[0,1] \tag{4.5}
\end{equation*}
$$

and

$$
\begin{aligned}
\left\langle\partial_{t} \ell(t), \psi\right\rangle_{V^{\prime}, V} & +D \int_{0}^{1} \partial_{x} \ell(t) \partial_{x} \psi d x \\
& =\nu \psi(0)+\int_{0}^{1}(\delta s(t)-\ell(t)(1-s(t))) \psi d x \\
\partial_{t} s(t) & =-(\delta+\varepsilon) s(t)+\ell(t)(1-s(t))
\end{aligned}
$$

for $\psi \in V$ and $t \in[0, \infty)$. Furthermore, for each $t>0$,

$$
\begin{equation*}
\Lambda(\ell(t), s(t))+\int_{0}^{t} \mathcal{D}_{\Lambda}(\ell(\tau), s(\tau)) d \tau=\Lambda\left(\ell_{0}, s_{0}\right) \tag{4.6}
\end{equation*}
$$

where

$$
\begin{aligned}
\Lambda(u, v) & :=\frac{1}{2}\left\|u-\ell_{\infty}\right\|_{2}^{2}+\Lambda_{0}(u, v) \\
\Lambda_{0}(u, v) & :=\int_{0}^{1}\left(1-s_{\infty}\right)\left(\ell_{\infty}+\delta+2 \varepsilon\right)\left[\Sigma_{I}(v)-\Sigma_{I}\left(s_{\infty}\right)-\frac{v-s_{\infty}}{1-s_{\infty}}\right] d x \geq 0 \\
\mathcal{D}_{\Lambda}(u, v) & :=D\left\|\partial_{x}\left(u-\ell_{\infty}\right)\right\|_{2}^{2}+\int_{0}^{1} \frac{\left|\partial_{t} v\right|^{2}+\varepsilon\left(\ell_{\infty}+\delta+\varepsilon\right)\left(v-s_{\infty}\right)^{2}}{1-v} d x
\end{aligned}
$$

$s_{\infty}:=\ell_{\infty} /\left(\ell_{\infty}+\delta+\varepsilon\right)$, and $\ell_{\infty}$ denotes the unique solution to the boundary-value problem

$$
\begin{equation*}
-D \partial_{x}^{2} \ell_{\infty}+\frac{\varepsilon \ell_{\infty}}{\ell_{\infty}+\delta+\varepsilon}=0 \quad \text { in } \quad(0,1), \quad D \partial_{x} \ell_{\infty}(0)+\nu=\ell_{\infty}(1)=0 \tag{4.7}
\end{equation*}
$$

We first point out that the nonnegativity of $\Lambda_{0}$ is a consequence of the convexity of $\Sigma_{I}$. We next observe that $\Lambda$ differs strongly from $\mathcal{L}$ and provide valuable information on the large time behavior. In fact, exponential convergence to the steady state can be shown; see Proposition 9 below.

Proof. The local well-posedness of (4.1)-(4.4) in $V \times V$ and the bounds (4.5) for $(\ell, s)$ on the maximal existence time interval $\left[0, T_{m}\right)$ are established as in the proof of Theorem 1 by employing the abstract theory developed in [1]. In addition, since $u \longmapsto \varepsilon u /(u+\delta+\varepsilon)$ is a nondecreasing function, the existence and uniqueness of the solution $\ell_{\infty}$ to (4.7) are proved by classical arguments $[2,4]$.

We next turn to the proof of the identity (4.6) for $t \in\left[0, T_{m}\right)$. For that purpose, we take $\psi=\ell-\ell_{\infty}$ in the weak formulation of (4.1) and (4.7) for $\ell$ and $\ell_{\infty}$ and use (4.2) for $s$ and $s_{\infty}$ to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+D\left\|\partial_{x}\left(\ell-\ell_{\infty}\right)\right\|_{2}^{2}=-\int_{0}^{1}\left(\partial_{t} s+\varepsilon\left(s-s_{\infty}\right)\right)\left(\ell-\ell_{\infty}\right) d x \tag{4.8}
\end{equation*}
$$

Owing to (4.2) we have

$$
\ell-\ell_{\infty}=\frac{\partial_{t} s}{1-s}+(\delta+\varepsilon) \frac{s-s_{\infty}}{(1-s)\left(1-s_{\infty}\right)}
$$

Consequently,

$$
\begin{aligned}
- & \int_{0}^{1}\left(\partial_{t} s+\varepsilon\left(s-s_{\infty}\right)\right)\left(\ell-\ell_{\infty}\right) d x \\
= & -\int_{0}^{1} \frac{\left|\partial_{t} s\right|^{2}}{1-s} d x-\int_{0}^{1}\left[\varepsilon+\frac{\delta+\varepsilon}{1-s_{\infty}}\right]\left(s-s_{\infty}\right) \frac{\partial_{t} s}{1-s} d x \\
& -\varepsilon(\delta+\varepsilon) \int_{0}^{1} \frac{\left(s-s_{\infty}\right)^{2}}{(1-s)\left(1-s_{\infty}\right)} d x \\
= & -\int_{0}^{1} \frac{\left|\partial_{t} s\right|^{2}}{1-s} d x-\int_{0}^{1}\left(\ell_{\infty}+\delta+2 \varepsilon\right) \partial_{t}\left(\left(1-s_{\infty}\right) \Sigma_{I}(s)-s\right) d x \\
& -\varepsilon \int_{0}^{1}\left(\ell_{\infty}+\delta+\varepsilon\right) \frac{\left(s-s_{\infty}\right)^{2}}{1-s} d x
\end{aligned}
$$

where we have used $(\delta+\varepsilon) /\left(1-s_{\infty}\right)=\ell_{\infty}+\delta+\varepsilon$ to deduce the last equality. Inserting the previous equality in (4.8) gives (4.6) for $t \in\left[0, T_{m}\right)$ after integration with respect to time.

A useful consequence of (4.6) is that

$$
\begin{equation*}
\|\ell(t)\|_{2} \leq\left\|\ell_{\infty}\right\|_{2}+\sqrt{2 \Lambda\left(\ell_{0}, s_{0}\right)}, \quad t \in\left[0, T_{m}\right) \tag{4.9}
\end{equation*}
$$

We next proceed as in the proof of (2.18) and take $\psi=\partial_{t} \ell$ in the weak formulation of (4.1) (recall that a regularization procedure has to be used to justify this step as $\left.\partial_{t} \ell \notin V\right)$. This gives

$$
\left\|\partial_{t} \ell\right\|_{2}^{2}+\frac{D}{2} \frac{d}{d t}\left\|\partial_{x} \ell\right\|_{2}^{2}=\int_{0}^{1} \partial_{t} \ell(\delta s-\ell(1-s)) d x \leq \frac{1}{2}\left\|\partial_{t} \ell\right\|_{2}^{2}+\left(\delta+\|\ell\|_{2}^{2}\right) .
$$

We then infer from (4.9) that

$$
\begin{equation*}
\int_{0}^{t}\left\|\partial_{t} \ell(\tau)\right\|_{2}^{2} d \tau+D\left\|\partial_{x} \ell(t)\right\|_{2}^{2} \leq C_{25}(1+t), \quad t \in\left[0, T_{m}\right) \tag{4.10}
\end{equation*}
$$

We next differentiate (4.2) to obtain the equation solved by $\partial_{x} s$ and deduce from (4.10) that

$$
\begin{equation*}
\left\|\partial_{x} s(t)\right\|_{2} \leq C_{26}(1+t), \quad t \in\left[0, T_{m}\right) \tag{4.11}
\end{equation*}
$$

Finally, we infer from (4.2), (4.5), (4.9), (4.10), (4.11), and the continuous embedding of $H^{1}(0,1)$ in $L^{\infty}(0,1)$ that
$s \in W^{1, \infty}\left([0, T] \cap\left[0, T_{m}\right) ; H^{1}(0,1)\right) \quad$ and $\quad \delta s-\ell(1-s) \in L^{2}\left((0, T) \cap\left(0, T_{m}\right) ; H^{1}(0,1)\right)$
for all $T>0$. Combining this last property with (4.1) and [10, Theorem 4.3.1] ensures that

$$
\ell \in \mathcal{C}^{1 / 2}\left((0, T] \times\left(0, T_{m}\right) ; H^{1}(0,1)\right) \quad \text { for all } \quad T>0
$$

Collecting the above information allows us to conclude that $T_{m}=\infty$ and complete the proof.

We next turn to the large time behavior and prove the following result.
Proposition 9. Consider initial data $\left(\ell_{0}, s_{0}\right)$ satisfying (1.7) and denote by $(\ell, s)$ the corresponding weak solution to (4.1)-(4.4) given by Theorem 8. Then, for $t \geq 0$,

$$
\begin{equation*}
\left\|\ell(t)-\ell_{\infty}\right\|_{2}^{2}+(\delta+\varepsilon)\left\|s(t)-s_{\infty}\right\|_{2}^{2} \leq 2 \Lambda\left(\ell_{0}, s_{0}\right) e^{-\chi t} \tag{4.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\chi:=\min \left\{D, \frac{D(\delta+\varepsilon)}{2(D+2)}+\frac{\varepsilon}{2}\right\} . \tag{4.13}
\end{equation*}
$$

Proposition 9 is a simple consequence of (4.6) and the following two functional inequalities.

Lemma 10. Under the assumptions and notation of Proposition 9 we have for all $t \geq 0$

$$
\begin{align*}
\mathcal{D}_{\Lambda}(\ell(t), s(t)) & \geq \chi \Lambda(\ell(t), s(t))  \tag{4.14}\\
\Lambda_{0}(s(t)) & \geq \frac{\delta+\varepsilon}{2}\left\|s(t)-s_{\infty}\right\|_{2}^{2} \tag{4.15}
\end{align*}
$$

Proof. By the elementary inequality $a^{2} \leq((D+2) / D)(a-b)^{2}+((D+2) / 2) b^{2}$ we have

$$
\begin{align*}
& \int_{0}^{1}\left(\frac{\delta+\varepsilon}{1-s_{\infty}}\right)^{2} \frac{\left(s-s_{\infty}\right)^{2}}{1-s} d x \\
\leq & \frac{D+2}{D} \int_{0}^{1}(1-s)\left[\frac{\delta+\varepsilon}{1-s_{\infty}} \frac{s-s_{\infty}}{1-s}-\left(\ell-\ell_{\infty}\right)\right]^{2} d x \\
+ & \frac{D+2}{2} \int_{0}^{1}(1-s)\left(\ell-\ell_{\infty}\right)^{2} d x \\
\leq & \frac{D+2}{D}\left\{\int_{0}^{1}(1-s)\left(\frac{\partial_{t} s}{1-s}\right)^{2} d x+\frac{D}{2}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}\right\} \tag{4.16}
\end{align*}
$$

the last inequality following from the identities $\ell+\delta+\varepsilon=\left(\partial_{t} s+\delta+\varepsilon\right) /(1-s)$ and

$$
\begin{equation*}
\frac{\delta+\varepsilon}{1-s_{\infty}}=\ell_{\infty}+\delta+\varepsilon \geq \delta+\varepsilon \tag{4.17}
\end{equation*}
$$

We next infer from the Poincaré inequality (2.13), (4.16), and (4.17) that

$$
\begin{aligned}
\mathcal{D}_{\Lambda}(\ell, s) \geq & D\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+\int_{0}^{1} \frac{\left|\partial_{t} s\right|^{2}}{1-s} d x+\varepsilon(\delta+\varepsilon) \int_{0}^{1} \frac{\left(s-s_{\infty}\right)^{2}}{(1-s)\left(1-s_{\infty}\right)} d x \\
\geq & \frac{D}{2}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+\frac{D}{D+2} \int_{0}^{1}\left(\frac{\delta+\varepsilon}{1-s_{\infty}}\right)^{2} \frac{\left(s-s_{\infty}\right)^{2}}{1-s} d x \\
& +\varepsilon(\delta+\varepsilon) \int_{0}^{1} \frac{\left(s-s_{\infty}\right)^{2}}{(1-s)\left(1-s_{\infty}\right)} d x
\end{aligned}
$$

$$
\begin{equation*}
\mathcal{D}_{\Lambda}(\ell, s) \geq \frac{D}{2}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+(\delta+\varepsilon)\left(\frac{D(\delta+\varepsilon)}{D+2}+\varepsilon\right) \int_{0}^{1} \frac{\left(s-s_{\infty}\right)^{2}}{(1-s)\left(1-s_{\infty}\right)} d x \tag{4.18}
\end{equation*}
$$

We next claim that

$$
\begin{equation*}
\frac{(z-a)^{2}}{2} \leq \Sigma_{I}(z)-\Sigma_{I}(a)-\frac{z-a}{1-a} \leq \frac{1}{2} \frac{1+a}{1-a} \frac{(z-a)^{2}}{1-z}, \quad(a, z) \in[0,1) \times[0,1) \tag{4.19}
\end{equation*}
$$

Indeed, the first inequality in (4.19) follows from the convexity of $\Sigma_{I}$, while the second can be shown by studying the variation of the function

$$
z \longmapsto(1-z)\left[\Sigma_{I}(z)-\Sigma_{I}(a)-\frac{z-a}{1-a}\right]-\frac{1}{2} \frac{1+a}{1-a}(z-a)^{2},
$$

the real number $a$ being fixed in $[0,1)$. Using the second inequality in (4.19) with $z=s(t, x)$ and $a=s_{\infty}(x)$ gives

$$
\int_{0}^{1} \frac{\left(s-s_{\infty}\right)^{2}}{(1-s)\left(1-s_{\infty}\right)} d x \geq \int_{0}^{1} \frac{2(\delta+\varepsilon)}{1+s_{\infty}}\left(\Sigma_{I}(s)-\Sigma_{I}\left(s_{\infty}\right)-\frac{s-s_{\infty}}{1-s_{\infty}}\right) d x
$$

Using once more (4.17) we realize that

$$
\begin{aligned}
\frac{2(\delta+\varepsilon)}{1+s_{\infty}} & =\frac{2(\delta+\varepsilon)}{1+s_{\infty}} \frac{\left(1-s_{\infty}\right)\left(\ell_{\infty}+\delta+2 \varepsilon\right)}{\delta+\varepsilon+\varepsilon\left(1-s_{\infty}\right)} \\
& \geq(\delta+\varepsilon) \frac{\left(1-s_{\infty}\right)\left(\ell_{\infty}+\delta+2 \varepsilon\right)}{\delta+2 \varepsilon} \\
& \geq \frac{\left(1-s_{\infty}\right)\left(\ell_{\infty}+\delta+2 \varepsilon\right)}{2}
\end{aligned}
$$

so that

$$
\int_{0}^{1} \frac{\left(s-s_{\infty}\right)^{2}}{(1-s)\left(1-s_{\infty}\right)} d x \geq \frac{1}{2} \Lambda_{0}(s)
$$

Inserting the previous inequality in (4.18) gives

$$
\mathcal{D}_{\Lambda}(\ell, s) \geq \frac{D}{2}\left\|\ell-\ell_{\infty}\right\|_{2}^{2}+\frac{1}{2}\left(\frac{D(\delta+\varepsilon)}{D+2}+\varepsilon\right) \Lambda_{0}(s) \geq \chi \Lambda(\ell, s)
$$

and hence (4.14).
Inequality (4.15) readily follows from (4.17) and the first inequality in (4.19).
5. Numerical simulations. Above, we have developed a theory which provides insight into the stationary states and large time behavior of two models of morphogen transport. It is therefore interesting to verify the dependence on the parameters of both the properties of these stationary solutions and the convergence rate to the equilibrium. For this, we have performed numerical simulations on an x86-64 machine under MATLAB 7.2. All source files are available upon request.

We discuss certain qualitative properties of (1.3)-(1.6) and (4.1)-(4.4) for a range of their parameters with default values $D=\nu=\delta=1$ and $\varepsilon=0$. For an evaluation of the two models for biologically relevant parameter values, see [7]. In all experiments, we supply zero initial data, $\ell_{0}(x)=s_{0}(x)=0$. For clarity, in what follows we shall refer to (1.3)-(1.6) as the nonlinear diffusion (ND) model and to (4.1)-(4.4) as the linear diffusion (LD) model.

Discretization. To discretize the system (1.3)-(1.6) we employ a finite difference scheme in the spatial variable on a regular mesh with $N=240$ nodes. Introducing $\ell_{i}(t) \approx \ell(t, i h), s_{i}(t) \approx s(t, i h)$, where $h$ is the mesh size and using the first order flux approximation,

$$
j_{i}=\left(1-\frac{s_{i+1}+s_{i}}{2}\right) \frac{\ell_{i+1}-\ell_{i}}{h}
$$

we arrive at a system of $2 N$ ordinary differential equations (ODEs)

$$
\begin{align*}
\frac{d \ell_{i}}{d t} & =\frac{j_{i}-j_{i-1}}{h}+\delta s_{i}-\ell_{i}\left(1-s_{i}\right)  \tag{5.1a}\\
\frac{d s_{i}}{d t} & =-(\delta+\varepsilon) s_{i}+\ell_{i}\left(1-s_{i}\right) \tag{5.1b}
\end{align*}
$$

for $i=1, \ldots, N$. This discretization has the truncation error of second order with respect to $h$ and is supplemented by a first order approximation of the flux boundary condition. In order to solve (5.1) we use a stiff ODE solver ode15s from MATLAB. Since we trace the behavior of the solution up to very small time derivatives, we adjust the absolute and relative error tolerance parameters in ode15s to the value of $10^{-13}$. Model LD is discretized and solved analogously.

Steady state computation. As observed in [7], without degradation $(\varepsilon=0)$ one has explicit formulas for the stationary states, since from (1.13) it follows that for the ND model there holds

$$
\begin{align*}
\ell_{\infty}(x) & =\delta\left(\exp \left(\frac{\nu}{\delta D}(1-x)\right)-1\right)  \tag{5.2}\\
s_{\infty}(x) & =1-\exp \left(-\frac{\nu}{\delta D}(1-x)\right) \tag{5.3}
\end{align*}
$$

while for the LD model, according to Theorem 8,

$$
\begin{align*}
& \ell_{\infty}(x)=\frac{\nu}{D}(1-x)  \tag{5.4}\\
& s_{\infty}(x)=1-\frac{1}{1+(\nu /(\delta D))(1-x)} \tag{5.5}
\end{align*}
$$

But when $\varepsilon>0$ there is no closed formula and we have to approximate the steady states numerically. To this end, we either run the simulation until the $L^{2}$ norm of the right-hand side of the discrete ODE system drops (unless otherwise stated) below $10^{-6}$ or we solve the nonlinear system (5.1), where we replace time derivatives with zeros. Note, however, that although in practice the first procedure turns out to be more robust, none of these procedures guarantees that the obtained solution is sufficiently close to the stationary state, particularly when $s_{\infty}$ is too close to 1 ; see [7] for a more detailed discussion.
5.1. Dependence of the convergence rate on the parameters. According to Theorem 3, the solutions of the ND model converge to the stationary state. From Proposition 9 we know that for the LD model the distance between the solution and the equilibrium decays at least at an exponential rate. It may therefore be interesting to identify the actual convergence rate of the two models under consideration for several values of the parameters. In order to do so, we investigate the $L^{2}$ norm of the relative difference between the stationary solution $\left(\ell_{\infty}, s_{\infty}\right)$ and the solution at time $t$,

$$
d_{r e l}(t)=\frac{\left\|(\ell, s)(t)-\left(\ell_{\infty}, s_{\infty}\right)\right\|_{2}}{\left\|\left(\ell_{\infty}, s_{\infty}\right)\right\|_{2}}
$$

We stop the analysis when $d_{\text {rel }}$ drops below $10^{-5}$; otherwise the results would have been polluted with the discretization error.

We consider four cases, when only one of the parameters $\varepsilon, \nu, D$, or $\delta$ is allowed to vary, while the others are kept at their default values.

The convergence to the stationary state seems to occur indeed at an exponential rate; see the top plots in Figures 1-4. Therefore, we can next compare the dependence of the rates on various parameters of the models. To this end, we introduce an approximate measure of the convergence rate $\zeta$ as the mean value of the ratios

$$
\zeta_{i}=-\frac{\ln \left(d_{r e l}\left(t_{i+1}\right)\right)-\ln \left(d_{r e l}\left(t_{i}\right)\right)}{t_{i+1}-t_{i}}
$$

for several subsequent $t_{i}$ at which $d_{r e l}$ was measured.
As could be expected by comparing the diffusive parts, the LD model always converges faster than the ND model for the same parameter set. From the modeling point of view, as the constants $D$ and $\delta$ have different interpretation in each of the two models [7], it is worth mentioning that for moderate values of $D$, an approximately tenfold increase of $D$ in the nonlinear diffusion model is needed to recover the convergence speed of the linear diffusion model (see Figure 3). Although in the absence of degradation the stationary states of the two models depend only on the ratio $\nu /(\delta D)$, the convergence rate may be different for the same ratios of $\nu /(\delta D)$, as indicated in Figures 2-4.

Both models show similar dependence of the convergence speed $\zeta$ on the degradation rate $\varepsilon$, the unbinding parameter $\delta$, and the diffusion coefficient $D$. However,


FIG. 1. Convergence to the equilibrium for different values of $\varepsilon$. The ND model (top left) vs. the $L D$ model (top right) for $\varepsilon=2^{k}, k=-2, \ldots, 2$. The comparison of the convergence rates $\zeta$ for a broader range of $\varepsilon$ (bottom).


Fig. 2. Convergence to the equilibrium for different values of $\nu$. The ND model (top left) vs. the $L D$ model (top right) for $\nu=2^{k}, k=-2, \ldots, 2$. The comparison of the convergence rates $\zeta$ for $a$ broader range of $\nu$ (bottom).


Fig. 3. Convergence to the equilibrium for different values of $D$. The ND model (top left) vs. the $L D$ model (top right) for $D=2^{k}, k=-2, \ldots, 2$. The comparison of the convergence rates $\zeta$ for a broader range of $D$ (bottom).


Fig. 4. Convergence to the equilibrium for different values of $\delta$. The ND model (top left) vs. the $L D$ model (top right) for $\delta=2^{k}, k=-2, \ldots, 2$. The comparison of the convergence rates $\zeta$ for $a$ broader range of $\delta$ (bottom).


FIG. 5. Stationary states of the $N D$ model, $\nu=2^{k}, k=-2,-1,0,1,2$, without degradation.


Fig. 6. Difference between the stationary states of the $N D$ and $L D$ models, $\nu=2^{k}, k=$ $-2,-1,0,1,2$, without degradation.
the two models differ significantly with respect to their sensitivity to the injection parameter $\nu$ : the convergence speed increases with $\nu$ for the LD model, while the effect of $\nu$ on the convergence of the ND model is opposite; cf. Figure 2 (bottom). This is explained by looking at the stationary states of the latter model; see Figures 5 and 6. The stationary solution reaches, in the case of nonlinear diffusion, higher values than in the linear diffusion case. Indeed, from (5.2) and (5.4) it follows that $\left\|\ell_{\infty}\right\|_{\infty}=\delta(\exp (\nu /(\delta D))-1)$ for the ND model which clearly exceeds by far the $L^{\infty}$ norm $\nu / D$ of $\ell_{\infty}$ of the LD model. The closer $s_{\infty}$ gets to 1 , the smaller the diffusion, and thus it takes more time for the solution to evolve to the steady state.

It is important to notice that due to the nonlinear effects, both models cannot converge to $\left(\ell_{\infty}, s_{\infty}\right)$ arbitrarily fast, as can be concluded from the bottom parts of Figures $1-4$. For each of varying parameters, there is some threshold value of $\zeta$, which cannot be surpassed regardless of the value of the parameter.

Let us observe that for sufficiently large values of $D, \varepsilon, \delta$, or $1 / \nu$, the convergence speed of both models stabilizes at almost an identical level. On one hand, the similarity in the convergence rates can easily be explained by noticing that the $s_{\infty}$-component of the steady state of the nonlinear model is so close to zero that the fluxes for both models are nearly the same. On the other hand, the convergence rate stabilization effect is in full agreement with our previous discussion of the Liapunov function for the LD model in the case of varying $D$. Indeed, denoting by $\left(\ell^{D}, s^{D}\right)$ the solution to the LD model for some prescribed $D$, it follows from (4.6) and (4.7) that
$\ell^{D} \rightarrow 0$ in $L^{2}\left(0, T ; H^{1}(0,1)\right)$ as $D \rightarrow \infty$. Hence we deduce that $s^{D}$ converges towards $S$, solving $\partial_{t} S=-(\delta+\varepsilon) S$, which exponentially decays to zero at rate $\delta+\varepsilon$ (cf. Figure 3 , where $\delta+\varepsilon=1$ ), to be compared with the $L^{2}$ norm decay rate $\chi / 2=\delta / 4+\varepsilon / 2$ obtained in the limit $D \rightarrow \infty$ from (4.13).
5.2. Dependence of the stationary solutions on the parameters. As confirmed by Figures 5-6 and experiments for other parameters not reported here (see also [7]), for identical set of parameters, the two models produce stationary solutions of quite similar shape. There is a difference in how the $\nu$ parameter affects the stationary states of the two models; cf. Figures 5-6. The $\ell_{\infty}$-component of the stationary solution of the nonlinear diffusion model shows more sensitivity to large values of $\nu$ than its linear diffusion counterpart. This is because for large $\nu$, the $x$-derivative of $\ell$ is much larger in the nonlinear diffusion case, due to higher saturation level of $s$. The stationary states of the two models are much less sensitive to the changes in the degradation rate $\varepsilon$. There is only a limited range of $\varepsilon$, close to 1 , for which large relative change in $\varepsilon$ results in a similar large change in the stationary solutions.
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#### Abstract

We study the Whitham equations for the defocusing complex modified KdV (mKdV) equation. These Whitham equations are quasi-linear hyperbolic equations and describe the averaged dynamics of the rapid oscillations which appear in the solution of the mKdV equation when the dispersive parameter is small. The oscillations are referred to as dispersive shocks. The Whitham equations for the mKdV equation are neither strictly hyperbolic nor genuinely nonlinear. We are interested in the solutions of the Whitham equations when the initial values are given by a step-like function. We also compare the results with those of the defocusing nonlinear Schrödinger (NLS) equation. For the NLS equation, the Whitham equations are strictly hyperbolic and genuinely nonlinear. We show that the weak hyperbolicity of the mKdV-Whitham equations is responsible for some new structure in the dispersive shocks which has not been found in the NLS case.
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1. Introduction. In $[11,12]$, Pierce and Tian studied the self-similar solutions of the Whitham equations which describe the zero dispersion limits of the KdV hierarchy. The main feature of the Whitham equations for the higher members of the hierarchy, of which the KdV equation is the first member, is that these Whitham equations are neither strictly hyperbolic nor genuinely nonlinear. This is in sharp contrast to the case of the KdV equation whose Whitham equations are strictly hyperbolic and genuinely nonlinear [8]. In this paper, we extend their studies to the case of the complex modified $\mathrm{KdV}(\mathrm{mKdV})$ equation, which is the second member of the defocusing nonlinear Schrödinger (NLS) hierarchy. The Whitham equations for the defocusing NLS equation are strictly hyperbolic and genuinely nonlinear, and they have been studied extensively (see, for example, [4, 6, 7, 10, 14]). However, for the $m K d V$ equation, the Whitham equations are neither strictly hyperbolic nor genuinely nonlinear.

Let us begin with a brief description of the zero dispersion limit of the solution of the NLS equation

$$
\begin{equation*}
\sqrt{-1} \epsilon \frac{\partial \psi}{\partial t}+2 \epsilon^{2} \frac{\partial^{2} \psi}{\partial x^{2}}-4|\psi|^{2} \psi=0 \tag{1.1}
\end{equation*}
$$

with the initial data

$$
\psi(x, 0)=A_{0}(x) \exp \left(\sqrt{-1} \frac{S_{0}(x)}{\epsilon}\right)
$$

Here $A_{0}(x)$ and $S_{0}(x)$ are real functions that are independent of $\epsilon$. Writing the solution $\psi(x, t ; \epsilon)=A(x, t ; \epsilon) \exp \left(\sqrt{-1} \frac{S(x, t ; \epsilon)}{\epsilon}\right)$ and using the notation $\rho(x, t ; \epsilon)=A^{2}(x, t ; \epsilon)$,

[^92]$v(x, t ; \epsilon)=\partial S(x, t ; \epsilon) / \partial x$, one obtains the conservation form of the defocusing NLS equation,
\[

\left\{$$
\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial}{\partial x}(4 \rho v)=0  \tag{1.2}\\
\frac{\partial}{\partial t}(\rho v)+\frac{\partial}{\partial x}\left(4 \rho v^{2}+2 \rho^{2}\right)=\epsilon^{2} \frac{\partial}{\partial x}\left(\rho \frac{\partial^{2}}{\partial x^{2}} \ln \rho\right)
\end{array}
$$\right.
\]

The mass density $\rho=|\psi|^{2}$ and momentum density $\rho v=\frac{\sqrt{-1}}{2}\left(\psi \psi_{x}^{*}-\psi^{*} \psi_{x}\right)$ have weak limits as $\epsilon \rightarrow 0$ [6]. These limits satisfy a $2 \times 2$ system of hyperbolic equations

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial}{\partial x}(4 \rho v)=0  \tag{1.3}\\
\frac{\partial}{\partial t}(\rho v)+\frac{\partial}{\partial x}\left(4 \rho v^{2}+2 \rho^{2}\right)=0
\end{array}\right.
$$

until its solution develops a shock. System (1.3) can be rewritten in the diagonal form for $\rho \neq 0$,

$$
\frac{\partial}{\partial t}\binom{\alpha}{\beta}+2\left(\begin{array}{cc}
3 \alpha+\beta & 0  \tag{1.4}\\
0 & \alpha+3 \beta
\end{array}\right) \frac{\partial}{\partial x}\binom{\alpha}{\beta}=0
$$

where the Riemann invariants $\alpha$ and $\beta$ are given by

$$
\begin{equation*}
\alpha=\frac{v}{2}+\sqrt{\rho}, \quad \beta=\frac{v}{2}-\sqrt{\rho} \tag{1.5}
\end{equation*}
$$

As a simple example, we consider the case with $\alpha=a=$ constant. System (1.4) reduces to a single equation

$$
\begin{equation*}
\frac{\partial \beta}{\partial t}+2(a+3 \beta) \frac{\partial \beta}{\partial x}=0 \tag{1.6}
\end{equation*}
$$

The solution is given by the implicit form

$$
\beta(x, t)=h(x-2(a+3 \beta) t)
$$

where $h(x)=\beta(x, 0)$ is the initial function for $\beta$. One can easily see that if $\beta(x, 0)$ decreases in some region, then $\beta(x, t)$ develops a shock in a finite time; i.e., $\partial \beta / \partial x$ becomes singular.

After the shock formation in the solution of (1.3) or (1.4), the weak limits are described by the NLS-Whitham equations, which can also be put in the Riemann invariant form $[4,6,7,10]$

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}+\lambda_{g, i}\left(u_{1}, \ldots, u_{2 g+2}\right) \frac{\partial u_{i}}{\partial x}=0, \quad i=1,2, \ldots, 2 g+2 \tag{1.7}
\end{equation*}
$$

where $\lambda_{g, i}$ are expressed in terms of complete hyperelliptic integrals of genus $g$ [8]. Here the number $g$ is exactly the number of phases in the NLS oscillations with small dispersion. Accordingly, the zero phase $g=0$ corresponds to no oscillations, and single and higher phases $g \geq 1$ correspond to the NLS oscillations. System (1.4) is viewed as the zero phase Whitham equations. The solution of the Whitham equations (1.7) for $g \geq 1$ then describes the averaged motion of the oscillations appearing in the solution of (1.1) (see, e.g., [7]).

Let us discuss the most important $g=1$ case in more detail. We note that it is well known that the KdV oscillatory solution, in the single phase regime, can be approximately described by the KdV periodic solution when the dispersive parameter is small $[1,5,16]$. It is very possible to use the method of $[1,16]$ to show that the solution of the NLS equation (1.1) for small $\epsilon$ can be approximately described, in the single phase regime, by the periodic solution of the NLS equation. The NLS periodic solution has the form

$$
\begin{equation*}
\tilde{\rho}(x, t ; \epsilon)=\rho_{3}+\left(\rho_{2}-\rho_{3}\right) \operatorname{sn}^{2}\left(\sqrt{\rho_{1}-\rho_{3}} \frac{\theta(x, t)}{\epsilon}, s\right) \tag{1.8}
\end{equation*}
$$

with $\theta(x, t)=x-V_{1} t-Q$, where $V_{1}=V_{1}\left(\rho_{1}, \rho_{2}, \rho_{3}\right)$ and Q is the phase shift. Here $\rho_{i}$ 's are determined by the equation obtained from (1.2)

$$
\frac{\epsilon^{2}}{4}\left(\frac{d \rho}{d \theta}\right)^{2}=\left(\rho-\rho_{1}\right)\left(\rho-\rho_{2}\right)\left(\rho-\rho_{3}\right)
$$

with $\rho_{1}>\rho_{2}>\rho_{3}$, and $\operatorname{sn}(z, s)$ is the Jacobi elliptic function with the modulus $s=\left(\rho_{2}-\rho_{3}\right) /\left(\rho_{1}-\rho_{3}\right)$. We can also write $\rho_{i}$ 's as [3]

$$
\left\{\begin{array}{l}
\rho_{1}=\frac{1}{4}\left(u_{1}+u_{2}-u_{3}-u_{4}\right)^{2}  \tag{1.9}\\
\rho_{2}=\frac{1}{4}\left(u_{1}-u_{2}+u_{3}-u_{4}\right)^{2} \\
\rho_{3}=\frac{1}{4}\left(u_{1}-u_{2}-u_{3}+u_{4}\right)^{2}
\end{array}\right.
$$

with $u_{1}>u_{2}>u_{3}>u_{4}$. The velocity $V_{1}$ is then given by

$$
V_{1}=2\left(u_{1}+u_{2}+u_{3}+u_{4}\right)
$$

It can also be shown that the flow velocity of the periodic solution (1.8) is given by [3]

$$
\begin{equation*}
\tilde{v}(x, t ; \epsilon)=\frac{V_{1}}{4}+\frac{\sqrt{\rho_{1} \rho_{2}}}{2 \rho}\left(u_{1}-u_{2}-u_{3}+u_{4}\right) \tag{1.10}
\end{equation*}
$$

For constants $u_{1}, u_{2}, u_{3}$, and $u_{4}$, formula (1.8) gives the well-known elliptic solution of the NLS equation. To describe the solution $\rho(x, t ; \epsilon)$ of the NLS equation (1.2), the quantities $u_{1}, u_{2}, u_{3}$, and $u_{4}$, are instead functions of $x$ and $t$ and evolve according to the single phase Whitham equations (1.7) for $g=1$. The phase shift $Q$ is also a function of $u_{1}, u_{2}, u_{3}, u_{4}$, and depends on the initial values of system (1.2). Suppose the initial function for system (1.4) is given by

$$
\begin{equation*}
\alpha(x, 0)=a, \quad \beta(x, 0)=\beta_{0}(x) \tag{1.11}
\end{equation*}
$$

where $a$ is a constant and $\beta_{0}(x)$ is a monotone function. The Whitham solution of (1.7) has the property that $u_{1}=a$ and that only $u_{2}, u_{3}, u_{4}$ are nontrivial functions of $(x, t)$. Then the phase shift $Q\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ with $u_{1}=a$ is the unique solution of the boundary value problem for the Euler-Poisson-Darboux equations

$$
\begin{align*}
2\left(u_{i}-u_{j}\right) \frac{\partial^{2} Q}{\partial u_{i} \partial u_{j}} & =\frac{\partial Q}{\partial u_{i}}-\frac{\partial Q}{\partial u_{j}}, \quad i, j=2,3,4  \tag{1.12}\\
Q(a, u, u, u) & =f(u) \tag{1.13}
\end{align*}
$$

where boundary value $f(u)$ is the inverse of the initial function $\beta_{0}(x)$ (see Appendix C for details). If, instead, $\beta(x, 0)$ is a constant and $\alpha(x, 0)$ is given by a monotone function, the phase shift $Q$ is determined by a similar boundary value problem for the Euler-Poisson-Darboux equations.

The weak limit of $\rho(x, t ; \epsilon)$ of the NLS equation (1.1) as $\epsilon \rightarrow 0$ can be expressed in terms of $\rho_{1}, \rho_{2}, \rho_{3}$, and $\rho_{4}[6]$ as

$$
\begin{equation*}
\overline{\rho(x, t)}=\rho_{1}-\left(\rho_{1}-\rho_{3}\right) \frac{E(s)}{K(s)} \tag{1.14}
\end{equation*}
$$

where $K(s)$ and $E(s)$ are the complete elliptic integrals of the first and second kind, respectively. This weak limit can also be viewed as the average value of the periodic solution $\tilde{\rho}(x, t ; \epsilon)$ of (1.8) over its period $L=2 \epsilon K(s) / \sqrt{\rho_{1}-\rho_{3}}$.

In order to see how a single phase Whitham solution appears, we consider the following step-like initial data for system (1.4):

$$
\alpha(x, 0)=a, \quad \beta(x, 0)= \begin{cases}b, & x<0  \tag{1.15}\\ c, & x>0\end{cases}
$$

where $a>b, a>c, b \neq c$. The solution of (1.4) develops a shock if and only if $b>c$ (cf. (1.6)). After the formation of a shock, the Whitham equations (1.7) with $g=1$ kick in. For instance, we consider the Whitham equations with the initial data [7]

$$
u_{1}(x, 0)=a, \quad u_{2}(x, 0)=b, \quad u_{3}(x, 0)=\left\{\begin{array}{ll}
b, & x<0,  \tag{1.16}\\
c, & x>0
\end{array} \quad u_{4}(x, 0)=c .\right.
$$

Now notice that the Whitham equations (1.7) for $g=1$ with the initial data (1.16) can be reduced to a single equation $u_{3 t}+\lambda_{1,3}\left(a, b, u_{3}, c\right) u_{3 x}=0$. The equation has a global self-similar solution, which is implicitly given by $x / t=\lambda_{3}\left(a, b, u_{3}, c\right)$. The $x-t$ plane is then divided into three parts:

$$
\text { (1) } \frac{x}{t}<\gamma, \quad \text { (2) } \gamma<\frac{x}{t}<2 a+4 b+2 c, \quad \text { (3) } \frac{x}{t}>2 a+4 b+2 c
$$

where $\gamma=2(a+b+2 c)-8(a-c)(b-c) /(a+b-2 c)$ (see (2.7) and (2.8) for the derivation). The solution of system (1.4) occupies the first and third parts; i.e.,
(1) for $x / t<\gamma$,

$$
\alpha(x, t)=a, \quad \beta(x, t)=b
$$

(3) for $x / t>2 a+4 b+2 c$,

$$
\alpha(x, t)=a, \quad \beta(x, t)=c .
$$

The Whitham solution of (1.7) with $g=1$ lives in the second part; i.e.,
(2) for $\gamma<x / t<2 a+4 b+2 c$,

$$
u_{1}(x, t)=a, \quad u_{2}(x, t)=b, \quad \frac{x}{t}=\lambda_{1,3}\left(a, b, u_{3}, c\right), \quad u_{4}(x, t)=c
$$

where the solution $u_{3}$ can be obtained as a function of the self-similarity variable $x / t$ if

$$
\frac{\partial \lambda_{1,3}}{\partial u_{3}}\left(a, b, u_{3}, c\right) \neq 0
$$

Indeed, it has been shown that the Whitham equations (1.7) are genuinely nonlinear [6, 7]; i.e.,

$$
\begin{equation*}
\frac{\partial \lambda_{1, i}}{\partial u_{i}}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)>0, \quad i=1,2,3,4 \tag{1.17}
\end{equation*}
$$

for $u_{1}>u_{2}>u_{3}>u_{4}$.
In Figure 1.1, we plot the self-similar solution of the Whitham equations (1.7) with $g=1$ for the NLS equation and the corresponding periodic oscillatory solution (1.8) for the initial data (1.15) with $a=4, b=1$, and $c=-1$. The oscillations describe a dispersive shock of the NLS equation under a small dispersion. Note here that the oscillations have uniform structure, which is due to an almost linear profile of the Whitham solution $u_{3}$. This will be seen to be in sharp contrast to the case of the mKdV equation, which we will discuss later (cf. Figure 1.2).


Fig. 1.1. Self-similar solution of the NLS-Whitham equation (1.7) with $g=1$ and the corresponding oscillatory solution (1.8) of the NLS equation with $\epsilon=0.3$ at $t=1$. The dark line in the middle of the oscillations is the weak limit $\overline{\rho(x, t)}$ given by (1.14) at $t=1$. The initial data are given by (1.15) with $a=4, b=1$, and $c=-1$.

Most of the figures in this paper have the same form: On the left-hand side is a plot of the solution of the Whitham equations as a function of the self-similarity variable $x / t$, which is exact, other than a numerical method used to implement the inverse function theorem. On the right-hand side is the oscillatory solution given by (1.8) at $t=1$ (respectively, (1.25) for mKdV ), while the dark plot is the weak limit (1.14) of the oscillatory solution; both plots on the right are also exact. For all the step-like initial data that we study in this paper, the resulting phase shift $Q$, which is determined by (1.12) and (1.13), is always zero for both NLS and mKdV. This is due to the fact that our step-like initial function has a jump discontinuity at the origin, which implies that $f \equiv 0$.

In the plots on the left-hand sides of Figures 1.1 and 1.2, we demark the region where the single phase Whitham equations govern the solution and label the four functions $u_{1}>u_{2}>u_{3}>u_{4}$. The demarcation and labeling are similar in the other figures, and we will omit them for brevity.

The defocusing NLS equation is just the first member of the defocusing NLS hierarchy; the second is the (defocusing) complex mKdV equation

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+\frac{3}{2}|\psi|^{2} \frac{\partial \psi}{\partial x}-\frac{\epsilon^{2}}{4} \frac{\partial^{3} \psi}{\partial x^{3}}=0 \tag{1.18}
\end{equation*}
$$

We again use $\psi(x, t ; \epsilon)=A(x, t ; \epsilon) \exp \left(\sqrt{-1} \frac{S(x, t ; \epsilon)}{\epsilon}\right)$ and notation $\rho(x, t ; \epsilon)=A^{2}$ $(x, t ; \epsilon), v(x, t ; \epsilon)=\partial S(x, t ; \epsilon) / \partial x$ to obtain the conservation form of the mKdV
equation

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial}{\partial x}\left(\frac{3}{4} \rho^{2}+\frac{3}{4} \rho v^{2}\right)=\epsilon^{2} \frac{\partial}{\partial x}\left(\rho^{3 / 4} \frac{\partial^{2}}{\partial x^{2}} \rho^{1 / 4}\right)  \tag{1.19}\\
\frac{\partial}{\partial t}(\rho v)+\frac{\partial}{\partial x}\left(\frac{3}{2} \rho^{2} v+\frac{3}{4} \rho v^{3}\right)=\frac{\epsilon^{2}}{4} \frac{\partial}{\partial x}\left[\frac{\partial^{2}}{\partial x^{2}}(\rho v)-\frac{3}{2} R\right]
\end{array}\right.
$$

where

$$
R=\frac{3 v}{2 \rho}\left(\frac{\partial \rho}{\partial x}\right)^{2}+\frac{\partial v}{\partial x} \frac{\partial \rho}{\partial x}-v \frac{\partial^{2} \rho}{\partial x^{2}}
$$

The mass density $\rho$ and momentum density $\rho v$ for the mKdV equation also have weak limits as $\epsilon \rightarrow 0[6]$. As in the NLS case, the weak limits satisfy

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \rho+\frac{\partial}{\partial x}\left(\frac{3}{4} \rho^{2}+\frac{3}{4} \rho v^{2}\right)=0  \tag{1.20}\\
\frac{\partial}{\partial t}(\rho v)+\frac{\partial}{\partial x}\left(\frac{3}{2} \rho^{2} v+\frac{3}{4} \rho v^{3}\right)=0
\end{array}\right.
$$

until the solution of (1.20) forms a shock. One can rewrite equations (1.20) as

$$
\frac{\partial}{\partial t}\binom{\alpha}{\beta}+\frac{3}{8}\left(\begin{array}{cc}
5 \alpha^{2}+2 \alpha \beta+\beta^{2} & 0  \tag{1.21}\\
0 & \alpha^{2}+2 \alpha \beta+5 \beta^{2}
\end{array}\right) \frac{\partial}{\partial x}\binom{\alpha}{\beta}=0
$$

where the Riemann invariants $\alpha$ and $\beta$ are again given by formula (1.5).
Let us again consider the simplest case $\alpha(x, 0)=a$, where a is constant, to see how the solution of system (1.21) develops a shock. In this case, the system reduces to a single equation

$$
\frac{\partial \beta}{\partial t}+\frac{3}{8}\left(a^{2}+2 a \beta+5 \beta^{2}\right) \frac{\partial \beta}{\partial x}=0
$$

As in the NLS case, we consider the initial function given by $\beta(x, 0)=b$ for $x<0$ and $\beta(x, 0)=c$ for $x>0$. We recall that, in the NLS case, the zero phase solution of (1.4) develops a shock if and only if $b>c$. However, the solution in the mKdV case develops a shock for $b>c$ if and only if $a+5 b>0$. In addition, if $b<c$, the solution in the mKdV case develops a shock if and only if $a+5 b<0$. These differences between the mKdV and NLS cases are due to the weak hyperbolicity of the system (1.21) (note that, for the eigenspeed $\lambda=\frac{3}{8}\left(\alpha^{2}+2 \alpha \beta+5 \beta^{2}\right)$ for $\beta$, we have $\partial \lambda / \partial \beta=\frac{3}{4}(\alpha+5 \beta)$ which can change sign). As will be shown below, this leads to new structure in the dispersive shocks for the $m K d V$ case.

As in the case of the NLS equation, immediately after the shock formation in the solution of (1.20), the weak limits are described by the $m K d V-$ Whitham equations

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}+\mu_{g, i}\left(u_{1}, \ldots, u_{2 g+2}\right) \frac{\partial u_{i}}{\partial x}=0, \quad i=1,2, \ldots, 2 g+2 \tag{1.22}
\end{equation*}
$$

where $\mu_{g, i}$ can also be expressed in terms of complete hyperelliptic integrals of genus $g[6]$.
In this paper, we study the solution of the Whitham equations (1.22) with $g=1$ when the initial mass density $\rho(x, 0)$ and momentum density $\rho(x, 0) v(x, 0)$ are
step-like functions. In view of (1.5), this amounts to requiring $\alpha$ and $\beta$ of system (1.21) to have step-like initial data. We are interested in the following two cases:
(i) $\alpha(x, 0)$ is a constant, and

$$
\alpha(x, 0)=a, \quad \beta(x, 0)=\left\{\begin{array}{ll}
b, & x<0,  \tag{1.23}\\
c, & x>0,
\end{array} \quad a>b, a>c, b \neq c\right.
$$

(ii) $\beta(x, 0)$ is a constant, and

$$
\alpha(x, 0)=\left\{\begin{array}{ll}
b, & x<0,  \tag{1.24}\\
c, & x>0,
\end{array} \quad \beta(x, 0)=a, \quad b>a, c>a, b \neq c\right.
$$

In the case of the NLS equation, the genuine nonlinearity of the single phase Whitham equations (see (1.17)) warrants that the solution is found by the implicit function theorem. However, the mKdV-Whitham equations (1.22) generally are not genuinely nonlinear; that is, a property like (1.17) is not available (see Appendix B). Our construction of solutions of the Whitham equations (1.22) with $g=1$ makes use of the non-strict hyperbolicity of the equations. For the NLS case, it is known from $[6,7]$ that the Whitham equations (1.7) with $g=1$ are strictly hyperbolic; that is,

$$
\lambda_{1,1}>\lambda_{1,2}>\lambda_{1,3}>\lambda_{1,4}
$$

for $u_{1}>u_{2}>u_{3}>u_{4}$. For the mKdV-Whitham equations (1.22) with $g=1$, the eigenspeeds $\mu_{1, i}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ may coalesce in the region $u_{1}>u_{2}>u_{3}>u_{4}$.

Let us now describe one of our main results (see Theorem 3.1) for the single phase mKdV -Whitham equations with step-like initial function (1.23) for $a=4, b=1$, and $c=-1$. In this case, the space time is divided into four regions (see Figure 1.2) instead of three in the case of the NLS equation (cf. Figure 1.1):

$$
\text { (1) } \frac{x}{t}<c_{1}, \quad \text { (2) } c_{1}<\frac{x}{t}<c_{2}, \quad \text { (3) } c_{2}<\frac{x}{t}<c_{3}, \quad \text { (4) } \frac{x}{t}>c_{3}
$$

where $c_{1}, c_{2}$, and $c_{3}$ are some constants. In the first and fourth regions, the solution of the $2 \times 2$ system (1.21) governs the evolution:
(1) for $x / t<c_{1}$,

$$
\alpha(x, t)=4, \quad \beta(x, t)=1
$$

(4) for $x / t>c_{3}$,

$$
\alpha(x, t)=4, \quad \beta(x, t)=-1
$$

The Whitham solution of the $4 \times 4$ system (1.22) with $g=1$ lives in the second and third regions:
(2) for $c_{1}<x / t<c_{2}$,

$$
u_{1}(x, t)=4, \quad u_{2}(x, t)=1, \quad \frac{x}{t}=\mu_{1,3}\left(4,1, u_{3}, u_{4}\right), \quad \frac{x}{t}=\mu_{1,4}\left(4,1, u_{3}, u_{4}\right) ;
$$

(3) for $c_{2}<x / t<c_{3}$,

$$
u_{1}(x, t)=4, \quad u_{2}(x, t)=1, \quad \frac{x}{t}=\mu_{1,3}\left(4,1, u_{3},-1\right), \quad u_{4}(x, t)=-1
$$

Note that, in the second region, we have

$$
\mu_{1,3}\left(4,1, u_{3}, u_{4}\right)=\mu_{1,4}\left(4,1, u_{3}, u_{4}\right)
$$

on a curve in the region $-1<u_{4}<u_{3}<1$. This implies the non-strict hyperbolicity of the $m K d V$-Whitham equations (1.22) for $g=1$.

It is again possible to use the method of $[1,16]$ to show that the solution of the $m K d V$ equation (1.18) can be approximately described, in the single phase regime, by the periodic solution of the mKdV when $\epsilon$ is small. The periodic solution has the same form as (1.8) of the NLS, i.e.,

$$
\begin{equation*}
\tilde{\rho}(x, t ; \epsilon)=\rho_{3}+\left(\rho_{2}-\rho_{3}\right) \operatorname{sn}^{2}\left(\sqrt{\rho_{1}-\rho_{3}} \frac{\theta(x, t)}{\epsilon}, s\right) \tag{1.25}
\end{equation*}
$$

However, $\theta(x, t)$ is now given by $\theta=x-V_{2} t-Q$ with the velocity $V_{2}$ (see, e.g., [9]):

$$
V_{2}=\frac{3}{8} \sigma_{1}^{2}-\frac{1}{2} \sigma_{2}
$$

where $\sigma_{1}=\sum_{j=1}^{4} u_{j}$ and $\sigma_{2}=\sum_{i<j} u_{i} u_{j}$ are the elementary symmetric functions of degree one and two, respectively. The functions $\rho_{1}, \rho_{2}$, and $\rho_{3}$ are also given by formula (1.9), and the flow velocity formula (1.10) is still valid for the mKdV. If $u_{1}, u_{2}, u_{3}$, and $u_{4}$ are constants, formula (1.25) gives the periodic solution of the $m K d V$ equation. To describe the solution $\rho(x, t ; \epsilon)$ of the mKdV equation (1.18), the quantities $u_{1}, u_{2}, u_{3}$, and $u_{4}$ must satisfy the single phase mKdV-Whitham equations (1.22) for $g=1$. The phase shift $Q$ is still determined by (1.12) and (1.13) if the initial function of system (1.21) is given by (1.11). The weak limit of $\rho(x, t ; \epsilon)$ of the mKdV equation is also given by formula (1.14).

In Figure 1.2, we plot the self-similar solution of the Whitham equations (1.22) for $g=1$ and the corresponding periodic oscillatory solution (1.25). We note here that the pattern of the oscillations in this case has two different kinds of structure: one corresponds to the region (2), $c_{1}<x / t<c_{2}$, and the other corresponds to the region (3), $c_{2}<x / t<c_{3}$. In Figure 1.2, those regions are separated by a dasheddotted line. This is in sharp contrast to the NLS case where the oscillations have uniform structure (cf. Figure 1.1). We also note that the weak limit $\overline{\rho(x, t)}$ and the envelope of the oscillations are not $C^{1}$ smooth at $x / t=c_{2} \approx 3.67$, while they are smooth (even analytic) everywhere within the oscillatory region in the NLS case. Finally, the shapes of the envelopes of the oscillations are quite different: the one on the right of Figure 1.2 looks like a Bordeaux glass and that of Figure 1.1 resembles a martini glass.

As we will show below, for other values of $a, b$, and $c$, the solutions of (1.21) and (1.22) with $g=1$ will be seen to be quite different from the above.

The Whitham equations (1.22) with $g=1$ for the mKdV equation are analogous to the Whitham equations for the fifth order KdV equation [11]; both Whitham equations are neither strictly hyperbolic nor genuinely nonlinear. For all the step-like initial shock data, the single phase Whitham solutions for the fifth order KdV are also constructed using the non-strict hyperbolicity of the equations. In the case of KdV, the Whitham equations are strictly hyperbolic and genuinely nonlinear, and the oscillations (dispersive shock) have uniform structure. However, in the case of the fifth order KdV, new structure has been found in the dispersive shocks. This structure is similar to the one found here in the dispersive shocks of the mKdV equation.


Fig. 1.2. Self-similar solution of the mKdV-Whitham equation (1.22) with $g=1$ and the corresponding oscillatory solution (1.25) of the $m K d V$ equation with $\epsilon=0.1$. The initial data are given by (1.23) with $a=4, b=1$, and $c=-1$. There are two different kinds of structure in the oscillations, and they are separated by $x / t \approx 3.67$. Both the weak limit and the envelope of the oscillations have a drastic change at $x / t \approx 3.67$.

There are still some significant differences between the mKdV oscillations and the fifth order KdV oscillations. The biggest difference lies in the fact that, in the former case, the zero phase Whitham equations (1.21) form a system of two equations, while in the latter case, the zero phase Whitham equation is a scalar equation. In this paper, we consider initial functions (1.23) and (1.24) in which either $\alpha(x, 0)$ or $\beta(x, 0)$ is a constant; thus equations (1.21) reduce to a single equation. However, the constant initial function $\alpha(x, 0)=a$ of $(1.23)$ or $\beta(x, 0)=a$ of (1.24) still has a significant effect on the behavior of the Whitham solutions (cf. Figures 3.1 and 4.1). Another difference is that mKdV solution $\rho$ can have points $(x, t)$ at which $\rho(x, t ; \epsilon)=0$ for a sequence of vanishing $\epsilon$ (see section 5). These points put the mKdV dispersive approximation (1.19) at stake. This phenomenon does not occur in the fifth order KdV case.

The Whitham equations for the higher members of the KdV hierarchy are again neither strictly hyperbolic nor genuinely nonlinear. However, step-like initial shock data will, in general, generate a mixture of single, double, or even higher phases in the higher order KdV oscillations. It has been an open problem to construct such multiphase Whitham solutions. Only rather special step-like initial shock data will produce merely single phase oscillations in the higher order KdV case. Some of these initial data have been studied in [12]. The analogues of inequalities (2.15) and (2.16), which play a crucial role in the fifth order KdV case, are not valid anymore in the higher order KdV case. As a consequence, the approach in [12] is quite different from that in [11]. Indeed, the calculations in [12] are considerably more difficult than in [11].

The Whitham equations for the higher members of the KdV hierarchy are supposed to be analogous to the Whitham equations for the higher members of the (defocusing) NLS hierarchy. It would be very interesting to see how step-like initial shock data generate multiphases in the higher order NLS oscillations.

The organization of the paper is as follows. In section 2 , we will study the eigenspeeds $\mu_{g, 1}, \mu_{g, 2}, \mu_{g, 3}$, and $\mu_{g, 4}$ of the Whitham equations (1.22) for $g=1$. In section 3 , we will construct the self-similar solutions of the single phase Whitham equations for the initial function (1.23) with $a>b>c$. In section 4, we will construct the self-similar solution of the Whitham equations for the initial function (1.23) with $a>c>b$. In section 5 , we will study those points $(x, t)$ at which the $m K d V$ solution $\rho(x, t ; \epsilon)=0$ for a sequence of vanishing $\epsilon$. In section 6 , we will briefly discuss how to handle the other step-like initial data (1.24).
2. The Whitham equations. In this section we define the eigenspeeds $\lambda_{g, i}$ and $\mu_{g, i}$ of the Whitham equations (1.7) and (1.22) with $g=1$ for the NLS and the mKdV equations. For simplicity, we suppress the subscript $g=1$ in the notation $\lambda_{g, i}$ and $\mu_{g, i}$ in the rest of the paper.

We first introduce the polynomials of $\xi$ for $n=0,1,2, \ldots[2,4,10]$ :

$$
\begin{equation*}
P_{n}\left(\xi, u_{1}, u_{2}, u_{3}, u_{4}\right)=\xi^{n+2}+a_{n, 1} \xi^{n+1}+\cdots+a_{n, n+2} \tag{2.1}
\end{equation*}
$$

where the coefficients $a_{n, 1}, a_{n, 2}, \ldots, a_{n, n+2}$ are uniquely determined by the two conditions

$$
\frac{P_{n}\left(\xi, u_{1}, u_{2}, u_{3}, u_{4}\right)}{\sqrt{\left(\xi-u_{1}\right)\left(\xi-u_{2}\right)\left(\xi-u_{3}\right)\left(\xi-u_{4}\right)}}=\xi^{n}+\mathcal{O}\left(\xi^{-2}\right) \quad \text { for large }|\xi|
$$

and

$$
\int_{u_{2}}^{u_{1}} \frac{P_{n}\left(\xi, u_{1}, u_{2}, u_{3}, u_{4}\right)}{\sqrt{\left(u_{1}-\xi\right)\left(\xi-u_{2}\right)\left(\xi-u_{3}\right)\left(\xi-u_{4}\right)}} d \xi=0
$$

The coefficients of $P_{n}$ can be expressed in terms of complete elliptic integrals.
The eigenspeeds of the Whitham equations (1.7) with $g=1$ for the NLS equation are defined in terms of $P_{0}$ and $P_{1}$ of (2.1) [4, 6, 10],

$$
\lambda_{i}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=8 \frac{P_{1}\left(u_{i}, u_{1}, u_{2}, u_{3}, u_{4}\right)}{P_{0}\left(u_{i}, u_{1}, u_{2}, u_{3}, u_{4}\right)}, \quad i=1,2,3,4,
$$

which give

$$
\begin{equation*}
\lambda_{i}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=2\left(\sigma_{1}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)-\frac{I\left(u_{1}, u_{2}, u_{3}, u_{4}\right)}{\partial_{u_{i}} I\left(u_{1}, u_{2}, u_{3}, u_{4}\right)}\right) \tag{2.2}
\end{equation*}
$$

Here $\sigma_{1}:=\sum_{j=1}^{4} u_{j}$, and $I\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ is given by a complete elliptic integral [14]

$$
\begin{equation*}
I\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=\int_{u_{2}}^{u_{1}} \frac{d \eta}{\sqrt{\left(u_{1}-\eta\right)\left(\eta-u_{2}\right)\left(\eta-u_{3}\right)\left(\eta-u_{4}\right)}} \tag{2.3}
\end{equation*}
$$

The function $I$ can be rewritten as a contour integral. Hence,

$$
\begin{equation*}
2\left(u_{i}-u_{j}\right) \frac{\partial^{2} I}{\partial u_{i} \partial u_{j}}=\frac{\partial I}{\partial u_{i}}-\frac{\partial I}{\partial u_{j}}, \quad i, j=1,2,3,4, \tag{2.4}
\end{equation*}
$$

since the integrand satisfies the same equations for each $\eta \neq u_{i}$ (cf. (1.12)). This contour integral connection also allows us to give another formulation of $I$,

$$
\begin{equation*}
I\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=\int_{u_{4}}^{u_{3}} \frac{d \eta}{\sqrt{\left(u_{1}-\eta\right)\left(u_{2}-\eta\right)\left(u_{3}-\eta\right)\left(\eta-u_{4}\right)}} . \tag{2.5}
\end{equation*}
$$

It follows from (2.2), (2.3), and (2.5) that

$$
\begin{equation*}
\lambda_{4}-2 \sigma_{1}<\lambda_{3}-2 \sigma_{1}<0<\lambda_{2}-2 \sigma_{1}<\lambda_{1}-2 \sigma_{1} \tag{2.6}
\end{equation*}
$$

for $u_{4}<u_{3}<u_{2}<u_{1}$. This implies the strict hyperbolicity of the NLS-Whitham equation (1.7) for $g=1$.

The eigenspeeds $\lambda_{i}$ have the following values [14]: At $u_{3}=u_{4}$, we have

$$
\left\{\begin{array}{l}
\lambda_{1}=6 u_{1}+2 u_{2}  \tag{2.7}\\
\lambda_{2}=2 u_{1}+6 u_{2} \\
\lambda_{3}=\lambda_{4}=2\left(u_{1}+u_{2}+2 u_{4}\right)-\frac{8\left(u_{1}-u_{4}\right)\left(u_{2}-u_{4}\right)}{u_{1}+u_{2}-2 u_{4}}
\end{array}\right.
$$

and at $u_{2}=u_{3}$,

$$
\left\{\begin{array}{l}
\lambda_{1}=6 u_{1}+2 u_{4}  \tag{2.8}\\
\lambda_{2}=\lambda_{3}=2 u_{1}+4 u_{3}+2 u_{4} \\
\lambda_{4}=2 u_{1}+6 u_{4}
\end{array}\right.
$$

Notice that the eigenspeed $\lambda_{2}=\lambda_{3}$ at $u_{2}=u_{3}$ is the same as the velocity of the periodic solution (1.8), i.e., $V_{1}=2 \sigma_{1}=2\left(u_{1}+2 u_{3}+u_{4}\right)$.

The eigenspeeds of the mKdV -Whitham equations (1.22) with $g=1$ are [6]

$$
\begin{equation*}
\mu_{i}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=3 \frac{P_{2}\left(u_{i}, u_{1}, u_{2}, u_{3}, u_{4}\right)}{P_{0}\left(u_{i}, u_{1}, u_{2}, u_{3}, u_{4}\right)}, \quad i=1,2,3,4 \tag{2.9}
\end{equation*}
$$

They can be expressed in terms of $\lambda_{1}, \lambda_{2}, \lambda_{3}$, and $\lambda_{4}$ of the NLS-Whitham equations (1.7) with $g=1$.

LEMMA 2.1. The eigenspeeds $\mu_{i}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ of (2.9) can be expressed in the form

$$
\begin{equation*}
\mu_{i}=\frac{1}{2}\left(\lambda_{i}-2 \sigma_{1}\right) \frac{\partial q}{\partial u_{i}}+q, \quad i=1,2,3,4 \tag{2.10}
\end{equation*}
$$

where $\sigma_{1}=\sum_{j=1}^{4} u_{j}$ and $q=q\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ is the solution of the boundary value problem of the Euler-Poisson-Darboux equations (cf. (1.12) and (2.4))

$$
\begin{align*}
2\left(u_{i}-u_{j}\right) \frac{\partial^{2} q}{\partial u_{i} \partial u_{j}} & =\frac{\partial q}{\partial u_{i}}-\frac{\partial q}{\partial u_{j}}, \quad i, j=1,2,3,4  \tag{2.11}\\
q(u, u, u) & =3 u^{2}
\end{align*}
$$

Also the $\mu_{i}$ satisfy the overdetermined systems

$$
\begin{equation*}
\frac{1}{\mu_{i}-\mu_{j}} \frac{\partial \mu_{i}}{\partial u_{j}}=\frac{1}{\lambda_{i}-\lambda_{j}} \frac{\partial \lambda_{i}}{\partial u_{j}}, \quad i \neq j \tag{2.12}
\end{equation*}
$$

We omit the proof since it is very similar to the proof of an analogous result for the KdV hierarchy [13].

The boundary value problem (2.11) has a unique solution. The solution is a symmetric quadratic function of $u_{1}, u_{2}, u_{3}$, and $u_{4}$ :

$$
\begin{equation*}
q=\frac{3}{8} \sigma_{1}^{2}-\frac{1}{2} \sigma_{2} \tag{2.13}
\end{equation*}
$$

where $\sigma_{2}=\sum_{i>j} u_{i} u_{j}$ is the elementary symmetric polynomial of degree two. Notice that $q$ gives the velocity of the periodic solution (1.25) for the mKdV equation, i.e., $V_{2}=q$.

For NLS, $\lambda_{i}$ satisfy [14]

$$
\begin{equation*}
\frac{\partial \lambda_{4}}{\partial u_{4}}<\frac{3}{2} \frac{\lambda_{3}-\lambda_{4}}{u_{3}-u_{4}}<\frac{\partial \lambda_{3}}{\partial u_{3}} \tag{2.14}
\end{equation*}
$$

for $u_{4}<u_{3}<u_{2}<u_{1}$. Similar results also hold for the mKdV-Whitham equations (1.22) with $g=1$.

Lemma 2.2 .

$$
\begin{align*}
\frac{\partial \mu_{3}}{\partial u_{3}}>\frac{3}{2} \frac{\mu_{3}-\mu_{4}}{u_{3}-u_{4}} \quad \text { if } \quad \frac{\partial q}{\partial u_{3}}>0  \tag{2.15}\\
\frac{\partial \mu_{4}}{\partial u_{4}}<\frac{3}{2} \frac{\mu_{3}-\mu_{4}}{u_{3}-u_{4}} \quad \text { if } \frac{\partial q}{\partial u_{4}}>0 \tag{2.16}
\end{align*}
$$

for $u_{4}<u_{3}<u_{2}<u_{1}$.
Proof. We use (2.10) and (2.14) to obtain

$$
\begin{align*}
\frac{\partial \mu_{3}}{\partial u_{3}} & =\frac{1}{2} \frac{\partial \lambda_{3}}{\partial u_{3}} \frac{\partial q}{\partial u_{3}}+\frac{1}{2}\left(\lambda_{3}-2 \sigma_{1}\right) \frac{\partial^{2} q}{\partial u_{3}^{2}} \\
& >\frac{3}{4} \frac{\lambda_{3}-\lambda_{4}}{u_{3}-u_{4}} \frac{\partial q}{\partial u_{3}}+\frac{1}{2}\left(\lambda_{4}-2 \sigma_{1}\right) \frac{\partial^{2} q}{\partial u_{3}^{2}} \tag{2.17}
\end{align*}
$$

and

$$
\begin{align*}
\mu_{3}-\mu_{4} & =\frac{1}{2}\left(\lambda_{3}-\lambda_{4}\right) \frac{\partial q}{\partial u_{3}}+\frac{1}{2}\left(\lambda_{4}-2 \sigma_{1}\right)\left(\frac{\partial q}{\partial u_{3}}-\frac{\partial q}{\partial u_{4}}\right) \\
& =\frac{1}{2}\left(\lambda_{3}-\lambda_{4}\right) \frac{\partial q}{\partial u_{3}}+\left(\lambda_{4}-2 \sigma_{1}\right)\left(u_{3}-u_{4}\right) \frac{\partial^{2} q}{\partial u_{3} \partial u_{4}} \\
& =\frac{2}{3}\left(u_{3}-u_{4}\right)\left(\frac{3}{4} \frac{\lambda_{3}-\lambda_{4}}{u_{2}-u_{3}} \frac{\partial q}{\partial u_{3}}+\frac{3}{2}\left(\lambda_{4}-2 \sigma_{1}\right) \frac{\partial^{2} q}{\partial u_{3} \partial u_{4}}\right) \tag{2.18}
\end{align*}
$$

where we have used (2.11)

$$
\frac{\partial q}{\partial u_{3}}-\frac{\partial q}{\partial u_{4}}=2\left(u_{3}-u_{4}\right) \frac{\partial^{2} q}{\partial u_{3} \partial u_{4}}
$$

Differentiating this equation with respect to $u_{3}$ yields

$$
\frac{\partial^{2} q}{\partial u_{3}^{2}}-3 \frac{\partial^{2} q}{\partial u_{3} \partial u_{4}}=2\left(u_{3}-u_{4}\right) \frac{\partial^{3} q}{\partial u_{3}^{2} \partial u_{4}}
$$

It is here we exploit the fact that $q$ is a quadratic polynomial and conclude that

$$
3 \frac{\partial^{2} q}{\partial u_{3} \partial u_{4}}=\frac{\partial^{2} q}{\partial u_{3}^{2}}
$$

which, along with (2.17) and (2.18), proves (2.15). Inequality (2.16) can be proved in the same way.

The following calculations will be useful in the subsequent sections. Using formula (2.10) for $\mu_{3}$ and $\mu_{4}$ and formula (2.2) for $\lambda_{3}$ and $\lambda_{4}$, we obtain

$$
\begin{align*}
\mu_{3}-\mu_{4} & =\frac{I}{\left(\partial_{u_{3}} I\right)\left(\partial_{u_{4}} I\right)}\left[\frac{\partial q}{\partial u_{4}} \frac{\partial I}{\partial u_{3}}-\frac{\partial q}{\partial u_{3}} \frac{\partial I}{\partial u_{4}}\right] \\
& =\frac{I}{\left(\partial_{u_{3}} I\right)\left(\partial_{u_{4}} I\right)}\left[\frac{\partial q}{\partial u_{4}}\left(\frac{\partial I}{\partial u_{3}}-\frac{\partial I}{\partial u_{4}}\right)-\left(\frac{\partial q}{\partial u_{3}}-\frac{\partial q}{\partial u_{4}}\right) \frac{\partial I}{\partial u_{4}}\right] \\
& =\frac{2 I\left(u_{3}-u_{4}\right)}{\left(\partial_{u_{3}} I\right)\left(\partial_{u_{4}} I\right)} M, \tag{2.19}
\end{align*}
$$

where

$$
M=\frac{\partial q}{\partial u_{4}} \frac{\partial^{2} I}{\partial u_{3} \partial u_{4}}-\frac{\partial^{2} q}{\partial u_{3} \partial u_{4}} \frac{\partial I}{\partial u_{4}} .
$$

Here we have used equations (2.4) for $I$ and equations (2.11) for $q$ in equality (2.19). Since $q$ of (2.13) is quadratic, we obtain

$$
\begin{equation*}
\frac{\partial M}{\partial u_{3}}=\frac{\partial q}{\partial u_{4}} \frac{\partial^{3} I}{\partial u_{3}^{2} \partial u_{4}} \tag{2.20}
\end{equation*}
$$

We note that another expression for $M$ is

$$
M=\frac{\partial q}{\partial u_{3}} \frac{\partial^{2} I}{\partial u_{3} \partial u_{4}}-\frac{\partial^{2} q}{\partial u_{3} \partial u_{4}} \frac{\partial I}{\partial u_{3}} .
$$

Hence, we get

$$
\begin{equation*}
\frac{\partial M}{\partial u_{4}}=\frac{\partial q}{\partial u_{3}} \frac{\partial^{3} I}{\partial u_{3} \partial u_{4}^{2}} \tag{2.21}
\end{equation*}
$$

We next evaluate $M\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ when $u_{3}=u_{4}$. Using the integral formula (2.3) for the function I and applying the change of variable $\eta=\left(u_{1}-u_{2}\right) \nu+u_{2}$, we obtain

$$
\begin{aligned}
\left.M\right|_{u_{3}=u_{4}}= & \frac{\frac{\partial q}{\partial u_{4}}}{4\left(u_{2}-u_{4}\right)^{3}} \int_{0}^{1} \frac{d \nu}{\left(1+\frac{u_{1}-u_{2}}{u_{2}-u_{4}} \nu\right)^{3} \sqrt{\nu(1-\nu)}} \\
& -\frac{\frac{\partial^{2} q}{\partial u_{3} \partial u_{4}}}{2\left(u_{2}-u_{4}\right)^{2}} \int_{0}^{1} \frac{d \nu}{\left(1+\frac{u_{1}-u_{2}}{u_{2}-u_{4}} \nu\right)^{2} \sqrt{\nu(1-\nu)}}
\end{aligned}
$$

The two integrals can be evaluated exactly as
$\int_{0}^{1} \frac{d \nu}{(1+\gamma \nu)^{3} \sqrt{\nu(1-\nu)}}=\frac{\pi\left(8+8 \gamma+3 \gamma^{2}\right)}{8(1+\gamma)^{\frac{5}{2}}}, \quad \int_{0}^{1} \frac{d \nu}{(1+\gamma \nu)^{2} \sqrt{\nu(1-\nu)}}=\frac{\pi(2+\gamma)}{2(1+\gamma)^{\frac{3}{2}}}$
for $\gamma>-1$. We finally get

$$
\begin{equation*}
\left.M\right|_{u_{3}=u_{4}}=\frac{\pi U\left(u_{1}, u_{2}, u_{4}\right)}{128\left[\left(u_{2}-u_{4}\right)\left(u_{1}-u_{4}\right)\right]^{\frac{5}{2}}} \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
U\left(u_{1}, u_{2}, \xi\right)=\left[8\left(u_{2}-\xi\right)^{2}+8\left(u_{2}-\xi\right)\left(u_{1}-u_{2}\right)+3\left(u_{1}-u_{2}\right)^{2}\right]\left(u_{1}+u_{2}+4 \xi\right) \tag{2.23}
\end{equation*}
$$

Similarly to (2.19) for $\mu_{3}$ and $\mu_{4}$, we have

$$
\begin{equation*}
\mu_{2}-\mu_{3}=\frac{2 I\left(u_{2}-u_{3}\right)}{\left(\partial_{u_{2}} I\right)\left(\partial_{u_{3}} I\right)} N \tag{2.24}
\end{equation*}
$$

where

$$
N=\frac{\partial q}{\partial u_{2}} \frac{\partial^{2} I}{\partial u_{2} \partial u_{3}}-\frac{\partial^{2} q}{\partial u_{2} \partial u_{3}} \frac{\partial I}{\partial u_{2}}
$$

Since $q$ of (2.13) is quadratic, we obtain

$$
\begin{equation*}
\frac{\partial N}{\partial u_{3}}=\frac{\partial q}{\partial u_{2}} \frac{\partial^{3} I}{\partial u_{2} \partial u_{3}^{2}} \tag{2.25}
\end{equation*}
$$

Finally, we use (2.7) and (2.10) to calculate

$$
\begin{align*}
\left.\left(\mu_{2}-\mu_{3}\right)\right|_{u_{3}=u_{4}} & =\frac{1}{2}\left[\lambda_{2}-2\left(u_{1}+u_{2}+2 u_{4}\right)\right] \frac{\partial q}{\partial u_{2}}-\frac{1}{2}\left[\lambda_{3}-2\left(u_{1}+u_{2}+2 u_{4}\right)\right] \frac{\partial q}{\partial u_{3}} \\
& =\frac{\left(u_{2}-u_{4}\right)}{2\left(u_{1}+u_{2}-2 u_{4}\right)} V\left(u_{1}, u_{2}, u_{4}\right) \tag{2.26}
\end{align*}
$$

where

$$
\begin{equation*}
V\left(u_{1}, u_{2}, u_{4}\right)=3 u_{1}^{2}+3 u_{2}^{2}-12 u_{4}^{2}+6 u_{1} u_{2}+6 u_{1} u_{4}-6 u_{2} u_{4} \tag{2.27}
\end{equation*}
$$

3. Self-similar solutions. In this section, we construct self-similar solutions of the Whitham equations (1.22) with $g=1$ for the initial function (1.23) with $a>b>c$. The case with $a>c>b$ will be studied in next section. The solution of the zero phase Whitham equations (1.21) does not develop a shock when $a+5 b \leq 0$. We are therefore interested only in the case $a+5 b>0$.

We first study the $\xi$-zero of the cubic polynomial equation

$$
\begin{equation*}
U(a, b, \xi)=0 \tag{3.1}
\end{equation*}
$$

where $U$ is given by (2.23). It is easy to prove that, for each pair of $a$ and $b$ satisfying $a>b$ and $a+5 b>0, U(a, b, \xi)=0$ has only one simple real root. Denoting this zero by $\xi(a, b)$, we then deduce that $U(a, b, \xi)$ is positive for $\xi>\xi(a, b)$ and negative for $\xi<\xi(a, b)$. Since $U(a, b,-(a+b) / 4)<0$ in view of (2.23), we must have

$$
\begin{equation*}
\xi(a, b)>-\frac{a+b}{4} \tag{3.2}
\end{equation*}
$$

For initial function (1.23) with $a>b>c$ and $a+5 b>0$, we now classify the resulting Whitham solutions into four types:
I. $\xi(a, b) \leq c$ with any $a>b>c$,
II. $\xi(a, b)>c$ with $a+5 b>3(b-c)>0$,
III. $\xi(a, b)>c$ with $a+5 b=3(b-c)>0$,
IV. $\xi(a, b)>c$ with $0<a+5 b<3(b-c)$.

In Figure 3.1, we illustrate this classification by scaling $a>0$ to $a=4$ and plotting regions for types I-IV in the $b-c$ plane.

We will study the second type first.


Fig. 3.1. Graph of the step-like initial shock data (1.23) with $a>b>c$ and $a+5 b>0$, and diagram of regions for types I-IV, where $a>0$ has been scaled to $a=4$. The region for type IV is unbounded from the left.
3.1. Type II. Here we consider the step-like initial function (1.23) satisfying $\xi(a, b)>c$ and $a+5 b>3(b-c)>0$.

ThEOREM 3.1 (see Figure 1.2). For the step-like initial data (1.23) with $a>b>$ $c, a+5 b>3(b-c)$, and $\xi(a, b)>c$, the solution $(\alpha, \beta)$ of the zero phase Whitham equations (1.21) and the solution $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ of the single phase Whitham equations (1.22) with $g=1$ are given as follows:
(1) For $x / t \leq \mu_{3}(a, b, \xi(a, b), \xi(a, b))$,

$$
\begin{equation*}
\alpha=a, \quad \beta=b \tag{3.3}
\end{equation*}
$$

(2) For $\mu_{3}(a, b, \xi(a, b), \xi(a, b))<x / t<\mu_{3}\left(a, b, u^{* *}, c\right)$,

$$
\begin{equation*}
u_{1}=a, \quad u_{2}=b, \quad \frac{x}{t}=\mu_{3}\left(a, b, u_{3}, u_{4}\right), \quad \frac{x}{t}=\mu_{4}\left(a, b, u_{3}, u_{4}\right) \tag{3.4}
\end{equation*}
$$

where $u^{* *}$ is the unique solution $u_{3}$ of $\mu_{3}\left(a, b, u_{3}, c\right)=\mu_{4}\left(a, b, u_{3}, c\right)$ in the interval $c<u_{3}<b$.
(3) For $\mu_{3}\left(a, b, u^{* *}, c\right) \leq x / t<\mu_{3}(a, b, b, c)$,

$$
\begin{equation*}
u_{1}=a, \quad u_{2}=b, \quad \frac{x}{t}=\mu_{3}\left(a, b, u_{3}, c\right), \quad u_{4}=c . \tag{3.5}
\end{equation*}
$$

(4) For $x / t \geq \mu_{3}(a, b, b, c)$,

$$
\begin{equation*}
\alpha=a, \quad \beta=c \tag{3.6}
\end{equation*}
$$

The boundaries $x / t=\mu_{3}(a, b, \xi(a, b), \xi(a, b))$ and $x / t=\mu_{3}(a, b, b, c)$ are called the trailing and leading edges, respectively. They separate the solutions of the single phase Whitham equations (1.22) with $g=1$ and the zero phase Whitham equations (1.21). The single phase Whitham solution matches the zero phase Whitham solution in the following fashion (see Figure 1.2):

$$
\begin{align*}
\left(u_{1}, u_{2}\right) & =\text { the solution }(\alpha, \beta) \text { of }(1.21) \text { defined outside the region, }  \tag{3.7}\\
u_{3} & =u_{4} \tag{3.8}
\end{align*}
$$

at the trailing edge;

$$
\begin{align*}
\left(u_{1}, u_{4}\right) & =\text { the solution }(\alpha, \beta) \text { of }(1.21) \text { defined outside the region, }  \tag{3.9}\\
u_{2} & =u_{3} \tag{3.10}
\end{align*}
$$

at the leading edge.

The proof of Theorem 3.1 is based on a series of lemmas: We first show that the solutions defined by formulae (3.4) and (3.5) indeed satisfy the Whitham equations (1.22) for $g=1[2,15]$.

Lemma 3.2.
(1) The functions $u_{1}, u_{2}, u_{3}$, and $u_{4}$ determined by equations (3.4) give a solution of the Whitham equations (1.22) with $g=1$ as long as $u_{3}$ and $u_{4}$ can be solved from (3.4) as functions of $x$ and $t$.
(2) The functions $u_{1}, u_{2}, u_{3}$, and $u_{4}$ determined by equations (3.5) give a solution of the Whitham equations (1.22) with $g=1$ as long as $u_{3}$ can be solved from (3.5) as a function of $x$ and $t$.

Proof. (1) $u_{1}$ and $u_{2}$ obviously satisfy the first two equations of (1.22) for $g=1$. To verify the third and fourth equations, we observe that

$$
\begin{equation*}
\frac{\partial \mu_{3}}{\partial u_{4}}=\frac{\partial \mu_{4}}{\partial u_{3}}=0 \tag{3.11}
\end{equation*}
$$

on the solution of (3.4). To see this, we use (2.12) to calculate

$$
\frac{\partial \mu_{3}}{\partial u_{4}}=\frac{\frac{\partial \lambda_{3}}{\partial u_{4}}}{\lambda_{3}-\lambda_{4}}\left(\mu_{3}-\mu_{4}\right)=0
$$

The second part of (3.11) can be shown in the same way. We then calculate the partial derivatives of the third equation of (3.4) with respect to $x$ and $t$,

$$
1=\frac{\partial \mu_{3}}{\partial u_{3}} t u_{3 x}, \quad 0=\frac{\partial \mu_{3}}{\partial u_{3}} t u_{3 t}+\mu_{3}
$$

which give the third equation of $(1.22)$ with $g=1$. The fourth equation of (1.22) with $g=1$ can be verified in the same way.
(2) The second part of Lemma 3.2 can easily be proved.

We now determine the trailing edge. Eliminating $x$ and $t$ from the last two equations of (3.4) yields

$$
\begin{equation*}
\mu_{3}\left(a, b, u_{3}, u_{4}\right)-\mu_{4}\left(a, b, u_{3}, u_{4}\right)=0 \tag{3.12}
\end{equation*}
$$

Since it degenerates at $u_{3}=u_{4}$, we replace (3.12) by

$$
\begin{equation*}
F\left(a, b, u_{3}, u_{4}\right):=\frac{\mu_{3}\left(a, b, u_{3}, u_{4}\right)-\mu_{4}\left(a, b, u_{3}, u_{4}\right)}{u_{3}-u_{4}}=0 \tag{3.13}
\end{equation*}
$$

Therefore, at the trailing edge where $u_{3}=u_{4}$, (3.13), in view of formulae (2.19) and (2.22), reduces to

$$
\begin{equation*}
U\left(a, b, u_{4}\right)=0 \tag{3.14}
\end{equation*}
$$

Noting that $\xi(a, b)$ is the unique solution of (3.1), we then deduce that $u_{4}=\xi(a, b)$.
LEMMA 3.3. Equation (3.13) has a unique solution satisfying $u_{3}=u_{4}$. The solution is $u_{3}=u_{4}=\xi(a, b)$. The rest of equations (3.4) at the trailing edge are $u_{1}=a, u_{2}=b$, and $x / t=\mu_{3}(a, b, \xi(a, b), \xi(a, b))$.

Having located the trailing edge, we now solve equations (3.4) in the neighborhood of the trailing edge. We first consider (3.13). We use (2.19) to write $F$ of (3.13) as

$$
F\left(a, b, u_{3}, u_{4}\right)=\frac{2 I}{\left(\partial_{u_{3}} I\right)\left(\partial_{u_{3}} I\right)} M\left(a, b, u_{3}, u_{4}\right)
$$

We note that, at the trailing edge $u_{3}=u_{4}=\xi(a, b)$, we have $M(a, b, \xi(a, b), \xi(a, b))=$ 0 because of (2.22) and (3.14). We then use (2.20) and (2.21) to differentiate $F$ at the trailing edge

$$
\begin{aligned}
\frac{\partial F(a, b, \xi(a, b), \xi(a, b))}{\partial u_{3}} & =\frac{\partial F(a, b, \xi(a, b), \xi(a, b))}{\partial u_{4}} \\
& =\frac{I}{2\left(\partial_{u_{3}} I\right)\left(\partial_{u_{3}} I\right)}[a+b+4 \xi(a, b)] \frac{\partial^{3} I}{\partial u_{3}^{2} \partial u_{4}}>0
\end{aligned}
$$

where we have used the expression (2.13) for $q$ in the last equation and (3.2) in the inequality. These show that (3.13) or, equivalently, (3.12) can be inverted to give $u_{4}$ as a decreasing function of $u_{3}$,

$$
\begin{equation*}
u_{4}=A\left(u_{3}\right), \tag{3.15}
\end{equation*}
$$

in a neighborhood of $u_{3}=u_{4}=\xi(a, b)$.
We now extend the solution $A\left(u_{3}\right)$ of (3.12) in the region $c<u_{4}<\xi(a, b)<u_{3}<b$ as far as possible. We first claim that

$$
\begin{equation*}
\frac{\partial q\left(a, b, u_{3}, u_{4}\right)}{\partial u_{3}}>0, \quad \frac{\partial q\left(a, b, u_{3}, u_{4}\right)}{\partial u_{4}}>0 \tag{3.16}
\end{equation*}
$$

on the extension. To see this, we first observe that inequalities (3.16) are true at the trailing edge $u_{3}=u_{4}=\xi(a, b)$. This follows from (2.13) and (3.2). Therefore, inequalities (3.16) hold in a neighborhood of the trailing edge. To prove that (3.16) remains true on the extension, we use formula (2.10) for $\mu_{3}$ and $\mu_{4}$ to rewrite (3.12) as

$$
\frac{1}{2}\left[\lambda_{3}-2\left(a+b+u_{3}+u_{4}\right)\right] \frac{\partial q}{\partial u_{3}}=\frac{1}{2}\left[\lambda_{4}-2\left(a+b+u_{3}+u_{4}\right)\right] \frac{\partial q}{\partial u_{4}}
$$

Since the two terms in the two sets of parentheses are both negative in view of (2.6) and since $\frac{\partial q}{\partial u_{3}}-\frac{\partial q}{\partial u_{4}}=\left(u_{3}-u_{4}\right) / 4>0$ in view of (2.13), neither $\frac{\partial q}{\partial u_{3}}$ nor $\frac{\partial q}{\partial u_{4}}$ can vanish on the extension. This proves inequalities (3.16).

We deduce from Lemma 2.2 that

$$
\begin{equation*}
\frac{\partial \mu_{3}}{\partial u_{3}}>0, \quad \frac{\partial \mu_{4}}{\partial u_{4}}<0 \tag{3.17}
\end{equation*}
$$

on the solution of (3.12). Because of (3.11) and (3.17), solution (3.15) of (3.12) can be extended as long as $c<u_{4}<\xi(a, b)<u_{3}<b$.

There are two possibilities: (1) $u_{3}$ touches $b$ before or simultaneously as $u_{4}$ reaches $c$ and (2) $u_{4}$ touches $c$ before $u_{3}$ reaches $b$. It follows from (2.8), (2.10), and (2.13) that

$$
\begin{equation*}
\mu_{3}\left(a, b, b, u_{4}\right)-\mu_{4}\left(a, b, b, u_{4}\right)=\frac{1}{2}\left(b-u_{4}\right)\left(a+2 b+3 u_{4}\right)>0 \quad \text { for } c \leq u_{4}<b \tag{3.18}
\end{equation*}
$$

where we have used $a+2 b+3 c>0$ in the inequality. This shows that (1) is unattainable. Hence, $u_{4}$ will touch $c$ before $u_{3}$ reaches $b$. When this happens, (3.12) becomes

$$
\begin{equation*}
\mu_{3}\left(a, b, u_{3}, c\right)=\mu_{4}\left(a, b, u_{3}, c\right) \tag{3.19}
\end{equation*}
$$

Lemma 3.4. Equation (3.19) has a simple zero in the interval $c<u_{3}<b$, counting multiplicities. If we denote the zero by $u^{* *}$, then $\mu_{3}\left(a, b, u_{3}, c\right)-\mu_{4}\left(a, b, u_{3}, c\right)$ is positive for $u_{3}>u^{* *}$ and negative for $u_{3}<u^{* *}$.

Proof. We use (2.19) and (2.20) to prove the lemma. In both formulae, $\partial_{u_{3}} I$, $\partial_{u_{4}} I$, and $\partial_{u_{3} u_{4}}^{2} I$ are all positive functions. By (2.20),

$$
\begin{equation*}
\frac{\partial M\left(a, b, u_{3}, c\right)}{\partial u_{3}}=\frac{\left(a+b+u_{3}+3 c\right)}{4} \frac{\partial^{3} I}{\partial u_{3}^{2} \partial u_{4}} \quad \text { for } c<u_{3}<b \tag{3.20}
\end{equation*}
$$

We claim that

$$
M\left(a, b, u_{3}, c\right)<0 \quad \text { when } u_{3}=c \quad \text { and } \quad M\left(a, b, u_{3}, c\right)>0 \quad \text { for } u_{3} \text { near } b .
$$

The second inequality follows from (2.19) and (3.18). The first inequality can be deduced from formula (2.22):

$$
M(a, b, c, c)=\frac{\pi U(a, b, c)}{128[(b-c)(a-c)]^{\frac{5}{2}}}<0 \quad \text { for } c<\xi(a, b)
$$

Therefore, $M\left(a, b, u_{3}, c\right)$ has a zero in the interval $c<u_{3}<b$. The uniqueness of the zero follows from (3.20) in that $M\left(a, b, u_{3}, c\right)$ increases or changes from decreasing to increasing as $u_{3}$ increases. This zero is exactly $u^{* *}$, and the rest of the theorem can be proved easily.

Having solved (3.12) for $u_{4}$ as a decreasing function of $u_{3}$ for $c<u_{4}<\xi(a, b)<$ $u_{3}<b$, we turn to equations (3.4). Because of (3.11) and (3.17), the third equation of (3.4) gives $u_{3}$ as an increasing function of $x / t$ for $\mu_{3}(a, b, \xi(a, b), \xi(a, b))<x / t<$ $\mu_{3}\left(a, b, u^{* *}, c\right)$. Consequently, $u_{4}$ is a decreasing function of $x / t$ in the same interval.

Lemma 3.5. The last two equations of (3.4) can be inverted to give $u_{3}$ and $u_{4}$ as increasing and decreasing functions, respectively, of the self-similarity variable $x / t$ in the interval $\mu_{3}(a, b, \xi(a, b), \xi(a, b))<x / t<\mu_{3}\left(a, b, u^{* *}, c\right)$, where $u^{* *}$ is given in Lemma 3.4.

We now turn to equations (3.5). We want to solve the third equation when $x / t>\mu_{3}\left(a, b, u^{* *}, c\right)$ or, equivalently, when $u_{3}>u^{* *}$. According to Lemma 3.4, $\mu_{3}\left(a, b, u_{3}, c\right)-\mu_{4}\left(a, b, u_{3}, c\right)>0$ for $u^{* *}<u_{3}<b$. In view of $(3.16), \partial_{u_{3}} q\left(a, b, u_{3}, c\right)=$ $\left(a+b+3 u_{3}+c\right) / 4$ is positive at $u_{3}=u^{* *}$, and, hence, it remains positive for $u_{3}>u^{* *}$. By (2.15), we have

$$
\frac{\partial \mu_{3}\left(a, b, u_{3}, c\right)}{\partial u_{3}}>0
$$

Hence, the third equation of (3.5) can be solved for $u_{3}$ as an increasing function of $x / t$ as long as $u^{* *}<u_{3}<b$. When $u_{3}$ reaches $b$, we have $x / t=\mu_{3}(a, b, b, c)$. We have therefore proved the following result.

Lemma 3.6. The third equation of (3.5) can be inverted to give $u_{3}$ as an increasing function of $x / t$ in the interval $\mu_{3}\left(a, b, u^{* *}, c\right) \leq x / t \leq \mu_{3}(a, b, b, c)$.

We are ready to conclude the proof of Theorem 3.1. The solutions (3.3) and (3.6) are obvious. According to Lemma 3.5, the last two equations of (3.4) determine $u_{3}$ and $u_{4}$ as functions of $x / t$ in the region $\mu_{3}(a, b, \xi(a, b), \xi(a, b)) \leq x / t \leq \mu_{3}\left(a, b, u^{* *}, c\right)$. By the first part of Lemma 3.2, the resulting $u_{1}, u_{2}, u_{3}$, and $u_{4}$ satisfy the Whitham equations (1.22) with $g=1$. Furthermore, the boundary conditions (3.7) and (3.8) are satisfied at the trailing edge $x=\mu_{3}(a, b, \xi(a, b), \xi(a, b))$.


FIG. 3.2. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the corresponding oscillatory solution (1.25) of the mKdV equation with $\epsilon=0.07$. The initial data are given by (1.23) with $a=4, b=1$, and $c=0$ of type I.

Similarly, by Lemma 3.6, the third equation of (3.5) determines $u_{3}$ as a function of $x / t$ in the region $\mu_{3}\left(a, b, u^{* *}, c\right) \leq x / t \leq \mu_{3}(a, b, b, c)$. It then follows from the second part of Lemma 3.2 that $u_{1}, u_{2}, u_{3}$, and $u_{4}$ of (3.5) satisfy the Whitham equations (1.22) for $g=1$. They also satisfy the boundary conditions (3.9) and (3.10) at the leading edge $x / t=\mu_{3}(a, b, b, c)$. We have therefore completed the proof of Theorem 3.1.

A graph of the Whitham solution $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ is given in Figure 1.2. It is obtained by plotting the exact solutions of (3.4) and (3.5).
3.2. Type I. Here we consider the initial function (1.23) satisfying $\xi(a, b) \leq c$ with $b>c$ and $a+5 b>0$.

We will present our proofs only briefly, since they are, more or less, similar to those in section 3.1. The main feature of this case is that the $\xi$-zero point does not appear in the solution $u_{3}$, and the Whitham equations (1.22) with $g=1$ are strictly hyperbolic on the solution.

Theorem 3.7 (see Figure 3.2). For the step-like initial data (1.23) with $a>b>$ $c, a+5 b>0$, and $\xi(a, b) \leq c$, the solution of the Whitham equations (1.22) with $g=1$ is given by

$$
u_{1}=a, \quad u_{2}=b, \quad \frac{x}{t}=\mu_{3}\left(a, b, u_{3}, c\right), \quad u_{4}=c
$$

for $\mu_{3}(a, b, c, c)<x / t<\mu_{3}(a, b, b, c)$. Outside this interval, the solution of (1.21) is given by

$$
\alpha=a, \quad \beta=b \quad \text { for } \quad \frac{x}{t} \leq \mu_{3}(a, b, c, c)
$$

and

$$
\alpha=a, \quad \beta=c \quad \text { for } \quad \frac{x}{t} \geq \mu_{3}(a, b, b, c) .
$$

Proof. It suffices to show that $\mu_{3}\left(a, b, u_{3}, c\right)$ is an increasing function of $u_{3}$ for $c<u_{3}<b$. Substituting (2.13) for $q$ into (2.20) yields

$$
\frac{\partial M\left(a, b, u_{3}, c\right)}{\partial u_{3}}=\frac{1}{4}\left[a+b+u_{3}+3 c\right] \frac{\partial^{3} I}{\partial u_{3}^{2} \partial u_{4}} \geq \frac{1}{4}[a+b+4 \xi(a, b)] \frac{\partial^{3} I}{\partial u_{3}^{2} \partial u_{4}}>0
$$

for $c<u_{3}<b$, where we have used $\xi(a, b) \leq c$ in the first inequality and (3.2) in the second. We now use formula (2.22) to calculate the value of $M\left(a, b, u_{3}, c\right)$ at


FIG. 3.3. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the corresponding oscillatory solution (1.25) of the $m K d V$ equation with $\epsilon=0.1$. The initial data are given by (1.23) with $a=4, b=1, c=-2$ of type III.
$u_{3}=c:$

$$
M(a, b, c, c)=\frac{\pi U(a, b, c)}{128[(b-c)(a-c)]^{\frac{5}{2}}} \geq 0 \quad \text { for } \xi(a, b) \leq c
$$

because $U(a, b, \xi) \geq 0$ for $\xi \geq \xi(a, b)$. Therefore, $M\left(a, b, u_{3}, c\right)>0$ for $c<u_{3}<b$. It then follows from (2.19) that $\mu_{3}\left(a, b, u_{3}, c\right)-\mu_{4}\left(a, b, u_{3}, c\right)>0$. Since $\frac{\partial q}{\partial u_{3}}\left(a, b, u_{3}, c\right)=$ $\left(a+b+3 u_{3}+c\right) / 4>(a+b+3 \xi(a, b)) / 4>0$ because of (3.2), we conclude from Lemma 2.2 that

$$
\frac{d \mu_{3}\left(a, b, u_{3}, c\right)}{d u_{3}}>0
$$

for $c<u_{3}<b$.
3.3. Type III. Here we consider the step-like initial function (1.23) satisfying $\xi(a, b)>c$ with $a+5 b=3(b-c)>0$.

Theorem 3.8 (see Figure 3.3). For the step-like initial data (1.23) with $a>b>$ $c, \xi(a, b)>c$, and $a+5 b=3(b-c)$, the solution of the $g=1$ Whitham equations (1.22) with $g=1$ is given by

$$
u_{1}=a, \quad u_{2}=b, \quad \frac{x}{t}=\mu_{3}\left(a, b, u_{3}, u_{4}\right), \quad \frac{x}{t}=\mu_{4}\left(a, b, u_{3}, u_{4}\right)
$$

for $\mu_{3}(a, b, \xi(a, b), \xi(a, b))<x / t<\mu_{3}(a, b, b, c)$. Outside the region, the solution of (1.21) is given by

$$
\alpha=a, \quad \beta=b \quad \text { for } \quad \frac{x}{t} \leq \mu_{3}(a, b, \xi(a, b), \xi(a, b))
$$

and

$$
\alpha=a, \quad \beta=c \quad \text { for } \quad \frac{x}{t} \geq \mu_{3}(a, b, b, c)
$$

Proof. It suffices to show that $u_{3}$ and $u_{4}$ of $\mu_{2}\left(a, b, u_{3}, u_{4}\right)-\mu_{3}\left(a, b, u_{3}, u_{4}\right)=0$ reaches $b$ and $c$, respectively, simultaneously. To see this, we deduce from calculation (3.18) that

$$
\begin{equation*}
\mu_{3}\left(a, b, b, u_{4}\right)-\mu_{4}\left(a, b, b, u_{4}\right)=\frac{1}{2}\left(b-u_{4}\right)\left(a+2 b+3 u_{4}\right) \tag{3.21}
\end{equation*}
$$

vanishes at $u_{4}=(-a-2 b) / 3=c$.


FIG. 3.4. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the corresponding oscillatory solution (1.25) of the $m K d V$ equation with $\epsilon=0.1$. The initial data are given by (1.23) with $a=4, b=1$, and $c=-3$ of type IV. The solution in the region $7.5<x / t<111 / 8$ represents a rarefaction wave. The weak limit $\overline{\rho(x, t)}$ is not $C^{1}$ smooth at $x / t=111 / 8$.
3.4. Type IV. Here we consider the step-like initial function (1.23) satisfying $\xi(a, b)>c$ with $0<a+5 b<3(b-c)$.

Theorem 3.9 (see Figure 3.4). For the step-like initial data (1.23) with $a>b>$ $c, \xi(a, b)>c$, and $0<a+5 b<3(b-c)$, the solution of the Whitham equations (1.18) is given by

$$
u_{1}=a, \quad u_{2}=b, \quad \frac{x}{t}=\mu_{2}\left(a, b, u_{3}, u_{4}\right), \quad x=\mu_{3}\left(a, b, u_{3}, u_{4}\right) t
$$

for $\mu_{3}(a, b, \xi(a, b), \xi(a, b))<x / t<\mu_{3}(a, b, b,-(a+2 b) / 3)$. Outside the region, the solution of $(1.21)$ is divided into the three regions:
(1) For $x / t \leq \mu_{3}(a, b, \xi(a, b), \xi(a, b))$,

$$
\alpha=a, \quad \beta=b
$$

(2) For $\mu_{3}(a, b, b,-(a+2 b) / 3) \leq \frac{x}{t} \leq \frac{3}{8}\left(a^{2}+2 a c+5 c^{2}\right)$,

$$
\alpha=a, \quad \beta=-\frac{1}{5} a-\sqrt{\frac{8}{15} \frac{x}{t}-\frac{4}{25} a^{2}} .
$$

(3) For $x / t \geq \frac{3}{8}\left(a^{2}+2 a c+5 c^{2}\right)$,

$$
\alpha=a, \quad \beta=c .
$$

Proof. By calculation (3.21), when $u_{3}$ of $\mu_{3}\left(a, b, u_{3}, u_{4}\right)-\mu_{4}\left(a, b, u_{3}, u_{4}\right)=0$ touches $b$, the corresponding $u_{4}$ reaches $-(a+2 b) / 3$, which is above $c$. Hence, the equations

$$
\frac{x}{t}=\mu_{3}\left(a, b, u_{3}, u_{4}\right), \quad \frac{x}{t}=\mu_{4}\left(a, b, u_{3}, u_{4}\right)
$$

can be inverted to give $u_{3}$ and $u_{4}$ as functions of $x / t$ in the region $\mu_{3}(a, b, \xi(a, b)$, $\xi(a, b))<x / t<\mu_{3}(a, b, b,-(a+2 b) / 3)$. In region (2), (1.21) has a rarefaction wave solution.
4. More self-similar solutions. In this section, we construct self-similar solutions of the $g=1$ Whitham equations (1.22) for the initial function (1.23) with $a>c>b$. The solution of (1.21) does not develop a shock for $a+5 b \geq 0$. We are therefore interested only in the case $a+5 b<0$. We classify the resulting Whitham solution into four types:


FIG. 4.1. Graph of the step-like initial shock data (1.23) with $a>c>b$ and $a+5 b<0$, and diagram of regions for types V-VIII, where $b<0$ has been scaled to $b=-1$.


FIG. 4.2. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the corresponding oscillatory solution (1.25) of the $m K d V$ equation with $\epsilon=0.014$. The initial data are given by (1.23) with $a=2, b=-1$, and $c=-1 / 2$ of type V .
V. $a+5 b \leq-4(c-b)<0$,
VI. $0>a+5 b>-4(c-b)$ with $V(a, c, b)<0$,
VII. $0>a+5 b>-4(c-b)$ with $V(a, c, b)=0$,
VIII. $0>a+5 b>-4(c-b)$ with $V(a, c, b)>0$,
where $V$ is a quadratic polynomial given by (2.27). In Figure 4.1, we illustrate this classification by scaling $b<0$ to $b=-1$ and plotting regions for types V-VIII in the $a-c$ plane.
4.1. Type V. Here we consider the step-like initial function (1.23) satisfying $a+5 b \leq-4(c-b)<0$.

Theorem 4.1 (see Figure 4.2). For the step-like initial data (1.23) with $a>c>$ $b, a+5 b \leq-4(c-b)$, the solution of the Whitham equations (1.22) with $g=1$ is given by

$$
u_{1}=a, \quad u_{2}=c, \quad \frac{x}{t}=\mu_{3}\left(a, c, u_{3}, b\right), \quad u_{4}=b
$$

for $\mu_{3}(a, c, c, b)<x / t<\mu_{3}(a, c, b, b)$. Outside this interval, the solution of (1.21) is given by

$$
\alpha=a, \quad \beta=b \quad \text { for } \quad \frac{x}{t} \leq \mu_{3}(a, c, c, b)
$$

and

$$
\alpha=a, \quad \beta=c \quad \text { for } \quad \frac{x}{t} \geq \mu_{3}(a, c, b, b)
$$



FIG. 4.3. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the corresponding periodic oscillatory solution (1.25) of the mKdV equation with $\epsilon=0.018$. The initial data are given by (1.23) with $a=2, b=-1$, and $c=0$ of type VI. The oscillations have two different kinds of structure, which are separated by $x / t \approx 1.51$. The weak limit $\overline{\rho(x, t)}$ and the envelope of the oscillations have noticeable corners at $x / t \approx 1.51$.

Proof. It suffices to show that $\mu_{3}\left(a, c, u_{3}, b\right)$ is a decreasing function of $u_{3}$ for $b<u_{3}<c$. By (2.10), we have

$$
\frac{\partial \mu_{3}\left(a, c, u_{3}, b\right)}{\partial u_{3}}=\frac{1}{2} \frac{\partial \lambda_{3}}{\partial u_{3}} \frac{\partial q}{\partial u_{3}}+\frac{1}{2}\left[\lambda_{3}-2\left(a+c+u_{3}+b\right)\right] \frac{\partial^{2} q}{\partial u_{3}^{2}} .
$$

The second term is negative because of (2.6) and $\frac{\partial^{2} q}{\partial u_{2}^{2}}=3 / 8>0$. The first term is also negative: Its first factor is positive in view of (1.17), while its second factor is

$$
\frac{\partial q}{\partial u_{3}}=\frac{1}{4}\left(a+c+3 u_{3}+b\right)<0
$$

for $b<u_{3}<c$, as we have that $a+b+4 c \leq 0$.
4.2. Type VI. Here we consider the step-like initial function (1.23) satisfying $0>a+5 b>-4(c-b)$ with $V(a, c, b)<0$.

Theorem 4.2 (see Figure 4.3). For the step-like initial data (1.23) with $0>$ $a+5 b>-4(c-b)$ and $V(a, c, b)<0$, the solution of the Whitham equations (1.22) with $g=1$ is given by

$$
\begin{equation*}
u_{1}=a, \quad \frac{x}{t}=\mu_{2}\left(a, u_{2}, u_{3}, b\right), \quad \frac{x}{t}=\mu_{3}\left(a, u_{2}, u_{3}, b\right), \quad u_{4}=b \tag{4.1}
\end{equation*}
$$

for $\mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)<x / t \leq \mu_{3}\left(a, u^{* * *}, u^{* * *}, b\right)$ and by

$$
\begin{equation*}
u_{1}=a, \quad u_{2}=c, \quad \frac{x}{t}=\mu_{3}\left(a, c, u_{3}, b\right), \quad u_{4}=b \tag{4.2}
\end{equation*}
$$

for $\mu_{3}\left(a, u^{* * *}, u^{* * *}, b\right) \leq x / t<\mu_{3}(a, c, b, b)$, where $u^{* * *}$ is the unique solution $u_{3}$ of $\mu_{2}\left(a, c, u_{3}, b\right)=\mu_{3}\left(a, c, u_{3}, b\right)$ in the interval $b<u_{3}<c$. Outside the region $\mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)<x / t<\mu_{3}(a, c, b, b)$, the solution of (1.21) is given by

$$
\alpha=a, \quad \beta=b \quad \text { for } \quad \frac{x}{t} \leq \mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)
$$

and

$$
\alpha=a, \quad \beta=c \quad \text { for } \quad \frac{x}{t} \geq \mu_{3}(a, c, b, b)
$$

Proof. We first locate the "leading" edge, i.e., the solution of (4.1) at $u_{2}=u_{3}$. Eliminating $x / t$ from the first two equations of (4.1) yields

$$
\begin{equation*}
\mu_{2}\left(a, u_{2}, u_{3}, b\right)-\mu_{3}\left(a, u_{2}, u_{3}, b\right)=0 \tag{4.3}
\end{equation*}
$$

Since it degenerates at $u_{2}=u_{3}$, we replace (4.3) by

$$
\begin{equation*}
G\left(a, u_{2}, u_{3}, b\right):=\frac{\mu_{2}\left(a, u_{2}, u_{3}, b\right)-\mu_{3}\left(a, u_{2}, u_{3}, b\right)}{\left(u_{2}-u_{3}\right) \sqrt{\left(u_{1}-u_{3}\right)\left(u_{2}-u_{4}\right)} I\left(a, u_{2}, u_{3}, b\right)}=0 \tag{4.4}
\end{equation*}
$$

In Appendix A, we show that, at the "leading" edge $u_{2}=u_{3}$, we have

$$
G\left(a, u_{3}, u_{3}, b\right)=2\left(\frac{\partial q}{\partial u_{2}}+\frac{\partial q}{\partial u_{3}}\right)=0
$$

in view of (A.6), which along with (2.13) gives $u_{2}=u_{3}=-(a+b) / 4$. Having located the "leading" edge, we solve (4.4) near $u_{2}=u_{3}=-(a+b) / 4$. We use formula (A.8) to obtain

$$
\frac{\partial G(a,-(a+b) / 4,-(a+b) / 4, b)}{\partial u_{2}}=\frac{\partial G(a,-(a+b) / 4,-(a+b) / 4, b)}{\partial u_{3}}=2
$$

These show that (4.4) gives $u_{2}$ as a decreasing function of $u_{3}$,

$$
\begin{equation*}
u_{2}=B\left(u_{3}\right) \tag{4.5}
\end{equation*}
$$

in a neighborhood of $u_{2}=u_{3}=-(a+b) / 4$.
We now extend the solution (4.5) of (4.3) as far as possible in the region $b<u_{3}<$ $-(a+b) / 4<u_{2}<c$. We use formula (2.10) to obtain

$$
\begin{aligned}
\frac{\partial \mu_{2}}{\partial u_{2}} & =\frac{1}{2} \frac{\partial \lambda_{2}}{\partial u_{2}} \frac{\partial q}{\partial u_{2}}+\frac{1}{2}\left[\lambda_{2}-2\left(a+u_{2}+u_{3}+b\right)\right] \frac{\partial^{2} q}{\partial u_{2}^{2}} \\
\frac{\partial \mu_{3}}{\partial u_{3}} & =\frac{1}{2} \frac{\partial \lambda_{3}}{\partial u_{3}} \frac{\partial q}{\partial u_{3}}+\frac{1}{2}\left[\lambda_{3}-2\left(a+u_{2}+u_{3}+b\right)\right] \frac{\partial^{2} q}{\partial u_{3}^{2}}
\end{aligned}
$$

In view of (1.17) and (2.6), we have

$$
\begin{array}{ll}
\frac{\partial \mu_{2}}{\partial u_{2}}>0 & \text { if } \quad \frac{\partial q}{\partial u_{2}}>0 \\
\frac{\partial \mu_{3}}{\partial u_{3}}<0 & \text { if } \quad \frac{\partial q}{\partial u_{3}}<0
\end{array}
$$

We claim that

$$
\begin{equation*}
\frac{\partial q}{\partial u_{2}}>0, \quad \frac{\partial q}{\partial u_{3}}<0 \tag{4.6}
\end{equation*}
$$

on the solution of (4.3) in the region $b<u_{3}<-(a+b) / 4<u_{2}<c$. To see this, we use formula (2.10) to rewrite (4.3) as

$$
\frac{1}{2}\left[\lambda_{2}-2\left(a+u_{2}+u_{3}+b\right)\right] \frac{\partial q}{\partial u_{2}}=\frac{1}{2}\left[\lambda_{3}-2\left(a+u_{2}+u_{3}+b\right)\right] \frac{\partial q}{\partial u_{3}}
$$

This, together with

$$
\frac{\partial q}{\partial u_{2}}-\frac{\partial q}{\partial u_{3}}=2\left(u_{2}-u_{3}\right) \frac{\partial^{2} q}{\partial u_{2} \partial u_{3}}=\frac{1}{2}\left(u_{2}-u_{3}\right)>0
$$

for $u_{2}>u_{3}$ and inequalities (2.6), proves (4.6).
Hence, the solution (4.5) can be extended as long as $b<u_{3}<-(a+b) / 4<u_{2}<c$. There are two possibilities: (1) $u_{2}$ touches $c$ before $u_{3}$ reaches $b$, and (2) $u_{3}$ touches $b$ before or simultaneously as $u_{2}$ reaches $c$.

Possibility (2) is unattainable. To see this, we use (2.26) to write

$$
\begin{equation*}
\mu_{2}\left(a, u_{2}, b, b\right)-\mu_{3}\left(a, u_{2}, b, b\right)=\frac{\left(u_{2}-b\right)}{2\left(a+u_{2}-2 b\right)} V\left(a, u_{2}, b\right) \tag{4.7}
\end{equation*}
$$

which is negative for $b<u_{2} \leq c$ since $V\left(a, u_{2}, b\right)$ of (2.27) is an increasing function of $u_{2}$ and since $V(a, c, b)<0$. Therefore, $u_{2}$ will touch $c$ before $u_{3}$ reaches $b$. When this happens, we have

$$
\begin{equation*}
\mu_{2}\left(a, c, u_{3}, b\right)-\mu_{3}\left(a, c, u_{3}, b\right)=0 \tag{4.8}
\end{equation*}
$$

Lemma 4.3. Equation (4.8) has a simple zero, counting multiplicities, in the interval $b<u_{3}<c$. If we denote this zero by $u^{* * *}$, then $\mu_{2}\left(a, c, u_{3}, b\right)-\mu_{3}\left(a, c, u_{3}, b\right)$ is positive for $u_{3}>u^{* * *}$ and negative for $u_{3}<u^{* * *}$.

The proof, which involves formulae (2.24) and (2.25), is rather similar to the proof of Lemma 3.19. We will omit it.

We now continue to prove Theorem 4.2. Having solved (4.3) for $u_{2}$ as a decreasing function of $u_{3}$ for $u^{* * *}<u_{3}<-(a+b) / 4$, we can then use the middle two equations of (4.1) to determine $u_{2}$ and $u_{3}$ as functions of $x / t$ in the interval $\mu_{2}(a,-(a+b) / 4,-(a+$ b) $/ 4, b)<x / t<\mu_{2}\left(a, c, u^{* * *}, b\right)$.

We finally turn to equations (4.2). We want to solve the third equation of (4.2), $x / t=\mu_{3}\left(a, c, u_{3}, b\right)$, for $u_{3}<u^{* * *}$. It is enough to show that $\mu_{3}\left(a, c, u_{3}, b\right)$ is a decreasing function of $u_{3}$ for $u_{3}<u^{* * *}$. According to Lemma 4.3, $\mu_{2}\left(a, c, u_{3}, b\right)-$ $\mu_{3}\left(a, c, u_{3}, b\right)<0$ for $u_{3}<u^{* * *}$. Using formula (2.10) for $\mu_{2}$ and $\mu_{3}$, we have

$$
\frac{1}{2}\left[\lambda_{2}-2\left(a+c+u_{3}+b\right)\right] \frac{\partial q}{\partial u_{2}}<\frac{1}{2}\left[\lambda_{3}-2\left(a+c+u_{3}+b\right)\right] \frac{\partial q}{\partial u_{3}}
$$

This, together with

$$
\frac{\partial q}{\partial u_{2}}-\frac{\partial q}{\partial u_{3}}=\frac{1}{2}\left(c-u_{3}\right)>0
$$

for $u_{3}<c$ and inequalities (2.6), proves that

$$
\frac{\partial q\left(a, c, u_{3}, b\right)}{\partial u_{3}}<0
$$

for $u_{3}<u^{* * *}$. Hence,

$$
\frac{\partial \mu_{3}}{\partial u_{3}}=\frac{1}{2} \frac{\partial \lambda_{3}}{\partial u_{3}} \frac{\partial q}{\partial u_{3}}+\frac{1}{2}\left[\lambda_{3}-2\left(a+c+u_{3}+b\right)\right] \frac{\partial^{2} q}{\partial u_{3}^{2}}<0
$$

where we have used inequality (1.17).


Fig. 4.4. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the corresponding oscillatory solution (1.25) of the mKdV equation with $\epsilon=0.03$. The initial data are given by (1.23) with $a=2, b=-1$, and $c=-3+\sqrt{13}$ of type VII.
4.3. Type VII. Here we consider the step-like initial function (1.23) satisfying $0>a+5 b>-4(c-b)$ with $V(a, c, b)=0$.

Theorem 4.4 (see Figure 4.4). For the step-like initial data (1.23) with $0>$ $a+5 b>-4(c-b)$ and $V(a, c, b)=0$, the solution of the Whitham equations (1.22) with $g=1$ is given by

$$
u_{1}=a, \quad \frac{x}{t}=\mu_{2}\left(a, u_{2}, u_{3}, b\right), \quad \frac{x}{t}=\mu_{3}\left(a, u_{2}, u_{3}, b\right), \quad u_{4}=c
$$

for $\mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)<x / t<\mu_{3}(a, c, b, b)$. Outside the region, the solution of $(1.21)$ is given by

$$
\alpha=a, \quad \beta=b \quad \text { for } \quad \frac{x}{t} \leq \mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)
$$

and

$$
\alpha=a, \quad \beta=c \quad \text { for } \quad \frac{x}{t} \geq \mu_{3}(a, c, b, b)
$$

Proof. It suffices to show that $u_{2}$ and $u_{3}$ of $\mu_{2}\left(a, u_{2}, u_{3}, b\right)-\mu_{3}\left(a, u_{2}, u_{3}, b\right)=0$ reaches $c$ and $b$, respectively, simultaneously. To see this, we deduce from (4.7) that

$$
\begin{equation*}
\mu_{2}(a, c, b, b)-\mu_{3}(a, c, b, b)=\frac{(c-b)}{2(a+c-2 b)} V(a, c, b) \tag{4.9}
\end{equation*}
$$

vanishes when $V(a, c, b)=0$.
4.4. Type VIII. Here we consider the step-like initial function (1.23) satisfying $0>a+5 b>-4(c-b)$ with $V(a, c, b)>0$.

Theorem 4.5 (see Figure 4.5). For the step-like initial data (1.23) with $0>$ $a+5 b>-4(c-b)$ and $V(a, c, b)>0$, the solution of the Whitham equations (1.22) with $g=1$ is given by

$$
u_{1}=a, \quad \frac{x}{t}=\mu_{2}\left(a, u_{2}, u_{3}, b\right), \quad \frac{x}{t}=\mu_{3}\left(a, u_{2}, u_{3}, b\right), \quad u_{4}=b
$$

for $\mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)<x / t<\mu_{3}(a, \hat{u}, \hat{u}, b)$, where $\hat{u}$ is the unique $u_{2}$-zero of the quadratic polynomial $V\left(a, u_{2}, b\right)$ in the interval $-(a+b) / 4<u_{2}<c$. Outside the region, the solution of $(1.21)$ is divided into the following three regions:


FIG. 4.5. Self-similar solution of the Whitham equations and the corresponding oscillatory solution (1.25) of the $m K d V$ equation with $\epsilon=0.05$. The initial data are given by (1.23) with $a=2$, $b=-1$, and $c=1$ of type VIII. The solution in the region $3.10<x / t<39 / 8$ represents a rarefaction wave. The weak limit $\overline{\rho(x, t)}$ is not $C^{1}$ smooth at $x / t=39 / 8$.
(1) For $x / t \leq \mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b)$,

$$
\alpha=a, \quad \beta=b
$$

(2) For $\mu_{2}(a, \hat{u}, b, b) \leq x / t \leq \frac{3}{8}\left(a^{2}+2 a c+5 c^{2}\right)$,

$$
\alpha=a, \quad \beta=-\frac{1}{5} a+\sqrt{\frac{8}{15} \frac{x}{t}-\frac{4}{25} a^{2}} .
$$

(3) For $x / t \geq \frac{3}{8}\left(a^{2}+2 a c+5 c^{2}\right)$,

$$
\alpha=a, \quad \beta=c .
$$

Proof. By the calculation (4.9), when $u_{3}$ of $\mu_{2}\left(a, u_{2}, u_{3}, b\right)-\mu_{3}\left(a, u_{2}, u_{3}, b\right)=0$ touches $b$, the corresponding $u_{2}$ reaches $\hat{u}$, where $V(a, \hat{u}, b)=0$. Obviously, $\hat{u}<c$. Hence, equations

$$
\frac{x}{t}=\mu_{2}\left(a, u_{2}, u_{3}, b\right), \quad \frac{x}{t}=\mu_{3}\left(a, u_{2}, u_{3}, b\right)
$$

can be inverted to give $u_{2}$ and $u_{3}$ as functions of $x / t$ in the region $\mu_{2}(a,-(a+$ b) $/ 4,-(a+b) / 4, b)<x / t<\mu_{2}(a, \hat{u}, \hat{u}, b)$. To the right of this region, equations (1.21) have a rarefaction wave solution.
5. Vacuum points. The nonnegative function $\rho(x, t ; \epsilon)$ has to be positive in order for the mKdV dispersive approximation (1.19) (or (1.2) for NLS) to make sense. It is therefore interesting to study those points $(x, t)$ at which $\rho(x, t ; \epsilon)=0$ for a sequence of vanishing $\epsilon$. These points are referred to as the vacuum points in [3].

Since the solution $\rho(x, t ; \epsilon)$ of (1.19) can be approximated by the periodic solution (1.25) in the single phase regime, we instead study the vacuum points of the latter solution.

Since $\rho_{2} \geq \rho_{3}$ because of (1.9) for $u_{1} \geq u_{2} \geq u_{3} \geq u_{4}$, it follows from formula (1.25) that $(x, t)$ is a vacuum point if and only if $\rho_{3}(x, t)=0$, which, in view of (1.9), is equivalent to

$$
\begin{equation*}
u_{1}(x, t)-u_{2}(x, t)-u_{3}(x, t)+u_{4}(x, t)=0 . \tag{5.1}
\end{equation*}
$$

For types I-IV, equality (5.1) can occur only if $u_{1}-u_{2} \leq u_{3}-u_{4}$ at the leading edge of the Whitham solution (see Figures 1.2, 3.2, 3.3, and 3.4). This inequality leads to $a+b \leq 2 b$ for types I and II and gives $a \leq 4 b$ for types III and IV. Hence,


Fig. 5.1. Diagram of regions for the initial data (1.23) which generate oscillatory solutions with vacuum points. The parameters $(c, b)$ or $(c, a)$ form the shaded region.


Fig. 5.2. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the flow velocity (1.10) of the oscillatory solution of the $m K d V$ equation with $\epsilon=0.014$. The initial data are given by (1.24) of type V with parameters $a=0.5, b=-1$, and $c=0$. A vacuum point is located at $x / t \approx 1.16$.
step-like initial shock data of types I-IV with $4 b \geq a>b>c$ and $a+c \leq 2 b$ will generate mKdV oscillatory solutions with vacuum points (cf. Figure 5.1).

Similarly, step-like initial shock data of types V and VI with $-b \geq a>c>b$ and $a+b \leq 2 c$ will produce mKdV oscillatory solutions with vacuum points. Types VII and VIII oscillatory solutions cannot have any vacuum point (cf. Figure 5.1).

Types I-V oscillatory solutions have at most one vacuum point. To see this, note that the corresponding Whitham solutions have the property that $u_{1}(x, t)$ and $u_{2}(x, t)$ are constants and that $u_{3}(x, t)-u_{4}(x, t)$ are strictly monotone functions of $x / t$ in the single phase region; so is the left-hand side of (5.1). Hence, (5.1) has at most one solution $x / t$. Figure 5.2 shows an example of oscillatory solutions with a unique vacuum point. Notice that the velocity $v(x, t ; \epsilon)$ has a huge change at this point.

Type VI oscillatory solutions can have more than one vacuum point. They can even have a continuum of vacuum points. Namely, there exists an interval such that (5.1) holds at each point of the interval.

Theorem 5.1. For step-like initial data (1.24) of type VI satisfying condition $a+b=0$, all the points on the closed interval $\mu_{3}(a,-(a+b) / 4,-(a+b) / 4, b) \leq x / t \leq$ $\mu_{3}\left(a, u^{* * *}, u^{* * *}, b\right)$, where $u^{* * *}$ is given in Theorem 4.2, are vacuum points.

Proof. According to Theorem 4.2, the Whitham solution has the property that $u_{1}=a$ and $u_{4}=b$. Since $a+b=0$, it follows from (5.1) that it suffices to show that $u_{2}=-u_{3}$ over the closed interval mentioned in Theorem 5.1.

The functions $u_{2}$ and $u_{3}$ of the Whitham solution satisfies (4.3), which has a unique solution (4.5) with the property that $B(0)=0$ in the case of $a+b=0$. It


Fig. 5.3. Self-similar solution of the Whitham equations (1.22) with $g=1$ and the oscillatory solutions (1.25) of the $m K d V$ equation with $\epsilon=0.04$. The initial data are given by (1.23) with $a=1$, $b=-1$, and $c=0.6$ of type VI. The vacuum points occupy the whole interval $0.5 \leq \frac{x}{t} \leq 1.50$.
follows from formula (2.10) for $\mu_{2}$ and $\mu_{3}$, formula (2.13) for $q$, and formulae (A.2A.3) for $\lambda_{2}$ and $\lambda_{3}$ that $\mu_{2}\left(a,-u_{3}, u_{3}, b\right)=\mu_{3}\left(a,-u_{3}, u_{3}, b\right)$. Hence, $u_{2}=-u_{3}$ is the unique solution of (4.3).

Figure 5.3 is an illustration of such a solution, where rather than a vacuum point we now have a vacuum interval. It follows from formula (1.10) that $V(x, t ; \epsilon)=$ $\left(u_{1}+u_{2}+u_{3}+u_{4}\right) / 4=0$ at each point of the interval.

We close this section with a remark on the NLS case, which has been used to describe the nonlinear pulse propagation in an optical fiber [7]. The NLS oscillations with step-like initial shock data (1.15), $b>c$, have at most one vacuum point [3]. For more complicated step-like initial shock data, the NLS oscillations can also have a continuum of vacuum points. Indeed, consider the initial data

$$
\alpha(x, 0)=\left\{\begin{array}{ll}
a, & x<0, \\
b, & x>0,
\end{array} \quad \beta(x, 0)= \begin{cases}c, & x<0 \\
d, & x>0\end{cases}\right.
$$

with $a>c>b>d$ and $a-b=c-d$. It can easily be shown that there is an interval within the single phase regime where all the $u_{i}$ of the Whitham solution of (1.7) with $g=1$ are constants. More precisely, $u_{1}=a, u_{2}=c, u_{3}=b$, and $u_{4}=d$ for $\lambda_{3}(a, c, b, d) \leq x / t \leq \lambda_{2}(a, c, b, d)$, where $\lambda_{2}$ and $\lambda_{3}$ are the second and third eigenspeeds of the NLS-Whitham equations (1.7) for $g=1$. Since $a-b=c-d$, (5.1) holds at each point of the interval; hence, this is a vacuum interval. From the point of view of nonlinear optics, the optical wave has trivial frequency chirp in this region, and the region may be considered as a vacuum.
6. Other initial data. We conclude the paper by showing how to handle the initial data (1.24). Inequalities (2.14) are replaced by

$$
\frac{\partial \lambda_{2}}{\partial u_{2}}<\frac{3}{2} \frac{\lambda_{1}-\lambda_{2}}{u_{1}-u_{2}}<\frac{\partial \lambda_{1}}{\partial u_{1}}
$$

for $u_{4}<u_{3}<u_{2}<u_{1}$. Results similar to those of Lemma 2.2 can then be easily proved. The rest of the calculations are similar to those in sections 3 and 4 .

Appendix A. Leading edge calculations. The function $I\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ of (2.3) can be written in terms of the complete elliptic integral of the first kind $K(s)$; i.e.,

$$
\begin{equation*}
I=\frac{K(s)}{\sqrt{\left(u_{1}-u_{3}\right)\left(u_{2}-u_{4}\right)}} \tag{A.1}
\end{equation*}
$$

where

$$
s=\frac{\left(u_{1}-u_{2}\right)\left(u_{3}-u_{4}\right)}{\left(u_{1}-u_{3}\right)\left(u_{2}-u_{4}\right)}
$$

Using the derivative formula

$$
\frac{d K(s)}{d s}=\frac{E(s)-(1-s) K(s)}{2 s(1-s)}
$$

where $E(s)$ is the complete elliptic integral of the second kind, we calculate $\lambda_{2}$ and $\lambda_{3}$ of (2.2):

$$
\begin{align*}
& \lambda_{2}=2 \sigma_{1}-4 \frac{u_{1}-u_{2}}{1-\frac{u_{1}-u_{3}}{u_{2}-u_{3}} \frac{E}{K}},  \tag{A.2}\\
& \lambda_{3}=2 \sigma_{1}+4 \frac{u_{3}-u_{4}}{1-\frac{u_{2}-u_{4}}{u_{2}-u_{3}} \frac{E}{K}} . \tag{A.3}
\end{align*}
$$

We then use (2.10) to write $\mu_{2}-\mu_{3}$ as

$$
-2\left(u_{2}-u_{3}\right) K(s)\left[\frac{u_{1}-u_{2}}{\left(u_{2}-u_{3}\right) K-\left(u_{1}-u_{3}\right) E} \frac{\partial q}{\partial u_{2}}+\frac{u_{3}-u_{4}}{\left(u_{2}-u_{3}\right) K-\left(u_{2}-u_{4}\right) E} \frac{\partial q}{\partial u_{3}}\right]
$$

Hence, $G\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ of (4.4) becomes

$$
\begin{equation*}
G=-2\left[\frac{u_{1}-u_{2}}{\left(u_{2}-u_{3}\right) K-\left(u_{1}-u_{3}\right) E} \frac{\partial q}{\partial u_{2}}+\frac{u_{3}-u_{4}}{\left(u_{2}-u_{3}\right) K-\left(u_{2}-u_{4}\right) E} \frac{\partial q}{\partial u_{3}}\right] \tag{A.4}
\end{equation*}
$$

We now use the asymptotics of $K(s)$ and $E(s)$ as $s$ is close to 1 ,

$$
\begin{equation*}
K(s) \approx \frac{1}{2} \log \frac{16}{1-s}, \quad E(s) \approx 1+\frac{1}{4}(1-s)\left(\log \frac{16}{1-s}-1\right) \tag{A.5}
\end{equation*}
$$

to calculate the $u_{2}=u_{3}$ limit

$$
\begin{equation*}
G=2\left(\frac{\partial q}{\partial u_{2}}+\frac{\partial q}{\partial u_{3}}\right) . \tag{A.6}
\end{equation*}
$$

Finally, we can also use the expression (2.13) and the derivative formulae

$$
\begin{equation*}
\frac{d E(s)}{d s}=\frac{E(s)-K(s)}{2 s}, \quad \frac{d K(s)}{d s}=\frac{E(s)-(1-s) K(s)}{2 s(1-s)} \tag{A.7}
\end{equation*}
$$

to evaluate the partial derivatives of $G$ in the $u_{2}=u_{3}$ limit

$$
\begin{align*}
& \left.\frac{\partial G}{\partial u_{2}}\right|_{u_{2}=u_{3}}=2+\frac{\left(u_{1}-u_{4}\right)\left(u_{1}+4 u_{3}+u_{4}\right)}{4\left(u_{1}-u_{3}\right)\left(u_{4}-u_{3}\right)}  \tag{A.8}\\
& \left.\frac{\partial G}{\partial u_{3}}\right|_{u_{2}=u_{3}}=2-\frac{\left(u_{1}-u_{4}\right)\left(u_{1}+4 u_{3}+u_{4}\right)}{4\left(u_{1}-u_{3}\right)\left(u_{4}-u_{3}\right)}
\end{align*}
$$

Appendix B. Loss of genuine nonlinearity. In this appendix, we will show that the Whitham equations (1.22) with $g=1$ are not genuinely nonlinear. Again, we suppress the subscript $g=1$ in the notation $\lambda_{g, i}$ and $\mu_{g, i}$.

Proposition B.1. For fixed $u_{1}>u_{2}>u_{4}$ satisfying conditions

$$
u_{1}+4 u_{2}+u_{4}>0, \quad U\left(u_{1}, u_{2}, u_{4}\right)<0
$$

where the function $U$ is given in (2.23), the derivative

$$
\frac{\partial \mu_{3}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)}{\partial u_{3}}
$$

changes sign as $u_{3}$ increases from $u_{4}$ to $u_{2}$.
Proof. We first use formula (A.3) for $\lambda_{3}$, derivative formulae (A.7), and asymptotics (A.5) to calculate

$$
\begin{align*}
& \left.\frac{\partial \lambda_{3}}{\partial u_{3}}\right|_{u_{3}=u_{2}}=+\infty  \tag{B.1}\\
& \left.\frac{\partial \lambda_{3}}{\partial u_{3}}\right|_{u_{3}=u_{4}}=\frac{24\left(u_{2}-u_{4}\right)^{2}+24\left(u_{1}-u_{2}\right)\left(u_{2}-u_{4}\right)+9\left(u_{1}-u_{2}\right)^{2}}{\left(u_{1}+u_{2}-2 u_{4}\right)^{2}} \tag{B.2}
\end{align*}
$$

In the calculation of the last equation, we have also used the asymptotics of $K(s)$ and $E(s)$ near $s=0$,

$$
\begin{aligned}
& K(s)=\frac{\pi}{2}\left[1+\frac{s}{4}+\frac{9}{64} s^{2}+\cdots+\left(\frac{1 \cdot 3 \cdots(2 n-1)}{2 \cdot 4 \cdots 2 n}\right)^{2} s^{n}+\cdots\right] \\
& E(s)=\frac{\pi}{2}\left[1-\frac{s}{4}-\frac{3}{64} s^{2}-\cdots-\frac{1}{2 n-1}\left(\frac{1 \cdot 3 \cdots(2 n-1)}{2 \cdot 4 \cdots 2 n}\right)^{2} s^{n}-\cdots\right]
\end{aligned}
$$

Differentiating formula (2.10) for $\mu_{3}$ and using formula (2.13) for $q$, we obtain

$$
\frac{\partial \mu_{3}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)}{\partial u_{3}}=\frac{1}{8}\left(u_{1}+u_{2}+3 u_{3}+u_{4}\right) \frac{\partial \lambda_{3}}{\partial u_{3}}+\frac{3}{8}\left[\lambda_{3}-2 \sigma_{1}\right] .
$$

We then use the boundary values (2.7) and (2.8) for $\lambda_{3}$ and boundary values (B.1) and (B.2) for $\partial_{u_{3}} \lambda_{3}$ to calculate

$$
\left.\frac{\partial \mu_{3}}{\partial u_{3}}\right|_{u_{3}=u_{2}}=+\infty \quad \text { if } u_{1}+4 u_{2}+u_{4}>0
$$

and

$$
\left.\frac{\partial \mu_{3}}{\partial u_{3}}\right|_{u_{3}=u_{4}}=\frac{3 U\left(u_{1}, u_{2}, u_{4}\right)}{8\left(u_{1}+u_{2}-2 u_{4}\right)}<0 \quad \text { if } U\left(u_{1}, u_{2}, u_{4}\right)<0
$$

These two boundary values for $\partial_{u_{3}} \mu_{3}$ prove the proposition.
The conditions of the proposition can easily be verified. For example, for the initial data (1.23) of types II and III, we have $\xi(a, b)>c$ and $a+5 b \geq 3(b-c)>0$, which imply $U(a, b, c)<0$ and $a+4 b+c>0$. By Proposition B.1, the derivative

$$
\frac{\partial \mu_{3}\left(a, b, u_{3}, c\right)}{\partial u_{3}}
$$

must change sign as $u_{3}$ increases from $c$ to $b$.
Appendix C. Phase shift. In this appendix, we will verify that $Q$ given by (1.12) and (1.13) is the right phase shift for both the NLS and mKdV. We will study only the NLS case; the mKdV case can be handled in the same way.

For the NLS periodic wave train (1.8), the wave number and frequency are

$$
k=\frac{\pi \sqrt{\rho_{1}-\rho_{3}}}{\epsilon K(s)}, \quad w=k V_{1}
$$

The rapid phase is then given by

$$
\begin{equation*}
\Theta(x, t ; \epsilon)=k \theta(x, t)=k\left[x-V_{1} t-Q\right] . \tag{C.1}
\end{equation*}
$$

To verify that $Q$ of (1.12) and (1.13) is indeed the phase shift, it suffices to show that $\Theta$ satisfies the generalized wave number and frequency relations

$$
\begin{equation*}
\frac{\partial \Theta}{\partial x}=k, \quad \frac{\partial \Theta}{\partial t}=-w \tag{C.2}
\end{equation*}
$$

We first observe that the compatibility condition for (C.2) is

$$
\frac{\partial k}{\partial t}+\frac{\partial w}{\partial x}=0
$$

which is the conservation of waves. This equation can be viewed as an additional conservation law satisfied by the solutions of the Whitham equations (1.7). Hence, the eigenspeeds $\lambda_{i}$ of the Whitham equations can be calculated using $k$ and $w$; i.e.,

$$
\begin{equation*}
\lambda_{i}=\frac{\partial_{u_{i}} w}{\partial_{u_{i}} k} . \tag{C.3}
\end{equation*}
$$

We can also rewrite the wave number $k$ in terms of $I$ of (A.1) as

$$
k=\frac{\pi}{\epsilon I}
$$

which along with formula (2.2) for $\lambda_{i}$ gives

$$
\begin{equation*}
\frac{k}{\partial_{u_{i}} k}=-\frac{I}{\partial_{u_{i}} I}=\frac{1}{2}\left(\lambda_{i}-2 \sigma_{1}\right) \tag{C.4}
\end{equation*}
$$

Differentiating (C.1) with respect to $x$ and using the property that $u_{1}=a$, we obtain

$$
\begin{align*}
\frac{\partial \Theta}{\partial x} & =k+\sum_{i=2}^{4}\left[x \frac{\partial k}{\partial u_{i}}-t \frac{\partial w}{\partial u_{i}}-k \frac{\partial Q}{\partial u_{i}}-Q \frac{\partial k}{\partial u_{i}}\right] u_{i x} \\
& =k+\sum_{i=2}^{4} \frac{\partial k}{\partial u_{i}} u_{i x}\left[x-\lambda_{i} t-\frac{1}{2}\left(\lambda_{i}-2 \sigma_{1}\right) \frac{\partial Q}{\partial u_{i}}-Q\right] \tag{C.5}
\end{align*}
$$

where we have used formulae (C.3) and (C.4) in the last equality.

It is known that if $Q\left(a, u_{2}, u_{3}, u_{4}\right)$ satisfies (1.12) and (1.13), then

$$
x=\lambda_{i} t+\frac{1}{2}\left(\lambda_{i}-2 \sigma_{1}\right) \frac{\partial Q}{\partial u_{i}}+Q
$$

is the hodograph solution of the Whitham equations (1.7) [14]. Hence, we deduce from (C.5) the first equation of (C.2). The second equation of (C.2) can be shown in the same way.
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#### Abstract

The purpose of the article is to study the linear and nonlinear "stability" of roll-waves that are periodic and discontinuous entropic travelling wave solutions of the Saint Venant equations. More precisely, we prove that the Cauchy problem with initial data close to a roll-wave and satisfying suitable compatibility conditions has a solution on a sufficiently small interval.
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1. Introduction. Roll-waves are well-known nonlinear patterns appearing in shallow waters under the effect of gravity and bottom friction. This type of flow is commonly modeled by the "shallow water equations" that can be formally derived from the Navier-Stokes system. This is a hyperbolic system for the fluid height $h$ and the average velocity $u$ that is similar to the isentropic Euler equations. An empiric friction term, so-called Chezy friction term, is added to the momentum equation to model the friction of the bottom; see [7] for more details on the derivation of such models. In [3], Dressler proved the existence of periodic travelling waves that are mathematical solutions of the shallow water equations: those travelling waves are discontinuous, the discontinuity being a Lax shock. Similarly to shocks in hyperbolic systems, several questions arise at this stage: first, the existence of continuous roll-wave solutions of a viscous perturbation of the shallow water equations, the convergence to the inviscid roll-waves in the vanishing viscosity limit and their stability. The existence of continuous travelling waves for viscous shallow water equations follows from a classical Hopf bifurcation argument [9]. More involved is the question of the convergence of those solutions in the vanishing viscosity limit: one can prove, using geometric singular perturbation arguments (Fenichel theorems) that continuous roll-waves are $\varepsilon$ close to an inviscid roll-wave with spatial period $T$ and wave speed $c_{0}$ for a suitable wave speed $c(\varepsilon, T)$ with $\varepsilon$, the size of the viscosity [10], [11]. Only partial results are known concerning the stability of viscous roll-waves: those patterns are proved to be spectrally stable under large wavelength and small wavelength perturbations and are linearly stable provided that they are strongly spectrally stable; see [12] for more details.

In order to obtain more information on stability of viscous roll-waves, at least in the vanishing viscosity limit, we shall consider the inviscid case. In the case of a shock wave, the connection between the viscous and inviscid shocks has been established by Rousset [15] in the one-dimensional (1D) case and Gues and coworkers [6] in the multidimensional case. In the hyperbolic setting, the question of the "stability" of inviscid roll-waves then arises either under $1 D$ or multidimensional perturbations.

[^93]In that paper and in order to make the connection with the viscous case, we shall focus on small smooth perturbations of roll-waves. Due to the presence of an infinite number of shocks, even the formulation of the stability problem is a hard task. In the case of a single shock, one formulates the stability problem among the piecewise smooth functions with a single discontinuity that is close to the shock: working in the reference frame attached to that discontinuity, one can reduce the stability problem to the analysis of an initial boundary value problem. In the case of roll-waves, it is natural to work among the functions that are piecewise regular with discontinuities that are close to the discontinuities of the roll-waves. Here it is not sufficient to work in the reference frame attached to one discontinuity; in that case, this would mean that we restrict our attention to periodic perturbations of the roll-waves. In that setting, Tamada and Tougou [17] proved that, for suitable large wavelength, roll-waves are spectrally stable. In order to handle more general perturbations, we need to fix all the discontinuities; this is done through a Lipschitz change of variable. The author proved in that case that for large wavelength, the spectral problem has no unstable eigenvalue [13]. Due to the hyperbolic nature of the problem, it seems hard to obtain a stability result in that case; we shall consider here the question of the "persistence" of roll-waves.

Similarly to the persistence of shocks, we shall prove here that the Cauchy problem with initial data that are close to a roll-wave and satisfy suitable compatibility conditions is well posed. First, we formulate the "stability" problem among the space of piecewise regular functions with discontinuities close to the roll-waves discontinuities: the shocks are fixed through a Lipschitz change of variable, and we write both the shallow water equations and the Rankine-Hugoniot jump conditions in that setting. Then we linearize that set of equations and analyze the spectral problem. In order to tackle the Cauchy problem, we shall only consider the high-frequency perturbations; we briefly analyze an analogous equation of the Lopatinskii determinant for shocks. Then, following the approach for shocks, we derive a priori estimates on the linear problem and for a linearized problem around an approximate solution. For an initial data satisfying suitable compatibility conditions, we can construct an approximate solution of the shallow water equations on a sufficiently small time interval. We obtain the existence of a solution to the Cauchy problem through a fixed point argument around the approximate solution with the a priori estimates on the linearized problem.

This method introduced by Majda [4] for compact shocks and generalized by Métivier [5] is suitable for multimensional perturbations. Though valid in the multidimensional case, the principal results obtained in this paper are written in the $1 D$ setting. Indeed, in order to simplify the presentation, we have chosen to emphasize the periodic nature of the problem and the new issues that have to be handled with, in particular, the formulation of the stability problem and the presence of a sonic point in the interior that complicates higher-order estimates. In this particular setting, the energy estimates are derived easily without the microlocal analysis. We briefly discuss at the end of the paper how to extend the analysis proposed here to multidimensional perturbations. Moreover, this approach shall be generalized and developed in a forthcoming paper to handle roll-waves in generalized hyperbolic systems obtained recently by the author in [14].

The paper is organized as follows: in section 2, we recall the Dressler construction of roll-waves and formulate the boundary value problem associated to the persistence problem. In section 3, we linearize the equations around a roll-wave and perform the spectral analysis of that linear problem. We also obtain a priori estimates for
the solutions of that problem. We then consider the linearized problem around an approximate solution: we first obtain a priori estimates on solutions of that linear problem and deduce the well posedness of those equations in suitable functional spaces. Section 4 is devoted to the analysis of the full nonlinear problem: we first obtain compatibility conditions for initial data and construct an approximate solution of the shallow water equations coupled with Rankine-Hugoniot jump conditions. The well posedness of the Cauchy problem is then obtained through a fixed point argument.
2. Formulation of the problem. In this section, we give a short proof of the existence of inviscid roll-waves. Then, we introduce the functional spaces adapted to the stability analysis of that kind of pattern: these are piecewise regular functions with discontinuities close to the discontinuities of a roll-wave. We then perform the Lipschitz change of variable that fixes all the shocks and write the shallow water equations and the Rankine-Hugoniot conditions in the reference frame.
2.1. Existence of roll-waves. We briefly recall Dressler analysis for the existence of roll-wave solutions of the Saint Venant system. Let us start with the nondimensional Saint Venant equations

$$
\begin{align*}
& h_{t}+(h u)_{x}=0 \\
& (h u)_{t}+\left(\frac{h^{2}}{2 F}+h u^{2}\right)_{x}=h-u^{2} \tag{1}
\end{align*}
$$

where $h$ is the height of the fluid, $u$ is the average fluid speed, and $F$ is the Froude number. In [3], Dressler looks for periodic travelling wave solutions in the form

$$
(h, u)(x, t)=(H, U)(x-c t)
$$

of the inviscid Saint Venant equations: these yield a first order differential system. Eliminating $U$ from the system reduces the problem to finding periodic solutions of the scalar equation

$$
\begin{equation*}
H^{\prime}=\frac{H-\left(c-\frac{q}{H}\right)^{2}}{\frac{H}{F}-\frac{q^{2}}{H^{2}}}=P_{1}(H) \tag{2}
\end{equation*}
$$

where $q=H(c-U)>0$, a constant, is the relative discharge rate. Integrating (2) in the form $\xi=\xi_{0}+\int \frac{d h}{P_{1}(h)}$, it is proved that (2) has no continuous periodic solution [3]. Thus, we are looking for periodic solutions with discontinuities that satisfy admissibility conditions. The hyperbolic part of the system being similar to the isentropic Euler equations and the admissibility conditions for a discontinuity located at $x=x(t)$ are the Rankine-Hugoniot conditions

$$
\begin{equation*}
[h u]=\dot{x}[h], \quad\left[\frac{h^{2}}{2 F}+h u^{2}\right]=\dot{x}[h u] \tag{3}
\end{equation*}
$$

where $[u]=\lim _{\epsilon \rightarrow 0} u(x(t)+\epsilon)-u(x(t)-\epsilon)$ and a Lax shock condition

$$
u_{+}+\sqrt{\frac{h_{+}}{F}}<\dot{x}<u_{-}+\sqrt{\frac{h_{-}}{F}} .
$$

Dressler proved the following result.
ThEOREM 1. Given any $F>4, L>0$, and $c>0$, there exists a piecewise $C^{1}$ periodic travelling wave, with wave speed $c$ and wavelength $L$, entropic solution of the inviscid Saint Venant equations (1).

We recall the proof for completeness.
Proof. Let $H_{-}$(resp. $H_{+}$) be the fluid height before (resp. after) a shock. The entropic shock must satisfy the Rankine-Hugoniot jump conditions

$$
\begin{equation*}
\frac{H_{+}^{2}}{2 F}+\frac{q^{2}}{H_{+}}=\frac{H_{-}^{2}}{2 F}+\frac{q^{2}}{H_{-}} \tag{4}
\end{equation*}
$$

The Saint Venant equations are similar to the isentropic Euler equations for an ideal gas with $\gamma=2$, where $h$ plays the role of the density $\rho$. The entropy condition is equivalent to the Lax shock condition (see [18] for more details):

$$
U_{+}+\sqrt{\frac{H_{+}}{F}}<c<U_{-}+\sqrt{\frac{H_{-}}{F}}
$$

Since the relative discharge rate $H(c-U)=q$ is a constant, we obtain

$$
\sqrt{\frac{H_{+}}{F}}-\frac{q}{H_{+}}<0<\sqrt{\frac{H_{-}}{F}}-\frac{q}{H_{-}}
$$

Hence, $H_{+}<H_{-}$and there exists a "sonic" point $H_{0}$ so that $H_{+}<H_{0}<H_{-}$and

$$
\frac{H_{0}}{F}-\frac{q^{2}}{H_{0}^{2}}=0
$$

In order to satisfy the entropy condition, we must have $\left.\frac{d H}{d \xi}\right|_{H_{0}}>0$ or equivalently, $F>4$. The denominator of the fraction in (2) vanishes at point $H_{0}$. To pass continuously through this value, the numerator must also vanish at this point $H_{0}$ :

$$
H_{0}-\left(c-\frac{q}{H_{0}}\right)^{2}=0
$$

We simplify the fraction in (2):

$$
\begin{equation*}
\frac{d H}{d \xi}=F \frac{H^{2}+\left(H_{0}-c^{2}\right) H+\frac{H_{0}^{2}}{F}}{H^{2}+H_{0} H+H_{0}^{2}}=P_{1}(H) \tag{5}
\end{equation*}
$$

The construction of a periodic solution with an arbitrary wavelength $L$ is, at this point, straightforward. Let $H(\xi)$ be the special solution of (5) so that $H(0)=H_{0}$ : it is defined implicitly by $H(\xi)=h \Leftrightarrow \xi=f_{1}(h)$, where $f_{1}$ is the primitive of $\frac{1}{P_{1}}$ such that $f_{1}\left(H_{0}\right)=0$. The function $f_{1}$ is given by

$$
\begin{aligned}
F f_{1}(h)= & h-H_{0}+\frac{H_{a}^{2}+H_{0} H_{a}+H_{0}^{2}}{H_{a}-H_{b}} \ln \left(\frac{h-H_{a}}{H_{0}-H_{a}}\right) \\
& -\frac{H_{b}^{2}+H_{0} H_{b}+H_{0}^{2}}{H_{a}-H_{b}} \ln \left(\frac{h-H_{b}}{H_{0}-H_{b}}\right)
\end{aligned}
$$

and $H_{a}>H_{b}$ are the zeros of $P_{1}$. Define $H_{n}(\xi)=H(\xi-n L)$. We fit $H_{n}$ and $H_{n+1}$ together by means of an entropic shock. Eliminating the solution $H_{+}=H_{-}$, the Rankine-Hugoniot condition (4) now reads

$$
\begin{equation*}
H_{+}+H_{-}=\frac{2 H_{0}^{3}}{H_{+} H_{-}} \tag{6}
\end{equation*}
$$

We determine the position of the $n$th shock $\xi_{c}^{n}$, with $H_{n}\left(\xi_{c}^{n}\right)=H_{-}$and $H_{n+1}\left(\xi_{c}^{n}\right)=$ $H_{+}$. This is equivalent to the relation

$$
\begin{equation*}
\int_{H_{0}}^{H^{-}} \frac{d h}{P_{1}(h)}=L+\int_{H_{0}}^{H_{+}} \frac{d h}{P_{1}(h)} . \tag{7}
\end{equation*}
$$

Now, eliminating $H_{+}$between (6) and (7) yields $L$ as a function of $H_{-}$. Then we have obtained periodic and entropic solutions of the Saint Venant equations (1).

In what follows, we rescale space variables and unknowns by $H_{0}$ in the variable $H:=H_{0} h$ and $\xi:=H_{0} \xi:$ we get the nondimensional equation of profile

$$
h^{\prime}=F \frac{h^{2}+\left(1-\left(1+\frac{1}{\sqrt{F}}\right)^{2}\right) h+\frac{1}{F}}{h^{2}+h+1}=P(h)
$$

Denote $H_{+}=H_{0} h_{+}$and $H_{-}=H_{0} h_{-}$. The nondimensional Rankine-Hugoniot conditions reads

$$
h_{+}+h_{-}=\frac{2}{h_{+} h_{-}} .
$$

We can easily describe the asymptotic profile of the roll-waves as $L \rightarrow \infty$. Indeed, when $L \rightarrow \infty$, the minimum height $h_{+}$converges to $h_{a}$ given by

$$
h_{a}=\frac{H_{a}}{H_{0}}=\frac{1}{2 F}(1+2 \sqrt{F}+\sqrt{1+4 \sqrt{F}}) .
$$

Then the family of roll-waves converges to a solitary wave with a single shock as $L \rightarrow \infty$. Denote $h_{m}>h_{a}$ so that $h_{a}+h_{m}=\frac{2}{h_{a} h_{m}}$. Before the shock, the profile $\tilde{h}$ of the solitary wave is given by the special solution $\tilde{h}=h, h \in\left(h_{a}, h_{m}\right)$, and after the shock, it is a constant $\tilde{h}=h_{a}$. The description of the roll-wave solutions of the Saint Venant system is complete, and we are now in a position to formulate the stability problem.
2.2. Formulation of the stability problem. In this section, we recall the method, introduced in [13], of studying the stability of Dressler roll-waves that possess an infinite number of shocks. These roll-waves are parametrized by the wavelength $L$ and the wave speed $c$. When these parameters are fixed, denote $H_{+}$(resp. $H_{-}$) the minimum (resp. maximum) height of the roll-wave. This is also the height after (resp. before) a shock. We first write the Saint Venant system (1) into a diagonalized form and introduce the Riemann invariants

$$
r=u+2 \sqrt{\frac{h}{F}}, \quad s=u-2 \sqrt{\frac{h}{F}}
$$

The shallow water equations (1) read

$$
\begin{equation*}
r_{t}+\lambda_{1}(r, s) r_{x}=Q(r, s), \quad s_{t}+\lambda_{2}(r, s) s_{x}=Q(r, s) \tag{8}
\end{equation*}
$$

where $\lambda_{k}, k=1,2$ and $Q$ are defined by

$$
\lambda_{1}(r, s)=\frac{3 r}{4}+\frac{s}{4}, \quad \lambda_{2}(r, s)=\frac{3 s}{4}+\frac{r}{4}, \quad Q(r, s)=1-\frac{4}{F}\left(\frac{r+s}{r-s}\right)^{2}
$$

For a discontinuity located at $x=x(t)$, the Rankine-Hugoniot conditions in these variables reads

$$
\begin{align*}
{\left.\left[(r+s)(r-s)^{2}\right)\right] } & =2 \dot{x}\left[(r-s)^{2}\right]  \tag{9}\\
{\left[(r-s)^{4}+8(r-s)^{2}(r+s)^{2}\right] } & =16 \dot{x}\left[(r+s)(r-s)^{2}\right]
\end{align*}
$$

The derivation of the spectral problem is inspired by the method introduced by Majda for studying the stability of multidimensional shocks in hyperbolic systems [4]. In what follows, we consider a Dressler roll-wave $(H, U)$ (or equivalently, $R, S$ ) with wavespeed $c$ and wavelength $L$ : the location of the shocks are given by $x_{i}(t)=c t+$ $i L, i \in \mathbb{Z}$. We consider small perturbations of that solution: we can suppose it is piecewise $C^{1}$ functions with discontinuities at positions $X_{i}(t)=c t+i L+\varepsilon_{i}(t), i \in \mathbb{Z}$. The $\varepsilon_{i}$ are supposed to be small. The Rankine-Hugoniot conditions (9) are then given by

$$
\begin{align*}
{\left.\left[(r+s)(r-s)^{2}\right)\right]_{X_{i}} } & =2 \dot{X}_{i}\left[(r-s)^{2}\right]_{X_{i}} \\
{\left[(r-s)^{4}+8(r-s)^{2}(r+s)^{2}\right]_{X_{i}} } & =16 \dot{X}_{i}\left[(r+s)(r-s)^{2}\right]_{X_{i}} \tag{10}
\end{align*}
$$

In [4], working in the reference frame attached to the discontinuity made the shock steady. In our case, because of the existence of an infinite distribution of shocks, we have to fix all the discontinuities in order to make the roll-wave steady, just as Majda did in the case of the stability of planar shocks [4]. In that case, a perturbation of a planar shock has a discontinuity front at points $x_{n}=\psi(y, t)$, with $y=\left(x_{1}, \ldots, x_{n-1}\right)$ the transverse variable, and one introduces a new variable $\xi=x_{n}-\psi(y, t)$ that fixes all the front shock and not only a variable $\xi=x_{n}-\psi(t)$ that fixes only the shock at $y=0$. In the case of roll-waves, we fix all the shocks by working in the new system of coordinates $(\xi=\xi(x, t), t)$ such that $\xi\left(X_{i}(t), t\right)=i L \forall i \in \mathbb{Z}$. The function $\xi$ has the form

$$
\begin{equation*}
\forall x \in] X_{i}(t), X_{i+1}(t)\left[, \xi(x, t)=\frac{x-X_{i}(t)}{X_{i+1}(t)-X_{i}(t)} L+i L \forall i \in \mathbb{Z}\right. \tag{11}
\end{equation*}
$$

Remark. Considering $\left|\varepsilon_{i}\right| \ll 1$, we prove that $\xi(x, t) \approx x-c t$ up to first order; it looks like a change of reference frame.

Note that in the case of the stability of roll-waves, we have a sort of multidimensional stability issue where the transverse "variable" is $i \in \mathbb{Z}$. The function $\xi$ is Lipschitz and the system is of order one, so this change of coordinates is licit and does not change the Rankine-Hugoniot jump conditions. We make the change of coordinates $(r, s)(x, t)=(\bar{r}, \bar{s})(\xi(x, t), t)$, where $(\bar{r}, \bar{s})$ are piecewise $C^{1}$ functions with discontinuities located at points $\{i L, i \in \mathbb{Z}\}$. The derivation rules are given by

$$
\begin{align*}
\frac{\partial r}{\partial x} & =\frac{\partial \bar{r}}{\partial \xi} \frac{L}{X_{i+1}-X_{i}} \\
\frac{\partial r}{\partial t} & =\frac{\partial \bar{r}}{\partial t}-\frac{L}{X_{i+1}-X_{i}}\left(\dot{X}_{i}+\frac{\xi-i L}{L}\left(\dot{X}_{i+1}-\dot{X}_{i}\right)\right) \frac{\partial \bar{r}}{\partial \xi} \tag{12}
\end{align*}
$$

Substituting (12) into the shallow water equations (8) and dropping the overlines into the equations, the system (8) reads for all $x \in(i L,(i+1) L)$,

$$
\begin{align*}
& r_{t}+\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{1}(r, s)-\left(\dot{X}_{i}+\gamma_{i}(x)\left(\dot{X}_{i+1}-\dot{X}_{i}\right)\right)\right) r_{x}=Q(r, s) \\
& s_{t}+\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{2}(r, s)-\left(\dot{X}_{i}+\gamma_{i}(x)\left(\dot{X}_{i+1}-\dot{X}_{i}\right)\right)\right) s_{x}=Q(r, s) \tag{13}
\end{align*}
$$

with $\gamma_{i}(x)=\frac{x-i L}{L} \in(0,1)$. The Rankine-Hugoniot conditions (10) remain unchanged and are given by

$$
\begin{equation*}
[h u]_{X_{i}}=\dot{X}_{i}[h]_{X_{i}},\left[\frac{h^{2}}{2 F}+h u^{2}\right]_{X_{i}}=\dot{X}_{i}[h u]_{X_{i}} \tag{14}
\end{equation*}
$$

where $h, u$ have to be understood as functions of $r, s$. The particular solution $\left(R, S, X_{i}\right.$ $(t)=c t+i L)$ computed by Dressler is now a steady solution of (13) and (14).

In this paper, we deal with the problem of the persistence of a roll-wave solution: Given any initial condition $\left(r_{0}, s_{0}\right)$ which has the same structure as a roll-wave solution with discontinuities at points $x_{i}^{0}, i \in \mathbb{Z}$, we are going to prove that, for initial conditions close to a roll-wave solution and satisfying suitable compatibility conditions, there exists a solution of the Cauchy problem (13), (14) with the initial conditions $(r, s)(., 0)=\left(r_{0}, s_{0}\right)$ on a sufficiently small interval $\left(0, T^{*}\right)$ that conserves a structure similar to the roll-wave structure. This result is in some sense a result of the stability of roll waves. Due to the hyperbolic nature of the problem, we expect the apparition of new discontinuities that breaks the roll-wave structure. To deal with this problem, we follow the approach initiated by Majda [4] to prove the existence of compact shocks and developed by Metivier [5] for the stability of multidimensonal shocks: In order to deal with the full nonlinear problem, the first task is to prove the well posedness of the linearized equations around an approximate solution, which will be assumed to be close to a roll wave solution. Then, under suitable compatibility conditions, we are able to prove the existence of an approximate solution of (13), (14), and using a fixed point argument in the neighborhood of this approximate solution, we prove the existence of a solution of the full Cauchy problem.
3. Well posedness of the linearized equations. In this section, we prove the well posedness of the linear equations obtained by the linearization of (13), (14) in the neighborhood of an approximate solution close to a roll-wave. This is done by energy estimates on the linear problem and on an adjoint problem. We start with the analysis of the spectral problem associated to the linear equations obtained by linearization of (13), (14) around the roll-wave solution and then perform a priori estimates of solutions of that problem and the adjoint of that problem. We prove that these estimates remain true for the solutions of the linear equations obtained by linearization around a function "close" to a roll-wave. We deduce from the energy estimates that the linearized problem around an approximate solution is well posed in suitable functional spaces.
3.1. Energy estimates on the "exact" linearized problem. In what follows, we linearize shallow water equations and Rankine-Hugoniot conditions around an exact roll-wave solution and obtain energy estimates for that linearized problem: we shall deduce estimates for the linearized problem around an approximate solution.
3.1.1. Formulation of the linearized problem. The linearization of the equation in the neighborhood of the roll-wave solution yields the following, after time rescaling $t:=H_{0} t$ :

$$
\begin{align*}
& \partial_{t} r_{i}+a(h) \partial_{x} r_{i}  \tag{15}\\
& \partial_{t} s_{i}+b(h) \partial_{x} s_{i}
\end{align*}+L^{0}(h)\binom{r_{i}}{s_{i}}=\mathcal{F}_{i} \quad \forall(x, i) \in(0, L) \times \mathbb{Z}
$$

with $a(h)=\sqrt{h}-h^{-1}, b(h)=-\sqrt{h}-h^{-1},\left(r_{i}, s_{i}\right)=(r, s)_{\mid(i L, i L+L)}$,

$$
\mathcal{F}_{i}=\left(\dot{\varepsilon}_{i}+\frac{x}{L}\left(\dot{\varepsilon}_{i+1}-\dot{\varepsilon}_{i}\right)\right) P(h)\binom{h^{-2}+h^{-\frac{1}{2}}}{h^{-2}-h^{-\frac{1}{2}}}-\frac{c\left(\varepsilon_{i+1}-\varepsilon_{i}\right) P(h)}{L(1+\sqrt{F})}\binom{1}{1}
$$

and

$$
\begin{aligned}
& L_{11}^{0}=\frac{3}{4}\left(h^{-2}+h^{-\frac{1}{2}}\right) P(h)-h^{-\frac{3}{2}}\left(1+\sqrt{F}-h^{-1}\right)\left(1+\sqrt{F}-h^{-1}-2 h^{\frac{1}{2}}\right), \\
& L_{12}^{0}=\frac{1}{4}\left(h^{-2}+h^{-\frac{1}{2}}\right) P(h)+h^{-\frac{3}{2}}\left(1+\sqrt{F}-h^{-1}\right)\left(1+\sqrt{F}-h^{-1}+2 h^{\frac{1}{2}}\right), \\
& L_{21}^{0}=\frac{1}{4}\left(h^{-2}-h^{-\frac{1}{2}}\right) P(h)-h^{-\frac{3}{2}}\left(1+\sqrt{F}-h^{-1}\right)\left(1+\sqrt{F}-h^{-1}-2 h^{\frac{1}{2}}\right), \\
& L_{22}^{0}=\frac{3}{4}\left(h^{-2}-h^{-\frac{1}{2}}\right) P(h)+h^{-\frac{3}{2}}\left(1+\sqrt{F}-h^{-1}\right)\left(1+\sqrt{F}-h^{-1}+2 h^{\frac{1}{2}}\right) .
\end{aligned}
$$

Here $h$ has to be understood as $h=h(x)$, the equation of profile of the roll-wave. The linearized Rankine-Hugoniot conditions are given by

$$
\begin{align*}
2[h]_{i L} \dot{\varepsilon}_{i}= & {\left[\left(h-h^{-\frac{1}{2}}\right) r+\left(h+h^{-\frac{1}{2}}\right) s\right]_{i L}, } \\
2[h]_{i L} \dot{\varepsilon}_{i}= & {\left[\left(h-h^{-\frac{1}{2}}+\frac{1}{1+\sqrt{F}}\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}-2\right)\right) r\right.} \\
& \left.+\left(h+h^{-\frac{1}{2}}-\frac{1}{1+\sqrt{F}}\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2\right)\right) s\right]_{i L} \forall i \in \mathbb{Z}, \tag{16}
\end{align*}
$$

with $[h]_{i L}=h_{+}-h_{-}$. In order to simplify the notations, we introduce the matrix $M(h)$ so that (16) reads

$$
2[h] \dot{\varepsilon}\binom{1}{1}=\left[M(h)\binom{r}{s}\right]_{i L} .
$$

Equivalently, system (16) can be written

$$
\begin{align*}
2[h] \dot{\varepsilon}_{i} & =\left[\left(h-h^{-\frac{1}{2}}\right) r+\left(h+h^{-\frac{1}{2}}\right) s\right]_{i L},  \tag{17}\\
0 & =\left[\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}-2\right) r-\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2\right) s\right]_{i L}
\end{align*}
$$

In order to eliminate the derivatives of $\varepsilon_{i}$ in the interior equations (15), one can, as usual, introduce the "good" unknowns:

$$
\begin{aligned}
& \bar{r}_{i}=r_{i}+\left(\varepsilon_{i}+\frac{x}{L}\left(\varepsilon_{i+1}-\varepsilon_{i}\right)\right) P(h)\left(h^{-2}+h^{-\frac{1}{2}}\right), \\
& \bar{s}_{i}=s_{i}+\left(\varepsilon_{i}+\frac{x}{L}\left(\varepsilon_{i+1}-\varepsilon_{i}\right)\right) P(h)\left(h^{-2}-h^{-\frac{1}{2}}\right) .
\end{aligned}
$$

Dropping the overlines, this yields the system

$$
\begin{align*}
& \partial_{t} r_{i}+a(h) \partial_{x} r_{i}  \tag{18}\\
& \partial_{t} s_{i}+b(h) \partial_{x} s_{i}
\end{align*}=\overline{\mathcal{F}}_{i} \quad \forall(x, i) \in(0, L) \times \mathbb{Z},
$$

where $\overline{\mathcal{F}}_{i}$ contains only zeroth order terms. More precisely, $\overline{\mathcal{F}}_{i}$ is written

$$
\begin{aligned}
\overline{\mathcal{F}}_{i}= & -L^{0}\binom{r_{i}}{s_{i}}-\varepsilon_{i} P(h) L^{0}\binom{h^{-2}+h^{-\frac{1}{2}}}{h^{-2}-h^{-\frac{1}{2}}} \\
& -\frac{x}{L}\left(\varepsilon_{i+1}-\varepsilon_{i}\right) P(h) L^{0}\binom{h^{-2}+h^{-\frac{1}{2}}}{h^{-2}-h^{-\frac{1}{2}}} \\
& -\varepsilon_{i} \operatorname{diag}(a(h), b(h)) \partial_{x}\binom{P(h)\left(h^{-2}+h^{-\frac{1}{2}}\right)}{P(h)\left(h^{-2}-h^{-\frac{1}{2}}\right)} \\
& -\left(\varepsilon_{i+1}-\varepsilon_{i}\right) \operatorname{diag}(a(h), b(h)) \partial_{x}\binom{\frac{x P(h)}{L}\left(h^{-2}+h^{-\frac{1}{2}}\right)}{\frac{x P(h)}{L}\left(h^{-2}-h^{-\frac{1}{2}}\right)} .
\end{aligned}
$$

The Rankine-Hugoniot jump conditions are given by

$$
\begin{align*}
2[h] \dot{\varepsilon}_{i} & =\left[\left(h-h^{-\frac{1}{2}}\right) r+\left(h+h^{-\frac{1}{2}}\right) s\right]_{i L} \\
-\left[P(h)\left(h-h^{-2}\right)\right] \varepsilon_{i} & =\left[\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}-2\right) r-\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2\right) s\right]_{i L} \tag{19}
\end{align*}
$$

As usual, we consider the linear boundary value problem dropping the zeroth order term from $(18,19)$ :

$$
\begin{align*}
& \partial_{t} r_{i}+a(h) \partial_{x} r_{i}=F_{i}^{1} \\
& \partial_{t} s_{i}+b(h) \partial_{x} s_{i}=F_{i}^{2} \tag{20}
\end{align*} \forall i \in \mathbb{Z}, x \in(0, L),
$$

with the linearized Rankine-Hugoniot conditions

$$
\begin{align*}
& 2[h] \dot{\varepsilon}_{i}=\left[\left(h-h^{-\frac{1}{2}}\right) r+\left(h+h^{-\frac{1}{2}}\right) s\right]_{i L}+a_{1, i},  \tag{21}\\
& {\left[\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}-2\right) r-\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2\right) s\right]_{i L}=a_{2, i}}
\end{align*} \quad \forall i \in \mathbb{Z} .
$$

These conditions can be interpreted as transmission conditions at the point of discontinuities between $\left(r_{i}, s_{i}\right)$ and $\left(r_{i+1}, s_{i+1}\right)$. Indeed, a jump of a function $f$ of $r, s$ at point $x=i L$ can be written

$$
[f(r, s)]_{i L}=f\left(r_{i}(0), s_{i}(0)\right)-f\left(r_{i-1}(L), s_{i-1}(L)\right)
$$

3.1.2. Normal mode analysis. We carry out a similar analysis made in the stability of multidimensional shocks and search for possible unstable eigenmodes. We make a Laplace transform in time and Fourier transform in discrete space (that yields Fourier series) of (20, 21):

$$
\lambda \bar{r}+a(h) \bar{r}^{\prime}=0, \quad \lambda \bar{s}+b(h) \bar{s}^{\prime}=0 \forall x \in(0, L)
$$

with

$$
\bar{r}(\lambda, \theta, x)=\sum_{k \in \mathbb{Z}} e^{i k \theta} \int_{-\infty}^{\infty} e^{\lambda t} r_{k}(x, t) d t
$$

The linearized Rankine-Hugoniot conditions reads

$$
2 \lambda\left(h_{-}-h_{+}\right) \bar{\varepsilon}\binom{1}{1}=e^{i \theta} M\left(h_{-}\right)\binom{\bar{r}(L)}{\bar{s}(L)}-M\left(h_{+}\right)\binom{\bar{r}(0)}{\bar{s}(0)} .
$$

Here the space $\mathbb{E}^{s}$ of functions decreasing to 0 at infinity used in the analysis of multidimensional shocks is replaced by the space $\mathbb{E}^{a}$ of bounded functions at the point of singularity $x_{0}$ such that $h\left(x_{0}\right)=1$. A basis of solutions for the differential system (3.1.2) is given by

$$
V_{1}=\left(\left(x-x_{0}\right)^{-\frac{\lambda}{a^{\prime}\left(x_{0}\right)}} Z(x), 0\right), V_{2}=\left(0, e^{-\lambda \int_{x_{0}}^{x} \frac{d s}{b(h(s))}}\right)
$$

where $Z$ is an analytic (thus bounded) function on the interval $(0, L)$ that is unique if we choose $Z(0)=1$. When $\Re(\lambda)>0$, it is easily seen that $\mathbb{E}^{a}=\left\langle V_{2}\right\rangle$ so that the analogous equation of the Lopatinskii determinant is an Evans function given by

$$
\Delta(\lambda, \theta)=\frac{2[h]}{1+\sqrt{F}} \lambda\left(\left(h_{+}^{\frac{3}{2}}+h_{+}^{-\frac{3}{2}}+2\right)-\left(h_{-}^{\frac{3}{2}}+h_{-}^{-\frac{3}{2}}+2\right) e^{i \theta-\lambda \int_{0}^{L} \frac{d s}{b(h(s))}}\right)
$$

The function $h \mapsto h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2$ is decreasing on the interval $(0,1)$, is increasing on $(1,+\infty)$, and is invariant under the function $\mapsto \frac{1}{h}$. The Rankine-Hugoniot jump conditions for the roll-wave $h_{+}+h_{-}=\frac{2}{h_{\frac{3}{2}} h_{-}} \operatorname{imply}_{3}$ that $h_{-}=* 10 \frac{1}{2}\left(\sqrt{h_{+}^{2}+\frac{8}{h_{+}}}-h_{+}\right)<$ $\frac{1}{h_{+}}$for any $h_{+}<1$. Then we find that $h_{+}^{\frac{3}{2}}+h_{+}^{-\frac{3}{2}}+2>h_{-}^{\frac{3}{2}}+h_{-}^{-\frac{3}{2}}+2$. As a consequence, on the half plane $\Re(\lambda)>0$, the Evans function $\Delta$ vanishes either when $\lambda=0$ (for any $\theta$ ) and for

$$
-\Re(\lambda) \int_{0}^{L} \frac{d s}{b(h(s))}=\log \left(\frac{h_{+}^{\frac{3}{2}}+h_{+}^{-\frac{3}{2}}+2}{h_{-}^{\frac{3}{2}}+h_{-}^{-\frac{3}{2}}+2}\right), \theta=\Im(\lambda) \int_{0}^{L} \frac{d s}{b(h(s))}[2 \pi]
$$

We obtain a full line of unstable eigenmodes with a positive growth rate $\Re(\lambda)$ in time, since $b(h)<0$ and $h_{+}^{\frac{3}{2}}+h_{+}^{-\frac{3}{2}}+2>h_{-}^{\frac{3}{2}}+h_{-}^{-\frac{3}{2}}+2$.

Contrary to the case of multidimensional shocks where there is only one shock, this does not imply strong instability since the Evans function is not homogeneous; the growth rate of the unstable eigenmodes is bounded, whereas in the case of a single shocks, a full line of eigenvalues with an arbitrary large real part is found. This is due to the fact that in the case of shocks, the equations are invariant under the hyperbolic scaling $(x, t) \mapsto(\mu x, \mu t)$ for any $\mu>0$. As a consequence, an unstable mode is accompanied with a full line of unstable modes that are more and more unstable as the frequency goes to infinity. This is not the case here due to the periodic nature of the problem. Moreover, it is easily seen that when $L \rightarrow \infty, \operatorname{Re}(\lambda) \rightarrow 0$ : the zeroth order terms have an importance in the stability issue as pointed out in [13].
3.1.3. Energy estimates. In this section, we obtain energy estimates for solutions of the linear problem (20), (21). We multiply the first (resp. second) equation of $(20)$ by $r_{i}$ (resp. $s_{i}$ ), integrate on $(0, L)$, and sum for $i \in \mathbb{Z}$ :

$$
\partial_{t} \sum_{i \in \mathbb{Z}} \int_{0}^{L}\left(r_{i}^{2}+s_{i}^{2}\right) d x+\sum_{i \in \mathbb{Z}} \int_{0}^{L} a(h) \partial_{x} r_{i}^{2}+b(h) \partial_{x} s_{i}^{2}=2 \sum_{i \in \mathbb{Z}} \int_{0}^{L} F_{i}^{1} r_{i}+F_{i}^{2} r_{i} d x
$$

An integration by parts on the second integral yields

$$
\int_{0}^{L} a(h) \partial_{x} r_{i}^{2}+b(h) \partial_{x} s_{i}^{2}=\left[a(h) r_{i}^{2}+b(h) s_{i}^{2}\right]_{0}^{L}-\int_{0}^{L} \partial_{x} a r_{i}^{2}+\partial_{x} b s_{i}^{2} d x
$$

We change the indices of summation in the boundary terms and find that

$$
\begin{align*}
& \partial_{t} \sum_{i \in \mathbb{Z}} \int_{0}^{L}\left(r_{i}^{2}+s_{i}^{2}\right) d x-\sum_{i \in \mathbb{Z}}\left[a(h) r^{2}+b(h) s^{2}\right]_{i L}  \tag{22}\\
&=2 \sum_{i \in \mathbb{Z}} \int_{0}^{L} F_{i}^{1} r_{i}+F_{i}^{2} s_{i} d x+\sum_{i \in \mathbb{Z}} \int_{0}^{L} \partial_{x} a(h) r_{i}^{2}+\partial_{x} b(h) s_{i}^{2}
\end{align*}
$$

Equation (22) can be written in the form

$$
\begin{align*}
\partial_{t} \int_{\mathbb{R}} r^{2}+s^{2} d x-\sum_{i \in \mathbb{Z}}[a(r) & \left.r^{2}+b(h) s^{2}\right]_{i L}  \tag{23}\\
& =2 \int_{\mathbb{R}} F r+G s d x+\int_{\mathbb{R}} \partial_{x} a(h) r^{2}+\partial_{x} b(h) s^{2} d x
\end{align*}
$$

Next, we have to obtain an estimate on the boundary terms. For that purpose, we show that the boundary condition

$$
f_{-} r_{i}^{-}-f_{+} r_{i}^{+}=g_{-} s_{i}^{-}-g_{+} s_{i}^{+}
$$

with

$$
f_{ \pm}=f\left(h_{ \pm}\right), g_{ \pm}=g\left(h_{ \pm}\right), f(h)=h^{\frac{3}{2}}+h^{-\frac{3}{2}}-2, g(h)=h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2
$$

is maximal dissipative. More precisely, we prove that

$$
B\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right)=0 \Rightarrow \mathcal{Q}\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right) \geq 0
$$

with $B u=\langle r h, u\rangle, r h$ being the vector $r h={ }^{t}\left(f_{+},-f_{-},-g_{+}, g_{-}\right)$and $\mathcal{Q}$ is the quadratic form

$$
\mathcal{Q}\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right)=a_{-}\left(r_{i}^{-}\right)^{2}+b_{-}\left(s_{i}^{-}\right)^{2}-a_{+}\left(r_{i}^{+}\right)^{2}-b_{+}\left(s_{i}^{+}\right)^{2}
$$

with $a_{ \pm}=a\left(h_{ \pm}\right), b_{k}=b\left(h_{ \pm}\right)$. This property is necessarily maximal, since $\operatorname{dim}(\operatorname{KerB})=$ 3 and $b_{-}<0$, whereas $-b_{+}, a_{-},-a_{+}>0$. The restriction of the quadratic form $\mathcal{Q}$ to KerB is represented by the symmetric matrix $\mathcal{A}$ :

$$
\mathcal{A}=\left(\begin{array}{ccc}
a_{-} g_{+}^{2}-b_{+} f_{-}^{2} & b_{+} f_{-} g_{-} & b_{+} f_{+} f_{-} \\
b_{+} f_{-} g_{-} & b_{-} g_{+}^{2}-b_{+} g_{-}^{2} & -b_{+} f_{+} g_{-} \\
b_{+} f_{+} f_{-} & -b_{+} f_{+} g_{-} & -a_{+} g_{+}^{2}-b_{+} f_{+}^{2}
\end{array}\right)
$$

The matrix $\mathcal{A}$ is definite positive provided that all the principal determinants $\Delta_{i}, i=1,2,3$ are strictly nonnegative. Let us check that condition. First, $\Delta_{1}=$ $a_{-} g_{+}^{2}-b_{+} f_{-}^{2} \geq 0$ since $a_{-},-b_{+} \geq 0$, and $\Delta_{1} \neq 0$ provided that there is a real shock $h_{+}<1<h_{-}$(otherwise, it is just the stationary solution). A straightforward computation shows that

$$
\Delta_{2}=g_{+}^{2}\left(a_{-} b_{-} g_{+}^{2}-b_{+}\left(a_{-} g_{-}^{2}+b_{-} f_{-}^{2}\right)\right)
$$

and $\Delta_{2}>0$ if and only if the following condition is satisfied:

$$
\begin{equation*}
h_{+}\left(1+h_{+}^{\frac{3}{2}}\right)\left(1+h_{+}^{-\frac{3}{2}}\right)^{2}<6 h_{-}+\frac{2}{h_{-}^{2}} \tag{24}
\end{equation*}
$$

It is easily proved that this relation is satisfied for small amplitude roll-waves when $h_{+}<1<h_{-}$lie in the neighborhood of $h=1$. In the large amplitude case, recall that $h_{a}<h_{+}<1$, where $h_{a}=\frac{1}{2 F}(1+2 \sqrt{F}+\sqrt{1+4 \sqrt{F}})$ and $h_{+}+h_{-}=\frac{2}{h_{+} h_{-}}$. We write the Rankine-Hugoniot jump condition for the roll wave as

$$
h_{-}=R H\left(h_{+}\right)=\frac{1}{2}\left(\sqrt{h_{+}^{2}+\frac{8}{h_{+}}}-h_{+}\right)
$$

and inserting that relation into (24), the problem is reduced to the analysis of the sign of

$$
C\left(h_{+}\right)=6 R H\left(h_{+}\right)+\frac{2}{R H\left(h_{+}\right)^{2}}-h_{+}\left(1+h_{+}^{\frac{3}{2}}\right)\left(1+h_{+}^{-\frac{3}{2}}\right)^{2}
$$

when $h_{+} \in\left(h_{a}, 1\right)$. It is a lengthly but straightforward computation to prove that $C\left(h_{+}\right)>0$ for all $h_{+} \in\left(h_{a}, 1\right)$ provided that $4<F \leq F_{c}$, with $F_{c} \geq 18$. Thus, when $4<F \leq F_{c}$, the relation $\Delta_{2}>0$ is satisfied for all roll-wave solutions and for larger Froude numbers; there exists $h_{c}(F)>h_{a}$ so that $\Delta_{2}>0$ is satisfied for all $h_{+} \in\left(h_{c}(F), 1\right)$. Next, we consider the last condition $\Delta_{3}>0$. One can show that

$$
\Delta_{3}=g_{+}^{4}\left(\left(a_{-} g_{-}^{2}+b_{-} f_{-}^{2}\right) a_{+} b_{+}-\left(a_{+} g_{+}^{2}+b_{+} f_{+}^{2}\right) a_{-} b_{-}\right)
$$

and $\Delta_{3}>0$ if and only if

$$
3 h_{-}+\frac{1}{h_{-}^{2}}>3 h_{+}+\frac{1}{h_{+}^{2}}
$$

Then it is an easy calculation to prove that this condition is satisfied for all roll-wave solutions if $4<F \leq F_{c}$, with $F_{c} \geq 12$. As a conclusion, the matrix $\mathcal{A}$ is definite positive if $4<F \leq F_{c}\left(F_{c} \geq 12\right)$. Suppose that this assumption is satisfied. The quadratic form $\mathcal{Q}_{\mid \text {KerB }}$ is definite positive. Denote $w=\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right)$. We deduce that there exist $\kappa>0$ and $C>0$ so that

$$
\mathcal{Q}(w) \geq \kappa\|w\|^{2}-C\|B w\|^{2}
$$

and substituting that relation into (23), we deduce the estimate

$$
\begin{align*}
\partial_{t}\|(r, s)\|_{2}^{2} & +\kappa \sum_{i \in \mathbb{Z}}\left|\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right|^{2} \\
& \leq 2 \int_{\mathbb{R}} F^{1} r+F^{2} s d x+C\|(r, s)\|^{2}+\left\|a_{2}\right\|_{l^{2}(\mathbb{Z})}^{2} \tag{25}
\end{align*}
$$

where $\|(r, s)\|_{2}^{2}=\int_{\mathbb{R}} r^{2}+s^{2} d x$ is the classical $\left(L^{2}(\mathbb{R})\right)^{2}$-norm. From the RankineHugoniot condition, one can easily estimate $\varepsilon_{i}, \dot{\varepsilon}_{i}$ :

$$
\left|\dot{\varepsilon}_{i}\right|^{2} \leq C\left(\left|\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right|^{2}+a_{1, i}^{2}\right)
$$

We compute estimates in weighted functional spaces. For $\gamma>0$ sufficiently large (that depends on $\|(R, S)\|_{W^{1, \infty}(0, L)}$ ) and using Young's type inequalities, we obtain the following proposition.

Proposition 1. Assume that the Froude number $F$ satisfies $0<F<F_{c}$ (with $F_{c}>12$ ). Then there exists $\gamma_{c}$ (depending on $\left.\|(R, S)\|_{W^{1, \infty}(0, L)}\right)$ such that for all $\gamma>\gamma_{c}$, the following estimate holds true:

$$
\begin{align*}
& \gamma \int_{\mathbb{R}} e^{-2 \gamma t}\|(r, s)\|_{2}^{2}+\int_{\mathbb{R}} e^{-2 \gamma t} \sum_{i \in \mathbb{Z}}\left|\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right|^{2}+\left(\varepsilon_{i}^{2}+\dot{\varepsilon}_{i}^{2}\right) d t \\
& \leq C\left(\frac{1}{\gamma} \int_{\mathbb{R}} e^{-2 \gamma t}\left\|\left(F^{1}, F^{2}\right)\right\|_{2}^{2} d t+\int_{\mathbb{R}} e^{-2 \gamma t}\left(\left\|a_{1}\right\|_{l^{2}(\mathbb{Z})}^{2}+\left\|a_{2}\right\|_{l^{2}(\mathbb{Z})}^{2}\right) d t\right) . \tag{26}
\end{align*}
$$

We are now in a position to make the energy estimates on the linearized problem around an approximate solution close to a roll-wave. In what follows, we shall assume that the assumption $0<F<F_{c}$ is satisfied.
3.2. Energy estimates for the "approximate" linearized problem. In order to tackle the full nonlinear problem, we consider the linearization of the Saint Venant system (13) in the neighborhood of an approximate solution ( $R_{i}, S_{i}, X_{i}$ ) that is close to the original roll-wave $(R, S, c t+i L)$. In what follows, we shall prove that the estimates (26) obtained in the previous section remain true for $\left(R_{i}, S_{i}, X_{i}\right)$ sufficiently "close" to the roll-wave solution $(R, S, c t+i L)$.
3.2.1. Formulation of the problem. We consider an approximate "solution" $\left(R_{i}, S_{i}, X_{i}\right) \approx(R, S, c t+i L)$ and linearize the shallow water equations and RankineHugoniot jump conditions around that function:

$$
\begin{align*}
& \partial_{t} r_{i}+\frac{L}{X_{i+1}-X_{i}} \Lambda_{1}^{i} \partial_{x} r_{i}=\bar{F}_{i}^{1},  \tag{27}\\
& \partial_{t} s_{i}+\frac{L}{X_{i+1}-X_{i}} \Lambda_{2}^{i} \partial_{x} s_{i}=\bar{F}_{i}^{2}
\end{align*} \quad \forall(x, i) \in(0, L) \times \mathbb{Z},
$$

where the function $F_{k}^{i}, k=1,2$ are defined by

$$
\begin{aligned}
\bar{F}_{i}^{1}= & \frac{\partial Q}{\partial r}\left(R_{i}, S_{i}\right) r_{i}+\frac{\partial Q}{\partial s}\left(R_{i}, S_{i}\right) s_{i}+\frac{L\left(\varepsilon_{i+1}-\varepsilon_{i}\right)}{\left(X_{i+1}-X_{i}\right)^{2}} \Lambda_{1}^{i} \\
& -\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{1}\left(r_{i}, s_{i}\right)-\left(\dot{\varepsilon}_{i}+\frac{x}{L}\left(\dot{\varepsilon}_{i+1}-\dot{\varepsilon}_{i}\right)\right)\right) \partial_{x} R_{i} \\
\bar{F}_{i}^{2}= & \frac{\partial Q}{\partial r}\left(R_{i}, S_{i}\right) r_{i}+\frac{\partial Q}{\partial s}\left(R_{i}, S_{i}\right) s_{i}+\frac{L\left(\varepsilon_{i+1}-\varepsilon_{i}\right)}{\left(X_{i+1}-X_{i}\right)^{2}} \Lambda_{2}^{i} \\
& -\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{2}\left(r_{i}, s_{i}\right)-\left(\dot{\varepsilon}_{i}+\frac{x}{L}\left(\dot{\varepsilon}_{i+1}-\dot{\varepsilon}_{i}\right)\right)\right) \partial_{x} S_{i}
\end{aligned}
$$

and $\Lambda_{k}^{i}, k=1,2, i \in \mathbb{Z}$ denotes $\Lambda_{k}^{i}=\lambda_{k}\left(R_{i}, S_{i}\right)-\left(\dot{X}_{i}+\frac{x}{L}\left(\dot{X}_{i+1}-\dot{X}_{i}\right)\right)$. The linearized Rankine-Hugoniot jump conditions are given by

$$
\begin{align*}
{\left[\mathbb{Q}\left(R_{i}, S_{i}\right)\right] \dot{\varepsilon}_{i}=} & {\left[\left(\frac{\partial \mathbb{F}}{\partial R}-\dot{X}_{i} \frac{\partial \mathbb{Q}}{\partial R}\right) r+\left(\frac{\partial \mathbb{F}}{\partial S}-\dot{X}_{i} \frac{\partial \mathbb{Q}}{\partial S}\right) s\right]_{i L} } \\
& +\frac{L \varepsilon_{i}}{X_{i+1}-X_{i}}\left[\partial_{x}\left(\mathbb{F}-\dot{X}_{i} \mathbb{Q}\right)\right]_{i L} \\
{\left[H\left(R_{i}, S_{i}\right)\right] \dot{\varepsilon}_{i}=} & {\left[\left(\frac{\partial \mathbb{Q}}{\partial R}-\dot{X}_{i} \frac{\partial H}{\partial R}\right) r+\left(\frac{\partial \mathbb{Q}}{\partial S}-\dot{X}_{i} \frac{\partial H}{\partial S}\right) s\right]_{i L} } \\
& +\frac{L \varepsilon_{i}}{X_{i+1}-X_{i}}\left[\partial_{x}\left(\mathbb{Q}-\dot{X}_{i} H\right)\right]_{i L} \tag{28}
\end{align*}
$$

where the functions $\mathbb{Q}=H U, \mathbb{F}=\frac{H^{2}}{2 F}+H U^{2}$ shall be considered as functions of $R, S$. One can introduce the "good" unknowns to drop the derivatives of $\varepsilon_{i}$ in the interior equation (27). Similarly to the previous section, we analyse the linear problem obtained after dropping zeroth order terms in (27), (28):

$$
\begin{align*}
& \partial_{t} r_{i}+\frac{L}{X_{i+1}-X_{i}} \Lambda_{1}^{i} \partial_{x} r_{i}=F_{i}^{1},  \tag{29}\\
& \partial_{t} s_{i}+\frac{L}{X_{i+1}-X_{i}} \Lambda_{2}^{i} \partial_{x} s_{i}=F_{i}^{2}
\end{align*} \quad \forall x \in(0, L) \forall i \in \mathbb{Z}
$$

The system (29) is completed with the linearized Rankine-Hugoniot conditions

$$
\begin{align*}
& {\left[\mathbb{Q}\left(R_{i}, S_{i}\right)\right] \dot{\varepsilon}_{i}=\left[\left(\frac{\partial \mathbb{F}}{\partial R}-\dot{X}_{i} \frac{\partial \mathbb{Q}}{\partial R}\right) r+\left(\frac{\partial \mathbb{F}}{\partial S}-\dot{X}_{i} \frac{\partial \mathbb{Q}}{\partial S}\right) s\right]_{i L}+a_{1, i}} \\
& {\left[H\left(R_{i}, S_{i}\right)\right] \dot{\varepsilon}_{i}=\left[\left(\frac{\partial \mathbb{Q}}{\partial R}-\dot{X}_{i} \frac{\partial H}{\partial R}\right) r+\left(\frac{\partial \mathbb{Q}}{\partial S}-\dot{X}_{i} \frac{\partial H}{\partial S}\right) s\right]_{i L}+a_{2, i}} \tag{30}
\end{align*} \forall i \in \mathbb{Z} .
$$

3.2.2. Energy estimates. In what follows, we shall prove the following result. Proposition 2. There exists $\eta>0$ so that for all $m>0$, there exists a constant $C$ and $\gamma_{0}$ depending on $m$ and for any Lipschitz continuous and bounded function $\left(R_{i}, S_{i}, X_{i}\right)_{i \in \mathbb{Z}}$ satisfying

$$
\begin{aligned}
& \max _{i \in \mathbb{Z}}\left(\left\|\dot{X}_{i}-c\right\|_{\infty}+\left\|X_{i+1}-X_{i}-L\right\|_{\infty}+\left\|R_{i}-R, S_{i}-S\right\|_{\infty}\right) \leq \eta \\
& \max _{i \in \mathbb{Z}}\left(\left|\partial_{x}\left(R_{i}, S_{i}\right)\right|_{\infty}+\left|\dot{X}_{i}\right|_{\infty}\right) \leq m
\end{aligned}
$$

and for all $\gamma \geq \gamma_{0},\left(F^{1}, F^{2}\right) \in \mathcal{D}(\mathbb{R} /\{i L\} \times \mathbb{R})$, $\left(a_{1}, a_{2}\right) \in l^{2}(\mathbb{Z}, \mathcal{D}(\mathbb{R}))$, then a solution $\left(r_{i}, s_{i}, \varepsilon_{i}\right)_{i \in \mathbb{Z}}$ of (29), (30) satisfies

$$
\begin{aligned}
& \gamma\left\|e^{-\gamma t}(r, s)\right\|_{L^{2}(\mathbb{R} /\{i L\} \times \mathbb{R})}^{2}+\left\|e^{-\gamma t}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L^{2}(\mathbb{R})\right)}^{2}+\left\|e^{-\gamma t} \varepsilon_{i}\right\|_{l^{2}\left(\mathbb{Z}, H^{1}(\mathbb{R})\right)} \\
& \quad \leq C\left(\frac{1}{\gamma}\left\|e^{-\gamma t}\left(F^{1}, F^{2}\right)\right\|_{L^{2}(\mathbb{R} /\{i L\} \times \mathbb{R})}^{2}+\left\|e^{-\gamma t}\left(a_{1}, a_{2}\right)\right\|_{l^{2}\left(\mathbb{Z}, L^{2}(\mathbb{R})\right)}\right)
\end{aligned}
$$

Proof. Similarly to the previous case, we multiply the first (resp. second) equation of (29) by $r_{i}\left(\right.$ resp. $\left.s_{i}\right)$, integrate on $(0, L)$, and sum for $i \in \mathbb{Z}$ :

$$
\begin{aligned}
& \partial_{t} \int_{\mathbb{R}} r^{2}+s^{2} d x+\sum_{i \in \mathbb{Z}} \frac{L}{X_{i+1}-X_{i}}\left[\Lambda_{1}^{i} r_{i}^{2}+\Lambda_{2}^{i} s_{i}^{2}\right]_{0}^{L} \\
= & 2 \int_{\mathbb{R}} F^{1} r+F^{2} s d x+\sum_{i \in \mathbb{Z}} \frac{L}{X_{i+1}-X_{i}} \int_{0}^{L} \partial_{x} \Lambda_{1}^{i} r_{i}^{2}+\partial_{x} \Lambda_{2}^{i} s_{i}^{2} d x .
\end{aligned}
$$

It is a straightforward computation to prove that the boundary terms satisfy

$$
\begin{aligned}
\sum_{i \in \mathbb{Z}} \frac{L}{X_{i+1}-X_{i}}\left[\Lambda_{1}^{i} r_{i}^{2}+\Lambda_{2}^{i} s_{i}^{2}\right]_{0}^{L} \geq & -\sum_{i \in \mathbb{Z}}\left[a(h) r^{2}+b(h) s^{2}\right]_{i L} \\
& -\|\delta\|_{l \infty(\mathbb{Z})} \sum_{i}\left|\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right|^{2}
\end{aligned}
$$

where $\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)$denotes the vector $\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right)$and $\left(\delta_{i}\right)_{i \in \mathbb{Z}}$ satisfies

$$
\delta_{i}=\mathcal{O}\left(\left\|\dot{X}_{i}-c\right\|_{\infty}+\left\|X_{i+1}-X_{i}-L\right\|_{\infty}+\left\|R_{i}-R, S_{i}-S\right\|_{\infty}\right) .
$$

On the other hand, for $\max _{i}\left(\left\|R-R_{i}, S-S_{i}\right\|_{\infty}\right)$ sufficiently small, we obtain $\left[H\left(R_{i}, S_{i}\right)\right]$ $\neq 0$, and we can write the Rankine-Hugoniot jump conditions in the form

$$
\dot{\varepsilon}_{i}=\left[\mathcal{L}_{1}^{i}(r, s)\right]_{i L}+L_{1}^{i}\left(a_{i}, b_{i}\right), \quad\left[\mathcal{L}_{2}^{i}(r, s)\right]_{i L}=L_{2}^{i}\left(a_{i}, b_{i}\right),
$$

so that

$$
\left[\mathcal{L}_{2}^{i}(r, s)\right]_{i L}=\left[\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}-2\right) r+\left(h^{\frac{3}{2}}+h^{-\frac{3}{2}}+2\right) s\right]_{i L}+\mu_{i}\left|\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right|
$$

and the real numbers $\mu_{i}$ are estimated by

$$
\mu_{i}=\mathcal{O}\left(\left\|\dot{X}_{i}-c\right\|_{\infty}+\left\|X_{i+1}-X_{i}-L\right\|_{\infty}+\left\|R_{i}-R, S_{i}-S\right\|_{\infty}\right) .
$$

Moreover, the linear operators $L_{k}^{i}$ are uniformly bounded:

$$
\left|L_{k}^{i}(a, b)\right| \leq C|(a, b)| \forall i \in \mathbb{Z}, k=1,2 .
$$

Choosing $\mu_{i}, \delta_{i}$ sufficiently small and for

$$
\max _{i \in \mathbb{Z}}\left(\left\|R_{i}, S_{i}\right\|_{W^{1, \infty}(0, L)}\right)<m, \quad \max _{i \in \mathbb{Z}}\left(\left|\dot{X}_{i}\right|\right)<m, \quad m<\infty,
$$

we deduce the following estimate:

$$
\begin{aligned}
& \gamma \int_{\mathbb{R}} e^{-2 \gamma t}\|(r, s)\|_{2}^{2} d t+\int_{\mathbb{R}} e^{-2 \gamma t} \sum_{i}\left|\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)\right|^{2}+\dot{\varepsilon}_{i}^{2}+\varepsilon_{i}^{2} d t \\
& \leq C\left(\frac{1}{\gamma} \int_{\mathbb{R}} e^{-2 \gamma t}\left\|\left(F^{1}, F^{2}\right)\right\|_{2}^{2} d t+\int_{\mathbb{R}} e^{-2 \gamma t}\left(\left\|a_{1}\right\|_{l^{2}(\mathbb{Z})}^{2}+\left\|a_{2}\right\|_{l^{2}(\mathbb{Z})}^{2}\right) d t\right)
\end{aligned}
$$

for any $\gamma \geq \gamma_{0}>0$, where $\gamma_{0}$ depends on $\|\delta\|_{l \infty(\mathbb{Z})}$ and $m$. This completes the proof of the proposition.
3.3. The adjoint problem. In this section, we formulate the adjoint problem of the linearized equations around the roll-wave and around an approximate solution that is close to a roll-wave. We obtain energy estimates for that adjoint problem that shall be useful to prove the existence of weak solutions to the linearized equations.
3.3.1. The adjoint problem of the "exact" linearized equations. We multiply the first equation (resp. second) of (20) by $p_{i}$ (resp. $q_{i}$ ), integrate over $(0, L) \times \mathbb{R}$, and sum on $i \in \mathbb{Z}$ :

$$
\begin{aligned}
\int_{\mathbb{R}} \sum_{i} \int_{0}^{L} \partial_{t} r_{i} p_{i}+\partial_{t} s_{i} q_{i}+a(h) \partial_{x} r_{i} p_{i} & +b(h) \partial_{x} s_{i} q_{i} d x d t \\
& =\int_{\mathbb{R}} \sum_{i} \int_{0}^{L} F_{i}^{1} p_{i}+F_{i}^{2} q_{i} .
\end{aligned}
$$

An integration by parts on the interval $(0, L)$ and $t \in \mathbb{R}$ yields

$$
\begin{aligned}
& -\int_{\mathbb{R}} \sum_{i} \int_{0}^{L}\left(p_{i, t}+\left(a(h) p_{i}\right)_{x}\right) r_{i}+\left(q_{i, t}+\left(b(h) q_{i}\right)_{x}\right) s_{i} d x \\
& \quad-\int_{\mathbb{R}} \sum_{i}[a(h) p r+b(h) q s]_{i L}=\int_{\mathbb{R}} \sum_{i} \int_{0}^{L} F_{i}^{1} p_{i}+F_{i}^{2} q_{i} d x d t .
\end{aligned}
$$

The boundary terms can be written

$$
-[a(h) p r+b(h) q s]_{i L}={ }^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right) A\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)
$$

with $A=\operatorname{diag}\left(-a_{+}, a_{-},-b_{+}, b_{-}\right)$. We write the Rankine-Hugoniot conditions (21) in the form

$$
\binom{\dot{\varepsilon}_{i}}{0}=\underline{B}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+\binom{a_{1, i}}{a_{2, i}},
$$

with $\underline{\varepsilon}_{i}=2[h] \varepsilon_{i}$ and $\underline{B}$ is defined by

$$
\underline{B}=\left(\begin{array}{cccc}
h_{+}-h_{+}^{-\frac{1}{2}} & -h_{-}+h_{-}^{-\frac{1}{2}} & h_{+}+h_{+}^{\frac{1}{2}} & -h_{-}-h_{-}^{-\frac{1}{2}} \\
2-h_{+}^{\frac{3}{2}}-h_{+}^{-\frac{3}{2}} & h_{-}^{\frac{3}{2}}+h_{-}^{-\frac{3}{2}}-2 & h_{+}^{\frac{3}{2}}+h_{+}^{-\frac{3}{2}}+2 & -h_{-}^{\frac{3}{2}}-h_{-}^{-\frac{3}{2}}-2
\end{array}\right) .
$$

We decompose $\underline{B}$ in the form $\underline{B}=\left(\begin{array}{ll}A_{1} & A_{2}\end{array}\right)=\binom{B_{1}}{B_{2}}$, with $A_{i} \in M_{2}(\mathbb{R})$ and ${ }^{t} B_{i} \in \mathbb{R}^{4}$. It is a straightforward computation to prove that

$$
\operatorname{det}\left(A_{1}\right)=\left(h_{-}-h_{-}^{-\frac{1}{2}}\right)\left(h_{+}-h_{+}^{-\frac{1}{2}}\right)\left(\left(h_{+}^{\frac{1}{2}}-h_{+}^{-1}\right)-\left(h_{-}^{\frac{1}{2}}-h_{-}^{-1}\right)\right) \neq 0
$$

provided that $h_{+}<1<h_{-}$. This condition is clearly satisfied for roll-wave solutions (otherwise, there is no roll-wave). Thus, Ker $\underline{B}$ is two-dimensional ( $2 D$ ) and possesses a basis of vectors: $\left\langle{ }^{t} B_{1}^{\perp},{ }^{t} B_{2}^{\perp}\right\rangle$. We can apply Lemma 9.4, p. 255 in [1]: there exists $N_{1} \in M_{2,4}(\mathbb{R})$ so that $\mathbb{R}^{4}=\operatorname{Ker} \underline{B} \oplus \operatorname{Ker} N_{1}$ and there exist $C, N_{2} \in M_{2,4}(\mathbb{R})$ so that $\mathbb{R}^{4}=\operatorname{Ker} C \oplus \operatorname{Ker} N_{2}$ and $A={ }^{t} N_{2} \underline{B}+{ }^{t} C N_{1}$. As a consequence, the boundary terms can be written in the form

$$
\begin{aligned}
& \int_{\mathbb{R}} \sum_{i}{ }^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right) A\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) \\
&= \int_{\mathbb{R}} \sum_{i}{ }^{t}\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right) \underline{B}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+{ }^{t}\left(C\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right) N_{1}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) \\
&= \int_{\mathbb{R}} \sum_{i}{ }^{t}\left(C\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right) N_{1}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+{ }^{t}\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right)\binom{a_{1, i}-\dot{\varepsilon}_{i}}{a_{2, i}} \\
&= \int_{\mathbb{R}} \sum_{i}{ }^{t}\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right)\binom{a_{1, i}}{a_{2, i}} d t+\partial_{t}\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}\right) \varepsilon_{i} d t \\
&+\int_{\mathbb{R}} \sum_{i}^{t}\left(C\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right) N_{1}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) d t .
\end{aligned}
$$

The adjoint problem of the linearized equations around a roll-wave is written in the form

$$
\begin{aligned}
& -\partial_{t} p_{i}-\partial_{x}\left(a(h) p_{i}\right)=0, \\
& -\partial_{t} q_{i}-\partial_{x}\left(b(h) q_{i}\right)=0,
\end{aligned} \quad \forall(x, i) \in(0, L) \times \mathbb{Z}
$$

with the boundary conditions

$$
\partial_{t}\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}\right)=0, \quad C\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=0 \quad \forall i \in \mathbb{Z}
$$

In what follows, we compute energy estimates for solutions of the linear problem:

$$
\begin{align*}
& -\partial_{t} p_{i}-\partial_{x}\left(a(h) p_{i}\right)=F_{i}^{1}  \tag{31}\\
& -\partial_{t} q_{i}-\partial_{x}\left(b(h) q_{i}\right)=F_{i}^{2}
\end{align*} \quad \forall i \in \mathbb{Z}, x \in(0, L)
$$

with the boundary equations

$$
\begin{equation*}
\partial_{t}\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}\right)=a_{1, i}, \quad C\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=a_{2, i} \quad \forall i \in \mathbb{Z} \tag{32}
\end{equation*}
$$

We multiply the first equation of (31) by $p_{i}$ and the second by $q_{i}$ :

$$
\begin{align*}
-\partial_{t} \int_{\mathbb{R}} p^{2}+q^{2} d x+\sum_{i}\left[a(h) p^{2}+\right. & \left.b(h) q^{2}\right]_{i L}=2 \int_{\mathbb{R}} F^{1} p+F^{2} q d x d t \\
& +\int_{\mathbb{R}} \partial_{x} a(h) p^{2}+\partial_{x} b(h) q^{2} d x \tag{33}
\end{align*}
$$

where $(p, q)$ is the function $(p, q)=\sum_{i \in \mathbb{Z}}\left(p_{i}, q_{i}\right) 1_{(i L,(i+1) L}$. We note $\tilde{a}_{1, i}$, the unique exponentially decreasing solution of $\partial_{t} \tilde{a}_{1, i}=a_{1, i}$. The boundary conditions (32) now read

$$
\begin{align*}
N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1} & =\tilde{a}_{1, i} \\
N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2} & =N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2} \quad \forall i \in \mathbb{Z}  \tag{34}\\
C\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right) & =a_{2, i}
\end{align*}
$$

We recall that $A={ }^{t} N_{2} \underline{B}+{ }^{t} C_{1}$, and (34) is written

$$
A\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=\left(N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}\right)^{t} B_{2}+\tilde{a}_{1, i}^{t} B_{1}+{ }^{t} N_{1} a_{i, 2}
$$

The matrix $A$ is invertible with a bounded inverse so that

$$
\left|\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right|^{2} \leq C\left(\left|N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}\right|^{2}+\left|\left(\tilde{a}_{1, i}, 0, a_{2, i}\right)\right|^{2}\right)
$$

As a consequence, there remains to estimate the term $N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}$. For that purpose, we write the boundary terms in (33) in the form

$$
\begin{aligned}
-\mathcal{Q}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)= & -\left|N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}\right|^{2} B_{2} A^{-1 t} B_{2} \\
& -2 N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}\left(A^{-1 t} B_{2} ; A^{-1}\left({ }^{t} \underline{B},{ }^{t} N_{1}\right)\left(\begin{array}{c}
\tilde{a}_{1, i} \\
0 \\
a_{2, i}
\end{array}\right)\right) \\
& -\left(A^{-1}\left({ }^{t} \underline{B},{ }^{t} N_{1}\right)\left(\begin{array}{c}
\tilde{a}_{1, i} \\
0 \\
a_{2, i}
\end{array}\right) ;\left({ }^{t} \underline{B},{ }^{t} N_{1}\right)\left(\begin{array}{c}
\tilde{a}_{1, i} \\
0 \\
a_{2, i}
\end{array}\right)\right) .
\end{aligned}
$$

Then, we deduce from (33) that

$$
\begin{aligned}
-\partial_{t} \int_{\mathbb{R}} p^{2}+q^{2}- & \sum_{i}\left|N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}\right|^{2} B_{2} A^{-1 t} B_{2} \\
& =2 \int_{\mathbb{R}} F^{1} p+F^{2} q+\mathcal{O}\left(\sum_{i} \tilde{a}_{1, i}^{2}+\left|a_{2, i}\right|^{2}\right) \\
& +\mathcal{O}\left(\sum_{i}\left|N_{2}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{2}\right|\left|\left(\tilde{a}_{1, i}, 0, a_{2, i}\right)\right|\right)
\end{aligned}
$$

Next, we show that $B_{2} A^{-1 t} B_{2}<0$. It is an easy commputation to prove that

$$
B_{2} A^{-1 t} B_{2}=2\left(\left(3 h_{+}+\frac{1}{h_{+}^{2}}\right)-\left(3 h_{-}+\frac{1}{h_{-}^{2}}\right)\right)<0
$$

The inequality is satisfied, since we have already assumed that the Froude number $F$ is such that $0<F<F_{c}$, and thus

$$
3 h_{-}+\frac{1}{h_{-}}>3 h_{+}+\frac{1}{h_{+}}
$$

(see the proof of Proposition 1) so that the boundary conditions are maximal dissipative and obtain energy estimates on the linearized problem. We work in weighted spaces in time: integrating on $t \in \mathbb{R}$ and using Young's inequalities, we get for $\gamma \geq \gamma_{0}$ ( $\gamma_{0}$ depending on $\left.\|(R, S)\|_{W^{1, \infty}(0, L)}\right)$ that

$$
\begin{align*}
& \gamma \int_{\mathbb{R}} e^{2 \gamma t}\|(p, q)\|_{2}^{2} d t+\kappa \int_{\mathbb{R}} e^{2 \gamma t} \sum_{i}\left|\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right|^{2} \\
& \leq C\left(\frac{1}{\gamma} \int_{\mathbb{R}} e^{2 \gamma t}\left\|\left(F^{1}, F^{2}\right)\right\|^{2} d t+\int_{\mathbb{R}} e^{2 \gamma t} \sum_{i}\left|a_{1, i}\right|^{2}+\left|a_{2, i}\right|^{2}\right) \tag{35}
\end{align*}
$$

with $\kappa, C>0$ constant.
3.3.2. The "approximate" adjoint problem. In this section, we compute the adjoint problem of the linearized problem around an approximate solution and a priori estimates on that linear problem. Recall that the linearized equations around an approximate solution are given by

$$
\begin{align*}
& \partial_{t} r_{i}+\frac{L}{X_{i+1}-X_{i}} \Lambda_{1}^{i} \partial_{x} r_{i}=F_{i}  \tag{36}\\
& \partial_{t} s_{i}+\frac{L}{X_{i+1}-X_{i}} \Lambda_{2}^{i} \partial_{x} s_{i}=G_{i}
\end{align*} \forall x \in(0, L), i \in \mathbb{Z},
$$

with $\Lambda_{k}^{i}=\lambda_{k}\left(R^{i}, S^{i}\right)-\left(\dot{X}_{i}+\frac{x}{L}\left(\dot{X}_{i+1}-\dot{X}_{i}\right)\right)$. We multiply the first (resp. second) equation of (36) by $p_{i}$ (resp. $q_{i}$ ), integrate on $(0, L) \times \mathbb{R}$, and sum on $i \in \mathbb{Z}$ :

$$
\begin{align*}
\int_{\mathbb{R}} \sum_{i} \int_{0}^{L} F_{i} p_{i}+G_{i} q_{i}= & -\int_{\mathbb{R}} \sum_{i} \int_{0}^{L} \partial_{t} p_{i} r_{i}+\partial_{t} q_{i} s_{i} \\
& -\int_{\mathbb{R}} \sum_{i} \int_{0}^{L} \partial_{x}\left(\Lambda_{1}^{i} p_{i}\right) r_{i}+\partial_{x}\left(\Lambda_{2}^{i} q_{i}\right) s_{i} \\
& +\int_{\mathbb{R}} \sum_{i}{ }^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right) A_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) \tag{37}
\end{align*}
$$

with

$$
\begin{aligned}
A_{i}= & \operatorname{diag}\left(-\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{1}\left(R_{i}^{+}, S_{i}^{+}\right)-\dot{X}_{i}\right), \frac{L}{X_{i}-X_{i-1}}\left(\lambda_{1}\left(R_{i}^{-}, S_{i}^{-}\right)-\dot{X}_{i}\right),\right. \\
& \left.-\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{2}\left(R_{i}^{+}, S_{i}^{+}\right)-\dot{X}_{i}\right), \frac{L}{X_{i}-X_{i-1}}\left(\lambda_{2}\left(R_{i}^{-}, S_{i}^{-}\right)-\dot{X}_{i}\right)\right) .
\end{aligned}
$$

It is a straightforward computation to prove that $A_{i}=A+\mathcal{O}(\eta)$, where $\eta$ is given by

$$
\eta=\max _{i \in \mathbb{Z}}\left(\left|\dot{X}_{i}-x\right|_{\infty},\left|X_{i+1}-X_{i}-L\right|_{\infty},\left|\left(R-R_{i}, S-S_{i}\right)\right|_{\infty}\right)
$$

We consider the boundary terms in (37): recall that, under the assumption of Proposition 2, the linearized Rankine-Hugoniot conditions can be written in the form

$$
\binom{\dot{\varepsilon}_{i}}{0}=\underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+\binom{a_{1, i}}{a_{2, i}}
$$

We can prove easily that $\underline{B}_{i}=\underline{B}+\mathcal{O}(\eta)$. Following the computation of the dual problem in the previous section, we decompose $\underline{B}_{i}$ in the form $\underline{B}_{i}=\left(A_{1, i} A_{2, i}\right)=$ $\binom{B_{1, i}}{B_{2, i}}$, with $A_{k, i} \in M_{2}(\mathbb{R})$ and ${ }^{t} B_{k, i} \in \mathbb{R}^{4}$. It is a straightforward computation to prove that, for $\eta$ sufficiently small,

$$
\operatorname{det}\left(A_{1, i}\right)=\operatorname{det}\left(A_{1}\right)+\mathcal{O}(\eta) \neq 0
$$

Thus, $\operatorname{Ker} \underline{B}_{i}$ is $2 D$ and possesses a basis of vectors: $\left\langle{ }^{t} B_{1, i}^{\perp},{ }^{t} B_{2, i}^{\perp}\right\rangle$. We can apply Lemma 9.4, p. 255 in [1]: there exists $N_{1, i} \in M_{2,4}(\mathbb{R})$ so that $\mathbb{R}^{4}=\operatorname{Ker} \underline{B}_{i} \oplus \operatorname{Ker} N_{1, i}$ and there exist $C_{i}, N_{2, i} \in M_{2,4}(\mathbb{R})$ so that $\mathbb{R}^{4}=\operatorname{Ker} C_{i} \oplus \operatorname{Ker} N_{2, i}$ and $A_{i}={ }^{t} N_{2, i} \underline{B}_{i}+{ }^{t}$ $C_{i} N_{1, i}$. At this stage, the formulation of the adjoint problem is straightforward, and one finds

$$
\begin{aligned}
& -\partial_{t} p_{i}-\frac{L}{X_{i+1}-X_{i}} \partial_{x}\left(\Lambda_{i}^{1} p_{i}\right)=0 \\
& -\partial_{t} q_{i}-\frac{L}{X_{i+1}-X_{i}} \partial_{x}\left(\Lambda_{i}^{2} q_{i}\right)=0
\end{aligned} \quad \forall(x, i) \in(0, L) \times \mathbb{Z},
$$

with the boundary conditions

$$
\partial_{t}\left(N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}\right)=0 \quad C_{i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=0 \quad \forall i \in \mathbb{Z}
$$

Next we consider the linear problem

$$
\begin{align*}
& -\partial_{t} p_{i}-\frac{L}{X_{i+1}-X_{i}} \partial_{x}\left(\Lambda_{i}^{1} p_{i}\right)=F_{i}^{1}  \tag{38}\\
& -\partial_{t} q_{i}-\frac{L}{X_{i+1}-X_{i}} \partial_{x}\left(\Lambda_{i}^{2} q_{i}\right)=F_{i}^{2}
\end{align*} \quad \forall(x, i) \in(0, L) \times \mathbb{Z},
$$

with the boundary conditions

$$
\begin{equation*}
\partial_{t}\left(N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}\right)=a_{1, i} \quad C_{i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=a_{2, i} \quad \forall i \in \mathbb{Z} \tag{39}
\end{equation*}
$$

Following the method of proof of the energy estimates for the adjoint problem associated to the linearization of shallow water equations around roll-waves, one can prove the following result.

Proposition 3. Under the hypothesis $0<F<F_{c}$, there exists $\eta>0$ so that for all $m>0$, there exists a constant $C$ and $\gamma_{0}$ depending on $m$ and for any Lipschitz continuous and bounded function $\left(R_{i}, S_{i}, X_{i}\right)_{i \in \mathbb{Z}}$ satisfying

$$
\begin{aligned}
& \max _{i \in \mathbb{Z}}\left(\left\|\dot{X}_{i}-c\right\|_{\infty}+\left\|X_{i+1}-X_{i}-L\right\|_{\infty}+\left\|R_{i}-R, S_{i}-S\right\|_{\infty}\right) \leq \eta \\
& \max _{i \in \mathbb{Z}}\left(\left|\partial_{x}\left(R_{i}, S_{i}\right)\right|_{\infty}+\left|\dot{X}_{i}\right|_{\infty}\right) \leq m
\end{aligned}
$$

and for all $\gamma \geq \gamma_{0},\left(F^{1}, F^{2}\right) \in \mathcal{D}(\mathbb{R} /\{i L\} \times \mathbb{R}),\left(a_{1}, a_{2}\right) \in l^{2}(\mathbb{Z}, \mathcal{D}(\mathbb{R}))$, then a solution $\left(p_{i}, q_{i}\right)_{i \in \mathbb{Z}}$ of (38), (39) satisfies

$$
\begin{aligned}
& \gamma\left\|e^{\gamma t}(p, q)\right\|_{L^{2}(\mathbb{R} /\{i L\} \times \mathbb{R})}^{2}+\left\|e^{-\gamma t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L^{2}(\mathbb{R})\right)}^{2} \\
& \quad \leq C\left(\frac{1}{\gamma}\left\|e^{\gamma t}\left(F^{1}, F^{2}\right)\right\|_{L^{2}(\mathbb{R} /\{i L\} \times \mathbb{R})}^{2}+\left\|e^{\gamma t}\left(a_{1}, a_{2}\right)\right\|_{l^{2}\left(\mathbb{Z}, L^{2}(\mathbb{R})\right)}\right)
\end{aligned}
$$

As a conclusion, we have obtained energy estimates for the linearized problem around an approximate solution, we have formulated an adjoint problem, and we computed estimates on that problem. This is the first step towards the well posedness of the linearized equations.
3.4. Well posedness of the linear differential boundary value problem. In what follows, we prove the well posedness of the linear boundary value problem without any initial condition: The method of proof is based on a weak formulation of the linearized equations that define an adjoint problem. Using the Riesz representation theorem, we prove the existence of a weak solution that is proved to enjoy more regularity using a mollifying operator in the "transverse" $t$-direction. At this step, there is a difference with the shock case. In that latter case, the convection matrix in front of the $x$-derivatives is nonsingular, and we easily get estimates on those derivatives. In the case of roll-waves, the matrix that is in front of the $x$-derivatives is singular in the neighborhood of the sonic point. As a consequence, we also need a regularization step in the interior equations in the neighborhood of the sonic point. In what follows, the presentation of the well posedness results for a linearized problem follows the presentation made in [1] for the persistence of shocks: in the proofs of those results, we shall emphasize the difference between the shock case and the roll-wave case.

In order to simplify the notations, we introduce $\tilde{\Lambda}_{i}^{k}=\frac{L}{X_{i+1}-X_{i}} \Lambda_{i}^{k}$ and denote $\Omega=\mathbb{R} \backslash\{i L, i \in \mathbb{Z}\} \times \mathbb{R}$. We shall also note $L_{\gamma}^{2}(\Omega)$ the Hilbert space of functions $f$ so that $e^{-\gamma t} f \in L^{2}(\Omega)$. We first prove the following result (see Theorem 12.4, p. 360 in [1] for the shock case).

Proposition 4. There exists $\eta>0$ and $\gamma_{0}=\gamma_{0}(m)$ such that if

$$
\begin{aligned}
& \max _{i \in \mathbb{Z}}\left(\left\|\dot{X}_{i}-c\right\|_{\infty},\left\|X_{i+1}-X_{i}-L\right\|_{\infty},\left\|R_{i}-\bar{R}\right\|_{\infty},\left\|S_{i}-\bar{S}\right\|_{\infty}\right) \leq \eta \\
& \max _{i \in \mathbb{Z}}\left(\left\|\dot{X}_{i+1}-\dot{X}_{i}\right\|_{\infty},\left\|R_{i}\right\|_{W^{1, \infty}},\left\|S_{i}\right\|_{W^{1, \infty}}\right) \leq m
\end{aligned}
$$

then for all $\gamma \geq \gamma_{0}, f \in L_{\gamma}^{2}(\Omega)^{2}, g \in l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})\right)^{2}$, there is one and only one $((r, s), \varepsilon) \in L_{\gamma}^{2}(\Omega)^{2} \times l^{2}\left(\mathbb{Z}, H_{\gamma}^{\frac{1}{2}}(\mathbb{R})\right)$ such that

$$
\mathcal{L}(r, s)=\left\{\begin{array}{l}
\partial_{t} r_{i}+\widetilde{\Lambda}_{i}^{1} \partial_{x} r_{i}=f_{i}^{1}, \\
\partial_{t} s_{i}+\widetilde{\Lambda}_{i}^{2} \partial_{x} s_{i}=f_{i}^{2}
\end{array} \quad \forall i \in \mathbb{Z},(x, t) \in\right] 0, L[\times \mathbb{R}
$$

and satisfies the boundary conditions

$$
\binom{\dot{\varepsilon}_{i}}{0}=\underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+\binom{g_{i}^{1}}{g_{i}^{2}} \forall i \in \mathbb{Z}, t \in \mathbb{R} .
$$

Furthermore, $\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)_{i \in \mathbb{Z}} \in l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})^{4}\right)$ and $\varepsilon \in l^{2}\left(\mathbb{Z}, H_{\gamma}^{1}(\mathbb{R})\right)$, and we have the estimate

$$
\begin{aligned}
\gamma\|(r, s)\|_{L_{\gamma}^{2}(\Omega)^{2}}^{2}+ & \left\|\left(r^{ \pm}, s^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})^{4}\right)}^{2}+\|\varepsilon\|_{l^{2}\left(\mathbb{Z}, H_{\gamma}^{1}(\mathbb{R})\right)}^{2} \\
& \leq C\left(\frac{1}{\gamma}\|f\|_{L_{\gamma}^{2}(\Omega)}^{2}+\|g\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})\right)}^{2}\right)
\end{aligned}
$$

Proof. Let us first prove the existence of a weak solution with a duality argument. With the notations of Proposition 3, denote $\mathcal{E}$ the space of functions $(p, q) \in \mathcal{D}(\Omega)^{2}$ so that

$$
\partial_{t} N_{2, i}^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}-\gamma N_{2, i}^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}=0, \quad C_{i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=0
$$

We define the adjoint operator $\mathcal{L}_{\gamma}^{*}$ of $\mathcal{L}_{\gamma}=\mathcal{L}+\gamma I d$ as

$$
\mathcal{L}_{\gamma}^{*}(p, q)=\left\{\begin{array}{l}
-\partial_{t} p_{i}-\partial_{x}\left(\widetilde{\Lambda}_{i}^{1} p_{i}\right)+\gamma p_{i} \\
-\partial_{t} q_{i}-\partial_{x}\left(\widetilde{\Lambda}_{i}^{2} q_{i}\right)+\gamma q_{i}
\end{array}\right.
$$

Let $(f, g) \in L^{2}(\Omega)^{2} \times l^{2}\left(\mathbb{Z}, L^{2}(\mathbb{R})\right)$ and define a bounded linear form $l$ on $\mathcal{L}_{\gamma}^{*} \mathcal{E}$ as

$$
l\left(\mathcal{L}_{\gamma}^{*}(p, q)\right)=\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} \int_{0}^{L} p_{i} f_{i}^{1}+q_{i} f_{i}^{2} d x+\left(N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)\right)\binom{g_{i}^{1}}{g_{i}^{2}} d t
$$

We deduce from Proposition 3 on the adjoint problem that $\forall(p, q) \in \mathcal{E}$,

$$
\begin{aligned}
\left|l\left(\mathcal{L}_{\gamma}^{*}(p, q)\right)\right| & \leq C(\|f\|,\|g\|)\left(\|(p, q)\|_{L^{2}(\Omega)}+\left\|\left(p^{ \pm}, q^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L^{2}(\mathbb{R})\right)^{4}}\right) \\
& \leq C\left(\frac{1}{\gamma}\|f\|+\frac{1}{\sqrt{\gamma}}\|g\|\right)\left\|\mathcal{L}_{\gamma}^{*}(p, q)\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

Therefore, by the Hahn-Banach theorem, the linear form $l$ extends to a continuous form on $L^{2}(\Omega)^{2}$ and using the Riesz representation theorem, there exists $(r, s) \in$ $L^{2}(\Omega)^{2}$ so that

$$
l\left(\mathcal{L}_{\gamma}^{*}(p, q)\right)=\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} \int_{0}^{L}\left(r_{i}, s_{i}\right)^{t} \mathcal{L}_{\gamma}^{*}\left(p_{i}, q_{i}\right) d x d t \quad \forall(p, q) \in \mathcal{E}
$$

Then, by the definition of $l$, we find that

$$
\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} \int_{0}^{L}\left(r_{i}, s_{i}\right)^{t} \mathcal{L}_{\gamma}^{*}\left(p_{i}, q_{i}\right)-\left(f_{i}^{1}, f_{i}^{2}\right)^{t}\left(p_{i}, q_{i}\right) d x d t=0 \quad \forall(p, q) \in \mathcal{D}(\Omega)^{2}
$$

and $\mathcal{L}_{\gamma}(r, s)=\left(f^{1}, f^{2}\right)$ in the sense of distribution. For all $(p, q) \in \mathcal{E}$, one can prove that

$$
\begin{aligned}
\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} \int_{0}^{L}\left(r_{i}, s_{i}\right)^{t} \cdot \mathcal{L}_{\gamma}^{*}\left(p_{i}, q_{i}\right) & -\mathcal{L}_{\gamma}\left(r_{i}, s_{i}\right)^{t} \cdot\binom{p_{i}}{q_{i}} d x d t \\
& =\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)^{t} \cdot\binom{g_{i}^{1}}{g_{i}^{2}} d t \\
& =\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)^{t} \cdot \underline{B}_{i}\binom{r_{i}^{ \pm}}{s_{i}^{ \pm}} d t
\end{aligned}
$$

As a consequence, we find that

$$
\begin{equation*}
\sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)^{t}\left(\underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)-\binom{g_{i}^{1}}{g_{i}^{2}}\right) d t=0 \quad \forall(p, q) \in \mathcal{E} \tag{40}
\end{equation*}
$$

By density, this property holds true for all $(p, q) \in H^{1}(\Omega)$ such that

$$
C_{i}^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=0, \quad \partial_{t} N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}-\gamma N_{2, i}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{1}=0
$$

Let $\left(\theta^{1}, \theta^{2}\right) \in l^{2}\left(\mathbb{Z}, H^{\frac{1}{2}}(\mathbb{R})^{2}\right)$ and $\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{i \in \mathbb{Z}} \in l^{2}\left(\mathbb{Z}, H^{\frac{1}{2}}(\mathbb{R})^{2}\right)$ so that

$$
N_{2, i}^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=\binom{\theta_{i}^{1}}{\theta_{i}^{2}}, \quad C_{i}^{t}\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)=\binom{0}{0} \quad \forall i \in \mathbb{Z}, t \in \mathbb{R}
$$

The sequence $\left(p_{i}^{ \pm}, q_{i}^{ \pm}\right)_{i \in \mathbb{Z}}$ exists, is unique, and lies in $l^{2}\left(\mathbb{Z}, H^{\frac{1}{2}}(\mathbb{R})^{2}\right)$, since the matrix $\left(N_{2, i}, C_{i}\right)$ is invertible under the assumption of Proposition 3. Now with a standard trace-lifting argument, choose $(p, q) \in, H^{1}(\Omega)$ so that $p(i L)^{ \pm}=p_{i}^{ \pm}, q(i L)^{ \pm}=q_{i}^{ \pm}$. Then we deduce from (40) that for all $\theta \in l^{2}\left(\mathbb{Z}, H^{\frac{1}{2}}(\mathbb{R})^{2}\right)$ such that $\frac{d \theta_{i}^{1}}{d t}-\gamma \theta_{i}^{1}=0$,

$$
\sum_{i \in \mathbb{Z}}\left\langle\binom{\theta_{i}^{1}}{\theta_{i}^{2}}, \underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)-\binom{g_{i}^{1}}{g_{i}^{2}}\right\rangle_{\left(H^{\frac{1}{2}}(\mathbb{R}), H^{-\frac{1}{2}}(\mathbb{R})\right)}=0
$$

Thus, there exists $\varepsilon \in l^{2}\left(\mathbb{Z}, H^{\frac{1}{2}}(\mathbb{R})\right)$ so that

$$
\binom{\dot{\varepsilon}_{i}+\gamma \varepsilon_{i}}{0}=\underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+\binom{g_{i}^{1}}{g_{i}^{2}} \forall i \in \mathbb{Z}
$$

Let us now prove that $(r, s), \varepsilon$ is a strong solution. This is just a matter of smoothing the solution and using the estimates of the first part. We consider a mollifying operator $R_{\delta}^{t}$ in the $t$-direction, and we define a regularization $\left(r^{\delta}, s^{\delta}\right), \varepsilon^{\delta}$ of $(r, s, \varepsilon)$. Let us first deal with the equation on $s$. Denote $s_{i}^{\delta}=R_{\delta}^{t} s_{i}$, we easily obtain

$$
\partial_{t} s_{i}^{\delta}+\widetilde{\Lambda}_{i}^{2} \partial_{x} s_{i}^{\delta}=\widetilde{\Lambda}_{i}^{2}\left(R_{\delta}^{t}\left(\frac{f_{i}^{2}}{\widetilde{\Lambda}_{i}^{2}}\right)+\left[\frac{1}{\widetilde{\Lambda}_{i}^{2}} \partial_{t}, R_{\delta}^{t}\right] s_{i}\right)
$$

Due to the presence of a sonic point $x_{i}(t)$ so that $\widetilde{\Lambda}_{1}^{i}\left(x_{i}(t), t\right)=0$, we cannot directly do the same regularization on $r_{i}$. In that case, we do not obtain any information on the derivatives of $r_{i}$ in the $x$-direction. Nevertheless, under the assumptions of Proposition 3, there exists $L_{1}>0$ and a constant $C(m)$ so that for all $i \in \mathbb{Z}, i L+2 L_{1} \leq$ $\underline{x}_{i}(t) \leq(i+1) L-2 L_{1}$ and $\left|\widetilde{\Lambda}_{1}^{i}(x, t)\right|^{-1} \leq C(m) \forall x \in\left[0, L_{1}\right] \bigcup\left[L-L_{1}, L\right]$. Let $\bar{\phi} \in, C_{c}^{\infty}(0, L)$ so that $\bar{\phi}=1$ on $\left[2 L_{1}, L-2 L_{1}\right]$ and $\bar{\phi}=0$ on $\left[0, L_{1}\right] \bigcup\left[L-L_{1}, L\right]$ and define $\phi=1-\bar{\phi}$. We multiply the equation on $r_{i}$ by $\phi$. We find

$$
\partial_{t}\left(\phi r_{i}\right)+\widetilde{\Lambda}_{i}^{1} \partial_{x}\left(\phi r_{i}\right)=\phi f_{i}^{1}+\widetilde{\Lambda}_{i}^{1} \partial_{x} \phi r_{i}
$$

Then we regularize that equation the same way we did with the equation on $s_{i}$ :

$$
\partial_{t}\left(\phi r_{i}\right)^{\delta}+\widetilde{\Lambda}_{i}^{1} \partial_{x}\left(\phi r_{i}\right)^{\delta}=\widetilde{\Lambda}_{i}^{1}\left(R_{\delta}^{t}\left(\frac{\phi f_{i}^{1}}{\widetilde{\Lambda}_{i}^{1}}+\partial_{x} \phi r_{i}\right)+\left[\frac{1}{\widetilde{\Lambda}_{i}^{1}} \partial_{t}, R_{\delta}^{t}\right]\left(\phi r_{i}\right)\right)
$$

We multiply the equation on $r_{i}$ by $(1-\phi)$ and choose a mollifying operator $R_{\delta}^{x}$ in the $x$ direction with $\delta \leq L_{1}$ :

$$
\begin{aligned}
\partial_{t} R_{\delta}^{x}\left((1-\phi) r_{i}\right)+\widetilde{\Lambda}_{i}^{1} \partial_{x} R_{\delta}^{x}\left((1-\phi) r_{i}\right) & =R_{\delta}^{x}\left((1-\phi) f_{1}^{i}-\widetilde{\Lambda}_{i}^{1} \partial_{x} \phi r_{1}^{i}\right) \\
& +\left[\widetilde{\Lambda}_{i}^{1} \partial_{x}, R_{\delta}^{x}\right]\left((1-\phi) r_{i}\right)
\end{aligned}
$$

We define $r^{\delta}$ so that $r_{[[i L,(i+1) L]}^{\delta}=R_{\delta}^{t}\left(\phi r_{i}\right)+R_{\delta}^{x}\left((1-\phi) r_{i}\right)$. By construction, both $r^{\delta}$ and $s^{\delta}$ lie in $H^{1}(\Omega)$. On the other hand, we find that $r^{\delta}, s^{\delta}$, and $\varepsilon^{\delta}$ satisfy the boundary conditions

$$
\binom{\dot{\varepsilon}_{i}^{\delta}}{0}=\underline{B}_{i}\left(r_{i}^{\delta, \pm}, s_{i}^{\delta, \pm}\right)+\binom{R_{\delta}^{t} g_{i}^{1}}{R_{\delta}^{t} g_{i}^{2}}+\left[\underline{B}_{i}, R_{\delta}^{t}\right]\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) .
$$

We can apply Proposition 2 as follows:

$$
\begin{align*}
\gamma\left\|\left(r^{\delta}, s^{\delta}\right)\right\|_{L_{\gamma}^{2}(\Omega)^{2}}^{2}+ & \left\|\left(r^{\delta, \pm}, s^{\delta, \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})^{4}\right)}^{2}+\left\|\varepsilon^{\delta}\right\|_{l^{2}\left(\mathbb{Z}, H_{\gamma}^{1}(\mathbb{R})\right)}^{2} \\
& \leq C\left(\frac{1}{\gamma}\left\|f^{\delta}\right\|_{L_{\gamma}^{2}(\Omega)}^{2}+\left\|g^{\delta}\right\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})\right)}^{2}\right) \tag{41}
\end{align*}
$$

with

$$
\begin{aligned}
f_{i, 1}^{\delta}= & R_{\delta}^{x}\left((1-\phi) f_{i}^{1}-\widetilde{\Lambda}_{i}^{1} \partial_{x} \phi r_{i}\right)+\left[\widetilde{\Lambda}_{i}^{1} \partial_{x}, R_{\delta}^{x}\right]\left((1-\phi) r_{i}\right) \\
& +\widetilde{\Lambda}_{i}^{1}\left(R_{\delta}^{t}\left(\frac{\phi f_{i}^{1}}{\widetilde{\Lambda}_{i}^{1}}+\partial_{x} \phi r_{i}\right)+\left[\frac{1}{\widetilde{\Lambda}_{i}^{1}} \partial_{t}, R_{\delta}^{t}\right]\left(\phi r_{i}\right)\right) \\
f_{i, 2}^{\delta}= & \widetilde{\Lambda}_{i}^{2}\left(R_{\delta}^{t}\left(\frac{f_{i}^{2}}{\widetilde{\Lambda}_{i}^{2}}\right)+\left[\frac{1}{\widetilde{\Lambda}_{i}^{2}} \partial_{t}, R_{\delta}^{t}\right](s)\right) \\
g_{i}^{\delta}= & \binom{R_{\delta}^{t} g_{i}^{1}}{R_{\delta}^{t} g_{i}^{2}}+\left[\underline{B}_{i}, R_{\delta}^{t}\right]\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) .
\end{aligned}
$$

One can prove the following convergence properties (see [1] for more details):

$$
\lim _{\delta \rightarrow 0}\left\|f^{\delta}-f\right\|_{L_{\gamma}^{2}(\Omega)}+\left\|g^{\delta}-g\right\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})\right)}=0
$$

By linearity of the equations, these estimates also apply to

$$
r^{\delta}-r^{\delta^{\prime}}, \quad s^{\delta}-s^{\delta^{\prime}}, \quad \varepsilon^{\delta}-\varepsilon^{\delta^{\prime}}
$$

Together with the convergence properties, this shows that $r^{\delta, \pm}, s^{\delta, \pm}$, and $\varepsilon^{\delta}$ are, respectively, Cauchy sequences in $l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})^{4}\right)$ and $l^{2}\left(\mathbb{Z}, H_{\gamma}^{1}(\mathbb{R})\right)$. By uniqueness of the limit in the sense of distribution, the sequences $\left(r^{\delta, \pm}, s^{\delta, \pm}\right)$ and $\varepsilon^{\delta}$ converge to $r^{ \pm}, s^{ \pm}$, and $\varepsilon$ in these norms. Then passing to the limit $\delta \rightarrow 0$ in (41), one finds

$$
\begin{aligned}
\gamma\|(r, s)\|_{L_{\gamma}^{2}(\Omega)^{2}}^{2}+ & \left\|\left(r^{ \pm}, s^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})^{4}\right)}^{2}+\|\varepsilon\|_{l^{2}\left(\mathbb{Z}, H_{\gamma}^{1}(\mathbb{R})\right)}^{2} \\
& \leq C\left(\frac{1}{\gamma}\|f\|_{L_{\gamma}^{2}(\Omega)}^{2}+\|g\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}(\mathbb{R})\right)}^{2}\right)
\end{aligned}
$$

This completes the proof of the proposition.
We can prove more regularity on the solution $(r, s, \varepsilon)$ under the condition that $f, g$, and the coefficients $R_{i}, S_{i}, X_{i}$ enjoy more regularity. Similarly to the $L^{2}$ estimates, we introduce weighted Sobolev norms:

$$
\|u\|_{\mathcal{H}_{\gamma}^{k}}=\sum_{|\alpha| \leq k} \gamma^{2(k-|\alpha|)}\left\|e^{-\gamma t} u\right\|_{L^{2}}
$$

The regularity result on ( $r, s, \varepsilon$ ) is formulated as follows (see Theorem 12.5, p. 364 in [1] in the shock case).

Proposition 5. Under the assumptions of Proposition 4 and that $R_{i}, S_{i}, X_{i}$ enjoy more regularity,

$$
\begin{aligned}
\left\|R-R_{i}, S-S_{i}\right\|_{l^{2}\left(\mathbb{Z}, H^{k}((0, L) \times \mathbb{R})\right)} & \leq \mu \\
\left\|R_{i}^{ \pm}-R^{ \pm}, S_{i}^{ \pm}-S^{ \pm}\right\|_{l^{2}\left(\mathbb{Z}, H^{k}(\mathbb{R})\right)} & \leq \mu \\
\left\|\dot{X}_{i}-c, X_{i+1}-X_{i}-L\right\|_{l^{2}\left(\mathbb{Z}, H^{k}(\mathbb{R})\right)} & \leq \mu
\end{aligned}
$$

with $k>2$, the solution $(r, s, \varepsilon)$ found in Proposition 4 is such that $(r, s) \in H^{k}(\Omega)$, $\left(r^{ \pm}, s^{ \pm}\right) \in l^{2}\left(\mathbb{Z}, H^{k}(\mathbb{R})\right)$, and $\varepsilon \in l^{2}\left(\mathbb{Z}, H^{k+1}(\mathbb{R})\right)$ and, for any $\gamma \geq \gamma_{k}(\mu) \geq 1$, satisfy the estimate

$$
\begin{align*}
\gamma\|(r, s)\|_{\mathcal{H}_{\gamma}^{k}(\Omega)}^{2}+ & \left\|\left(r^{ \pm}, s^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, \mathcal{H}_{\gamma}^{k}(\mathbb{R})\right)}^{2}+\|\varepsilon\|_{l^{2}\left(\mathbb{Z}, \mathcal{H}_{\gamma}^{k+1}(\Omega)\right)}^{2} \\
& \leq C(k, \mu)\left(\frac{1}{\gamma}\|f\|_{\mathcal{H}_{\gamma}^{k}(\Omega)}^{2}+\|g\|_{l^{2}\left(\mathbb{Z}, \mathcal{H}_{\gamma}^{k}(\mathbb{R})\right)}^{2}\right) \tag{42}
\end{align*}
$$

Proof. We prove that proposition in two steps. The first step is to extend the a priori $L^{2}$ estimates obtained in Proposition 2. For all $(r, s)$ and $\varepsilon$ compactly supported and smooth functions, the following estimate holds true:

$$
\begin{align*}
\gamma\|(r, s)\|_{\mathcal{H}_{\gamma}^{k}(\Omega)}^{2}+ & \left\|\left(r^{ \pm}, s^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, \mathcal{H}_{\gamma}^{k}(\mathbb{R})\right)}^{2}+\|\varepsilon\|_{l^{2}\left(\mathbb{Z}, \mathcal{H}_{\gamma}^{k+1}(\Omega)\right)}^{2} \\
& \leq C(k, \mu)\left(\frac{1}{\gamma}\|f\|_{\mathcal{H}_{\gamma}^{k}(\Omega)}^{2}+\|g\|_{l^{2}\left(\mathbb{Z}, \mathcal{H}_{\gamma}^{k}(\mathbb{R})\right)}^{2}\right) \tag{43}
\end{align*}
$$

where $f=\mathcal{L}(r, s)$ and $g$ is defined by

$$
g_{i}=\binom{\dot{\varepsilon}_{i}}{0}-\underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)
$$

In order to prove that estimate, we decompose in the form $r_{i}=\phi r_{i}+(1-\phi) r_{i}$, with $\phi$ defined in Proposition 4. Deriving the equation satisfied by $\phi r_{i}, s_{i}$ in the $t$-direction and applying Proposition 2, we get estimates for derivatives in the $t$-direction. We recover the derivatives in the $x$-direction with

$$
\partial_{x}\left(\phi r_{i}\right)=\frac{1}{\tilde{\lambda_{i}^{1}}}\left(f_{i}^{1}+\partial_{x} \phi r_{i}-\partial_{t}\left(\phi r_{i}\right)\right), \quad \partial_{x} s_{i}=\frac{1}{\tilde{\Lambda_{i}^{2}}}\left(f_{i}^{2}-\partial_{t} s_{i}\right)
$$

The obtention of estimates for $(1-\phi) r_{i}$ is straightforward, since it is trace-free on the discontinuity points $i L, i \in \mathbb{Z}$.

Now we come back to the solution obtained in Proposition 4. The next step is to prove enough regularity on $(r, s, \varepsilon)$ in order to apply the a priori estimate (43). We first consider that the coefficients $R_{i}-R, S_{i}-S, X_{i}-(c t+i L)$ are smooth and compactly supported: the regularity of $(r, s, \varepsilon)$ is then obtained by induction (see [1, p. 366] for the details of the proof). We then construct a family $\left(r^{\delta}, s^{\delta}, \varepsilon^{\delta}\right)$ of compactly supported functions that converges to $(r, s, \varepsilon)$ in Sobolev $H_{\gamma}^{k}$ norms. The regularized functions $\left(r^{\delta}, s^{\delta}, \varepsilon^{\delta}\right)$ satisfy the a priori estimate (43) and passing to the limit $\delta \rightarrow 0$ as in Proposition 4, we prove that $(r, s, \varepsilon)$ satisfies the energy estimates (42). For the more general case, $R_{i}-R, S_{i}-S, X_{i}-(c t+i L)$ lying in Sobolev spaces, it is just a matter of smoothing the coefficients and passing to the limit. This completes the proof of that proposition.

Next, we consider the well posedness of the linearized equation with zero initial data. Let $T \in \mathbb{R}, I_{T}$ the interval $\left.\left.I_{T}=\right]-\infty, T\right]$, and $\Omega_{T}=\mathbb{R} \backslash\{i L, i \in \mathbb{Z}\} \times I_{T}$. One can prove that, under the assumptions of Proposition 4 and for all $f \in L^{2}(\mathbb{R} \backslash\{i L, i \in$ $\left.\mathbb{Z}\} \times I_{T}, \mathbb{R}^{2}\right)$ and $g \in l^{2}\left(\mathbb{Z}, L^{2}\left(I_{T}\right)^{2}\right)$ such that $f_{\mid t<0}=0, \quad g_{\mid t<0}=0$, there exists a unique function $(r, s) \in L^{2}\left(\Omega_{T}\right)$ and $\varepsilon \in l^{2}\left(\mathbb{Z}, H^{1}\left(I_{T}\right)\right)$ so that

$$
\left.\begin{array}{l}
\partial_{t} r_{i}+\widetilde{\Lambda}_{i}^{1} \partial_{x} r_{i}=f_{i}^{1}, \\
\partial_{t} s_{i}+\widetilde{\Lambda}_{i}^{2} \partial_{x} s_{i}=f_{i}^{2}
\end{array} \quad \forall i \in \mathbb{Z},(x, t) \in\right] 0, L\left[\times I_{T},\right.
$$

and

$$
\binom{\dot{\varepsilon}_{i}}{0}=\underline{B}_{i}\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)+\binom{g_{i}^{1}}{g_{i}^{2}} \quad \forall i \in \mathbb{Z}, t \in I_{T} .
$$

Furthermore, we have $r_{\mid t<0}=s_{\mid t<0}=0, \quad \varepsilon_{\mid t<0}=0,\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)_{i \in \mathbb{Z}}$ belongs $l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}\left(I_{T}\right)^{4}\right)$, and the solution $(r, s, \varepsilon)$ satisfies the following estimate,

$$
\begin{aligned}
\gamma\|(r, s)\|_{L_{\gamma}^{2}\left(\Omega_{T}\right)^{2}}^{2}+ & \left\|\left(r^{ \pm}, s^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}\left(I_{T}\right)^{4}\right)}^{2}+\|\varepsilon\|_{l^{2}\left(\mathbb{Z}, H_{\gamma}^{1}\left(I_{T}\right)\right)}^{2} \\
& \leq C\left(\frac{1}{\gamma}\|f\|_{L_{\gamma}^{2}\left(\Omega_{T}\right)}^{2}+\|g\|_{l^{2}\left(\mathbb{Z}, L_{\gamma}^{2}\left(I_{T}\right)\right)}^{2}\right) .
\end{aligned}
$$

In the case of smoother coefficients, the solution $(r, s, \varepsilon)$ of the linearized problem with zero initial data enjoys more regularity. One can prove the following result that shall be useful in the proof of the well posedness of the Cauchy problem for the full nonlinear problem.

Proposition 6. Assume that the hypotheses of Proposition 4 are satisfied, and the coefficients enjoy the following regularity properties:

$$
\begin{aligned}
& \left\|\left(R_{i}-R, S_{i}-S\right)\right\|_{l^{2}\left(\mathbb{Z}, H^{k}\left((0, L) \times I_{T}\right)\right)} \leq \mu \\
& \left\|\left(R_{i}^{ \pm}-R^{ \pm}, S_{i}^{ \pm}-S^{ \pm}\right)\right\|_{l^{2}\left(\mathbb{Z}, H^{k}\left(I_{T}\right)\right)} \leq \mu \\
& \left\|\dot{X}_{i}-c, X_{i+1}-X_{i}-L\right\|_{l^{2}\left(\mathbb{Z}, H^{k}\left(I_{T}\right)\right)} \leq \mu
\end{aligned}
$$

Furthermore, suppose that, for some $\tau<T$,

$$
R_{i}-R_{\mid t<\tau}=S_{i}-S_{\mid t<\tau}=0, \quad\left(\dot{X}_{i}-c, X_{i+1}-X_{i}-L\right)_{\mid t<\tau}=0
$$

Then, for any $f \in H^{k}\left(\Omega_{T}\right)$ and $g \in l^{2}\left(\mathbb{Z}, H^{k}\left(I_{T}\right)\right)$ such that $f_{\mid t<0}=0, \quad g_{\mid t<0}=$ 0 , the solution $(r, s)$ belongs to $H^{k}\left(\Omega_{T}\right),\left(r^{ \pm}, s^{ \pm}\right)$belongs to $l^{2}\left(\mathbb{Z}, H^{k}\left(I_{T}\right)\right)$ and $\varepsilon$ to $l^{2}\left(\mathbb{Z}, H^{k+1}\left(I_{T}\right)\right)$ with the estimate

$$
\begin{aligned}
\frac{1}{T}\|(r, s)\|_{H^{k}\left(\Omega_{T}\right)}^{2}+ & \left\|r^{ \pm}, s^{ \pm}\right\|_{l^{2}\left(\mathbb{Z}, H^{k}\left(I_{T}\right)\right)}+\|\varepsilon\|_{l^{2}\left(\mathbb{Z}, H^{k+1}\left(I_{T}\right)\right)}^{2} \\
& \leq C(k, \mu)\left(T\|f\|_{H^{k}\left(\Omega_{T}\right)}^{2}+\|g\|_{l^{2}\left(\mathbb{Z}, H^{k}\left(I_{T}\right)\right)}^{2}\right)
\end{aligned}
$$

4. The nonlinear problem. In this section, we solve the full nonlinear Cauchy problem with prescribed initial data $\left(r_{0}, s_{0}, X_{0}\right)$. To actually solve that problem, we need compatibility conditions on $\left(r_{0}, s_{0}, X_{0}\right)$. Under suitable compatibility conditions, we shall prove the existence of an approximate solution $\left(r^{(a)}, s^{(a)}, X^{(a)}\right)$ on a time interval $\left(0, T^{0}\right)$ for a sufficiently small interval. We can prove the well posedness of the full Cauchy problem through an iterative scheme based on the approximate linear problem introduced in the previous section. That scheme is proved to converge to a solution of the Cauchy problem with the energy estimates obtained previously.
4.1. Construction of an approximate solution. In what follows, we shall construct an approximate solution of the shallow water equations coupled with the Rankine-Hugoniot jump condition for an initial data ( $r_{0}, s_{0}, X_{0}$ ) that satisfies some compatibility conditions. In what follows, we write compatibility conditions for the shallow water equations.
4.1.1. Compatibility conditions. After the change of variable introduced in section 2, the shallow water system is written as

$$
\begin{align*}
& \partial_{t} r_{i}+\Lambda_{i}^{1} \partial_{x} r_{i}=Q\left(r_{i}, s_{i}\right), \quad \forall(x, i) \in(0, L) \times \mathbb{Z},  \tag{44}\\
& \partial_{t} s_{i}+\Lambda_{i}^{2} \partial_{x} s^{i}=Q\left(r_{i}, s_{i}\right)
\end{align*}
$$

where the $\Lambda_{i}^{k}$ are defined by

$$
\Lambda_{i}^{k}=\frac{L}{X_{i+1}-X_{i}}\left(\lambda_{k}\left(r_{i}, s_{i}\right)-\left(\dot{X}_{i}+\frac{x}{L}\left(\dot{X}_{i+1}-\dot{X}_{i}\right)\right)\right)
$$

whereas the Rankine-Hugoniot jump conditions are given by

$$
\begin{equation*}
\dot{X}_{i}=F\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right), \quad G\left(r_{i}^{+}, r_{i}^{-}, s_{i}^{+}, s_{i}^{-}\right)=0 \quad \forall i \in \mathbb{Z} \tag{45}
\end{equation*}
$$

with

$$
\begin{aligned}
& F\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)=\left[(r-s)^{4}+8(r-s)^{2}(r+s)^{2}\right]_{i L}\left[(r-s)^{2}\right]_{i L}-8\left[(r+s)(r-s)^{2}\right]_{i L}^{2} \\
& G\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)=\frac{1}{2}\left[(r+s)(r-s)^{2}\right]_{i L}\left[(r-s)^{2}\right]_{i L}^{-1}
\end{aligned}
$$

Suppose that both $(r, s)$ and $X$ are smooth enough: applying Faa di Bruno's formula to the jump conditions (45), we obtain

$$
\begin{equation*}
\frac{d^{p+1} X_{i}}{d t^{p+1}}=\sum_{i=1}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1} \ldots i_{m}} d^{m} F\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right) \cdot\left(\frac{d^{i_{1}}}{d t^{i_{1}}}\binom{r_{i}^{ \pm}}{s_{i}^{ \pm}}, \ldots, \frac{d^{i_{m}}}{d t^{i_{m}}}\binom{r_{i}^{ \pm}}{s_{i}^{ \pm}}\right) \tag{46}
\end{equation*}
$$

Furthermore, we derive the interior equations (44) with the Faa di Bruno formula:

$$
\begin{align*}
\partial_{t}^{p+1} r_{i} & =\partial_{t}^{p} Q\left(r_{i}, s_{i}\right)-\sum_{l=0}^{p} C_{p}^{l} \partial_{t}^{l} \Lambda_{i}^{1} \partial_{x} \partial_{t}^{p-l} r_{i} \\
\partial_{t}^{p+1} s_{i} & =\partial_{t}^{p} Q\left(r_{i}, s_{i}\right)-\sum_{l=0}^{p} C_{p}^{l} \partial_{t}^{l} \Lambda_{i}^{2} \partial_{x} \partial_{t}^{p-l} s_{i} . \tag{47}
\end{align*}
$$

It is a straightforward computation to prove that

$$
\partial_{t}^{p} Q\left(r_{i}, s_{i}\right)=\sum_{m=1}^{p} \sum_{i_{1}+\cdots i_{m}=p} c_{i_{1} \ldots i_{m}} d^{m} Q\left(r_{i}, s_{i}\right) .\left(\partial_{t}^{i_{1}}\binom{r_{i}}{s_{i}}, \ldots, \partial_{t}^{i_{m}}\binom{r_{i}}{s_{i}}\right)
$$

Moreover, for $l=1, \ldots, p-1$, we easily obtain

$$
\begin{aligned}
\partial_{t}^{l} \Lambda_{i}^{k}= & \sum_{m=1}^{l} \sum_{i_{1}+\cdots+i_{m}=l} c_{i_{1} \ldots i_{m}} d_{1,4}^{m} \Lambda_{i}^{k} \cdot\left(\partial_{t}^{i_{1}}\left(\begin{array}{c}
r_{i} \\
s_{i} \\
X_{i} \\
X_{i+1}
\end{array}\right), \ldots, \partial_{t}^{i_{m}}\left(\begin{array}{c}
r_{i} \\
s_{i} \\
X_{i} \\
X_{i+1}
\end{array}\right)\right) \\
& +\sum_{m=1}^{l} \sum_{i_{1}+\cdots+i_{m}=l} c_{i_{1} \ldots i_{m}} d_{5,6}^{m} \Lambda_{i}^{k} \cdot\left(\partial_{t}^{i_{1}}\binom{\dot{X}_{i}}{\dot{X}_{i+1}}, \ldots, \partial_{t}^{i_{m}}\binom{\dot{X}_{i}}{\dot{X}_{i+1}}\right),
\end{aligned}
$$

where $d_{1,4} \Lambda_{i}^{k}$ denotes the differential of $\Lambda_{i}^{k}$ with respect to $\left(r, s, X_{i}, X_{i+1}\right)$ and $d_{5,6} \Lambda_{i}^{k}$ denotes the differential with respect to $\left(\dot{X}_{i}, \dot{X}_{i+1}\right)$. Here, the derivatives in $X_{i}$ are no
larger than $p$. For $l=p$, one finds

$$
\begin{aligned}
\partial_{t}^{p} \Lambda_{k}^{i}= & \sum_{m=1}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1} \ldots i_{m}} d_{1,4}^{m} \Lambda_{k} \cdot\left(\partial_{t}^{i_{1}}\left(\begin{array}{c}
r_{i} \\
s_{i} \\
X_{i} \\
X_{i+1}
\end{array}\right), \ldots, \partial_{t}^{i_{m}}\left(\begin{array}{c}
r_{i} \\
s_{i} \\
X_{i} \\
X_{i+1}
\end{array}\right)\right) \\
& +\sum_{m=2}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1} \ldots i_{m}} d_{5,6}^{m} \Lambda_{k} \cdot\left(\partial_{t}^{i_{1}}\binom{\dot{X}_{i}}{\dot{X}_{i+1}}, \ldots, \partial_{t}^{i_{m}}\binom{\dot{X}_{i}}{\dot{X}_{i+1}}\right) \\
& +\nabla_{5,6} \Lambda_{k} \cdot \partial_{t}^{p+1}\binom{X_{i}}{X_{i+1}} .
\end{aligned}
$$

The derivatives of $X_{i}$ up to order $p+1$ are replaced by the expressions found in (46) involving derivatives of order $j \leq p$. Following the definitions of compatibility conditions introduced in [1, p. 370] (see the definition of "compatibility conditions to order $s "$ ), we define the compatibility conditions for a pair of initial data ( $r_{0}, s_{0}, X_{0}$ ).

We fix $\left(r_{0}, s_{0}, X_{0}\right)$ an initial data and define the functions $\left(r_{p}, s_{p}\right)$ and $X_{p}$ so that

$$
\begin{align*}
X_{1, i} & =F\left(r_{0, i}^{ \pm}, s_{0, i}^{ \pm}\right) \\
r_{1, i} & =Q\left(r_{0, i}, s_{0, i}\right)-\Lambda_{0, i}^{1} \partial_{x} r_{0, i}  \tag{48}\\
s_{1, i} & =Q\left(r_{0, i}, s_{0, i}\right)-\Lambda_{0, i}^{2} \partial_{x} s_{0, i}
\end{align*}
$$

and

$$
\begin{align*}
X_{p+1, i}= & \sum_{i=1}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1} \ldots i_{m}} d^{m} F\left(r_{0, i}^{ \pm}, s_{0, i}^{ \pm}\right) \cdot\left(\binom{r_{i_{1}, i}^{ \pm}}{s_{i_{1}, i}^{ \pm}}, \ldots,\binom{r_{i_{m}, i}^{ \pm}}{s_{i_{m}, i}^{ \pm}}\right), \\
r_{p+1, i}= & \sum_{m=1}^{p} \sum_{i_{1}+\cdots i_{m}=p} c_{i_{1} \ldots i_{m}} d^{m} Q\left(r_{0, i}, s_{0, i}\right) \cdot\left(\binom{r_{i_{1}, i}}{s_{i_{1}, i}}, \ldots,\binom{r_{i_{m}, i}}{s_{i_{m}, i}}\right) \\
& -\sum_{l=0}^{p} C_{p}^{l} \Lambda_{l, i}^{1} \partial_{x} r_{p-l, i} \\
s_{p+1, i}= & \sum_{m=1}^{p} \sum_{i_{1}+\cdots i_{m}=p} c_{i_{1} \ldots i_{m}} d^{m} Q\left(r_{0, i}, s_{0, i}\right) \cdot\left(\binom{r_{i_{1}, i}}{s_{i_{1}, i}}, \ldots,\binom{r_{i_{m}, i}}{s_{i_{m}, i}}\right) \\
& -\sum_{l=0}^{p} C_{p}^{l} \Lambda_{l, i}^{2} \partial_{x} s_{p-l, i} \tag{49}
\end{align*}
$$

where $\Lambda_{l, i}^{k}$ are defined, for any $l=0, \ldots, p-1$, by

$$
\begin{aligned}
\Lambda_{0, i}^{k}= & \frac{L}{X_{0, i+1}-X_{0, i}}\left(\lambda_{k}\left(r_{0, i}, s_{0, i}\right)-\left(X_{1, i}+\frac{x}{L}\left(X_{1, i+1}-X_{1, i}\right)\right)\right) \\
\Lambda_{l, i}^{k}= & \sum_{m=1}^{l} \sum_{i_{1}+\cdots+i_{m}=l} c_{i_{1} \ldots i_{m}} d_{1,4}^{m} \Lambda_{i}^{k} .\left(\left(\begin{array}{c}
r_{i_{1}, i} \\
s_{i_{1}, i} \\
X_{i_{1}, i} \\
X_{i_{1}, i+1}
\end{array}\right), \ldots,\left(\begin{array}{c}
r_{i_{m}, i} \\
s_{i_{m}, i} \\
X_{i_{m}, i} \\
X_{i_{m}, i+1}
\end{array}\right)\right) \\
& +\sum_{m=1}^{l} \sum_{i_{1}+\cdots+i_{m}=l} c_{i_{1} \ldots i_{m}} d_{5,6}^{m} \Lambda_{i}^{k} \cdot\left(\binom{X_{i_{1}+1, i}}{X_{i_{1}+1, i+1}}, \ldots,\binom{X_{i_{m}+1, i}}{X_{i_{m}+1, i+1}}\right)
\end{aligned}
$$

and, for $l=p$,

$$
\begin{aligned}
\Lambda_{p, i}^{k}= & \sum_{m=1}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1} \ldots i_{m}} d_{1,4}^{m} \Lambda_{i}^{k} \cdot\left(\left(\begin{array}{c}
r_{i_{1}, i} \\
s_{i_{1}, i} \\
X_{i_{1}, i} \\
X_{i_{1}, i+1}
\end{array}\right), \ldots,\left(\begin{array}{c}
r_{i_{m}, i} \\
s_{i_{m}, i} \\
X_{i_{m}, i} \\
X_{i_{m}, i+1}
\end{array}\right)\right) \\
& +\sum_{m=2}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1} \ldots i_{m}} d_{5,6}^{m} \Lambda_{i}^{k} \cdot\left(\binom{X_{i_{1}+1, i}}{X_{i_{1}+1, i+1}}, \ldots,\binom{X_{i_{m}+1, i}}{X_{i_{m}+1, i+1}}\right) \\
& +\nabla_{5,6} \Lambda_{i}^{k} \cdot\binom{X_{p+1, i}}{X_{p+1, i+1}} .
\end{aligned}
$$

For the definition of the sequence $\left(r_{p}, s_{p}, X_{p}\right)$, we have not used the jump condition $G\left(r_{i}^{ \pm}, s_{i}^{ \pm}\right)=0$. In order to obtain a solution to the Cauchy problem, the sequence $\left(r_{p}, s_{p}, X_{p}\right)$ shall satisfy some compatible conditions. We define here those compatibility conditions.

Definition 1. A pair of initial data $\left(r_{0}, s_{0}\right)$ and $X_{0}$ is said to be compatible up to order $s$ if, for all $p \in\{0, \ldots, s\}$, the functions $\left(r_{p}, s_{p}, X_{p}\right)$ defined by (49) satisfy

$$
0=\sum_{m=1}^{p} \sum_{i_{1}+\cdots+i_{m}=p} c_{i_{1}, \ldots, i_{m}} d^{m} G\left(r_{0, i}^{ \pm}, s_{0, i}^{ \pm}\right) \cdot\left(\binom{r_{i_{1}, i}^{ \pm}}{s_{i_{1}, i}^{ \pm}}, \ldots,\binom{r_{i_{m}, i}^{ \pm}}{s_{i_{m}, i}^{ \pm}}\right)
$$

4.1.2. Approximate solution. The purpose of this section is to prove that, under the compatibility conditions defined above, one can construct an approximate solution of the full Cauchy problem. Denote $\Omega=\mathbb{R} \backslash\{i L, i \in \mathbb{Z}\}$. We show the following result.

Proposition 7. Let $\left(r_{0}, s_{0}\right)$ and $X_{0}$ be an initial data so that $\left(r_{0}, s_{0}\right) \in(R, S)+$ $H^{m+\frac{1}{2}}(\Omega)$ and $\left(X_{0, i}-i L\right)_{i \in \mathbb{Z}} \in l^{2}(\mathbb{Z})$, with $m>2$ an integer that is compatible up to order $m-1$ and such that

$$
\left\|\left(r_{0}, s_{0}\right)-(R, S)\right\|_{L^{\infty}(\Omega)} \leq \rho, \quad \max _{i \in \mathbb{Z}}\left(\left|X_{0, i+1}-X_{0, i}-L\right|\right) \leq \rho
$$

Then for $\rho$ sufficiently small, there exists $T_{0}>0$ and

$$
\left(r_{a}, s_{a}\right) \in(R, S)+H^{m+1}(\Omega), \quad\left(X_{a, i}-(c t+i L)\right) \in l^{2}\left(\mathbb{Z}, H^{m+1}(\mathbb{R})\right)
$$

with both $\left(r_{a}, s_{a}\right)-(R, S)$ and $X_{a, i}-(c t+i L)$ vanishing for $|t| \geq 2 T_{0}$, so that $\left(r_{a}, s_{a}\right)_{\mid t=0}=\left(r_{0}, s_{0}\right), X_{a, i}(0)=X_{0, i}$ and for all $(x, t) \in \Omega \times\left[-T_{0}, T_{0}\right]$,

$$
\left\|\left(r_{a}-r_{0}, s_{a}-s_{0}\right)\right\| \leq \frac{\rho}{2}, \quad\left|X_{a, i}-X_{0, i}\right| \leq \frac{\rho}{2}
$$

Furthermore, the functions $f_{a}$ and $g_{a}$ defined as

$$
\begin{aligned}
& f_{a, i}^{1}=\partial_{t} r_{a, i}+\Lambda_{a, i}^{1} \partial_{x} r_{a, i}-Q\left(r_{a, i}, s_{a, i}\right), \\
& f_{a, i}^{2}=\partial_{t} s_{a, i}+\Lambda_{a, i}^{2} \partial_{x} s_{a, i}-Q\left(r_{a, i}, s_{a, i}\right),
\end{aligned}
$$

and $g_{a, i}^{1}=\dot{X}_{a, i}-F\left(r_{a, i}^{ \pm}, s_{a, i}^{ \pm}\right), \quad g_{a, i}^{2}=G\left(r_{a, i}^{ \pm}, s_{a, i}^{ \pm}\right)$are such that

$$
\partial_{t}^{p} f_{a \mid t=0}=0, \quad \partial_{t}^{p} g_{a \mid t=0}=0 \forall p \in\{0, \ldots, m-1\}
$$

The function $f_{a}$ belongs to $H^{m}(\Omega \times \mathbb{R})$, $g_{a}$ lies in $l^{2}\left(\mathbb{Z}, H^{m}(\mathbb{R})\right)$, and both vanish for $|t| \geq 2 T_{0}$.

Proof. For $k=1 \ldots m-1$, we construct a sequence $\left(r_{k}, s_{k}\right) \in H^{m+\frac{1}{2}-k}(\Omega), X_{k}$ so that $X_{1, i}-c \in l^{2}(\mathbb{Z})$ and $X_{k, i} \in l^{2}(\mathbb{Z})(k \geq 2)$ that satisfies the compatibility conditions (49). Then, by trace lifting, we find $\left(r_{a}, s_{a}\right) \in(R, S)+H^{m+1}(\Omega \times \mathbb{R})$ and $X_{a} \in(c t+i L)+l^{2}\left(\mathbb{Z}, H^{m+1}(\mathbb{R})\right)$ so that

$$
\begin{aligned}
\left\|r_{a}-R, s_{a}-S\right\|_{H^{m+1}(\Omega \times \mathbb{R})} & \leq C\left\|r_{0}-R, s_{0}-S\right\|_{H^{m+1}(\Omega)} \\
\left\|X_{a}-(c t+i L)\right\|_{l^{2}\left(\mathbb{Z}, H^{m+1}(\mathbb{R})\right)} & \leq C\left\|X_{0}-i L\right\|_{l^{2}(\mathbb{Z})}
\end{aligned}
$$

and $\partial_{t}^{k}\left(r_{a, i}, s_{a, i}\right)_{\mid t=0}=\left(r_{k, i}, s_{k, i}\right), \partial_{t}^{k}\left(X_{a, i}\right)_{\mid t=0}=X_{k, i} \forall k \in\{0, \ldots, m-1\}$. By Sobolev embeddings, we find $T_{0}>0$ so that

$$
\left\|\left(r_{a}-r_{0}, s_{a}-s_{0}\right)\right\| \leq \frac{\rho}{2}, \quad\left\|X_{a}-X_{0}\right\| \leq \frac{\rho}{2}
$$

for $|t| \leq T_{0}$. In order to obtain functions $f_{a}, g_{a}$ that vanish for $|t| \geq 2 T_{0}$, we choose $\phi \in \mathcal{D}(\mathbb{R})$ a cut-off function so that $\phi(t)=1$ if $|t| \leq T_{0}$ and $\phi(t)=0$ if $|t| \geq$ $2 T_{0}$. Then, substitute $\left(r_{a}, s_{a}\right)$ and $X_{a}$, respectively, by $\phi\left(r_{a}, s_{a}\right)+(1-\phi)(R, S)$ and $\phi X_{a, i}+(1-\phi)(c t+i L)$. Then, one can prove that $f_{a}$ belongs to $H^{m}(\Omega \times \mathbb{R})$ and $g^{(a)}$ lies in $l^{2}\left(\mathbb{Z}, H^{m}(\mathbb{R})\right)$, and both vanish for $|t| \geq 2 T_{0}$. Finally, according to the compatibility conditions that are satisfied up to order $m-1$, the derivatives of these functions vanish at $t=0$. The proof of the proposition is then completed.
4.2. The fixed point argument. In this section, we prove the main theorem of this paper on the persistence of roll-waves.

Theorem 2. Assume that the Froude number $F$ satisfies $0<F<F_{c}$. There exists $\rho>0$ so that for any $\left(r_{0}, s_{0}\right) \in(R, S)+H^{m+\frac{1}{2}}(\Omega)$, with $m>2$ and $\left(X_{0, i}-\right.$ $i L)_{i \in \mathbb{Z}} \in l^{2}(\mathbb{Z})$, compatible up to order $m-1$ and such that

$$
\left\|\left(r_{0}, s_{0}\right)-(R, S)\right\|_{L^{\infty}(\Omega)} \leq \rho, \quad\left\|X_{0, i+1}-X_{0, i}-L\right\|_{l^{\infty}(\mathbb{Z})} \leq \rho,
$$

there is $T>0$ and a solution $(r, s)$ and $X$ of the shallow water system (8) coupled with the Rankine-Hugoniot jump conditions (9) so that

$$
(r, s)_{\mid t=0}=\left(r_{0}, s_{0}\right), \quad X_{i}(t=0)=X_{0, i}
$$

and $(r, s)$ belongs to $(R, S)+H^{m}(\Omega \times[0, T])$, whereas $\left(X_{i}-(c t+i L)\right)_{i \in \mathbb{Z}}$ lies in $l^{2}\left(\mathbb{Z}, H^{m+1}(0, T)\right)$.

Proof. The method of proof is based on an interative scheme: We search the solution in the form $(r, s)=\left(r_{a}, s_{a}\right)+(\bar{r}, \bar{s}), X=X_{a}+\varepsilon$, where $\left(r_{a}, s_{a}, X_{a}\right)$ is the approximate solution associated to the initial data ( $r_{0}, s_{0}, X_{0}$ ) and defined in Proposition (7). For that purpose, we introduce the iterative scheme $r^{(0)}=s^{(0)}=0$, $\varepsilon^{(0)}=0$, and $\left(r^{(k)}, s^{(k)}\right), \varepsilon^{(k)}$ is defined inductively as the unique solution, with zero initial data, of the system

$$
\begin{equation*}
\partial_{t} r_{i}^{(k)}+\Lambda_{i}^{1,(k-1)} \partial_{x} r_{i}^{(k)}=f_{i}^{1,(k-1)}, \quad \partial_{t} s_{i}^{(k)}+\Lambda_{i}^{2,(k-1)} \partial_{x} s_{i}^{(k)}=f_{i}^{2,(k-1)} \tag{50}
\end{equation*}
$$

where the functions $f_{i}^{n,(k-1)}, n=1,2$ are defined by

$$
\begin{aligned}
f_{i}^{1,(k-1)} & =Q_{i}^{(k-1)}-\partial_{t} r_{i}^{(k-1)}-\Lambda_{i}^{1,(k-1)} \partial_{x} r_{i}^{(k-1)} \\
f_{i}^{2,(k-1)} & =Q_{i}^{(k-1)}-\partial_{t} s_{i}^{(k-1)}-\Lambda_{i}^{2,(k-1)} \partial_{x} s_{i}^{(k-1)}
\end{aligned}
$$

with $Q_{i}^{(k)}=Q\left(r_{a, i}+r^{(k)}, s_{a, i}+s^{(k)}\right)$ and

$$
\begin{aligned}
\Lambda_{i}^{n,(k)}= & \frac{L}{X_{a, i+1}-X_{a, i}+\varepsilon_{i+1}^{(k)}-\varepsilon_{i}^{(k)}}\left(\lambda^{n}\left(r_{a, i}+r^{(k)} s_{a, i}+s^{(k)}\right)\right. \\
& \left.-\left(\dot{X}_{a, i}+\dot{\varepsilon}_{i}^{(k)}+\frac{x}{L}\left(\dot{X}_{a, i+1}-\dot{X}_{a, i}+\dot{\varepsilon}_{i+1}^{(k)}-\dot{\varepsilon}_{i}^{(k)}\right)\right)\right) .
\end{aligned}
$$

Equations (50) are supplemented by boundary conditions that read

$$
\begin{equation*}
\binom{\dot{\varepsilon}_{i}^{(k)}}{0}=\underline{B}_{i}^{(k-1)}\left(r_{i}^{(k), \pm}, s_{i}^{(k), \pm}\right)+\binom{g_{i}^{1,(k-1)}}{g_{i}^{2,(k-1)}}, \tag{51}
\end{equation*}
$$

where the functions $g_{i}^{n,(k)}$ are defined by

$$
\binom{g_{i}^{1,(k)}}{g_{i}^{2,(k)}}=\binom{-\dot{X}_{a, i}+F\left(r_{a, i}^{ \pm}+r_{i}^{(k), \pm}, s_{a, i}^{ \pm}+s_{i}^{(k), \pm}\right)}{G\left(r_{a, i}^{ \pm}+r_{i}^{(k), \pm}, s_{a, i}^{ \pm}+s_{i}^{(k), \pm}\right)}-\underline{B}_{i}^{(k)}\left(r_{i}^{(k), \pm}, s_{i}^{(k), \pm}\right) \text {. }
$$

We estimate the nonlinear terms $f_{i}^{n,(k-1)}$ and $g_{i}^{n,(k-1)}$. One can prove that there exists $M>0$ so that for any $T \in\left(0, T_{0}\right)$, and if $r^{(k-1)}, s^{(k-1)}$ belongs to $\left.H^{m}(\Omega) \times I_{T}\right)$, $r^{(k-1), \pm}, s^{(k-1), \pm}$ lies in $l^{2}\left(\mathbb{Z}, H^{m}\left(I_{T}\right)\right)$ and $\varepsilon^{(k-1)}$ to $l^{2}\left(\mathbb{Z}, H^{m+1}\left(I_{T}\right)\right)$, vanish for $t<0$ and are such that

$$
\begin{align*}
\left\|r^{(k-1)}, s^{(k-1)}\right\|_{H^{m}\left(\Omega \times I_{T}\right)} & \leq M,  \tag{52}\\
\left\|r^{(k-1), \pm}, s^{(k-1), \pm}\right\|_{l^{2}\left(\mathbb{Z}, H^{m}\left(I_{T}\right)\right)} & \leq M, \\
\left\|\varepsilon^{(k-1)}\right\|_{l^{2}\left(\mathbb{Z}, H^{m+1}\left(I_{T}\right)\right)} & \leq M,
\end{align*}
$$

then $f^{n,(k-1)}$ lies in $H^{m}\left(\Omega \times I_{T}\right), g^{n,(k-1)}$ in $l^{2}\left(\mathbb{Z}, H^{m}\left(I_{T}\right)\right)$ and satisfy the estimates

$$
\left\|f^{n,(k-1)}\right\|_{H^{m}\left(\Omega \times I_{T}\right)} \leq C(M), \quad\left\|g^{n,(k-1)}\right\|_{l^{2}\left(\mathbb{Z}, H^{m}\left(I_{T}\right)\right)} \leq C(M) T+\eta(T),
$$

with $\eta(T) \rightarrow 0$ as $T \rightarrow 0$ and $M \longmapsto C(M)$ is a continuous function. The function $\left(r^{(0)}, s^{(0)}\right), \varepsilon^{(0)}$ satisfies all the assumptions. We can apply the Proposition 6: There exists a unique solution $\left(r^{(1)}, s^{(1)}\right) \in H^{m}\left(\Omega \times I_{T}\right)$ and $\varepsilon^{(1)} \in l^{2}\left(\mathbb{Z}, H^{m+1}\left(I_{T}\right)\right)$ solution of (50), (51) with $k=1$. Moreover, diminishing $T$ if necessary, one can prove, using the energy estimate in Proposition 6, that

$$
\begin{aligned}
\left\|r^{(1)}, s^{(1)}\right\|_{H^{m}\left(\Omega \times I_{T}\right)} & \leq M, \\
\left\|r^{(1), \pm}, s^{(1), \pm}\right\|_{l^{2}\left(\mathbb{Z}, H^{m}\left(I_{T}\right)\right)} & \leq M, \\
\left\|\varepsilon^{(1)}\right\|_{l^{2}\left(\mathbb{Z}, H^{m+1}\left(I_{T}\right)\right)} & \leq M .
\end{aligned}
$$

By induction, one can construct $\left(r^{(k)}, s^{(k)}\right) \in H^{m}\left(\Omega \times I_{T}\right)$ and $\varepsilon^{(k)} \in l^{2}\left(\mathbb{Z}, H^{m+1}\left(I_{T}\right)\right)$ that satisfy (52) for $k \geq 1$. Now using the fact that $W^{1, \infty}(\mathbb{R}) \hookrightarrow H^{m}(\mathbb{R})$, we obtain uniform estimates on $\|\left(r^{(k)}, s^{(k)} \|_{W^{1, \infty}}(\mathbb{R})\right.$. We write the equations satisfied by $\left(r^{(k)}-\right.$ $\left.r^{(k-1)}, s^{(k)}-s^{(k-1)}\right)$ that is denoted $u^{(k)}$ in what follows, and $\varepsilon^{(k)}-\varepsilon^{(k-1)}$. Using the $L^{2}$ energy estimate of Proposition 4, we prove that, for $T$ sufficiently small,

$$
\begin{aligned}
\left\|u^{(k+1)}\right\|_{L^{2}\left(\Omega \times I_{T}\right)} & \leq \frac{1}{2}\left\|u^{(k)}\right\|_{L^{2}\left(\Omega \times I_{T}\right)}, \\
\left\|u^{(k+1), \pm}\right\|_{l^{2}\left(\mathbb{Z}, L^{2}\left(I_{T}\right)\right)} & \leq \frac{1}{2}\left\|u^{(k), \pm}\right\|_{L^{2}\left(\mathbb{Z}, L^{2}\left(I_{T}\right)\right)}, \\
\left\|\varepsilon^{(k+1)}-\varepsilon^{(k)}\right\|_{l^{2}\left(\mathbb{Z}, H^{1}\left(I_{T}\right)\right)} & \leq \frac{1}{2}\left\|\varepsilon^{(k)}-\varepsilon^{(k-1)}\right\|_{l^{2}\left(\mathbb{Z}, H^{1}\left(I_{T}\right)\right)}
\end{aligned}
$$

Then, $\left(r^{(k)}, s^{(k)}\right),\left(r^{(k), \pm}, s^{(k)}, \pm\right)$, and $\varepsilon^{(k)}$ are, respectively, Cauchy sequences in $L^{2}\left(\Omega \times I_{T}\right), l^{2}\left(\mathbb{Z}, L^{2}\left(I_{T}\right)\right)$, and $l^{2}\left(\mathbb{Z}, H^{1}\left(I_{T}\right)\right)$ and converge in that space. We denote $\bar{r}, \bar{s}$, and $\bar{\varepsilon}$ the limits of $\left(r^{(k)}, s^{(k)}\right)$ and $\varepsilon^{(k)}$ as $k \rightarrow \infty$. Necessarily, $(\bar{r}, \bar{s})$ lies in $H^{m}\left(\Omega \times I_{T}\right),\left(\bar{r}^{ \pm}, \bar{s}^{ \pm}\right)$in $l^{2}\left(\mathbb{Z}, H^{m}\left(I_{T}\right)\right)$, and $\bar{\varepsilon}$ belongs to $l^{2}\left(\mathbb{Z}, H^{m+1}\left(I_{T}\right)\right)$. By standard interpolation arguments, we obtain strong convergence in appropriate Sobolev spaces so that we can make $k \rightarrow \infty$ in (50),(51). As a result, the function $\left(r_{a}+\bar{r}, s_{a}+\bar{s}\right)$ and $X_{a}+\bar{\varepsilon}$ solves the full Cauchy problem (8), (9) on the interval ( $0, T$ ). This conludes the proof of the theorem and the persistence of roll-waves for suitable initial data.
5. Conclusion. In this paper, we proved the well posedness of the shallow water equations in the neighborhood of roll-wave solutions for initial conditions that satisfy suitable compatibility conditions. The main issue here is to formulate the stability problem in the presence of an infinite number of shocks. This is done through a Lipschitz change of variable that fixes all the discontinuities of functions that are close to roll-waves. Writing the shallow water equations with Riemann invariants, we diagonalize the shallow water system; in that case, it is easier to obtain estimates on the linearized problems. We prove the existence of weak solutions to the linearized problem through the formulation of an adjoint problem just as in the shock case. We then prove regularity properties on that solution. The main difference with the shock case is the presence of a singularity in the interior equations due to the presence of a sonic point: a regularization in the transverse direction is not sufficient here, and we regularize the solution also in the direction of propagation. The existence of a solution to the full nonlinear problem is then obtain through a fixed point argument. A key assumption is that the Froude number $F$ (that measures whether a the flow of the channel is fluvial or torrential) has to be smaller than a critical value $F_{c}$ : this suggests that in the super critical regime $F>F_{c}$, the roll-wave structure may be destroyed. This would be an interesting question to see what happens in that regime even from a numerical point of view.

Though written in a $1 D$ setting, we claim that the results obtained in this paper hold true in the multidimensional setting. We briefly discuss the method of proof. Indeed, in the $2 D$ case, one shall consider a transverse coordinate $y$ and a transverse speed $v$; the hyperbolic part of the equations is nothing but the isentropic Euler equations. Here we shall assume that the shocks are located at the positions $\Psi_{i}(t, y) \approx$ $i T, i \in \mathbb{Z}$. Next we perform a change of variable similar to the one used in this paper, and one can easily formulate the linearized equations. The main difference with the $1 D$ case is the obtention of energy estimates for the linearized (exact and approximated) equations. However, once the linearization procedure is performed, we are left with an infinite but discrete number of Lax shocks that can be treated separately. For each Lax shock, one can use Kreiss symmetrizers to obtain energy estimates and then sum all the contributions over $i \in \mathbb{Z}$. The end of the proof is then completely similar to the $1 D$ case presented here. This method shall be developped in a forthcoming paper on the persistence of roll-waves in general hyperbolic systems with discontinuities satisfying Lax shock conditions obtained recently by the author[14]. We shall also consider the persistence of roll-waves with characteristic discontinuities. This is of interest from a physical point of view, since they may appear when the pressure term in shallow water equations is not convex like in stratified flows (see [2] for more details).

At this stage, several questions arise. First, we have restricted our analysis to smooth perturbations: in the $1 D$ case, because of the progress made in the analysis of the $1 D$ problem, it seems relevant to consider more general perturbations. In the case of shock waves, the persistence of shocks satisfying the Majda-Liu stability condition
under small perturbations with a bounded variation (BV) using the Glimm scheme or the front tracking method has been established (see [16], [8] for more details). It is thus a natural question whether roll-waves persist under BV perturbations, though it may be a very difficult problem in the case of roll-waves. Another interesting question is the stability of viscous roll-waves that are close to Dressler roll-waves in the vanishing viscosity limit [10, 11]; that question has been treated recently in the shock case for multidimensional perturbations [6]. Moreover, the linear stability of viscous roll-waves has been proved under strong spectral stability [12]. Energy estimates have been obtained through Green functions that blow up in the vanishing viscosity case, just as in the shock case. It would be interesting here to adapt the method introduced by Metivier and coworkers [6] to the roll-wave case: the main issue would be the presence of an infinite number of viscous shocks. This question is an open problem that is postponed to a forthcoming work.
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#### Abstract

In this paper we study the nonlocal $p$-Laplacian-type diffusion equation $u_{t}(t, x)=$ $\left.\int_{\mathbb{R}^{N}} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y,(t, x) \in\right] 0, T[\times \Omega$, with $u(t, x)=\psi(x)$ for $(t, x) \in$ $] 0, T\left[\times\left(\mathbb{R}^{N} \backslash \Omega\right)\right.$. If $p>1$, this is the nonlocal analogous problem to the well-known local $p$-Laplacian evolution equation $u_{t}=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$ with Dirichlet boundary condition $u(t, x)=\psi(x)$ on $(t, x) \in$ $] 0, T[\times \partial \Omega$. If $p=1$, this is the nonlocal analogous to the total variation flow. When $p=+\infty$ (this has to be interpreted as the limit as $p \rightarrow+\infty$ in the previous model) we find an evolution problem that can be seen as a nonlocal model for the formation of sandpiles (here $u(t, x)$ stands for the height of the sandpile) with prescribed height of sand outside of $\Omega$. We prove, as main results, existence, uniqueness, a contraction property that gives well posedness of the problem, and the convergence of the solutions to solutions of the local analogous problem when a rescaling parameter goes to zero.
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1. Introduction. In this paper we study the nonlocal diffusion equation
$\left.u_{t}(t, x)=\int_{\mathbb{R}^{N}} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y \quad(t, x) \in\right] 0, T[\times \Omega$,
where $\Omega$ is a bounded domain and $u$ is prescribed in $\mathbb{R}^{N} \backslash \Omega$ as $u(t, x)=\psi(x)$ for $(t, x) \in] 0, T\left[\times\left(\mathbb{R}^{N} \backslash \Omega\right)\right.$. We consider $1<p<+\infty$ as well as the extreme cases $p=1$ and the limit $p \nearrow+\infty$. Throughout the paper, we assume that $J: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a nonnegative, radial, continuous function, strictly positive in $B(0,1)$, vanishing in $\mathbb{R}^{N} \backslash B(0,1)$ and such that $\int_{\mathbb{R}^{N}} J(z) d z=1$.

First, let us briefly introduce the prototype of nonlocal problem that will be considered along this work. Nonlocal evolution equations of the form

$$
\begin{equation*}
u_{t}(t, x)=(J * u-u)(t, x)=\int_{\mathbb{R}^{N}} J(x-y) u(t, y) d y-u(t, x) \tag{1.1}
\end{equation*}
$$

and variations of it, have been recently widely used to model diffusion processes. More precisely, as stated in [31], if $u(t, x)$ is thought of as a density at the point $x$ at time $t$ and $J(x-y)$ is thought of as the probability distribution of jumping from location $y$ to

[^94]location $x$, then $\int_{\mathbb{R}^{N}} J(y-x) u(t, y) d y=(J * u)(t, x)$ is the rate at which individuals are arriving at position $x$ from all other places and $-u(t, x)=-\int_{\mathbb{R}^{N}} J(y-x) u(t, x) d y$ is the rate at which they are leaving location $x$ to travel to all other sites. This consideration, in the absence of external or internal sources, leads immediately to the fact that the density $u$ satisfies (1.1). For recent references on nonlocal diffusion, see [4], [5], [6], [9], [11], [12], [20], [21], [22], [23], [24], [25], [26], [27], [31], [33], [36] and references therein.

The first goal of this paper is to study the following nonlocal nonlinear diffusion problem:

$$
P_{p}^{J}\left(u_{0}, \psi\right)\left\{\begin{aligned}
u_{t}(t, x)= & \int_{\Omega} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y \\
& +\int_{\Omega_{j} \backslash \bar{\Omega}} J(x-y)|\psi(y)-u(t, x)|^{p-2}(\psi(y)-u(t, x)) d y \\
& (t, x) \in] 0, T[\times \Omega, \\
u(0, x)= & u_{0}(x), \quad x \in \Omega .
\end{aligned}\right.
$$

Here $\Omega_{J}=\Omega+\operatorname{supp}(J)$ and $\psi$ is a given function $\psi: \Omega_{J} \backslash \bar{\Omega} \rightarrow \mathbb{R}$.
Observe that we can rewrite $P_{p}^{J}\left(u_{0}, \psi\right)$, setting $u(t, x)=\psi(x)$ in $\Omega_{J} \backslash \bar{\Omega}$, as

$$
\left\{\begin{array}{l}
\left.u_{t}(t, x)=\int_{\Omega_{J}} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y, \quad(t, x) \in\right] 0, T[\times \Omega \\
u(t, x)=\psi(x), \quad(t, x) \in] 0, T\left[\times\left(\Omega_{J} \backslash \bar{\Omega}\right)\right. \\
u(0, x)=u_{0}(x), \quad x \in \Omega
\end{array}\right.
$$

and we call it the nonlocal p-Laplacian problem with Dirichlet boundary condition. Note that we are prescribing the values of $u$ outside the domain $\Omega$ and not only on its boundary. This is due to the nonlocal character of the problem.

Let us state the precise definition of solution. Solutions to $P_{p}^{J}\left(u_{0}, \psi\right)$ will be understood in the following sense.

Definition 1.1. Let $1<p<+\infty$. A solution of $P_{p}^{J}\left(u_{0}, \psi\right)$ in $[0, T]$ is a function

$$
u \in C\left([0, T] ; L^{1}(\Omega)\right) \cap W^{1,1}(] 0, T\left[; L^{1}(\Omega)\right)
$$

which satisfies $u(0, x)=u_{0}(x)$ a.e. $x \in \Omega$ and

$$
\begin{aligned}
u_{t}(t, x)= & \int_{\Omega} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y \\
& +\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(y)-u(t, x)|^{p-2}(\psi(y)-u(t, x)) d y
\end{aligned}
$$

for a.e. $t \in] 0, T[$ and a.e. $x \in \Omega$.
Our first result shows existence and uniqueness of a global solution for this problem. Moreover, a contraction principle holds.

ThEOREM 1.2. Assume $p>1$ and let $u_{0} \in L^{p}(\Omega), \psi \in L^{p}\left(\Omega_{J} \backslash \bar{\Omega}\right)$. Then, there exists a unique solution to $P_{p}^{J}\left(u_{0}, \psi\right)$ in the sense of Definition 1.1. Moreover, if $u_{i 0} \in L^{1}(\Omega)$ and $u_{i}$ is a solution in $[0, T]$ of $P_{p}^{J}\left(u_{i 0}, \psi\right), i=1,2$, respectively. Then

$$
\int_{\Omega}\left(u_{1}(t)-u_{2}(t)\right)^{+} \leq \int_{\Omega}\left(u_{10}-u_{20}\right)^{+} \quad \text { for every } t \in[0, T]
$$

If $u_{i 0} \in L^{p}(\Omega), i=1,2$, then

$$
\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{p}(\Omega)} \leq\left\|u_{10}-u_{20}\right\|_{L^{p}(\Omega)} \quad \text { for every } t \in[0, T]
$$

Our next step is to rescale the kernel $J$ appropriately and take the limit as the scaling parameter goes to zero. To be more precise, for $p>1$, we consider the local $p$-Laplace evolution equation with Dirichlet boundary condition

$$
D_{p}\left(u_{0}, \tilde{\psi}\right) \begin{cases}u_{t}=\Delta_{p} u & \text { in }] 0, T[\times \Omega \\ u=\tilde{\psi} & \text { on }] 0, T[\times \partial \Omega \\ u(0, x)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

where the boundary datum $\tilde{\psi}$ is assumed to be the trace of a function defined in a larger domain and the operator in the equation, $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$, is the usual local $p$-Laplacian.

We prove that the solutions of this local problem can be approximated by solutions of a sequence of nonlocal $p$-Laplacian problems of the form $P_{p}^{J}$. Indeed, for given $p \geq 1$ and $J$ we consider the rescaled kernels

$$
\begin{equation*}
J_{p, \varepsilon}(x):=\frac{C_{J, p}}{\varepsilon^{p+N}} J\left(\frac{x}{\varepsilon}\right), \quad \text { where } \quad C_{J, p}^{-1}:=\frac{1}{2} \int_{\mathbb{R}^{N}} J(z)\left|z_{N}\right|^{p} d z \tag{1.2}
\end{equation*}
$$

is a normalizing constant in order to obtain the $p$-Laplacian in the limit instead of a multiple of it, and we obtain the following result.

THEOREM 1.3. Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{N}$ and $\tilde{\psi} \in W_{\tilde{\sim}}^{1 / p^{\prime}, p}(\partial \Omega) \cap$ $L^{\infty}(\partial \Omega)$. Let $\psi \in W^{1, p}\left(\Omega_{J}\right) \cap L^{\infty}\left(\Omega_{J}\right)$ such that the trace $\left.\psi\right|_{\partial \Omega}=\tilde{\psi} . \quad$ Assume $J(x) \geq J(y)$ if $|x| \leq|y|$. Let $T>0$ and $u_{0} \in L^{p}(\Omega)$. Let $u_{\varepsilon}$ be the unique solution of $P_{p}^{J_{p, \varepsilon}}\left(u_{0}, \psi\right)$ and $u$ the unique solution of $D_{p}\left(u_{0}, \tilde{\psi}\right)$ (see section 2.2). Then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left\|u_{\varepsilon}(t, .)-u(t, .)\right\|_{L^{p}(\Omega)}=0 \tag{1.3}
\end{equation*}
$$

Note that the above result says that $P_{p}^{J}$ is a nonlocal problem analogous to the $p$-Laplacian with Dirichlet boundary condition.

The second goal of this paper is to study the Dirichlet problem for $p=1$, called the nonlocal total variation flow, which can be written formally as

$$
P_{1}^{J}\left(u_{0}, \psi\right)\left\{\begin{aligned}
u_{t}(t, x)= & \int_{\Omega} J(x-y) \frac{u(t, y)-u(t, x)}{|u(t, y)-u(t, x)|} d y \\
& \left.+\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y) \frac{\psi(t, y)-u(t, x)}{|\psi(t, y)-u(t, x)|} d y, \quad(t, x) \in\right] 0, T[\times \Omega, \\
u(0, x)= & u_{0}(x), \quad x \in \Omega .
\end{aligned}\right.
$$

We give the following definition of what we understand by a solution of $P_{1}^{J}\left(u_{0}, \psi\right)$.
DEfinition 1.4. A solution of $P_{1}^{J}\left(u_{0}, \psi\right)$ in $[0, T]$ is a function

$$
u \in C\left([0, T] ; L^{1}(\Omega)\right) \cap W^{1,1}(] 0, T\left[; L^{1}(\Omega)\right)
$$

which satisfies $u(0, x)=u_{0}(x)$ a.e. $x \in \Omega$ and

$$
\left.u_{t}(t, x)=\int_{\Omega_{J}} J(x-y) g(t, x, y) d y \quad \text { a.e. in } \quad\right] 0, T[\times \Omega
$$

for some $g \in L^{\infty}\left(0, T ; L^{\infty}\left(\Omega_{J} \times \Omega\right)\right)$ with $\|g\|_{\infty} \leq 1$ such that for almost every $t \in$ $] 0, T[, g(t, x, y)=-g(t, y, x)$ and

$$
\begin{gathered}
J(x-y) g(t, x, y) \in J(x-y) \operatorname{sign}(u(t, y)-u(t, x)), \quad(x, y) \in \Omega \times \Omega, \\
J(x-y) g(t, x, y) \in J(x-y) \operatorname{sign}(\psi(y)-u(t, x)), \quad(x, y) \in \Omega \times\left(\Omega_{J} \backslash \bar{\Omega}\right) .
\end{gathered}
$$

Here, sign is the multivalued function defined by

$$
\operatorname{sign}(r):= \begin{cases}1 & \text { if } r>0 \\ {[-1,1]} & \text { if } r=0 \\ -1 & \text { if } r<0\end{cases}
$$

We use $\operatorname{sign}_{0}$ to denote the univalued function

$$
\operatorname{sign}_{0}(r):= \begin{cases}1 & \text { if } r>0 \\ 0 & \text { if } r=0 \\ -1 & \text { if } r<0\end{cases}
$$

To get the existence and uniqueness of these kinds of solutions, the idea is to take the limit as $p \searrow 1$ of solutions to $P_{p}^{J}$ with $p>1$.

ThEOREM 1.5. Let $u_{0} \in L^{1}(\Omega)$ and $\psi \in L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$. Then, there exists a unique solution to $P_{1}^{J}\left(u_{0}\right)$ in the sense of Definition 1.4. Moreover, if $u_{i 0} \in L^{1}(\Omega)$ and $u_{i}$ are solutions in $[0, T]$ of $P_{1}^{J}\left(u_{i 0}\right), i=1,2$. Then

$$
\int_{\Omega}\left(u_{1}(t)-u_{2}(t)\right)^{+} \leq \int_{\Omega}\left(u_{10}-u_{20}\right)^{+} \quad \text { for every } t \in[0, T]
$$

In this case we can rescale the kernel as in (1.2) in order to obtain convergence of the solutions of the corresponding rescaled problem to the solution of the Dirichlet problem for the total variational flow, that is,

$$
D_{1}\left(u_{0}, \tilde{\psi}\right) \begin{cases}u_{t}=\operatorname{div}\left(\frac{D u}{|D u|}\right) & \text { in }] 0, T[\times \Omega \\ u=\tilde{\psi} & \text { on }] 0, T[\times \partial \Omega \\ u(0, x)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

THEOREM 1.6. Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{N}$. Assume $J(x) \geq J(y)$ if $|x| \leq|y|$. Let $T>0, u_{0} \in L^{1}(\Omega), \tilde{\psi} \in L^{\infty}(\partial \Omega)$, and $\psi \in W^{1,1}\left(\Omega_{J} \backslash \bar{\Omega}\right) \cap L^{\infty}\left(\bar{\Omega}_{J} \backslash \bar{\Omega}\right)$ such that the trace $\left.\psi\right|_{\partial \Omega}=\tilde{\psi}$. Let ${\underset{\sim}{\varepsilon}}$ be the unique solution of $P_{1}^{J_{1, \varepsilon}}\left(u_{0}, \psi\right)$. Then, if $u$ is the unique solution of $D_{1}\left(u_{0}, \tilde{\psi}\right)$ (see section 3.2),

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left\|u_{\varepsilon}(t, .)-u(t, .)\right\|_{L^{1}(\Omega)}=0
$$

Finally, the third goal of this paper is to study the limit case $p=+\infty$, which has to be understood as the limit of our nonlocal evolution problems as $p \rightarrow+\infty$ (see section 4). In this case we recover a nonlocal model for the evolution of sandpiles which is the nonlocal version of the Prigozhin model [35]. Then, the nonlocal limit problem with source for $p=+\infty$ can be written as

$$
P_{\infty}^{J}\left(u_{0}, \psi, f\right) \quad\left\{\begin{array}{l}
\left.f(t, \cdot)-u_{t}(t, \cdot) \in \partial G_{\infty, \psi}^{J}(u(t)), \quad \text { a.e. } t \in\right] 0, T[ \\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

where $G_{\infty, \psi}^{J}$ is the functional

$$
G_{\infty, \psi}^{J}(u)= \begin{cases}0 & \text { if }|u(x)-u(y)| \leq 1, \text { for } x, y \in \Omega \\ & \text { and }|\psi(y)-u(x)| \leq 1, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\ \text { with } x-y \in \operatorname{supp}(J)\end{cases}
$$

that is, $G_{\infty, \psi}^{J}=I_{K_{\infty, \psi}^{J}}^{J}$, the indicator function of the set

$$
K_{\infty, \psi}^{J}:=\left\{\begin{array}{ll} 
& |u(x)-u(y)| \leq 1, x, y \in \Omega \\
u \in L^{2}(\Omega): & \text { and }|\psi(y)-u(x)| \leq 1, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\
& \text { with } x-y \in \operatorname{supp}(J)
\end{array}\right\}
$$

More precisely, we obtain the following result.
ThEOREM 1.7. Let $\psi \in L^{\infty}\left(\Omega_{J} \backslash \bar{\Omega}\right)$ such that $K_{\infty, \psi}^{J} \neq \emptyset$. Let $T>0, f \in$ $L^{2}\left(0, T ; \cap_{q \geq 2} L^{q}(\Omega)\right), u_{0} \in \cap_{q \geq 2} L^{q}(\Omega)$ such that $u_{0} \in K_{\infty, \psi}^{J}$, and $u_{p}, p \geq 2$, the unique solution of the nonlocal p-Laplacian with a source term $f, P_{p}^{J}\left(u_{0}, \psi, f\right)$ (see section 4). Then, if $u_{\infty}$ is the unique solution to $P_{\infty}^{J}\left(u_{0}, \psi, f\right)$,

$$
\lim _{p \rightarrow \infty} \sup _{t \in[0, T]}\left\|u_{p}(t, \cdot)-u_{\infty}(t, \cdot)\right\|_{L^{2}(\Omega)}=0
$$

Our next step is to rescale the kernel $J$ appropriately and take the limit as the scaling parameter goes to zero. We will suppose that $\Omega$ is convex and $\psi$ verifies $\|\nabla \psi\|_{\infty} \leq 1$. For $\varepsilon>0$, we rescale the functional $G_{\infty, \psi}^{J}$ as follows:

$$
G_{\infty, \psi}^{\varepsilon}(u)= \begin{cases}0 & \text { if }|u(x)-u(y)| \leq \varepsilon, \text { for } x, y \in \Omega \\ & \text { and }|\psi(y)-u(x)| \leq \varepsilon, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\ \text { with }|x-y| \leq \varepsilon \\ +\infty & \text { in the other case }\end{cases}
$$

that is, $G_{\infty, \psi}^{\varepsilon}=I_{K_{\infty, \psi}^{\varepsilon}}$, where

$$
K_{\infty, \psi}^{\varepsilon}:=\left\{\begin{array}{ll} 
& |u(x)-u(y)| \leq \varepsilon, x, y \in \Omega \\
u \in L^{2}(\Omega): & \text { and }|\psi(y)-u(x)| \leq \varepsilon, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega}, \\
& \text { with }|x-y| \leq \varepsilon
\end{array}\right\}
$$

Consider the gradient flow associated to the functional $G_{\infty, \psi}^{\varepsilon}$

$$
P_{\infty}^{\varepsilon}\left(u_{0}, \psi, f\right) \quad \begin{cases}f(t, \cdot)-u_{t}(t, \cdot) \in \partial I_{K_{\infty, \psi}^{\varepsilon}}(u(t)), & \text { a.e. } t \in] 0, T[, \\ u(0, x)=u_{0}(x), & \text { in } \Omega,\end{cases}
$$

and the limit problem

$$
P_{\infty}\left(u_{0}, \psi, f\right) \quad \begin{cases}f(t, \cdot)-u_{\infty, t} \in \partial I_{K_{\psi}}\left(u_{\infty}\right), & \text { a.e. } t \in] 0, T[ \\ u_{\infty}(0, x)=u_{0}(x), & \text { in } \Omega\end{cases}
$$

where

$$
K_{\psi}:=\left\{u \in W^{1, \infty}(\Omega):\|\nabla u\|_{\infty} \leq 1,\left.u\right|_{\partial \Omega}=\left.\psi\right|_{\partial \Omega}\right\}
$$

Now we state our result concerning the limit as $\varepsilon \rightarrow 0$ for the sandpile model $(p=+\infty)$.

THEOREM 1.8. Assume $\Omega$ is a convex bounded domain in $\mathbb{R}^{N}$. Let $T>0$, $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \psi \in W^{1, \infty}\left(\Omega_{J} \backslash \bar{\Omega}\right)$ such that $\|\nabla \psi\|_{\infty} \leq 1, u_{0} \in W^{1, \infty}(\Omega)$ such that $\left\|\nabla u_{0}\right\|_{\infty} \leq 1$ and $\left.u_{0}\right|_{\partial \Omega}=\left.\psi\right|_{\partial \Omega}$ (this means $u_{0} \in K_{\psi}$ ), and consider $u_{\infty, \varepsilon}$ the unique solution of $P_{\infty}^{\varepsilon}\left(u_{0}, \psi, f\right)$. Then, if $v_{\infty}$ is the unique solution of $P_{\infty}\left(u_{0}, \psi, f\right)$, we have

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left\|u_{\infty, \varepsilon}(t, \cdot)-v_{\infty}(t, \cdot)\right\|_{L^{2}(\Omega)}=0
$$

Closely related to the present work are [5] and [6] where the homogeneous Neumann problem and its limit as $p$ goes to infinity or to one are considered. The difference here is that we are now considering Dirichlet boundary conditions, not only the homogeneous case, but also the nonhomogeneous case, and this introduces new difficulties specially when one tries to recover the local models when $\varepsilon \rightarrow 0$. Remark that in our nonlocal formulation we are not imposing any continuity between the values of $u$ inside $\Omega$ and outside it, $\psi$. However, when dealing with local problems usually the boundary datum is taken in the sense of traces, that is, $\left.u\right|_{\partial \Omega}=\psi$. Recovering this condition as $\varepsilon \rightarrow 0$ is one of the main contributions of the present work.

Note that, as it happens for the local $p$-Laplacian, the Dirichlet problem can be written as a Neumann problem with a particular flux that depends on the solution itself. Indeed, the problem $P_{p}^{J}\left(u_{0}, \psi\right)$ can be written as

$$
\begin{cases}u_{t}(t, x)=\int_{\Omega} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y+\varphi(x, u(x)) \\ & (t, x) \in] 0, T[\times \Omega \\ u(0, x)=u_{0}(x), \quad x \in \Omega\end{cases}
$$

where

$$
\varphi(x, u(x))=\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(t, y)-u(t, x)|^{p-2}(\psi(t, y)-u(t, x)) d y
$$

In the homogeneous case, $\psi \equiv 0$,

$$
\varphi(x, u(x))=-\left(\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y) d y\right)|u(t, x)|^{p-2} u(t, x)
$$

This problem is a nonhomogeneous Neumann problem (see [5]) with a prescribed flux given by $\varphi$.

Let us finish the introduction by collecting some notations and results that will be used in the sequel. Following [7] (see also [2]), let

$$
\begin{equation*}
X(\Omega)=\left\{z \in L^{\infty}\left(\Omega, \mathbb{R}^{n}\right): \operatorname{div}(z) \in L^{1}(\Omega)\right\} \tag{1.4}
\end{equation*}
$$

If $z \in X(\Omega)$ and $w \in B V(\Omega) \cap L^{\infty}(\Omega)$, we define the functional $(z, D w): C_{0}^{\infty}(\Omega) \rightarrow \mathbb{R}$ by the formula

$$
\begin{equation*}
\langle(z, D w), \varphi\rangle=-\int_{\Omega} w \varphi \operatorname{div}(z) d x-\int_{\Omega} w z \cdot \nabla \varphi d x \tag{1.5}
\end{equation*}
$$

Then $(z, D w)$ is a Radon measure in $\Omega$,

$$
\begin{equation*}
\int_{\Omega}(z, D w)=\int_{\Omega} z \cdot \nabla w d x \tag{1.6}
\end{equation*}
$$

for all $w \in W^{1,1}(\Omega) \cap L^{\infty}(\Omega)$ and

$$
\begin{equation*}
\left|\int_{B}(z, D w)\right| \leq \int_{B}|(z, D w)| \leq\|z\|_{\infty} \int_{B}\|D w\| \tag{1.7}
\end{equation*}
$$

for any Borel set $B \subseteq \Omega$.
In [7], a weak trace on $\partial \Omega$ of the normal component of $z \in X(\Omega)$ is defined. Concretely, it is proved that there exists a linear operator $\gamma: X(\Omega) \rightarrow L^{\infty}(\partial \Omega)$ such that

$$
\|\gamma(z)\|_{\infty} \leq\|z\|_{\infty}
$$

and

$$
\gamma(z)(x)=z(x) \cdot \nu(x) \quad \text { for all } x \in \partial \Omega \text { if } z \in C^{1}\left(\bar{\Omega}, \mathbb{R}^{N}\right)
$$

We shall denote $\gamma(z)(x)$ by $[z, \nu](x)$. Moreover, the following Green's formula, relating the function $[z, \nu]$ and the measure $(z, D w)$, for $z \in X(\Omega)$ and $w \in B V(\Omega) \cap L^{\infty}(\Omega)$, is established:

$$
\begin{equation*}
\int_{\Omega} w \operatorname{div}(z) d x+\int_{\Omega}(z, D w)=\int_{\partial \Omega}[z, \nu] w d \mathcal{H}^{N-1} \tag{1.8}
\end{equation*}
$$

Organization of the paper. The rest of the paper is organized as follows. In the second section we prove the existence and uniqueness of strong solutions for the nonlocal $p$-Laplacian problem with Dirichlet boundary conditions for $p>1$ and we show that our model approaches local p-Laplacian evolution equation with Dirichlet boundary condition. In section 3 we study the Dirichlet problem for the nonlocal total variation flow, proving convergence to the local model when the problem is rescaled appropriately as well. Finally, in section 4 we study the case $p=\infty$, obtaining a model for sandpiles with Dirichlet boundary conditions.

## 2. The case $p>1$.

2.1. Existence of solutions for the nonlocal problems. We first study $P_{p}^{J}\left(u_{0}, \psi\right)$ from the point of view of nonlinear semigroup theory ([15], [28]). For that we introduce in $L^{1}(\Omega)$ the following operator associated with our problem.

DEfinition 2.1. For $1<p<+\infty$ and $\psi: \Omega_{J} \backslash \bar{\Omega} \rightarrow \mathbb{R}$, such that $|\psi|^{p-1} \in$ $L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, we define in $L^{1}(\Omega)$ the operator $B_{p, \psi}^{J}$ by

$$
\begin{aligned}
B_{p, \psi}^{J}(u)(x)=- & \int_{\Omega} J(x-y)|u(y)-u(x)|^{p-2}(u(y)-u(x)) d y \\
& -\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(y)-u(x)|^{p-2}(\psi(y)-u(x)) d y, \quad x \in \Omega
\end{aligned}
$$

Remark 2.2. (i). We will set overall the section,

$$
u_{\psi}(x):= \begin{cases}u(x) & \text { if } x \in \Omega^{\prime} \\ \psi(x) & \text { if } x \in \Omega_{J} \backslash \bar{\Omega} \\ 0 & \text { if } x \notin \Omega_{J}\end{cases}
$$

Therefore, we can rewrite

$$
B_{p, \psi}^{J}(u)(x)=-\int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p-2}\left(u_{\psi}(y)-u(x)\right) d y, \quad x \in \Omega
$$

(ii) If $\psi=0$, then

$$
\begin{aligned}
& B_{p, 0}^{J}(u)(x)=-\int_{\Omega} J(x-y)|u(y)-u(x)|^{p-2}(u(y)-u(x)) d y \\
&+\left(\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y) d y\right)|u(x)|^{p-2} u(x), \quad x \in \Omega
\end{aligned}
$$

Remark 2.3. It is easy to see that
(i) If $\psi=0, B_{p, 0}^{J}$ is positively homogeneous of degree $p-1$,
(ii) $L^{p-1}(\Omega) \subset \operatorname{Dom}\left(B_{p, \psi}^{J}\right)$, if $p>2$.
(iii) For $1<p \leq 2, \operatorname{Dom}\left(B_{p, \psi}^{J}\right)=L^{1}(\Omega)$ and $B_{p, \psi}^{J}$ is closed in $L^{1}(\Omega) \times L^{1}(\Omega)$.

We have the following monotonicity lemma, whose proof is straightforward.
Lemma 2.4. Let $1<p<+\infty, \psi: \Omega_{J} \backslash \bar{\Omega} \rightarrow \mathbb{R},|\psi|^{p-1} \in L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, and $T: \mathbb{R} \rightarrow \mathbb{R}$ a nondecreasing function. Then,
(i) for every $u, v \in L^{p}(\Omega)$ such that $T(u-v) \in L^{p}(\Omega)$, it holds

$$
\begin{align*}
& \int_{\Omega}\left(B_{p, \psi}^{J} u(x)-B_{p, \psi}^{J} v(x)\right) T(u(x)-v(x)) d x \\
& =\frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left(T\left(u_{\psi}(y)-v_{\psi}(y)\right)-T\left(u_{\psi}(x)-v_{\psi}(x)\right)\right)  \tag{2.1}\\
& \quad \times\left(\left|u_{\psi}(y)-u_{\psi}(x)\right|^{p-2}\left(u_{\psi}(y)-u_{\psi}(x)\right)\right. \\
& \left.\quad-\left|v_{\psi}(y)-v_{\psi}(x)\right|^{p-2}\left(v_{\psi}(y)-v_{\psi}(x)\right)\right) d y d x
\end{align*}
$$

(ii) Moreover, if $T$ is bounded, (2.1) holds for $u, v \in \operatorname{Dom}\left(B_{p, \psi}^{J}\right)$.

We have the following Poincaré's type inequality.
Proposition 2.5. Given $\Omega$ a bounded domain in $\mathbb{R}^{N}, J: \mathbb{R}^{N} \rightarrow \mathbb{R}$ a nonnegative, radial, continuous function, such that $\int_{\mathbb{R}^{N}} J(z) d z>0, p \geq 1$ and $\psi \in L^{p}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, there exists $\lambda=\lambda(J, \Omega, p)>0$ such that

$$
\begin{equation*}
\lambda \int_{\Omega}|u(x)|^{p} d x \leq \int_{\Omega} \int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x+\int_{\Omega_{J} \backslash \bar{\Omega}}|\psi(y)|^{p} d y \tag{2.2}
\end{equation*}
$$

for all $u \in L^{p}(\Omega)$.
Proof. First, let us assume that there exist $r, \alpha>0$ such that $J(x) \geq \alpha$ in $B(0, r)$.
Let

$$
\begin{gathered}
B_{0}=\left\{x \in \Omega_{J} \backslash \bar{\Omega}: d(x, \Omega) \leq r / 2\right\}, \\
B_{1}=\left\{x \in \Omega: d\left(x, B_{0}\right) \leq r / 2\right\} \\
B_{j}=\left\{x \in \Omega \backslash \cup_{k=1}^{j-1} B_{k}: d\left(x, B_{j-1}\right) \leq r / 2\right\}, \quad j=2,3, \ldots
\end{gathered}
$$

Observe that we can cover $\Omega$ by a finite number of nonnull sets $\left\{B_{j}\right\}_{j=1}^{l_{r}}$. Now

$$
\int_{\Omega} \int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x \geq \int_{B_{j}} \int_{B_{j-1}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x
$$

$$
\begin{aligned}
j & =1, \ldots, l_{r}, \text { and } \\
& \int_{B_{j}} \int_{B_{j-1}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x \\
& \geq \frac{1}{2^{p}} \int_{B_{j}} \int_{B_{j-1}} J(x-y)|u(x)|^{p} d y d x-\int_{B_{j}} \int_{B_{j-1}} J(x-y)\left|u_{\psi}(y)\right|^{p} d y d x \\
& =\frac{1}{2^{p}} \int_{B_{j}}\left(\int_{B_{j-1}} J(x-y) d y\right)|u(x)|^{p} d x-\int_{B_{j-1}}\left(\int_{B_{j}} J(x-y) d x\right)\left|u_{\psi}(y)\right|^{p} d y \\
& \geq \frac{1}{2^{p}} \min _{x \in \overline{B_{j}}} \int_{B_{j-1}} J(x-y) d y \int_{B_{j}}|u(x)|^{p} d x-\beta \int_{B_{j-1}}\left|u_{\psi}(y)\right|^{p} d y
\end{aligned}
$$

where $\beta=\int_{\mathbb{R}^{N}} J(x) d x$. Hence

$$
\int_{\Omega} \int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x \geq \alpha_{j} \int_{B_{j}}|u(x)|^{p} d x-\beta \int_{B_{j-1}}\left|u_{\psi}(y)\right|^{p} d y
$$

where

$$
\alpha_{j}=\frac{1}{2^{p}} \min _{x \in \overline{B_{j}}} \int_{B_{j-1}} J(x-y) d y>0
$$

Therefore, since $u_{\psi}(y)=\psi(y)$ if $y \in B_{0}, u_{\psi}(y)=u(y)$ if $y \in B_{j}, j=1, \ldots, l_{r}$, $B_{j} \cap B_{i}=\emptyset$, for all $i \neq j$ and $\left|\Omega \backslash \cup_{j=1}^{j_{r}} B_{j}\right|=0$, it is easy to see that there exists $\hat{\lambda}=\hat{\lambda}(J, \Omega, p)>0$ such that

$$
\int_{\Omega}|u|^{p} \leq \hat{\lambda} \int_{\Omega} \int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x+\hat{\lambda} \int_{B_{0}}|\psi|^{p}
$$

The proof is finished by taking $\lambda=\hat{\lambda}^{-1}$.
In the general case we have that there exist $\mathrm{a} \geq 0$ and $r, \alpha>0$ such that

$$
\begin{equation*}
J(x) \geq \alpha \text { in the annulus } A(0, \mathrm{a}, r) \tag{2.3}
\end{equation*}
$$

In this case we proceed as before with the same choice of the sets $B_{j}$ for $j \geq 0$ and

$$
B_{-j}=\left\{x \in \Omega_{J} \backslash\left(\Omega \cup \cup_{k=0}^{j-1} B_{-k}\right): d\left(x, B_{-j+1}\right) \leq r / 2\right\}, \quad j=1,2,3, \ldots
$$

Observe that for each $B_{j}, j \geq 1$, there exists $B_{j^{e}}$ with $j^{e}<j$ and such that

$$
\begin{equation*}
\left|(x+A(0, \mathrm{a}, r)) \cap B_{j e}\right|>0 \quad \forall x \in \bar{B}_{j} . \tag{2.4}
\end{equation*}
$$

With this choice of $B_{j}$ and taking into account (2.3) and (2.4), as before, we obtain

$$
\begin{gathered}
\int_{\Omega} \int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x \geq \int_{B_{j}} \int_{B_{j^{e}}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p} d y d x \\
\geq \alpha_{j} \int_{B_{j}}|u(x)|^{p} d x-\beta \int_{B_{j^{e}}}\left|u_{\psi}(y)\right|^{p} d y
\end{gathered}
$$

$j=1, \ldots, l_{r}$, where

$$
\alpha_{j}=\frac{1}{2^{p}} \min _{x \in \overline{B_{j}}} \int_{B_{j^{e}}} J(x-y) d y>0
$$

and $\beta=\int_{\mathbb{R}^{N}} J(x) d x$. And we conclude as before.

Remark 2.6. Note that in [5] it is proved a Poincare's type inequality for Neumann boundary conditions, but assuming that $J(0)>0$ (otherwise there is a counterexample). Surprisingly, for the Dirichlet problem we do not need positivity at the origin for $J$. This is due to the fact that for the Dirichlet problem the outside values influence the inside values.

In the next result we prove that $B_{p, \psi}^{J}$ is a completely accretive operator (see [14]) and verifies a range condition. In short, this means that for any $\phi \in L^{p}(\Omega)$ there is a unique solution of the problem $u+B_{p, \psi}^{J} u=\phi$ and the resolvent $\left(I+B_{p, \psi}^{J}\right)^{-1}$ is a contraction in $L^{q}(\Omega)$ for all $1 \leq q \leq+\infty$.

ThEOREM 2.7. Let $1<p<+\infty$. For $\psi \in L^{p}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, the operator $B_{p, \psi}^{J}$ is completely accretive and verifies the range condition

$$
\begin{equation*}
L^{p}(\Omega) \subset \operatorname{Ran}\left(I+B_{p, \psi}^{J}\right) \tag{2.5}
\end{equation*}
$$

Proof. Given $u_{i} \in \operatorname{Dom}\left(B_{p, \psi}^{J}\right), i=1,2$, by the monotonicity Lemma 2.4, for any $q \in C^{\infty}(\mathbb{R}), 0 \leq q^{\prime} \leq 1, \operatorname{supp}\left(q^{\prime}\right)$ compact, $0 \notin \operatorname{supp}(q)$, we have that

$$
\int_{\Omega}\left(B_{p, \psi}^{J} u_{1}(x)-B_{p, \psi}^{J} u_{2}(x)\right) q\left(u_{1}(x)-u_{2}(x)\right) d x \geq 0
$$

from where it follows that $B_{p, \psi}^{J}$ is a completely accretive operator (see [14]).
To show that $B_{p, \psi}^{J}$ satisfies the range condition we have to prove that for any $\phi \in L^{p}(\Omega)$ there exists $u \in \operatorname{Dom}\left(B_{p, \psi}^{J}\right)$ such that $\phi=u+B_{p, \psi}^{J} u$.

Assume first $p \geq 2$. Let $\phi \in L^{p}(\Omega)$ and set

$$
K=\left\{w \in L^{p}\left(\Omega_{J}\right): w=\psi \text { in } \Omega_{J} \backslash \bar{\Omega}\right\}
$$

We consider the continuous monotone operator $A: K \rightarrow L^{p^{\prime}}\left(\Omega_{J}\right)$ defined by

$$
A(w)(x):=w(x)-\int_{\Omega_{J}} J(x-y)|w(y)-w(x)|^{p-2}(w(y)-w(x)) d y
$$

$A$ is coercive in $L^{p}\left(\Omega_{J}\right)$. In fact, by Proposition 2.5, for any $w \in K$,

$$
\begin{aligned}
& \int_{\Omega_{J}} A(w) w=\int_{\Omega_{J}} w^{2}-\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)|w(y)-w(x)|^{p-2}(w(y)-w(x)) d y w(x) d x \\
& \geq \frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)|w(y)-w(x)|^{p} d y d x \\
& \geq \frac{1}{2} \int_{\Omega} \int_{\Omega_{J}} J(x-y)\left|w_{\psi}(y)-w(x)\right|^{p} d y d x \geq \frac{\lambda}{2}\|w\|_{L^{p}(\Omega)}^{p}-\frac{1}{2} \int_{\Omega_{J} \backslash \bar{\Omega}}|\psi|^{p} .
\end{aligned}
$$

Therefore,

$$
\lim _{\|w\|_{L^{p}\left(\Omega_{J}\right)}^{w \in K}} \rightarrow+\infty \lll \int_{\Omega_{J}} A(w) w,
$$

Now, since $p \geq 2$, we have the function $\phi_{\psi} \in L^{p^{\prime}}\left(\Omega_{J}\right)$. Then, applying [32, Corollary III.1.8] to the operator $B(w):=A(w)-\phi_{\psi}$, we get there exists $w \in K$, such that

$$
w(x)-\int_{\Omega_{J}} J(x-y)|w(y)-w(x)|^{p-2}(w(y)-w(x)) d y=\phi_{\psi}(x) \quad \text { for all } \quad x \in \Omega_{J}
$$

Hence, $u:=w_{\mid \Omega}$ satisfies

$$
u(x)-\int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u(x)\right|^{p-2}\left(u_{\psi}(y)-u(x)\right) d y=\phi(x) \quad \text { for all } x \in \Omega
$$

and, consequently, $\phi=u+B_{p, \psi}^{J} u$.
Suppose now $1<p<2$. By the results in [5], we know that the operator

$$
B_{p}^{J} u(x)=-\int_{\Omega} J(x-y)|u(y)-u(x)|^{p-2}(u(y)-u(x)) d y
$$

is $m$-accretive in $L^{1}(\Omega)$ and satisfies what is called property $\left(M_{0}\right)$; that is, for any $q \in C^{\infty}(\mathbb{R}), 0 \leq q^{\prime} \leq 1, \operatorname{supp}\left(q^{\prime}\right)$ compact, $0 \notin \operatorname{supp}(q)$, and $(u, v) \in B_{p}^{J}$,

$$
\int_{\Omega} q(u) v \geq 0
$$

On the other hand,

$$
\varphi(x, r)=-\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(y)-r|^{p-2}(\psi(y)-r) d y
$$

is continuous and nondecreasing in $r$ for almost every $x \in \Omega$, and an $L^{1}(\Omega)$ function for all $r$. Therefore, by [3, Theorem 3.1], $B_{p, \psi}^{J} u(x)=B_{p}^{J} u(x)+\varphi(x, u(x))$ is $m$-accretive in $L^{1}(\Omega)$.

Remark 2.8. If $\mathcal{B}_{p, \psi}^{J}$ denotes the closure of $B_{p, \psi}^{J}$ in $L^{1}(\Omega)$, by Theorem 2.7, we have $\mathcal{B}_{p, \psi}^{J}$ is m-completely accretive in $L^{1}(\Omega)$ (see [14]). Therefore, by the nonlinear semigroup theory (see [15] and [14]), there exists an unique mild-solution of the abstract Cauchy problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)+B_{p, \psi}^{J} u(t)=0, \quad t \in(0, T)  \tag{2.6}\\
u(0)=u_{0}
\end{array}\right.
$$

given by the Crandall-Liggett exponential formula

$$
\mathrm{e}^{-t \mathcal{B}_{p, \psi}^{J}} u_{0}=\lim _{n}\left(I+\frac{t}{n} \mathcal{B}_{p, \psi}^{J}\right)^{-n} u_{0}
$$

Now, due to regularity results for mild solutions, under certain hypothesis, this mild solution is a strong solution of the abstract Cauchy problem (2.6) (see [14]) which means, for our problem $P_{p}^{J}\left(u_{0}, \psi\right)$, a solution in the sense of Definition 1.1.

The following result states the existence and uniqueness results for $P_{p}^{J}\left(u_{0}, \psi\right)$. From it, Theorem 1.2 can be derived.

Theorem 2.9. Assume $p>1$. Let $T>0, \psi \in L^{p}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, and $u_{0} \in L^{1}(\Omega)$. Then, there exists a unique mild-solution $u$ of (2.6). Moreover,
(1) if $u_{0} \in L^{p}(\Omega)$, the unique mild solution $u$ of $(2.6)$ is a solution of $P_{p}^{J}\left(u_{0}, \psi\right)$ in the sense of Definition 1.1. If $1<p \leq 2$, this is true for any $u_{0} \in L^{1}(\Omega)$ and any $\psi$ such that $|\psi|^{p-1} \in L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$.
(2) Let $u_{i 0} \in L^{1}(\Omega)$ and $u_{i}$ a solution in $[0, T]$ of $P_{p}^{J}\left(u_{i 0}\right), i=1,2$. Then

$$
\left.\int_{\Omega}\left(u_{1}(t)-u_{2}(t)\right)^{+} \leq \int_{\Omega}\left(u_{10}-u_{20}\right)^{+} \quad \text { for every } t \in\right] 0, T[
$$

Moreover, for $q \in[1,+\infty]$, if $u_{i 0} \in L^{q}(\Omega), i=1,2$, then

$$
\left.\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{q}(\Omega)} \leq\left\|u_{10}-u_{20}\right\|_{L^{q}(\Omega)} \quad \text { for every } t \in\right] 0, T[.
$$

Proof. As a consequence of Theorem 2.7 we get the existence of mild solution of (2.6) (see Remark 2.8). Now, due to the complete accretivity of $B_{p, \psi}^{J}$ and the range condition (2.5), by regularity results for mild solutions (see [14]), $u(t)$ is a strong solution, that is, a solution of $P_{p}^{J}\left(u_{0}, \psi\right)$ in the sense of Definition 1.1. Moreover, in the case $1<p \leq 2$, since $\operatorname{Dom}\left(B_{p, \psi}^{J}\right)=L^{1}(\Omega)$ and $B_{p, \psi}^{J}$ is closed in $L^{1}(\Omega) \times L^{1}(\Omega)$, the result holds for $L^{1}$-data. Finally, the contraction principle is a consequence of the general nonlinear semigroup theory ([15], [28]).
2.2. Convergence to the $\boldsymbol{p}$-Laplacian. Our main goal in this section is to show that the solution to the Dirichlet problem for the $p$-Laplacian equation $D_{p}\left(u_{0}, \tilde{\psi}\right)$ can be approximated by solutions to suitable nonlocal Dirichlet problems $P_{p}^{J}\left(u_{0}, \psi\right)$.

Let us first recall the following result from [5]. For a function $g$ defined in a set $D$, we define

$$
\bar{g}(x)= \begin{cases}g(x) & \text { if } x \in D \\ 0 & \text { otherwise }\end{cases}
$$

and we denote by $\chi_{D}$ the characteristic function of $D$.
Proposition $2.10([5])$. Let $1 \leq q<+\infty$, $D$ a bounded domain in $\mathbb{R}^{N}$, $\rho: \mathbb{R}^{N} \rightarrow \mathbb{R}$ a nonnegative continuous radial function with compact support, nonidentically zero, and $\rho_{n}(x):=n^{N} \rho(n x)$. Let $\left\{f_{n}\right\}$ be a sequence of functions in $L^{q}(D)$ such that

$$
\begin{equation*}
\int_{D} \int_{D}\left|f_{n}(y)-f_{n}(x)\right|^{q} \rho_{n}(y-x) d x d y \leq M \frac{1}{n^{q}} \tag{2.7}
\end{equation*}
$$

1. If $\left\{f_{n}\right\}$ is weakly convergent in $L^{q}(D)$ to $f$, then
(i) if $q>1, f \in W^{1, q}(D)$ and moreover

$$
(\rho(z))^{1 / q} \chi_{D}\left(x+\frac{1}{n} z\right) \frac{\bar{f}_{n}\left(x+\frac{1}{n} z\right)-f_{n}(x)}{1 / n} \rightharpoonup(\rho(z))^{1 / q} z \cdot \nabla f(x)
$$

weakly in $L^{q}(D) \times L^{q}\left(\mathbb{R}^{N}\right)$;
(ii) if $q=1, f \in B V(D)$ and moreover

$$
\rho(z) \chi_{D}\left(\cdot+\frac{1}{n} z\right) \frac{\bar{f}_{n}\left(\cdot+\frac{1}{n} z\right)-f_{n}(\cdot)}{1 / n} \rightharpoonup \rho(z) z \cdot D f
$$

weakly as measures.
2. Assume $D$ is a smooth bounded domain in $\mathbb{R}^{N}$ and $\rho(x) \geq \rho(y)$ if $|x| \leq|y|$. Then $\left\{f_{n}\right\}$ is relatively compact in $L^{q}(D)$ and, consequently, there exists a subsequence $\left\{f_{n_{k}}\right\}$ such that
(i) if $q>1, f_{n_{k}} \rightarrow f$ in $L^{q}(D)$ with $f \in W^{1, q}(D)$;
(ii) If $q=1, f_{n_{k}} \rightarrow f$ in $L^{1}(D)$ with $f \in B V(D)$.

Let us now recall some results about the $p$-Laplacian equation

$$
D_{p}\left(u_{0}, \tilde{\psi}\right) \begin{cases}u_{t}=\Delta_{p} u & \text { in }] 0, T[\times \Omega \\ u=\tilde{\psi} & \text { on }] 0, T[\times \partial \Omega \\ u(0, x)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

In the case $\tilde{\psi} \in W^{1 / p^{\prime}, p}(\partial \Omega)$, associated to the $p$-Laplacian with nonhomogeneous Dirichlet boundary condition, in [2] it is defined the operator $A_{p, \psi} \subset L^{1}(\Omega) \times L^{1}(\Omega)$ as $(u, \hat{u}) \in A_{p, \tilde{\psi}}$ if and only if $\hat{u} \in L^{1}(\Omega), u \in W_{\tilde{\psi}}^{1, p}(\Omega):=\left\{u \in W^{1, p}(\Omega):\left.u\right|_{\partial \Omega}=\right.$ $\tilde{\psi} \mathcal{H}^{N-1}$ - a.e. on $\left.\partial \Omega\right\}$ and

$$
\int_{\Omega}|\nabla u|^{p-2} \nabla u \cdot \nabla(u-v) \leq \int_{\Omega} \hat{u}(u-v) \quad \text { for every } v \in W_{\tilde{\psi}}^{1, p}(\Omega) \cap L^{\infty}(\Omega)
$$

This inequality is equivalent to

$$
\int_{\Omega}|\nabla u|^{p-2} \nabla u \cdot \nabla w=\int_{\Omega} \hat{u} w \quad \text { for every } \quad w \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)
$$

Moreover, for $\tilde{\psi} \in W^{1 / p^{\prime}, p}(\partial \Omega) \cap L^{\infty}(\partial \Omega), A_{p, \tilde{\psi}}$ is proved to be a completely accretive operator in $L^{1}(\Omega)$, satisfying the range condition $L^{\infty}(\Omega) \subset \operatorname{Ran}\left(I+A_{p, \tilde{\psi}}\right)$, and it is easy to see that $\overline{\mathrm{D}\left(A_{p, \tilde{\psi}}\right)}{ }^{L^{1}(\Omega)}=L^{1}(\Omega)$. Therefore, its closure $\mathcal{A}_{p, \tilde{\psi}}$ in $L^{1}(\Omega) \times L^{1}(\Omega)$ is an $m$-completely accretive operator in $L^{1}(\Omega)$. Consequently, for any $u_{0} \in L^{1}(\Omega)$ there exists a unique mild solution $u(t)=e^{-t \mathcal{A}_{p, \tilde{\psi}}} u_{0}$ of the abstract Cauchy problem associated to $D_{p}\left(u_{0}, \tilde{\psi}\right)$, given by Crandall-Liggett's exponential formula. Due to the complete accretivity of the operator $\mathcal{A}_{p, \tilde{\psi}}$, in the case $u_{0} \in D\left(\mathcal{A}_{p, \tilde{\psi}}\right)$ this mild solution is the unique strong solution of problem $D_{p}\left(u_{0}, \tilde{\psi}\right)$.

In the homogeneous case $\tilde{\psi}=0$, due to the results in [13], we can say that for any $u_{0} \in L^{1}(\Omega)$, the mild solution $u(t)=e^{-t \mathcal{A}_{p, 0}} u_{0}$ is the unique entropy solution of problem $D_{p}\left(u_{0}, 0\right)$.

For given $p>1$ and $J$, we consider the rescaled kernels

$$
J_{p, \varepsilon}(x):=\frac{C_{J, p}}{\varepsilon^{p+N}} J\left(\frac{x}{\varepsilon}\right), \quad \text { where } \quad C_{J, p}^{-1}:=\frac{1}{2} \int_{\mathbb{R}^{N}} J(z)\left|z_{N}\right|^{p} d z
$$

is a normalizing constant in order to obtain the $p$-Laplacian in the limit instead of a multiple of it.

Proposition 2.11. Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{N}$ and let $\tilde{\psi} \in$ $W^{1 / p^{\prime}, p}(\partial \Omega) \cap L^{\infty}(\partial \Omega)$. Let $\psi \in W^{1, p}\left(\Omega_{J}\right) \cap L^{\infty}\left(\Omega_{J}\right)$ such that $\left.\psi\right|_{\partial \Omega}=\tilde{\psi}$. Assume $J(x) \geq J(y)$ if $|x| \leq|y|$. Then, for any $\phi \in L^{\infty}(\Omega)$,

$$
\begin{equation*}
\left(I+B_{p, \psi}^{J_{p, \varepsilon}}\right)^{-1} \phi \rightarrow\left(I+A_{p, \tilde{\psi}}\right)^{-1} \phi \quad \text { in } L^{p}(\Omega) \text { as } \varepsilon \rightarrow 0 \tag{2.8}
\end{equation*}
$$

Proof. We denote

$$
\Omega_{\varepsilon}:=\Omega_{J_{p, \varepsilon}}=\Omega+\operatorname{supp}\left(J_{p, \varepsilon}\right)
$$

For $\varepsilon>0$ small, let $u_{\varepsilon}=\left(I+B_{p, \psi}^{J_{p, \varepsilon}}\right)^{-1} \phi$. Then,

$$
\begin{align*}
\int_{\Omega} u_{\varepsilon} v-\frac{C_{J, p}}{\varepsilon^{p+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J & \left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-u_{\varepsilon}(x)\right|^{p-2}  \tag{2.9}\\
& \times\left(\left(u_{\varepsilon}\right)_{\psi}(y)-u_{\varepsilon}(x)\right) d y v(x) d x=\int_{\Omega} \phi v
\end{align*}
$$

for every $v \in L^{\infty}(\Omega)$.

Let $M:=\max \left\{\|\phi\|_{L^{\infty}(\Omega)},\|\psi\|_{L^{\infty}\left(\Omega_{J}\right)}\right\}$. Taking $v=\left(u_{\varepsilon}-M\right)^{+}$in (2.9), we get

$$
\begin{aligned}
& \begin{array}{l}
\int_{\Omega} u_{\varepsilon}(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x-\frac{C_{J, p}}{\varepsilon^{p+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-u_{\varepsilon}(x)\right|^{p-2} \\
\\
=\int_{\Omega} \phi(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x
\end{array}
\end{aligned}
$$

Now,

$$
\begin{array}{r}
-\frac{C_{J, p}}{\varepsilon^{p+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-u_{\varepsilon}(x)\right|^{p-2}\left(\left(u_{\varepsilon}\right)_{\psi}(y)-u_{\varepsilon}(x)\right) d y \\
\times\left(u_{\varepsilon}(x)-M\right)^{+} d x \\
=-\frac{C_{J, p}}{\varepsilon^{p+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right|^{p-2}\left(\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right) d y \\
\times\left(\left(u_{\varepsilon}\right)_{\psi}(x)-M\right)^{+} d x \\
=\frac{C_{J, p}}{2 \varepsilon^{p+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right|^{p-2}\left(\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right) \\
\times\left(\left(\left(u_{\varepsilon}\right)_{\psi}(y)-M\right)^{+}-\left(\left(u_{\varepsilon}\right)_{\psi}(x)-M\right)^{+}\right) d y d x
\end{array}
$$

$\geq 0$.
Therefore,

$$
\int_{\Omega} u_{\varepsilon}(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x \leq \int_{\Omega} \phi(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x
$$

Consequently, we have

$$
\int_{\Omega}\left(u_{\varepsilon}(x)-M\right)\left(u_{\varepsilon}(x)-M\right)^{+} d x \leq \int_{\Omega}(\phi(x)-M)\left(u_{\varepsilon}(x)-M\right)^{+} d x \leq 0
$$

and $u_{\varepsilon}(x) \leq M$ for almost all $x \in \Omega$. Analogously, we can obtain $-M \leq u_{\varepsilon}(x)$ for almost all $x \in \Omega$. Thus

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq M \quad \text { for all } \epsilon>0 \tag{2.10}
\end{equation*}
$$

and, therefore, there exists a sequence $\varepsilon_{n} \rightarrow 0$ such that

$$
u_{\varepsilon_{n}} \rightharpoonup u \quad \text { weakly in } L^{1}(\Omega)
$$

Taking $v=u_{\varepsilon}-\psi$ in (2.9) we get

$$
\begin{align*}
& \int_{\Omega} u_{\varepsilon}\left(u_{\varepsilon}-\psi\right)-\frac{C_{J, p}}{\varepsilon^{p+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right|^{p-2}  \tag{2.11}\\
& \quad \times\left(\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right) d y\left(\left(u_{\varepsilon}\right)_{\psi}(x)-\psi(x)\right) d x=\int_{\Omega} \phi\left(u_{\varepsilon}-\psi\right)
\end{align*}
$$

Now, by (2.11) and (2.10),

$$
\begin{aligned}
& \frac{C_{J, p}}{2 \varepsilon^{N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) \frac{\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right|^{p}}{\varepsilon^{p}} d y d x \\
& \leq \frac{C_{J, p}}{2 \varepsilon^{N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) \frac{\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right|^{p-1}}{\varepsilon^{p-1}} \frac{|\psi(y)-\psi(x)|}{\varepsilon} d y d x+M_{1} .
\end{aligned}
$$

Since $\psi \in W^{1, p}\left(\Omega_{J}\right)$, using Young's inequality, we obtain

$$
\frac{1}{\varepsilon^{N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) \frac{\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right|^{p}}{\varepsilon^{p}} d y d x \leq M_{2}
$$

Moreover,

$$
\begin{align*}
& \int_{\Omega_{J}} \int_{\Omega_{J}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)}{\varepsilon}\right|^{p} d x d y \\
& =\int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)}{\varepsilon}\right|^{p} d x d y \\
& \quad+2 \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{\varepsilon}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\psi(y)-\left(u_{\varepsilon}\right)_{\psi}(x)}{\varepsilon}\right|^{p} d x d y \\
& \quad+\int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\psi(y)-\psi(x)}{\varepsilon}\right|^{p} d x d y  \tag{2.12}\\
& =\int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)}{\varepsilon}\right|^{p} d x d y \\
& \quad+2 \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{\varepsilon} \backslash \bar{\Omega}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\psi(y)-\psi(x)}{\varepsilon}\right|^{p} d x d y \\
& \quad+\int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \frac{1}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\psi(y)-\psi(x)}{\varepsilon}\right|^{p} d x d y \leq M_{3}
\end{align*}
$$

Therefore, by Proposition 2.10, there exists a subsequence, denoted as above, and $w \in W^{1, p}\left(\Omega_{J}\right)$ such that

$$
\left(u_{\varepsilon_{n}}\right)_{\psi} \rightarrow w \quad \text { strongly in } L^{p}\left(\Omega_{J}\right)
$$

Hence, $w=u$ in $\Omega$ and, by [18, Proposition IX.18] and the properties of the trace, $u \in W_{\tilde{\psi}}^{1, p}(\Omega)$. Moreover, by Proposition 2.10,
$\left(\frac{C_{J, p}}{2} J(z)\right)^{1 / p} \chi_{\Omega}\left(x+\varepsilon_{n} z\right) \frac{\left(u_{\varepsilon_{n}}\right)_{\psi}\left(x+\varepsilon_{n} z\right)-\left(u_{\varepsilon_{n}}\right)_{\psi}(x)}{\varepsilon_{n}} \rightharpoonup\left(\frac{C_{J, p}}{2} J(z)\right)^{1 / p} z \cdot \nabla u(x)$
weakly in $L^{p}(\Omega) \times L^{p}\left(\mathbb{R}^{N}\right)$ (observe that $\chi_{\Omega}\left(x+\varepsilon_{n} z\right)\left(u_{\varepsilon_{n}}\right)_{\psi}\left(x+\varepsilon_{n} z\right)=\chi_{\Omega}(x+$ $\left.\left.\varepsilon_{n} z\right) \bar{u}_{\varepsilon_{n}}\left(x+\varepsilon_{n} z\right)\right)$. We can also assume that

$$
\begin{aligned}
(J(z))^{1 / p^{\prime}}\left|\frac{\left(u_{\varepsilon_{n}}\right)_{\psi}\left(x+\varepsilon_{n} z\right)-\left(u_{\varepsilon_{n}}\right)_{\psi}(x)}{\varepsilon_{n}}\right|^{p-2} \chi_{\Omega_{\varepsilon_{n}}}\left(x+\varepsilon_{n} z\right) \\
\times \frac{\left(u_{\varepsilon_{n}}\right)_{\psi}\left(x+\varepsilon_{n} z\right)-\left(u_{\varepsilon_{n}}\right)_{\psi}(x)}{\varepsilon_{n}} \rightharpoonup(J(z))^{1 / p^{\prime}} \chi(x, z)
\end{aligned}
$$

weakly in $L^{p^{\prime}}\left(\Omega_{J}\right) \times L^{p^{\prime}}\left(\mathbb{R}^{N}\right)$, for some function $\chi \in L^{p^{\prime}}\left(\Omega_{J}\right) \times L^{p^{\prime}}\left(\mathbb{R}^{N}\right)$.
Passing to the limit in (2.9) for $\varepsilon=\varepsilon_{n}$, we get

$$
\begin{equation*}
\int_{\Omega} u v+\int_{\mathbb{R}^{N}} \int_{\Omega} \frac{C_{J, p}}{2} J(z) \chi(x, z) z \cdot \nabla v(x) d x d z=\int_{\Omega} \phi v \tag{2.14}
\end{equation*}
$$

for every $v$ smooth with support in $\Omega$ and by approximation for every $v \in W_{0}^{1, p}(\Omega)$.

Finally, working as in Proposition 3.3. of [5], we can prove

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \int_{\Omega} \frac{C_{J, p}}{2} J(z) \chi(x, z) z \cdot \nabla v(x) d x d z=\int_{\Omega}|\nabla u|^{p-2} \nabla u \cdot \nabla v \tag{2.15}
\end{equation*}
$$

and the proof is finished.
From the above Proposition, by the standard results of the nonlinear semigroup theory (see [19] or [15]), we obtain Theorem 1.3.
3. The nonlocal total variation flow. The case $p=1$.
3.1. Existence of solutions for the nonlocal problem. This section deals with the existence and uniqueness of solutions for the nonlocal 1-Laplacian problem with Dirichlet boundary condition,

$$
P_{1}^{J}\left(u_{0}, \psi\right)\left\{\begin{aligned}
u_{t}(t, x)= & \int_{\Omega} J(x-y) \frac{u(t, y)-u(t, x)}{|u(t, y)-u(t, x)|} d y \\
& +\int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y) \frac{\psi(y)-u(t, x)}{|\psi(y)-u(t, x)|} d y, \quad x \in \Omega \\
u(0, x)= & u_{0}(x)
\end{aligned}\right.
$$

As in the case $p>1$, to prove existence and uniqueness of solutions of $P_{1}^{J}\left(u_{0}, \psi\right)$ we use the Nonlinear Semigroup Theory, so we start by introducing the following operator in $L^{1}(\Omega)$.

DEFINITION 3.1. Given $\psi \in L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, we define the operator $B_{1, \psi}^{J}$ in $L^{1}(\Omega) \times$ $L^{1}(\Omega)$ by $\hat{u} \in B_{1, \psi}^{J} u$ if and only if $u, \hat{u} \in L^{1}(\Omega)$, there exists $g \in L^{\infty}\left(\Omega_{J} \times \Omega_{J}\right)$, $g(x, y)=-g(y, x)$ for almost all $(x, y) \in \Omega_{J} \times \Omega_{J},\|g\|_{\infty} \leq 1$,

$$
\begin{equation*}
\hat{u}(x)=-\int_{\Omega_{J}} J(x-y) g(x, y) d y \quad \text { a.e. } x \in \Omega \tag{3.1}
\end{equation*}
$$

and

$$
\begin{gather*}
J(x-y) g(x, y) \in J(x-y) \operatorname{sign}(u(y)-u(x)) \quad \text { a.e. }(x, y) \in \Omega \times \Omega  \tag{3.2}\\
J(x-y) g(x, y) \in J(x-y) \operatorname{sign}(\psi(y)-u(x)) \quad \text { a.e. }(x, y) \in \Omega \times\left(\Omega_{J} \backslash \bar{\Omega}\right) . \tag{3.3}
\end{gather*}
$$

Remark 3.2. Observe that
(i) we can rewrite $(3.2)+(3.3)$ as

$$
\begin{equation*}
J(x-y) g(x, y) \in J(x-y) \operatorname{sign}\left(u_{\psi}(y)-u(x)\right) \quad \text { a.e. }(x, y) \in \Omega \times \Omega_{J} \tag{3.4}
\end{equation*}
$$

where we set as above, and overall the section,

$$
u_{\psi}(x):= \begin{cases}u(x) & \text { if } x \in \Omega^{\prime} \\ \psi(x) & \text { if } x \in \Omega_{J} \backslash \bar{\Omega} \\ 0 & \text { if } x \notin \Omega_{J}\end{cases}
$$

(ii) It holds $L^{1}(\Omega)=\operatorname{Dom}\left(B_{1, \psi}^{J}\right)$ and $B_{1, \psi}^{J}$ is closed in $L^{1}(\Omega) \times L^{1}(\Omega)$.
(iii) It is not difficult to see that, if $g \in L^{\infty}\left(\Omega_{J} \times \Omega_{J}\right), g(x, y)=-g(y, x)$ for almost all $(x, y) \in \Omega_{J} \times \Omega_{J},\|g\|_{\infty} \leq 1$,

$$
J(x-y) g(x, y) \in J(x-y) \operatorname{sign}(z(y)-z(x)) \quad \text { a.e. }(x, y) \in \Omega_{J} \times \Omega_{J}
$$

is equivalent to

$$
-\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y) g(x, y) d y z(x) d x=\frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)|z(y)-z(x)| d y d x .
$$

Theorem 3.3. Let $\psi \in L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$. The operator $B_{1, \psi}^{J}$ is completely accretive and satisfies the range condition

$$
L^{\infty}(\Omega) \subset \operatorname{Ran}\left(I+B_{1, \psi}^{J}\right) .
$$

Proof. Let $\hat{u}_{i} \in B_{1, \psi}^{J} u_{i}, i=1,2$, and set $u_{i}(y)=\psi(y)$ in $\Omega_{J} \backslash \bar{\Omega}$. Then, there exist $g_{i} \in L^{\infty}\left(\Omega_{J} \times \Omega_{J}\right),\left\|g_{i}\right\|_{\infty} \leq 1, g_{i}(x, y)=-g_{i}(y, x), J(x-y) g_{i}(x, y) \in J(x-$ $y) \operatorname{sign}\left(u_{i}(y)-u_{i}(x)\right)$ for almost all $(x, y) \in \Omega \times \Omega_{J}$, such that

$$
\hat{u}_{i}(x)=-\int_{\Omega_{J}} J(x-y) g_{i}(x, y) d y \quad \text { a.e. } x \in \Omega
$$

for $i=1,2$. Given $q \in C^{\infty}(\mathbb{R}), 0 \leq q^{\prime} \leq 1, \operatorname{supp}\left(q^{\prime}\right)$ compact, $0 \notin \operatorname{supp}(q)$, we have

$$
\begin{aligned}
& \int_{\Omega}\left(\hat{u}_{1}(x)-\hat{u}_{2}(x)\right) q\left(u_{1}(x)-u_{2}(x)\right) d x \\
& =\frac{1}{2} \int_{\Omega} \int_{\Omega} J(x-y)\left(g_{1}(x, y)-g_{2}(x, y)\right)\left(q\left(u_{1}(y)-u_{2}(y)\right)-q\left(u_{1}(x)-u_{2}(x)\right)\right) d x d y \\
& -\int_{\Omega} \int_{\Omega_{j} \backslash \bar{\Omega}} J(x-y)\left(g_{1}(x, y)-g_{2}(x, y)\left(q\left(u_{1}(x)-u_{2}(x)\right)\right) d x d y\right. \\
& \geq \frac{1}{2} \int_{\Omega} \int_{\Omega} J(x-y)\left(g_{1}(x, y)-g_{2}(x, y)\right)\left(q\left(u_{1}(y)-u_{2}(y)\right)-q\left(u_{1}(x)-u_{2}(x)\right)\right) d x d y .
\end{aligned}
$$

Now, by the mean value theorem

$$
\begin{aligned}
& J(x-y)\left(g_{1}(x, y)-g_{2}(x, y)\right)\left[q\left(u_{1}(y)-u_{2}(y)\right)-q\left(u_{1}(x)-u_{2}(x)\right)\right] \\
& =J(x-y)\left(g_{1}(x, y)-g_{2}(x, y)\right) q^{\prime}(\xi)\left[\left(u_{1}(y)-u_{2}(y)\right)-\left(u_{1}(x)-u_{2}(x)\right)\right] \\
& =J(x-y) q^{\prime}(\xi)\left[g_{1}(x, y)\left(u_{1}(y)-u_{1}(x)\right)-g_{1}(x, y)\left(u_{2}(y)-u_{2}(x)\right)\right] \\
& \quad-J(x-y) q^{\prime}(\xi)\left[g_{2}(x, y)\left(u_{1}(y)-u_{1}(x)\right)-g_{1}(x, y)\left(u_{2}(y)-u_{2}(x)\right)\right] \geq 0,
\end{aligned}
$$

since

$$
J(x-y) g_{i}(x, y)\left(u_{i}(y)-u_{i}(x)\right)=J(x-y)\left|u_{i}(y)-u_{i}(x)\right|, \quad i=1,2,
$$

and

$$
-J(x-y) g_{i}(x, y)\left(u_{j}(y)-u_{j}(x)\right) \geq-J(x-y)\left|u_{j}(y)-u_{j}(x)\right|, \quad i \neq j .
$$

Hence

$$
\int_{\Omega}\left(\hat{u}_{1}(x)-\hat{u}_{2}(x)\right) q\left(u_{1}(x)-u_{2}(x)\right) d x \geq 0,
$$

from which it follows that $B_{1, \psi}^{J}$ is a completely accretive operator.
To show that $B_{1, \psi}^{J}$ satisfies the range condition, let us see that for any $\phi \in L^{\infty}(\Omega)$,

$$
\lim _{p \rightarrow 1+}\left(I+B_{p, \psi}^{J}\right)^{-1} \phi=\left(I+B_{1, \psi}^{J}\right)^{-1} \phi \quad \text { weakly in } L^{1}(\Omega) .
$$

We prove this in several steps.

Step 1. Let us first suppose that $\psi \in L^{\infty}\left(\Omega_{J} \backslash \bar{\Omega}\right)$. For $1<p<+\infty$, by Theorem 2.7, there is $u_{p}$ such that $u_{p}=\left(I+B_{p, \psi}^{J}\right)^{-1} \phi$, that is,

$$
\begin{equation*}
u_{p}(x)-\int_{\Omega_{J}} J(x-y)\left|\left(u_{p}\right)_{\psi}(y)-u_{p}(x)\right|^{p-2}\left(\left(u_{p}\right)_{\psi}(y)-u_{p}(x)\right) d y=\phi(x) \tag{3.5}
\end{equation*}
$$

a.e. $x \in \Omega$. It is easy to see that $\left\|u_{p}\right\|_{\infty} \leq \sup \left\{\|\phi\|_{\infty},\|\psi\|_{\infty}\right\}$. Therefore, there exists a sequence $p_{n} \rightarrow 1$ such that

$$
u_{p_{n}} \rightharpoonup u \quad \text { weakly in } L^{2}(\Omega)
$$

On the other hand, we also have

$$
\frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left|\left(u_{p_{n}}\right)_{\psi}(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}} d y d x \leq M_{2}, \quad \forall n \in \mathbb{N}
$$

Consequently, for any measurable subset $E \subset \Omega_{J} \times \Omega_{J}$, we have

$$
\begin{aligned}
& \left|\iint_{E} J(x-y)\right|\left(u_{p_{n}}\right)_{\psi}(y)-\left.\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}-2}\left(\left(u_{p_{n}}(y)\right)_{\psi}-\left(u_{p_{n}}\right)_{\psi}(x)\right) \mid \\
& \quad \leq \iint_{E} J(x-y)\left|\left(u_{p_{n}}\right)_{\psi}(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}-1} \leq M_{2}|E|^{\frac{1}{p_{n}}}
\end{aligned}
$$

Hence, by the Dunford-Pettis theorem we may assume that there exists $g(x, y)$ such that

$$
J(x-y)\left|\left(u_{p_{n}}\right)_{\psi}(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}-2}\left(\left(u_{p_{n}}\right)_{\psi}(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right) \rightharpoonup J(x-y) g(x, y)
$$

weakly in $L^{1}\left(\Omega_{J} \times \Omega_{J}\right), g(x, y)=-g(y, x)$ for almost all $(x, y) \in \Omega_{J} \times \Omega_{J}$, and $\|g\|_{\infty} \leq 1$.

Therefore, by (3.5),

$$
\begin{equation*}
u(x)-\int_{\Omega_{J}} J(x-y) g(x, y) d y=\phi(x) \quad \text { a.e. } x \in \Omega \tag{3.6}
\end{equation*}
$$

Then, to finish the proof it is enough to show that

$$
\begin{align*}
-\int_{\Omega_{J}} \int_{\Omega_{J}} J(x & -y) g(x, y) d y u_{\psi}(x) d x  \tag{3.7}\\
& =\frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left|u_{\psi}(y)-u_{\psi}(x)\right| d y d x
\end{align*}
$$

In fact, by (3.5) and (3.6),

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left|\left(u_{p_{n}}\right)_{\psi}(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}} d y d x=\int_{\Omega} \phi u_{p_{n}}-\int_{\Omega} u_{p_{n}} u_{p_{n}} \\
& -\int_{\Omega_{J} \backslash \bar{\Omega}} \int_{\Omega_{J}} J(x-y)\left|\psi(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}-2}\left(\psi(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right) d y \psi(x) d x \\
& =\int_{\Omega} \phi u-\int_{\Omega} u u-\int_{\Omega} \phi\left(u-u_{p_{n}}\right)+\int_{\Omega} 2 u\left(u-u_{p_{n}}\right)-\int_{\Omega}\left(u-u_{p_{n}}\right)\left(u-u_{p_{n}}\right) \\
& \quad-\int_{\Omega_{J} \backslash \bar{\Omega}} \int_{\Omega_{J}} J(x-y)\left|\psi(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}-2}\left(\psi(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right) d y \psi(x) d x \\
& \leq-\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y) g(x, y) d y u(x) d x-\int_{\Omega} \phi\left(u-u_{p_{n}}\right)+\int_{\Omega} 2 u\left(u-u_{p_{n}}\right) \\
& \quad+\int_{\Omega_{J \backslash \bar{\Omega}}} \int_{\Omega_{J}} J(x-y) g(x, y) d y \psi(x) d x \\
& \quad-\int_{\Omega_{J} \backslash \bar{\Omega}} \int_{\Omega_{J}} J(x-y)\left|\psi(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right|^{p_{n}-2}\left(\psi(y)-\left(u_{p_{n}}\right)_{\psi}(x)\right) d y \psi(x) d x,
\end{aligned}
$$

and so,

$$
\begin{aligned}
\limsup _{n \rightarrow+\infty} & \frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left|u_{p_{n}}(y)-u_{p_{n}}(x)\right|^{p_{n}} d y d x \\
& \leq-\int_{\Omega} \int_{\Omega} J(x-y) g(x, y) d y u(x) d x
\end{aligned}
$$

Now, by the monotonicity Lemma 2.4, for all $\rho \in L^{\infty}(\Omega)$,

$$
\begin{aligned}
& -\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)|\rho(y)-\rho(x)|^{p_{n}-2}(\rho(y)-\rho(x)) d y\left(u_{p_{n}}(x)-\rho(x)\right) d x \\
& \leq-\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left|u_{p_{n}}(y)-u_{p_{n}}(x)\right|^{p_{n}-2}\left(u_{p_{n}}(y)-u_{p_{n}}(x)\right) d y\left(u_{p_{n}}(x)-\rho(x)\right) d x
\end{aligned}
$$

Taking limits,

$$
\begin{aligned}
& -\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y) \operatorname{sign}_{0}(\rho(y)-\rho(x)) d y(u(x)-\rho(x)) d x \\
& \quad \leq-\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y) g(x, y) d y(u(x)-\rho(x)) d x
\end{aligned}
$$

Taking now, $\rho=u \pm \lambda u, \lambda>0$, and letting $\lambda \rightarrow 0$, we get (3.7), and the proof is finished for this class of data.

Step 2. Let us now suppose that $\psi^{-}$is bounded. Let $\psi_{n}=T_{n}(\psi)$, $n$ large enough such that $\psi_{n}^{-}=\psi^{-}$. Then, $\left\{\psi_{n}\right\}$ is a nondecreasing sequence that converges in $L^{1}$ to $\psi$. By Step 1 , there exists $u_{n}=\left(I+B_{1, \psi_{n}}^{J}\right)^{-1} \phi$, that is, there exists $g_{n} \in L^{\infty}\left(\Omega_{J} \times \Omega_{J}\right)$, $g_{n}(x, y)=-g_{n}(y, x)$ for almost all $(x, y) \in \Omega_{J} \times \Omega_{J},\left\|g_{n}\right\|_{\infty} \leq 1$,

$$
\begin{equation*}
u_{n}(x)-\int_{\Omega_{J}} J(x-y) g_{n}(x, y) d y=\phi(x) \quad \text { a.e. } x \in \Omega \tag{3.8}
\end{equation*}
$$

and

$$
\begin{align*}
& -\int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y) g_{n}(x, y) d y\left(u_{n}\right)_{\psi_{n}}(x) d x  \tag{3.9}\\
& =\frac{1}{2} \int_{\Omega_{J}} \int_{\Omega_{J}} J(x-y)\left|\left(u_{n}\right)_{\psi_{n}}(y)-\left(u_{n}\right)_{\psi_{n}}(x)\right| d y d x
\end{align*}
$$

Therefore, by monotonicity,

$$
\int_{\Omega_{J}} \int_{\Omega_{J}}\left(\left(u_{n}\right)_{\psi_{n}}-\left(u_{n+1}\right)_{\psi_{n+1}}\right)\left(\left(u_{n}\right)_{\psi_{n}}-\left(u_{n+1}\right)_{\psi_{n+1}}\right)^{+} \leq 0
$$

which implies $u_{n} \leq u_{n+1}$. Since $\left\{u_{n}\right\}$ is bounded in $L^{\infty}$ we have $\left\{u_{n}\right\}$ converges to a function $u$ in $L^{2}$. On the other hand, we can suppose that $J(x-y) g_{n}(x, y)$ converges weakly in $L^{2}$ to $J(x-y) g(x, y), g(x, y)=-g(y, x)$ for almost all $(x, y) \in \Omega_{J} \times \Omega_{J}$, and $\|g\|_{\infty} \leq 1$. Hence, passing to the limit in (3.8) and (3.9) we obtain $u=\left(I+B_{1, \psi}^{J}\right)^{-1} \phi$.

Step 3. For a general $\psi \in L^{1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, apply Step 2 to $\psi_{n}=\sup \{\psi,-n\}$ and use monotonicity in a similar way to finish the proof. $\quad \mathrm{D}$

Proof of Theorem 1.5. As a consequence of the above results, we have that the abstract Cauchy problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)+B_{1, \psi}^{J} u(t) \ni 0, \quad t \in(0, T)  \tag{3.10}\\
u(0)=u_{0}
\end{array}\right.
$$

has a unique mild solution $u$ for every initial datum $u_{0} \in L^{1}(\Omega)$ and $T>0$ (see [15]). Moreover, due to the complete accretivity of the operator $B_{1, \psi}^{J}$, the mild solution of (3.10) is a strong solution ([14]). Consequently, the proof is concluded.
3.2. Convergence to the total variation flow. Let us start recalling some results from [1] (see also [2]) about the Dirichlet problem for the total variational flow, that is,

$$
D_{1}\left(u_{0}, \tilde{\psi}\right) \begin{cases}u_{t}=\operatorname{div}\left(\frac{D u}{|D u|}\right) & \text { in }] 0, T[\times \Omega \\ u=\tilde{\psi} & \text { on }] 0, T[\times \partial \Omega \\ u(0, x)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

with $\tilde{\psi} \in L^{1}(\partial \Omega)$.
Theorem 3.4 ([1]). Let $T>0$ and $\tilde{\psi} \in L^{1}(\partial \Omega)$. For any $u_{0} \in L^{1}(\Omega)\left(L^{2}(\Omega)\right)$ there exists a unique entropy (strong) solution $u(t)$ of $D_{1}\left(u_{0}, \tilde{\psi}\right)$.

Associated to $-\operatorname{div}\left(\frac{D u}{|D u|}\right)$ with Dirichlet boundary conditions, in [1] it is defined the operator $\mathcal{A}_{\tilde{\psi}} \subset L^{1}(\Omega) \times L^{1}(\Omega)$ as follows: $(u, v) \in \mathcal{A}_{\tilde{\psi}}$ if and only if $u, v \in L^{1}(\Omega)$, $q(u) \in B V(\Omega)$ for all $q \in \mathcal{P}:=\left\{q \in W^{1, \infty}(\mathbb{R}): q^{\prime} \geq 0, \operatorname{supp}\left(q^{\prime}\right)\right.$ is compact $\}$, and there exists $\zeta \in X(\Omega)$ (where $X(\Omega)$ is defined by (1.4)), with $\|\zeta\|_{\infty} \leq 1, v=-\operatorname{div}(\zeta)$ in $\mathcal{D}^{\prime}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega}(w-q(u)) v \leq \int_{\Omega}(\zeta, D w)-|D q(u)|+\int_{\partial \Omega}|w-q(\tilde{\psi})|-\int_{\partial \Omega}|q(u)-q(\tilde{\psi})| \tag{3.11}
\end{equation*}
$$

for every $w \in B V(\Omega) \cap L^{\infty}(\Omega)$ and every $q \in \mathcal{P}$. Also in [1] it is proved that the following assertions are equivalent:
(a) $(u, v) \in \mathcal{A}_{\tilde{\psi}}$,
(b) $u, v \in L^{1}(\Omega), q(u) \in B V(\Omega)$ for all $q \in \mathcal{P}$, and there exists $\zeta \in X(\Omega)$, with $\|\zeta\|_{\infty} \leq 1, v=-\operatorname{div}(\zeta)$ in $\mathcal{D}^{\prime}(\Omega)$ such that

$$
\begin{gather*}
\int_{\Omega}(\zeta, D q(u))=|D q(u)| \quad \forall q \in \mathcal{P}  \tag{3.12}\\
{[\zeta, \nu] \in \operatorname{sign}(q(\tilde{\psi})-q(u)) \quad \mathcal{H}^{N-1}-\text { a.e. on } \partial \Omega, \quad \forall q \in \mathcal{P} .} \tag{3.13}
\end{gather*}
$$

Moreover, it is shown that $\mathcal{A}_{\tilde{\psi}}$ is an $m$-completely accretive operator in $L^{1}(\Omega)$ with dense domain and that for any $u_{0} \in L^{1}(\Omega)$, the unique entropy solution $u(t)$ of problem $D_{1}\left(u_{0}, \tilde{\psi}\right)$ coincides with the unique mild solution $e^{-t \mathcal{A}_{\tilde{\psi}}} u_{0}$ given by Crandall-Liggett's exponential formula.

Now, given $J$, we consider the rescaled kernels

$$
J_{1, \varepsilon}(x):=\frac{C_{J, 1}}{\varepsilon^{1+N}} J\left(\frac{x}{\varepsilon}\right), \quad \text { with } \quad C_{J, 1}^{-1}:=\frac{1}{2} \int_{\mathbb{R}^{N}} J(z)\left|z_{N}\right| d z
$$

that is, a normalizing constant in order to obtain the 1-Laplacian in the limit instead of a multiple of it.

Proposition 3.5. Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{N}$ and $\tilde{\psi} \in L^{\infty}(\partial \Omega)$. Let $\psi \in W^{1,1}\left(\Omega_{J} \backslash \bar{\Omega}\right) \cap L^{\infty}\left(\Omega_{J} \backslash \bar{\Omega}\right)$ such that $\left.\psi\right|_{\partial \Omega}=\tilde{\psi}$. Assume $J(x) \geq J(y)$ if $|x| \leq|y|$. Then, for any $\phi \in L^{\infty}(\Omega)$,

$$
\begin{equation*}
\left(I+B_{1, \psi}^{J_{1, \varepsilon}}\right)^{-1} \phi \rightarrow\left(I+\mathcal{A}_{\tilde{\psi}}\right)^{-1} \phi \quad \text { strongly in } L^{1}(\Omega) \text { as } \varepsilon \rightarrow 0 . \tag{3.14}
\end{equation*}
$$

Proof. Given $\varepsilon>0$ small, we set $u_{\varepsilon}=\left(I+B_{1, \psi}^{J_{1, \varepsilon}}\right)^{-1} \phi$ and denote

$$
\Omega_{\varepsilon}:=\Omega_{J_{1, \varepsilon}}=\Omega+\operatorname{supp}\left(J_{1, \varepsilon}\right)
$$

Then, there exists $g_{\epsilon} \in L^{\infty}\left(\Omega_{\varepsilon} \times \Omega_{\varepsilon}\right), g_{\varepsilon}(x, y)=-g_{\varepsilon}(y, x)$ for almost all $(x, y) \in$ $\Omega_{\varepsilon} \times \Omega_{\varepsilon},\left\|g_{\varepsilon}\right\|_{\infty} \leq 1$, such that

$$
\begin{array}{ll}
J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) \in J\left(\frac{x-y}{\varepsilon}\right) \operatorname{sign}\left(u_{\varepsilon}(y)-u_{\varepsilon}(x)\right) & \text { a.e. }(x, y) \in \Omega \times \Omega \\
J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) \in J\left(\frac{x-y}{\varepsilon}\right) \operatorname{sign}\left(\tilde{\psi}(y)-u_{\varepsilon}(x)\right) & \text { a.e. }(x, y) \in \Omega \times\left(\Omega_{\epsilon} \backslash \bar{\Omega}\right)
\end{array}
$$

and

$$
\begin{equation*}
u_{\varepsilon}(x)-\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y=\phi(x) \quad \text { a.e. } x \in \Omega \tag{3.15}
\end{equation*}
$$

Therefore, for $v \in L^{\infty}\left(\Omega_{J}\right)$, we can write

$$
\begin{gather*}
\int_{\Omega} u_{\varepsilon}(x) v(x) d x-\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) v(x) d y d x  \tag{3.16}\\
=\int_{\Omega} \phi(x) v(x) d x
\end{gather*}
$$

Observe that we can extend $g_{\varepsilon}$ to a function in $L^{\infty}\left(\Omega_{J} \times \Omega_{J}\right), g_{\varepsilon}(x, y)=-g_{\varepsilon}(y, x)$ for almost all $(x, y) \in \Omega_{J} \times \Omega_{J},\left\|g_{\varepsilon}\right\|_{L^{\infty}\left(\Omega_{J}\right)} \leq 1$, such that

$$
J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) \in J\left(\frac{x-y}{\varepsilon}\right) \operatorname{sign}\left(\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right) \quad \text { a.e. }(x, y) \in \Omega_{J} \times \Omega_{J}
$$

Let $M:=\max \left\{\|\phi\|_{L^{\infty}(\Omega)},\|\psi\|_{L^{\infty}\left(\Omega_{J} \backslash \bar{\Omega}\right)}\right\}$. Taking $v=\left(u_{\varepsilon}-M\right)^{+}$in (3.16), we get

$$
\begin{aligned}
& \int_{\Omega} u_{\varepsilon}(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x-\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y)\left(u_{\varepsilon}(x)-M\right)^{+} d y d x \\
& =\int_{\Omega} \phi(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x
\end{aligned}
$$

Now

$$
\begin{aligned}
& -\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y)\left(\left(u_{\varepsilon}\right)_{\psi}(x)-M\right)^{+} d y d x \\
& =\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y)\left(\left(\left(u_{\varepsilon}\right)_{\psi}(y)-M\right)^{+}-\left(\left(u_{\varepsilon}\right)_{\psi}(x)-M\right)^{+}\right) d y d x \\
& \geq 0 .
\end{aligned}
$$

Hence, we get

$$
\int_{\Omega} u_{\varepsilon}(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x \leq \int_{\Omega} \phi(x)\left(u_{\varepsilon}(x)-M\right)^{+} d x .
$$

Consequently,

$$
0 \leq \int_{\Omega}\left(u_{\varepsilon}(x)-M\right)\left(u_{\varepsilon}(x)-M\right)^{+} d x \leq \int_{\Omega}(\phi(x)-M)\left(u_{\varepsilon}(x)-M\right)^{+} d x \leq 0,
$$

and we deduce $u_{\varepsilon}(x) \leq M$ for almost all $x \in \Omega$. Analogously, we can obtain $-M \leq$ $u_{\varepsilon}(x)$ for almost all $x \in \Omega$. Thus

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq M \quad \text { for all } \epsilon>0 ; \tag{3.17}
\end{equation*}
$$

from here, we can assume there exists a sequence $\varepsilon_{n} \rightarrow 0$ such that

$$
u_{\varepsilon_{n}} \rightharpoonup u \quad \text { weakly in } L^{1}(\Omega) .
$$

Taking $v=u_{\varepsilon}$ in (3.16), we have

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon}(x) u_{\varepsilon}(x) d x-\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y u_{\varepsilon}(x) d x=\int_{\Omega} \phi(x) u_{\varepsilon}(x) d x . \tag{3.18}
\end{equation*}
$$

Observe that

$$
\begin{aligned}
& -\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y u_{\varepsilon}(x) d x \\
& =- \\
& -\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y\left(u_{\varepsilon}\right)_{\psi}(x) d x \\
& \quad+\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega_{\varepsilon} \backslash \bar{\Omega}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y \psi(x) d x .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left|\frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega_{\varepsilon} \backslash \bar{\Omega}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y \psi(x) d x\right| \\
& \leq \frac{C_{J, 1}}{\varepsilon^{1+N}} \int_{\Omega_{\varepsilon} \backslash \bar{\Omega}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) d y|\psi(x)| d x \\
& \leq \frac{C_{J, 1}}{\varepsilon} M \int_{\Omega_{\varepsilon} \bar{\Omega}}\left(\frac{1}{\varepsilon^{N}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) d y\right) d x \\
& \leq \frac{C_{J, 1}}{\varepsilon} M\left|\Omega_{\varepsilon} \backslash \Omega\right| \leq M_{1} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
- & C_{J, 1} \\
\varepsilon^{1+N} & \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) g_{\varepsilon}(x, y) d y\left(u_{\varepsilon}\right)_{\psi}(x) d x \\
& =\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x
\end{aligned}
$$

Consequently, from (3.17) and (3.18), it follows that

$$
\begin{equation*}
\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \leq M_{2} \tag{3.19}
\end{equation*}
$$

Let us compute,

$$
\begin{aligned}
& \frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{J}} \int_{\Omega_{J}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \\
& =\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \\
& \quad+\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \\
& \quad+\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \\
& \quad+\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x
\end{aligned}
$$

Now, since $\psi \in W^{1,1}\left(\Omega_{J} \backslash \bar{\Omega}\right)$, we get

$$
\begin{aligned}
& \frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \\
& \quad=\frac{C_{J, 1}}{2 \varepsilon^{N}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) \frac{|\psi(y)-\psi(x)|}{\varepsilon} d y d x \leq M_{3} .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
& \frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \\
& \quad=\frac{C_{J, 1}}{2 \varepsilon^{N}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} \int_{\Omega_{\varepsilon} \backslash \bar{\Omega}} J\left(\frac{x-y}{\varepsilon}\right) \frac{|\psi(y)-\psi(x)|}{\varepsilon} d y d x \\
& \leq M_{4} \frac{C_{J, 1}}{2} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}}\left(\frac{1}{\varepsilon^{N}} \int_{\Omega_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right) d y\right) d x \leq M_{5} .
\end{aligned}
$$

With similar arguments we obtain

$$
\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{\varepsilon}} \int_{\Omega_{J} \backslash \bar{\Omega}_{\varepsilon}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \leq M_{6}
$$

Therefore,

$$
\begin{equation*}
\frac{C_{J, 1}}{2 \varepsilon^{1+N}} \int_{\Omega_{J}} \int_{\Omega_{J}} J\left(\frac{x-y}{\varepsilon}\right)\left|\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)\right| d y d x \leq M_{7} \tag{3.20}
\end{equation*}
$$

In particular, we get

$$
\int_{\Omega_{J}} \int_{\Omega_{J}} \frac{1}{2} \frac{C_{J, 1}}{\varepsilon^{N}} J\left(\frac{x-y}{\varepsilon}\right)\left|\frac{\left(u_{\varepsilon}\right)_{\psi}(y)-\left(u_{\varepsilon}\right)_{\psi}(x)}{\varepsilon}\right| d x d y \leq M_{7} \quad \forall n \in \mathbb{N}
$$

By Proposition 2.10, there exists a subsequence, denote equal, and $w \in B V\left(\Omega_{J}\right)$ such that

$$
\left(u_{\varepsilon_{n}}\right)_{\psi} \rightarrow w \quad \text { strongly in } L^{1}\left(\Omega_{J}\right)
$$

and

$$
\begin{equation*}
\frac{C_{J, 1}}{2} J(z) \chi_{\Omega}\left(\cdot+\varepsilon_{n} z\right) \frac{\left(u_{\varepsilon_{n}}\right)_{\psi}\left(\cdot+\varepsilon_{n} z\right)-\left(u_{\varepsilon_{n}}\right)_{\psi}(\cdot)}{\varepsilon_{n}} \rightharpoonup \frac{C_{J, 1}}{2} J(z) z \cdot D w \tag{3.21}
\end{equation*}
$$

weakly as measures. Hence, it is easy to obtain that

$$
w(x)=u_{\psi}(x)= \begin{cases}u(x) & \text { in } x \in \Omega \\ \psi(x) & \text { in } x \in \Omega_{J} \backslash \bar{\Omega}\end{cases}
$$

and $u \in B V(\Omega)$.
Moreover, we can also assume that

$$
\begin{equation*}
J(z) \chi_{\Omega_{J}}\left(x+\varepsilon_{n} z\right) \bar{g}_{\varepsilon_{n}}\left(x, x+\varepsilon_{n} z\right) \rightharpoonup \Lambda(x, z) \tag{3.22}
\end{equation*}
$$

weakly* in $L^{\infty}\left(\Omega_{J}\right) \times L^{\infty}\left(\mathbb{R}^{N}\right)$ for some function $\Lambda \in L^{\infty}\left(\Omega_{J}\right) \times L^{\infty}\left(\mathbb{R}^{N}\right), \Lambda(x, z) \leq$ $J(z)$ almost everywhere in $\Omega_{J} \times \mathbb{R}^{N}$. Taking in (3.16) $v \in \mathcal{D}(\Omega)$, we get for $\varepsilon=\varepsilon_{n}$ small enough

$$
\begin{gather*}
\int_{\Omega} u_{\varepsilon_{n}}(x) v(x) d x-\frac{C_{J, 1}}{\varepsilon_{n}{ }^{1+N}} \int_{\Omega} \int_{\Omega} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y) v(x) d y d x  \tag{3.23}\\
=\int_{\Omega} \phi(x) v(x) d x
\end{gather*}
$$

Changing variables and taking into account (3.23), we can write

$$
\begin{align*}
& \frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} \int_{\Omega} J(z) \chi_{\Omega}\left(x+\varepsilon_{n} z\right) \bar{g}_{\varepsilon_{n}}\left(x, x+\varepsilon_{n} z\right) d z \frac{\bar{v}\left(x+\varepsilon_{n} z\right)-v(x)}{\varepsilon_{n}} d x \\
& =-\frac{C_{J, 1}}{\varepsilon_{n}} \int_{\mathbb{R}^{N}} \int_{\Omega} J(z) \chi_{\Omega}\left(x+\varepsilon_{n} z\right) \bar{g}_{\varepsilon_{n}}\left(x, x+\varepsilon_{n} z\right) d z v(x) d x  \tag{3.24}\\
& =\int_{\Omega}\left(\phi(x)-u_{\varepsilon_{n}}(x)\right) v(x) d x .
\end{align*}
$$

By (3.22), passing to the limit in (3.24), we get

$$
\begin{equation*}
\frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} \int_{\Omega} \Lambda(x, z) z \cdot \nabla v(x) d x d z=\int_{\Omega}(\phi(x)-u(x)) v(x) d x \tag{3.25}
\end{equation*}
$$

for all $v \in \mathcal{D}(\Omega)$. We set $\zeta=\left(\zeta_{1}, \ldots, \zeta_{N}\right)$, the vector field defined by

$$
\zeta_{i}(x):=\frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} \Lambda(x, z) z_{i} d z, \quad i=1, \ldots, N
$$

Then, $\zeta \in L^{\infty}\left(\Omega_{J}, \mathbb{R}^{N}\right)$, and from (3.25),

$$
-\operatorname{div}(\zeta)=\phi-u \quad \text { in } \quad \mathcal{D}^{\prime}(\Omega)
$$

Let us see that

$$
\|\zeta\|_{L^{\infty}\left(\Omega_{J}\right)} \leq 1
$$

Given $\xi \in \mathbb{R}^{N} \backslash\{0\}$, let $R_{\xi}$ be the rotation such that $R_{\xi}^{t}(\xi)=\mathbf{e}_{1}|\xi|$. If we make the change of variables $z=R_{\xi}(y)$, we obtain

$$
\begin{gathered}
\zeta(x) \cdot \xi=\frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} \Lambda(x, z) z \cdot \xi d z=\frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} \Lambda\left(x, R_{\xi}(y)\right) R_{\xi}(y) \cdot \xi d y \\
=\frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} \Lambda\left(x, R_{\xi}(y)\right) y_{1}|\xi| d y
\end{gathered}
$$

On the other hand, since $J$ is a radial function and $\Lambda(x, z) \leq J(z)$ almost everywhere,

$$
C_{J, 1}^{-1}=\frac{1}{2} \int_{\mathbb{R}^{N}} J(z)\left|z_{1}\right| d z
$$

and

$$
|\zeta(x) \cdot \xi| \leq \frac{C_{J, 1}}{2} \int_{\mathbb{R}^{N}} J(y)\left|y_{1}\right| d y|\xi|=|\xi| \quad \text { a.e. } x \in \Omega_{J}
$$

Therefore, $\|\zeta\|_{L^{\infty}\left(\Omega_{J}\right)} \leq 1$.
To finish the proof, that is, to show that $u=\left(I+\mathcal{A}_{\tilde{\psi}}\right)^{-1} \phi$, since $u \in L^{\infty}(\Omega)$ and $\tilde{\psi} \in L^{\infty}(\partial \Omega)$, we need only to prove that

$$
\begin{equation*}
(\zeta, D u)=|D u| \quad \text { as measures in } \Omega \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
[\zeta, \nu] \in \operatorname{sign}(\tilde{\psi}-u) \quad \mathcal{H}^{N-1}-\text { a.e. on } \partial \Omega . \tag{3.27}
\end{equation*}
$$

Given $0 \leq \varphi \in \mathcal{D}(\Omega)$, taking $\varepsilon=\varepsilon_{n}$ and $v=\varphi u_{\varepsilon_{n}}$ in (3.16), we get

$$
\begin{aligned}
- & C_{J, 1} \\
\varepsilon_{n}{ }^{1+N} & \int_{\Omega} \int_{\Omega} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y) u_{\varepsilon_{n}}(x) \varphi(x) d y d x \\
& =\frac{C_{J, 1}}{2 \varepsilon_{n}{ }^{1+N}} \int_{\Omega} \int_{\Omega} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y)\left(u_{\varepsilon_{n}}(y) \varphi(y)-u_{\varepsilon_{n}}(x) \varphi(x)\right) d y d x \\
& =\int_{\Omega}\left(\phi(x)-u_{\varepsilon_{n}}(x)\right) u_{\varepsilon_{n}}(x) \varphi(x) d x
\end{aligned}
$$

Now, we decompose the double integral as follows,
$I_{n}:=\frac{C_{J, 1}}{2 \varepsilon_{n}{ }^{1+N}} \int_{\Omega} \int_{\Omega} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y)\left(u_{\varepsilon_{n}}(y) \varphi(y)-u_{\varepsilon_{n}}(x) \varphi(x)\right) d y d x=I_{n}^{1}+I_{n}^{2}$,
where

$$
\begin{aligned}
I_{n}^{1} & :=\frac{C_{J, 1}}{2 \varepsilon_{n}^{1+N}} \int_{\Omega} \int_{\Omega} J\left(\frac{x-y}{\varepsilon_{n}}\right)\left|u_{\varepsilon_{n}}(y)-u_{\varepsilon_{n}}(x)\right| \varphi(y) d y d x \\
& =\frac{C_{J, 1}}{2} \int_{\Omega} \int_{\Omega} J(z) \chi_{\Omega}\left(x+\varepsilon_{n} z\right) \frac{\left|\bar{u}_{\varepsilon_{n}}\left(x+\varepsilon_{n} z\right)-u_{\varepsilon_{n}}(x)\right|}{\varepsilon_{n}} \bar{\varphi}\left(x+\varepsilon_{n} z\right) d z d x
\end{aligned}
$$

and

$$
\begin{aligned}
I_{n}^{2} & :=\frac{C_{J, 1}}{2 \varepsilon_{n}+1+N} \int_{\Omega} \int_{\Omega} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y) u_{\varepsilon_{n}}(x)(\varphi(y)-\varphi(x)) d y d x \\
& =\frac{C_{J, 1}}{2} \int_{\Omega} \int_{\Omega} J(z) \chi_{\Omega}\left(x+\varepsilon_{n} z\right) \bar{g}_{\varepsilon_{n}}\left(x, x+\varepsilon_{n} z\right) u_{\varepsilon_{n}}(x) \frac{\bar{\varphi}\left(x+\varepsilon_{n} z\right)-\varphi(x)}{\varepsilon_{n}} d z d x .
\end{aligned}
$$

Having in mind (3.21), it follows that

$$
\lim _{n \rightarrow \infty} I_{n}^{1} \geq \frac{C_{J, 1}}{2} \int_{\Omega} \int_{\Omega} J(z) \varphi(x)|z \cdot D u|=\int_{\Omega} \varphi|D u| .
$$

On the other hand, since

$$
u_{\varepsilon_{n}} \rightarrow u \quad \text { strongly in } L^{1}(\Omega),
$$

by (3.22), we get

$$
\lim _{n \rightarrow \infty} I_{n}^{2}=\frac{C_{J, 1}}{2} \int_{\Omega} \int_{\mathbb{R}^{N}} u(x) \Lambda(x, z) z \cdot \nabla \varphi(x) d z d x=\int_{\Omega} u(x) \zeta(x) \cdot \nabla \varphi(x) d x .
$$

Therefore, taking $n \rightarrow+\infty$ in (3.28), we obtain

$$
\begin{equation*}
\int_{\Omega} \varphi|D u|+\int_{\Omega} u(x) \zeta(x) \cdot \nabla \varphi(x) d x \leq \int_{\Omega}(\phi(x)-u(x)) u(x) \varphi(x) d x . \tag{3.29}
\end{equation*}
$$

By Green's formula,

$$
\begin{aligned}
\int_{\Omega}(\phi(x)-u(x)) u(x) \varphi(x) d x & =-\int_{\Omega} \operatorname{div}(\zeta) u \varphi d x=\int_{\Omega}(\zeta, D(\varphi u)) \\
& =\int_{\Omega} \varphi(\zeta, D u)+\int_{\Omega} u(x) \zeta(x) \cdot \nabla \varphi(x) d x .
\end{aligned}
$$

Since $|(\zeta, D u)| \leq|D u|$, the last identity and (3.29) give (3.26).
Finally, we show that (3.27) holds. We take $w_{m} \in W^{1,1}(\Omega) \cap C(\Omega)$ such that $w_{m}=\tilde{\psi} \mathcal{H}^{N-1}$-a.e. on $\partial \Omega$, and $w_{m} \rightarrow u$ in $L^{1}(\Omega)$. Taking $v=v_{m, n}:=\left(u_{\varepsilon_{n}}\right)_{\psi}-\left(w_{m}\right)_{\psi}$ in (3.16), we get

$$
\begin{align*}
& \int_{\Omega}\left(\phi(x)-u_{\varepsilon_{n}}(x)\right)\left(u_{\varepsilon_{n}}(x)-w_{m}(x)\right) d x \\
& =-\frac{C_{J, 1}}{\varepsilon_{n}{ }^{1+N}} \int_{\Omega_{J}} \int_{\Omega_{J}} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y) v_{m, n}(x) d y d x  \tag{3.30}\\
& =\frac{C_{J, 1}}{2 \varepsilon_{n}^{1+N}} \int_{\Omega_{J}} \int_{\Omega_{J}} J\left(\frac{x-y}{\varepsilon_{n}}\right) g_{\varepsilon_{n}}(x, y)\left(v_{m, n}(x)-v_{m, n}(x)\right) d y d x \\
& =H_{n}^{1}+H_{m, n}^{1},
\end{align*}
$$

where

$$
H_{n}^{1}=\frac{C_{J, 1}}{2} \int_{\Omega_{J}} \int_{\mathbb{R}^{N}} J(z) \chi_{\Omega_{J}}\left(x+\varepsilon_{n} z\right)\left|\frac{\left(u_{\varepsilon_{n}}\right) \psi\left(x+\varepsilon_{n} z\right)-\left(u_{\varepsilon_{n}}\right) \psi(x)}{\varepsilon_{n}}\right| d z d x
$$

and

$$
\begin{aligned}
& H_{m, n}^{2}=-\frac{C_{J, 1}}{2} \int_{\Omega_{J}} \int_{\mathbb{R}^{N}} J(z) \chi_{\Omega_{J}}\left(x+\varepsilon_{n} z\right) \bar{g}_{\varepsilon_{n}}\left(x, x+\varepsilon_{n} z\right) \\
& \times \frac{\left(w_{m}\right)_{\psi}\left(x+\varepsilon_{n} z\right)-\left(w_{m}\right)_{\psi}(x)}{\varepsilon_{n}} d z d x .
\end{aligned}
$$

Arguing as before,

$$
\lim _{n \rightarrow \infty} H_{n}^{1} \geq \int_{\Omega_{J}}\left|D u_{\psi}\right|=\int_{\Omega}|D u|+\int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1}+\int_{\Omega_{J} \backslash \bar{\Omega}}|\nabla \psi| .
$$

On the other hand, since $\left(w_{m}\right)_{\psi} \in W^{1,1}\left(\Omega_{J}\right)$, by (3.22),
$\lim _{n \rightarrow \infty} H_{m, n}^{2}=-\frac{C_{J, 1}}{2} \int_{\Omega_{J}} \int_{\mathbb{R}^{N}} \Lambda(x, z) z \cdot \nabla\left(w_{m}\right)_{\psi}(x) d z d x=-\int_{\Omega_{J}} \zeta(x) \cdot \nabla\left(w_{m}\right)_{\psi}(x) d x$.
Consequently, taking $n \rightarrow \infty$ in (3.30), we get

$$
\begin{align*}
& \int_{\Omega}(\phi(x)-u(x))\left(u(x)-w_{m}(x)\right) d x \\
& \geq \int_{\Omega}|D u|+\int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1}+\int_{\Omega_{J} \backslash \bar{\Omega}}|\nabla \psi|-\int_{\Omega_{J}} \zeta(x) \cdot \nabla\left(w_{m}\right)_{\psi}(x) d x . \tag{3.31}
\end{align*}
$$

Now,

$$
\begin{aligned}
& -\int_{\Omega_{J}} \zeta(x) \cdot \nabla\left(w_{m}\right)_{\psi}(x) d x=-\int_{\Omega} \zeta(x) \cdot \nabla w_{m}(x) d x-\int_{\Omega_{J} \backslash \bar{\Omega}} \zeta(x) \cdot \nabla \psi(x) d x \\
& =\int_{\Omega} \operatorname{div} \zeta(x) w_{m}(x) d x-\int_{\partial \Omega}[\zeta, \nu] \tilde{\psi} d \mathcal{H}^{N-1}-\int_{\Omega_{J} \backslash \bar{\Omega}} \zeta(x) \cdot \nabla \psi(x) d x .
\end{aligned}
$$

Since

$$
\int_{\Omega_{J} \backslash \bar{\Omega}}|\nabla \psi|-\int_{\Omega_{J} \backslash \bar{\Omega}} \zeta(x) \cdot \nabla \psi(x) d x \geq 0,
$$

from (3.31), we have

$$
\begin{aligned}
& \int_{\Omega}(\phi(x)-u(x))\left(u(x)-w_{m}(x)\right) d x \\
& \quad \geq \int_{\Omega}|D u|+\int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1}+\int_{\Omega} \operatorname{div} \zeta(x) w_{m}(x) d x-\int_{\partial \Omega}[\zeta, \nu] \tilde{\psi} d \mathcal{H}^{N-1} .
\end{aligned}
$$

Letting $m \rightarrow \infty$, and using Green's formula, we deduce

$$
\begin{gathered}
0 \geq \int_{\Omega}|D u|+\int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1}+\int_{\Omega} \operatorname{div} \zeta(x) u(x) d x-\int_{\partial \Omega}[\zeta, \nu] \tilde{\psi} d \mathcal{H}^{N-1} \\
=\int_{\Omega}|D u|+\int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1}-\int_{\Omega}(\zeta, D u)+\int_{\partial \Omega}[\zeta, \nu] u d \mathcal{H}^{N-1} \\
-\int_{\partial \Omega}[\zeta, \nu] \tilde{\psi} d \mathcal{H}^{N-1} .
\end{gathered}
$$

By (3.26), we obtain

$$
\int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1} \leq \int_{\partial \Omega}[\zeta, \nu](\tilde{\psi}-u) d \mathcal{H}^{N-1} \leq \int_{\partial \Omega}|u-\tilde{\psi}| d \mathcal{H}^{N-1} .
$$

Therefore,

$$
[\zeta, \nu] \in \operatorname{sign}(\tilde{\psi}-u) \quad \mathcal{H}^{N-1}-\text { a.e. on } \partial \Omega,
$$

and the proof is finished.
From the above Proposition, by standard results of the Nonlinear Semigroup Theory (see, [19] or [15]), we obtain Theorem 1.6.

## 4. Limit as $p \rightarrow+\infty$. A model for sandpiles.

4.1. A model for sandpiles. Let sand be poured out onto a rigid surface, $y=u_{0}(x)$, given in a bounded open subset $\Omega$ of $\mathbb{R}^{2}$ with Lipschitz boundary $\partial \Omega$. If the support boundary is open and we assume that the angle of stability is equal to $\frac{\pi}{4}$, a model for pile surface evolution was proposed by Prigozhin [35] as

$$
\begin{equation*}
\partial_{t} u+\operatorname{div} \mathbf{q}=f,\left.\quad u\right|_{t=0}=u_{0},\left.\quad u\right|_{\partial \Omega}=\left.u_{0}\right|_{\partial \Omega} \tag{4.1}
\end{equation*}
$$

where $u(t, x)$ is the unknown pile surface, $f(t, x) \geq 0$ is the given source density, and $\mathbf{q}(t, x)$ is the unknown horizontal projection of the flux of sand pouring down the pile surface. If the support has no slopes steeper than the sand angle of repose, $\left\|\nabla u_{0}\right\|_{\infty} \leq 1$, Prigozhin ([35], see also [10], [29], and the references therein) proposed to take $\mathbf{q}=-m \nabla u$, where $m \geq 0$ is the Lagrange multiplier related to the constraint $\|\nabla u\|_{\infty} \leq 1$ and satisfies $m\left(\|\nabla u\|^{2}-1\right)=0$ and reformulated this model as the following variational inequality:

$$
\left\{\begin{array}{l}
\left.f(t, \cdot)-u_{t}(t) \in \partial I_{K\left(u_{0}\right)}(u(t)), \quad \text { a.e. } t \in\right] 0, T[,  \tag{4.2}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

where

$$
K\left(u_{0}\right):=\left\{v \in W^{1, \infty}(\Omega):\|\nabla v\|_{\infty} \leq 1,\left.v\right|_{\partial \Omega}=\left.u_{0}\right|_{\partial \Omega}\right\}
$$

Our aim is to approximate the Prigozhin model for the sandpile by a nonlocal model (Theorem 1.8) obtained as the limit as $p \rightarrow+\infty$ of the nonlocal $p$-Laplacian problem with Dirichlet boundary condition (Theorem 1.7).

To identify the limit as $p \rightarrow+\infty$ of the solutions $u_{p}$ of problem $P_{p}^{J}\left(u_{0}, \psi\right)$ we will use the methods of convex analysis, and so we first recall some terminology (see [30], [17], and [8]). If $H$ is a real Hilbert space with inner product (, ) and $\Psi$ : $H \rightarrow(-\infty,+\infty]$ is convex, then the subdifferential of $\Psi$ is defined as the multivalued operator $\partial \Psi$ given by

$$
v \in \partial \Psi(u) \Longleftrightarrow \Psi(w)-\Psi(u) \geq(v, w-u) \quad \forall w \in H
$$

The epigraph of $\Psi$ is defined by $\operatorname{Epi}(\Psi)=\{(u, \lambda) \in H \times \mathbb{R}: \lambda \geq \Psi(u)\}$.
Given $K$ a closed convex subset of $H$, the indicator function of $K$ is defined by

$$
I_{K}(u)= \begin{cases}0 & \text { if } u \in K \\ +\infty & \text { if } u \notin K\end{cases}
$$

Then it is easy to see that the subdifferential is characterized as follows:

$$
v \in \partial I_{K}(u) \Longleftrightarrow u \in K \quad \text { and } \quad(v, w-u) \leq 0 \quad \forall w \in K
$$

In case the convex functional $\Psi: H \rightarrow(-\infty,+\infty]$ is proper, lower-semicontinuous, and $\min \Psi=0$, it is well known (see [17]) that the abstract Cauchy problem

$$
\left\{\begin{array}{l}
\left.u^{\prime}(t)+\partial \Psi(u(t)) \ni f(t), \quad \text { a.e. } t \in\right] 0, T[ \\
u(0)=u_{0}
\end{array}\right.
$$

has a unique strong solution for any $f \in L^{2}(0, T ; H)$ and $u_{0} \in \overline{D(\partial \Psi)}$.

The following convergence was studied by Mosco in [34] (see [8]). Suppose $X$ is a metric space and $A_{n} \subset X$. We define

$$
\liminf _{n \rightarrow \infty} A_{n}=\left\{x \in X: \exists x_{n} \in A_{n}, x_{n} \rightarrow x\right\}
$$

and

$$
\limsup _{n \rightarrow \infty} A_{n}=\left\{x \in X: \exists x_{n_{k}} \in A_{n_{k}}, x_{n_{k}} \rightarrow x\right\}
$$

In the case $X$ is a normed space, we note by $s-\lim$ and $w-\lim$ the above limits associated, respectively, to the strong and to the weak topology of $X$.

Given a sequence $\Psi_{n}, \Psi: H \rightarrow(-\infty,+\infty]$ of convex lower-semicontinuous functionals, we say that $\Psi_{n}$ converges to $\Psi$ in the sense of Mosco if

$$
\begin{equation*}
w-\limsup _{n \rightarrow \infty} \operatorname{Epi}\left(\Psi_{n}\right) \subset \operatorname{Epi}(\Psi) \subset s-\liminf _{n \rightarrow \infty} \operatorname{Epi}\left(\Psi_{n}\right) \tag{4.3}
\end{equation*}
$$

It is easy to see that (4.3) is equivalent to the two following conditions:

$$
\begin{equation*}
\forall u \in D(\Psi) \exists u_{n} \in D\left(\Psi_{n}\right): u_{n} \rightarrow u \text { and } \Psi(u) \geq \limsup _{n \rightarrow \infty} \Psi_{n}\left(u_{n}\right) \tag{4.4}
\end{equation*}
$$

for every subsequence $n_{k}$, when $u_{k} \rightharpoonup u$, it holds $\Psi(u) \leq \liminf _{k} \Psi_{n_{k}}\left(u_{k}\right)$.
As a consequence of the results in [19] and [8] we can write the following result.
THEOREM 4.1. Let $\Psi_{n}, \Psi: H \rightarrow(-\infty,+\infty]$ convex lower-semicontinuous functionals. Then the following statements are equivalent.
(i) $\Psi_{n}$ converges to $\Psi$ in the sense of Mosco.
(ii) $\left(I+\lambda \partial \Psi_{n}\right)^{-1} u \rightarrow(I+\lambda \partial \Psi)^{-1} u, \quad \forall \lambda>0, u \in H$.

Moreover, any of these two conditions (i) or (ii) imply that
(iii) for every $u_{0} \in \overline{D(\partial \Psi)}$ and $u_{0, n} \in \overline{D\left(\partial \Psi_{n}\right)}$ such that $u_{0, n} \rightarrow u_{0}$, and every $f_{n}, f \in L^{2}(0, T ; H)$ with $f_{n} \rightarrow f$, if $u_{n}(t), u(t)$ are the strong solutions of the abstract Cauchy problems

$$
\left\{\begin{array}{l}
\left.u_{n}^{\prime}(t)+\partial \Psi_{n}\left(u_{n}(t)\right) \ni f_{n}, \quad \text { a.e. } t \in\right] 0, T[ \\
u_{n}(0)=u_{0, n}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left.u^{\prime}(t)+\partial \Psi(u(t)) \ni f, \quad \text { a.e. } t \in\right] 0, T[ \\
u(0)=u_{0}
\end{array}\right.
$$

respectively, then

$$
u_{n} \rightarrow u \quad \text { in } C([0, T]: H)
$$

4.2. Limit as $\boldsymbol{p} \rightarrow+\infty$. Let us consider the nonlocal p-Laplacian evolution problem with source

$$
P_{p}^{J}\left(u_{0}, \psi, f\right)\left\{\begin{array}{l}
u_{t}(t, x)=\int_{\Omega} J(x-y)|u(t, y)-u(t, x)|^{p-2}(u(t, y)-u(t, x)) d y+f(t, x) \\
\\
u(t, x)=\psi(x), \quad(t, x) \in] 0, T\left[\times\left(\Omega_{J} \backslash \bar{\Omega}\right),\right. \\
u(0, x)=u_{0}(x), \quad x \in \Omega
\end{array}\right.
$$

This problem is associated to the energy functional

$$
\begin{aligned}
G_{p, \psi}^{J}(u)= & \frac{1}{2 p} \int_{\Omega} \int_{\Omega} J(x-y)|u(y)-u(x)|^{p} d y d x \\
& +\frac{1}{p} \int_{\Omega} \int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(y)-u(x)|^{p} d y d x
\end{aligned}
$$

With a formal calculation, taking limit as $p \rightarrow+\infty$, we arrive to the functional

$$
G_{\infty, \psi}^{J}(u)= \begin{cases}0 & \text { if }|u(x)-u(y)| \leq 1, \text { for } x, y \in \bar{\Omega} \\ & \text { and }|\psi(y)-u(x)| \leq 1, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\ \text { with } x-y \in \operatorname{supp}(J) \\ +\infty & \text { in the other case. }\end{cases}
$$

Hence, if we define
we have that the functional $G_{\infty, \psi}^{J}$ is given by the indicator function of $K_{\infty, \psi}^{J}$; that is, $G_{\infty, \psi}^{J}=I_{K_{\infty, \psi}^{J}}$. Then, the nonlocal limit problem can be written as

$$
P_{\infty}^{J}\left(u_{0}, \psi, f\right) \quad\left\{\begin{array}{l}
\left.f(t, \cdot)-u_{t}(t) \in \partial I_{K_{\infty, \psi}^{J}}(u(t)), \quad \text { a.e. } t \in\right] 0, T[ \\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

Proof of Theorem 1.7. Let $T>0$. By Theorem 4.1, to prove the result it is enough to show that the functionals

$$
\begin{aligned}
& G_{p, \psi}^{J}(u)=\frac{1}{2 p} \int_{\Omega} \int_{\Omega} J(x-y)|u(y)-u(x)|^{p} d y d x \\
& \quad+\frac{1}{p} \int_{\Omega} \int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(y)-u(x)|^{p} d y d x
\end{aligned}
$$

converge to

$$
G_{\infty, \psi}^{J}(u)= \begin{cases}0 & \text { if }|u(x)-u(y)| \leq 1, \text { for } x, y \in \Omega \\ & \text { and }|\psi(y)-u(x)| \leq 1, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\ \text { with } x-y \in \operatorname{supp}(J) \\ +\infty & \text { in the other case }\end{cases}
$$

as $p \rightarrow+\infty$, in the sense of Mosco. First, let us check that

$$
\begin{equation*}
\operatorname{Epi}\left(G_{\infty, \psi}^{J}\right) \subset s-\liminf _{p \rightarrow+\infty} \operatorname{Epi}\left(G_{p, \psi}^{J}\right) \tag{4.6}
\end{equation*}
$$

To this end let $(u, \lambda) \in \operatorname{Epi}\left(G_{\infty, \psi}^{J}\right)$. We can assume that $u \in K_{\infty, \psi}^{J}$ and $\lambda \geq 0$ (as $\left.G_{\infty, \psi}^{J}(u)=0\right)$. Now take

$$
\begin{equation*}
v_{p}=u \quad \text { and } \quad \lambda_{p}=G_{p, \psi}^{J}(u)+\lambda \tag{4.7}
\end{equation*}
$$

Then, as $\lambda \geq 0$ we have $\left(v_{p}, \lambda_{p}\right) \in \operatorname{Epi}\left(G_{p, \psi}^{J}\right)$. Obviously, $v_{p}=u \rightarrow u$ in $L^{2}(\Omega)$, and as $u \in K_{\infty, \psi}^{J}$,

$$
\begin{aligned}
G_{p, \psi}^{J}(u)= & \frac{1}{2 p} \int_{\Omega} \int_{\Omega} J(x-y)|u(y)-u(x)|^{p} d y d x \\
& +\frac{1}{p} \int_{\Omega} \int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)|\psi(y)-u(x)|^{p} d y d x \\
\leq & \frac{1}{2 p} \int_{\Omega} \int_{\Omega} J(x-y) d y d x+\frac{1}{p} \int_{\Omega} \int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y) d y d x \rightarrow 0
\end{aligned}
$$

as $p \rightarrow+\infty$. Therefore, we get (4.6). Finally, let us prove that

$$
\begin{equation*}
w-\limsup _{p \rightarrow+\infty} \operatorname{Epi}\left(G_{p, \psi}^{J}\right) \subset \operatorname{Epi}\left(G_{\infty, \psi}^{J}\right) \tag{4.8}
\end{equation*}
$$

To this end, let us consider a sequence $\left(u_{p_{j}}, \lambda_{p_{j}}\right) \in \operatorname{Epi}\left(G_{p_{j}, \psi}^{J}\right)$; that is, $G_{p_{j}, \psi}^{J}\left(u_{p_{j}}\right) \leq$ $\lambda_{p_{j}}$, with

$$
u_{p_{j}} \rightharpoonup u, \quad \text { and } \quad \lambda_{p_{j}} \rightarrow \lambda
$$

Since, $0 \leq G_{p_{j}, \psi}^{J}\left(u_{p_{j}}\right) \leq \lambda_{p_{j}} \rightarrow \lambda, 0 \leq \lambda$. On the other hand, we have that there exists a constant $C>0$ such that

$$
\begin{aligned}
\left(p_{j} C\right)^{1 / p_{j}} \geq\left(p_{j} G_{p, \psi}^{J}\left(u_{p_{j}}\right)\right)^{1 / p_{j}} & =\left(\frac{1}{2} \int_{\Omega} \int_{\Omega} J(x-y)\left|u_{p_{j}}(y)-u_{p_{j}}(x)\right|^{p_{j}} d y d x\right. \\
& \left.+\int_{\Omega} \int_{\Omega_{J} \backslash \bar{\Omega}} J(x-y)\left|\psi(y)-u_{p_{j}}(x)\right|^{p_{j}} d y d x\right)^{1 / p_{j}}
\end{aligned}
$$

Then, by the above inequality,

$$
\begin{aligned}
& \left(\int_{\Omega} \int_{\Omega} J(x-y)\left|u_{p_{j}}(y)-u_{p_{j}}(x)\right|^{q} d y d x\right)^{1 / q} \\
& \quad \leq\left(\int_{\Omega} \int_{\Omega} J(x-y) d y d x\right)^{\left(p_{j}-q\right) / p_{j} q} \\
& \quad \times\left(\int_{\Omega} \int_{\Omega} J(x-y)\left|u_{p_{j}}(y)-u_{p_{j}}(x)\right|^{p_{j}} d y d x\right)^{1 / p_{j}} \\
& \quad \leq\left(\int_{\Omega} \int_{\Omega} J(x-y) d y d x\right)^{\left(p_{j}-q\right) / p_{j} q}\left(C p_{j}\right)^{1 / p_{j}} .
\end{aligned}
$$

Hence, we can extract a subsequence (if necessary) and let $p_{j} \rightarrow+\infty$ to obtain

$$
\left(\int_{\Omega} \int_{\Omega} J(x-y)|u(y)-u(x)|^{q} d y d x\right)^{1 / q} \leq\left(\int_{\Omega} \int_{\Omega} J(x-y) d y d x\right)^{1 / q}
$$

Now, just taking $q \rightarrow+\infty$, we get

$$
|u(x)-u(y)| \leq 1 \quad \text { a.e. }(x, y) \in \Omega \times \Omega, x-y \in \operatorname{supp}(J)
$$

With a similar argument we obtain

$$
|u(x)-\psi(y)| \leq 1 \quad \text { a.e. } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega}, \text { with } x-y \in \operatorname{supp}(J) .
$$

Hence, we conclude that $u \in K_{\infty, \psi}^{J}$. This ends the proof.
4.3. Rescaling. We will assume now that $\Omega$ is convex and $\psi$ verifies $\|\nabla \psi\|_{\infty} \leq 1$. For $\varepsilon>0$, we rescale the functional $G_{\infty, \psi}^{J}$ as follows:

$$
G_{\infty, \psi}^{\varepsilon}(u)= \begin{cases}0 & \text { if }|u(x)-u(y)| \leq \varepsilon, \text { for } x, y \in \Omega \\ & \text { and }|\psi(y)-u(x)| \leq \varepsilon, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\ \text { with }|x-y| \leq \varepsilon \\ +\infty & \text { in the other case }\end{cases}
$$

In other words, $G_{\infty, \psi}^{\varepsilon}=I_{K_{\infty, \psi}^{\varepsilon}}$, where

$$
K_{\infty, \psi}^{\varepsilon}:=\left\{\begin{array}{ll} 
& |u(x)-u(y)| \leq \varepsilon, x, y \in \Omega \\
u \in L^{2}(\Omega): \quad \text { and }|\psi(y)-u(x)| \leq \varepsilon, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega} \\
& \text { with }|x-y| \leq \varepsilon
\end{array}\right\}
$$

Consider the gradient flow associated to the functional $G_{\infty, \psi}^{\varepsilon}$

$$
P_{\infty}^{\varepsilon}\left(u_{0}, \psi, f\right) \quad \begin{cases}f(t, \cdot)-u_{t}(t, \cdot) \in \partial I_{K_{\infty, \psi}^{\varepsilon}}(u(t)), & \text { a.e. } t \in] 0, T[ \\ u(0, x)=u_{0}(x), & \text { in } \Omega\end{cases}
$$

and the problem

$$
P_{\infty}\left(u_{0}, \psi, f\right) \quad \begin{cases}f(t, \cdot)-u_{\infty, t} \in \partial I_{K_{\psi}}\left(u_{\infty}\right), & \text { a.e. } t \in] 0, T[, \\ u_{\infty}(0, x)=u_{0}(x), & \text { in } \Omega,\end{cases}
$$

where

$$
K_{\psi}:=\left\{u \in W^{1, \infty}(\Omega):\|\nabla u\|_{\infty} \leq 1,\left.u\right|_{\partial \Omega}=\left.\psi\right|_{\partial \Omega}\right\}
$$

Observe that if $u \in K_{\psi},\|\nabla u\|_{\infty} \leq 1$. Then, since $\|\nabla \psi\|_{\infty} \leq 1$ and $\Omega$ is convex, we have $|u(x)-u(y)| \leq|x-y|$ and $|u(x)-\psi(y)| \leq|x-y|$, from where it follows that $u \in K_{\infty, \psi}^{\varepsilon}$, that is, $K_{\psi} \subset K_{\infty, \psi}^{\varepsilon}$.

With all these definitions and notations, we can proceed with the limit as $\varepsilon \rightarrow 0$ for the sandpile model $(p=+\infty)$.

Proof of Theorem 1.8. Since $u_{0} \in K_{\psi}, u_{0} \in K_{\infty, \psi}^{\varepsilon}$ for all $\varepsilon>0$. Again we are using that $\|\nabla \psi\|_{\infty} \leq 1$. Consequently, there exists $u_{\infty, \varepsilon}$ the unique solution of $P_{\infty}^{\varepsilon}\left(u_{0}, \psi, f\right)$.

By Theorem 4.1, to prove the result it is enough to show that $I_{K_{\infty, \psi}^{\varepsilon}}$ converges to $I_{K_{\psi}}$ in the sense of Mosco. Using that $\|\nabla \psi\|_{\infty} \leq 1$ it is easy to obtain that

$$
\begin{equation*}
K_{\infty, \psi}^{\varepsilon_{1}} \subset K_{\infty, \psi}^{\varepsilon_{2}}, \quad \text { if } \quad \varepsilon_{1} \leq \varepsilon_{2} \tag{4.9}
\end{equation*}
$$

Since $K_{\psi} \subset K_{\infty, \psi}^{\varepsilon}$ for all $\varepsilon>0$, we have

$$
K_{\psi} \subset \bigcap_{\varepsilon>0} K_{\infty, \psi}^{\varepsilon}
$$

On the other hand, if

$$
u \in \bigcap_{\varepsilon>0} K_{\infty, \psi}^{\varepsilon},
$$

we have

$$
|u(y)-u(x)| \leq|y-x|, \quad \text { a.e. } x, y \in \Omega,
$$

and moreover

$$
|u(y)-\psi(x)| \leq|y-x|, \quad \text { a.e. } x \in \Omega_{J} \backslash \bar{\Omega}, y \in \Omega,
$$

from where it follows that $u \in K_{\psi}$. Therefore, we have

$$
\begin{equation*}
K_{\psi}=\bigcap_{\varepsilon>0} K_{\infty, \psi}^{\varepsilon} . \tag{4.10}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\operatorname{Epi}\left(I_{K_{\psi}}\right)=K_{\psi} \times\left[0, \infty\left[, \quad \operatorname{Epi}\left(I_{K_{\infty, \psi}^{\varepsilon}}\right)=K_{\infty, \psi}^{\varepsilon} \times[0, \infty[\forall \varepsilon>0 .\right.\right. \tag{4.11}
\end{equation*}
$$

By (4.10) and (4.11),

$$
\begin{equation*}
\operatorname{Epi}\left(I_{K_{\psi}}\right) \subset s-\liminf _{\varepsilon \rightarrow 0} \operatorname{Epi}\left(I_{K_{\infty, \psi}^{\varepsilon}}\right) . \tag{4.12}
\end{equation*}
$$

On the other hand, given $(u, \lambda) \in w-\lim \sup _{\varepsilon \rightarrow 0} \operatorname{Epi}\left(I_{K_{\infty}^{\varepsilon}, \psi}\right)$ there exists $\left(u_{\varepsilon_{k}}, \lambda_{k}\right) \in$ $K_{\varepsilon_{k}, \psi} \times\left[0, \infty\left[\right.\right.$, such that $\varepsilon_{k} \rightarrow 0$ and

$$
u_{\varepsilon_{k}} \rightharpoonup u \quad \text { in } L^{2}(\Omega), \quad \lambda_{k} \rightarrow \lambda \text { in } \mathbb{R}
$$

By (4.9), given $\varepsilon>0$, there exists $k_{0}$, such that $u_{\varepsilon_{k}} \in K_{\infty, \psi}^{\varepsilon}$ for all $k \geq k_{0}$. Then, since $K_{\infty, \psi}^{\varepsilon}$ is a closed convex set, we get $u \in K_{\infty, \psi}^{\varepsilon}$, and, by (4.10), we obtain that $u \in K_{0}$. Consequently,

$$
\begin{equation*}
w-\limsup _{n \rightarrow \infty} \operatorname{Epi}\left(I_{K_{\infty}^{e}, \psi}\right) \subset \operatorname{Epi}\left(I_{K_{\psi}}\right) . \tag{4.13}
\end{equation*}
$$

Finally, by (4.12), (4.13), and having in mind (4.3), we obtain that $I_{K_{\infty, \psi}^{e}}$ converges to $I_{K_{\psi}}$ in the sense of Mosco.
4.4. Explicit solutions. Our goal now is to show some explicit examples that illustrate the behavior of the solutions when $p=+\infty$.

Remark 4.2. There is a natural upper bound (and of course also a natural lower bound) for the solutions with boundary datum $\psi$ outside $\Omega$ (regardless the source term $f$ ). Indeed, given a bounded domain $\Omega \subset \mathbb{R}^{N}$ let us define inductively

$$
\Omega_{1}=\left\{x \in \Omega:|x-y|<1 \text { for some } y \in \Omega_{J} \backslash \bar{\Omega}\right\}
$$

and, for $j \geq 2$,

$$
\Omega_{j}=\left\{x \in \Omega \backslash \cup_{i=1}^{j-1} \Omega_{i}:|x-y|<1 \text { for some } y \in \Omega_{j-1}\right\} .
$$

Then, since $u(t) \in K_{\infty, \psi}^{J}$ we must have

$$
u(t, x) \leq \psi(y)+1 \quad \text { if }|x-y| \leq 1, x \in \Omega_{1}, y \in \Omega_{J} \backslash \bar{\Omega},
$$

and for any $j \geq 2$

$$
u(t, x) \leq u(t, y)+1 \quad \text { if } \quad|x-y| \leq 1, x \in \Omega_{j}, y \in \Omega_{j-1} \backslash \Omega_{j} .
$$

Therefore we have an upper bound for $u(t, x)$ in the whole $\Omega$,

$$
u(t, x) \leq \Psi_{1}(x)
$$

where $\Psi_{1}$ is defined by the inductive formula,

$$
\Psi_{1}(x)=\max \left\{\psi(y)+1: y \in \Omega_{J} \backslash \bar{\Omega},|x-y| \leq 1\right\}, \text { for } x \in \Omega_{1}
$$

and

$$
\Psi_{1}(x)=\max \left\{\Psi_{1}(y)+1: y \in \Omega_{j-1},|x-y| \leq 1\right\}, \text { for } x \in \Omega_{j}, \text { if } j \geq 2
$$

Analogously, we can obtain a lower bound for $u(t, x)$,

$$
u(t, x) \geq \Phi_{1}(x)
$$

where $\Phi_{1}$ is defined by the inductive formula,

$$
\Phi_{1}(x)=\min \left\{\psi(y)-1: y \in \Omega_{J} \backslash \bar{\Omega},|x-y| \leq 1\right\}, \text { for } x \in \Omega_{1}
$$

and

$$
\Phi_{1}(x)=\min \left\{\Phi_{1}(y)-1: y \in \Omega_{j-1},|x-y| \leq 1\right\}, \text { for } x \in \Omega_{j}, \text { if } j \geq 2
$$

With this remark in mind we show some explicit examples of solutions to

$$
P_{\infty}^{J}\left(u_{0}, \psi, f\right) \quad \begin{cases}f(t, x)-u_{t}(t, x) \in \partial G_{\infty, \psi}^{J}(u(t)), & \text { a.e. } t \in] 0, T[ \\ u(0, x)=u_{0}(x), & \text { in } \Omega\end{cases}
$$

where

$$
G_{\infty, \psi}^{J}(u)= \begin{cases}0 & \text { if } u \in L^{2}(\Omega),|u(x)-u(y)| \leq 1, \text { for } x, y \in \Omega,|x-y| \leq 1 \\ & \text { and }|u(x)-\psi(y)| \leq 1, \text { for } x \in \Omega, y \in \Omega_{J} \backslash \bar{\Omega},|x-y| \leq 1 \\ +\infty & \text { in the other case }\end{cases}
$$

In order to verify that a function $u(t, x)$ is a solution to $P_{\infty}^{J}\left(u_{0}, \psi, f\right)$, we need to check that

$$
\begin{equation*}
G_{\infty, \psi}^{J}(v) \geq G_{\infty, \psi}^{J}(u)+\left\langle f-u_{t}, v-u\right\rangle, \quad \text { for all } v \in L^{2}(\Omega) \tag{4.14}
\end{equation*}
$$

To this end we can assume that $v \in K_{\infty, \psi}^{J}$ (otherwise $G_{\infty, \psi}^{J}(v)=+\infty$ and then (4.14) becomes trivial). Therefore, we need to check that

$$
\begin{equation*}
u(t, \cdot) \in K_{\infty, \psi}^{J} \tag{4.15}
\end{equation*}
$$

and, by (4.14), that

$$
\begin{equation*}
\int_{\Omega}\left(f(t, x)-u_{t}(t, x)\right)(v(x)-u(t, x)) d x \leq 0 \tag{4.16}
\end{equation*}
$$

for every $v \in K_{\infty, \psi}^{J}$.
Example 1. Let us consider a nonnegative source $f$ and as initial condition the upper bound defined in the previous remark, $u_{0}(x)=\Psi_{1}(x)$. Then the solution to $P_{\infty}^{J}\left(u_{0}, \psi, f\right)$ is given by

$$
u(t, x) \equiv \Psi_{1}(x)
$$

for every $t>0$. Indeed, $\Psi_{1}(x) \in K_{\infty, \psi}^{J}$ and for every $v \in K_{\infty, \psi}^{J}$ we have that $v(x) \leq \Psi_{1}(x)$, and therefore

$$
\int_{\Omega}\left(f(t, x)-u_{t}(t, x)\right)(v(x)-u(t, x)) d x=\int_{\Omega} f(t, x)\left(v(x)-\Psi_{1}(x)\right) d x \leq 0
$$

as we have to show.
In general, given a nonnegative source $f$ supported in $D \subset \Omega$, any initial condition $u_{0} \in K_{\infty, \psi}^{J}$ that verifies $u_{0}(x)=\Psi_{1}(x)$ in $D$ produces a stationary solution $u(t, x) \equiv$ $u_{0}(x)$.

Analogously, it can be shown that $u(t, x) \equiv \Phi_{1}(x)$ when $u_{0}(x)=\Phi_{1}(x)$ and $f(t, x) \leq 0$.

Example 2. Now, let us assume that we are in an interval $\Omega=(-L, L), \psi=0$, $\varepsilon=L / n, n \in \mathbf{N}, u_{0}=0$ which belongs to $K_{\varepsilon, 0}$, and the source $f$ is an approximation of a delta function,

$$
f(t, x)=f_{\eta}(t, x)=\frac{1}{\eta} \chi_{\left[-\frac{\eta}{2}, \frac{\eta}{2}\right]}(x), \quad 0<\eta \leq 2 \varepsilon
$$

Using the same ideas of [6], it is easy to verify the following general formula that describes the solution of $P_{\infty}^{\varepsilon}\left(u_{0}, \psi, f\right)$ for every $t \geq 0$. For any given integer $l \geq 0$ we have

$$
u(t, x)= \begin{cases}l \varepsilon+k_{l}\left(t-t_{l}\right), & x \in\left[-\frac{\eta}{2}, \frac{\eta}{2}\right], \\ (l-1) \varepsilon+k_{l}\left(t-t_{l}\right), & x \in\left[-\frac{\eta}{2}-\varepsilon, \frac{\eta}{2}+\varepsilon\right] \backslash\left[-\frac{\eta}{2}, \frac{\eta}{2}\right], \\ \ldots & x \in\left[-\frac{\eta}{2}-l \varepsilon, \frac{\eta}{2}+l \varepsilon\right] \backslash\left[-\frac{\eta}{2}-(l-1) \varepsilon, \frac{\eta}{2}+(l-1) \varepsilon\right], \\ k_{l}\left(t-t_{l}\right), & x \notin\left[-\frac{\eta}{2}-l \varepsilon, \frac{\eta}{2}+l \varepsilon\right],\end{cases}
$$

for $t \in\left[t_{l}, t_{l+1}\right)$, where

$$
k_{l}=\frac{1}{2 l \varepsilon+\eta} \quad \text { and } \quad t_{l+1}=t_{l}+\frac{\varepsilon}{k_{l}}, \quad t_{0}=0
$$

This general formula is valid until the time at which the solution verifies $u(t, x)=$ $\Psi_{\varepsilon}(x)$ for $x \in\left[-\frac{\eta}{2}, \frac{\eta}{2}\right]$ (the support of $f$ ), that is, until $T=t_{l^{*}+1}$, where
$l^{*}$ is the first $l$ such that $l \varepsilon+k_{l}\left(t_{l+1}-t_{l}\right)=\Psi_{\varepsilon}(0)$
and

$$
\Psi_{\varepsilon} \text { is the natural upper bound defined in Remark } 4.2
$$

for the corresponding rescaled kernel. Observe that for this $l^{*}, \frac{\eta}{2}+l^{*} \varepsilon \leq L$. From that time on the solution is stationary, that is, $u(t, x)=u(T, x)$ for all $t>T$.

From the above formula, taking limits as $\eta \rightarrow 0$, we get that the expected solution to $P_{\infty}^{\varepsilon}\left(u_{0}, \psi, \delta_{0}\right)$ is given, for any given integer $l \geq 1$, by

$$
u(t, x)= \begin{cases}(l-1) \varepsilon+k_{l}\left(t-t_{l}\right), & x \in[-\varepsilon, \varepsilon]  \tag{4.17}\\ (l-2) \varepsilon+k_{l}\left(t-t_{l}\right), & x \in[-2 \varepsilon, 2 \varepsilon] \backslash[-\varepsilon, \varepsilon] \\ \cdots & x \in[-l \varepsilon, l \varepsilon] \backslash[-(l-1) \varepsilon,(l-1) \varepsilon] \\ k_{l}\left(t-t_{l}\right), & x \notin[-l \varepsilon, l \varepsilon] \\ 0, & \end{cases}
$$

for $t \in\left[t_{l}, t_{l+1}\right)$, where $k_{l}=\frac{1}{2 l \varepsilon}, t_{l+1}=t_{l}+\frac{\varepsilon}{k_{l}}, t_{1}=0$, until $T=t_{l^{*}+1}$, where
$l^{*}$ is the first $l$ such that $l \varepsilon+k_{l}\left(t_{l+1}-t_{l}\right)=\Psi_{\varepsilon}(0)$.
And from that time on the solution is stationary, that is, $u(t, x)=u(T, x)$ for all $t>T$.

Remark that, since the space of functions $K_{\infty, \psi}^{\varepsilon}$ is not contained into $C(\mathbb{R})$, the formulation (4.16) with $f=\delta_{0}$ does not make sense. Hence the function $u(t, x)$ described by (4.17) is to be understood as a generalized solution to $P_{\infty}^{\varepsilon}\left(u_{0}, \psi, \delta_{0}\right)$ (it is obtained as a limit of solutions to approximating problems).

Note that the function $u(T, x)$ is a "regular and symmetric pyramid" composed by squares of side $\varepsilon$ which is one step below the upper profile $\Psi_{\varepsilon}$.

Recovering the sandpile model as $\varepsilon \rightarrow \mathbf{0}$. Now, to recover the sandpile model, take the limit as $\varepsilon \rightarrow 0$ in the previous example to get that $u(t, x) \rightarrow v(t, x)$, where

$$
v(t, x)=(l-|x|)^{+} \quad \text { for } t=l^{2}
$$

until the time at which $t=L^{2}$, and from that time the solution is stationary.
A similar argument shows that, for any $a \in(0, L)$, the generalized solution to $P_{\infty}^{\varepsilon}\left(0,0, \delta_{a}\right)$ converges as $\varepsilon \rightarrow 0$ to $v(t, x)$, where

$$
v(t, x)=(l-|x-a|)^{+} \quad \text { for } t=l^{2},
$$

until the time at which $t=(L-a)^{2}$, and from that time the solution is stationary.
These concrete examples illustrate the general convergence result in Theorem 1.8.
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#### Abstract

We consider a special case of the Patlak-Keller-Segel system in a disc, which arises in the modeling of chemotaxis phenomena. For a critical value of the total mass, the solutions are known to be global in time but with density becoming unbounded, leading to a phenomenon of massconcentration in infinite time. We establish the precise grow-up rate and obtain refined asymptotic estimates of the solutions. Unlike in most of the similar, recently studied, grow-up problems, the rate is neither polynomial nor exponential. In fact, the maximum of the density behaves like $e^{\sqrt{2 t}}$ for large time. In particular, our study provides a rigorous proof of a behavior suggested by Sire and Chavanis [Phys. Rev. $E(3), 66$ (2002), 046133] on the basis of formal arguments.
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## 1. Introduction.

1.1. The complete Patlak-Keller-Segel model. Out of the many mathematical models that have been proposed to deal with particular aspects of chemotaxis, that proposed by Patlak in 1953 (cf. [40]) and Keller and Segel in 1970 (cf. [32]) has received particular attention. The so-called (two-dimensional) Patlak-Keller-Segel model consists of two equations, describing the evolution of the population density $\rho(x, t)$ of bacteria and the concentration $c(x, t)$ of a chemical attracting substance in a bounded domain $\Omega \subset \mathbb{R}^{2}$ and in a time interval $[0, T]$ :

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =\nabla \cdot\left(D_{1} \nabla \rho-\chi \rho \nabla c\right),  \tag{1.1}\\
\theta \frac{\partial c}{\partial t} & =\Delta c-a c+\rho . \tag{1.2}
\end{align*}
$$

More precisely, the first equation describes the random (Brownian) diffusion of the population of cells, which is biased in the direction of a drift velocity, proportional to the gradient of the concentration of the chemoattractant. The diffusion coefficient is denoted by $D_{1}>0$, and the proportionality coefficient of the drift (mobility parameter) is denoted by $\chi>0$. According to the second equation, the chemoattractant, which is directly emitted by the cells, diffuses with a diffusion coefficient $D_{2}=1 / \theta>0$ on the substrate, while it is generated proportionally to the density of cells and at the same time is degraded with a rate equal to $a / \theta \geq 0$. In order for system (1.1)-(1.2) to be well posed, it should be supplemented with some initial conditions

$$
\begin{equation*}
\rho(x, 0)=\rho_{0}(x) \geq 0, \quad c(x, 0)=c_{0}(x) \geq 0 \tag{1.3}
\end{equation*}
$$

[^95]along with conditions on the boundary $\partial \Omega$. A natural boundary condition, since it guarantees the conservation of total mass, is the no-flux-type condition for $\rho$, namely,
\[

$$
\begin{equation*}
\frac{\partial \rho}{\partial \nu}-\rho \frac{\partial c}{\partial \nu}=0 \quad \text { on } \partial \Omega \tag{1.4}
\end{equation*}
$$

\]

where $\nu$ stands for the outer unit normal vector at $\partial \Omega$. As for $c$, a Dirichlet-type boundary condition is assumed, i.e.,

$$
\begin{equation*}
c=0 \quad \text { on } \partial \Omega \tag{1.5}
\end{equation*}
$$

cf. [7, 46]. Note that the parabolic system (1.1)-(1.2) preserves the nonnegativity of the initial conditions, i.e., $\rho, c \geq 0$ for $t>0$, which is also expected to be true for the physical problem. For simplicity, $D_{1}, \chi$ are considered to be constant and under suitable scaling can be taken as $D_{1}=\chi=1$.

In view of experimental facts, the coefficients $\theta$ and $a$ are assumed to be small, and a simplified form of the Patlak-Keller-Segel system is obtained (in fact, this corresponds to the case when the diffusion and production of $c$ are much faster than the dynamics of $\rho$ and the degradation of $c$ ). Namely, by considering the limiting case $\theta, a \rightarrow 0+$, the parabolic-parabolic system (1.1)-(1.5) is reduced to the ellipticparabolic system

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =\nabla \cdot(\nabla \rho-\rho \nabla c), \quad x \in \Omega, t \in(0, T)  \tag{1.6}\\
-\Delta c & =\rho, \quad x \in \Omega, t \in(0, T)  \tag{1.7}\\
\frac{\partial \rho}{\partial \nu}-\rho \frac{\partial c}{\partial \nu} & =0, \quad x \in \partial \Omega, t \in(0, T)  \tag{1.8}\\
c & =0, \quad x \in \partial \Omega, t \in(0, T)  \tag{1.9}\\
\rho(x, 0) & =\rho_{0}(x) \geq 0, \quad x \in \Omega \tag{1.10}
\end{align*}
$$

Note that in order for (1.6)-(1.10) to be well posed, only the initial data $\rho(x, 0)=$ $\rho_{0}(x)$ must be prescribed. Moreover, owing to the boundary condition (1.8), the total (mass) population of cells is conserved; that is,

$$
\|\rho(\cdot, t)\|_{1}=\left\|\rho_{0}\right\|_{1}=: \Lambda \quad \text { for } t>0
$$

For a more detailed analysis regarding the modeling as well as the behavior of solutions of chemotaxis systems, see the review papers [24, 28, 29] as well as the monograph [48]. Here, it should be noticed that system (1.6)-(1.10) is also known as the Smoluchowski-Poisson system and can describe the motion of the mean field of many self-gravitating particles $[13,1,2,7,46,49,50]$ or that of polymer molecules [16]. The behavior of the solution to (1.6)-(1.10) strongly depends on the parameter $\Lambda$. In fact, if $\Lambda>8 \pi$ and $\Omega=B(0, R), R>0$, then solutions of (1.6)-(1.10) blow up in a finite time $T^{*}\left(\rho_{0}\right)$; that is,

$$
\lim _{t \rightarrow T^{*}}\|\rho(\cdot, t)\|_{H^{1}}=\lim _{t \rightarrow T^{*}}\|\rho(\cdot, t)\|_{L^{p}}=\lim _{t \rightarrow T^{*}} \int_{\Omega}(\rho \log \rho)(x, t) d x=\infty
$$

for every $p>1$; see [9, Theorem 2(i)], [2, Theorem 2]. On the other hand, for $\Lambda<8 \pi$, all solutions of system (1.6)-(1.10) are global in time; cf. [7, Theorem 2 (iv)]. In the critical case $\Lambda=8 \pi$ an infinite-time blow-up (grow-up) occurs, i.e., $\|\rho(\cdot, t)\|_{\infty} \rightarrow \infty$ as $t \rightarrow \infty$; cf. [39, Theorem 3], [5, Proposition 3.2]. Finite- or infinite-time blow-up can
be accompanied by the occurrence of a $\delta$-function formation in the blow-up set (this represents the trend of populations to concentrate to form sporae) and is known in the literature as chemotactic collapse. This phenomenon was conjectured by Childress and Percus [14] and Nanjundiah [38] and was first verified, via matched asymptotics arguments, for a radially symmetric simplified Patlak-Keller-Segel system in [25]. A result regarding the infinite-time Dirac mass formation for $\rho$ can be found in [39], where some characterization of grow-up (mass-concentration) points together with more grow-up results for different types of boundary conditions are also obtained [39, Theorems 2 and 3]. For blow-up results concerning a variation of system (1.6)-(1.10) but with Neumann boundary conditions for both $\rho$ and $c$, see [30, 35, 3, 36, 44].
1.2. The simplified Patlak-Keller-Segel model in the radial case. In the case when $\Omega$ is the ball $B(0, R), R>0$, and the initial data $\rho_{0}(x)=\rho_{0}(r)$ is radially symmetric, the solution of system (1.6)-(1.10) is radially symmetric, i.e., $\rho(x, t)=\rho(r, t)$, with $r=|x|$. In this case the elliptic-parabolic system (1.6)-(1.10) can be greatly simplified. Namely, by introducing the cumulative mass distribution

$$
Q(r, t):=\int_{B(0, r)} \rho(x, t) d x=2 \pi \int_{0}^{r} s \rho(s, t) d s
$$

which is equal to the mass contained in the sphere $B(0, r)$, the system reduces to a single equation

$$
\begin{align*}
Q_{t} & =Q_{r r}-\frac{1}{r} Q_{r}+\frac{1}{2 \pi r} Q Q_{r}, \quad 0<r<R, t>0  \tag{1.11}\\
Q(0, t) & =0, \quad Q(R, t)=\Lambda \tag{1.12}
\end{align*}
$$

By the definition of $Q$, the function

$$
\begin{equation*}
Q(r, 0)=Q_{0}(r) \tag{1.13}
\end{equation*}
$$

is positive nondecreasing and satisfies the compatibility conditions $Q_{0}(0)=0$ and $Q_{0}(R)=\Lambda$.

As mentioned in $[4,7]$, the formulation (1.11)-(1.13) allows the consideration of some initial data for the density $\rho$ which could be either unbounded or singular (such as measures) -a case that seems rather realistic. This means that the initial data $Q_{0}$ for problem (1.11)-(1.13) could have unbounded derivatives $Q_{0, r}$ or even be discontinuous. Moreover, using formulation (1.11)-(1.13), we have the comparison principle at hand, which is not available for system (1.6)-(1.10). Due to the scaling properties of (1.11), we can assume without loss of generality that problem (1.11)-(1.13) is posed in the unit ball $B(0,1)$. (Indeed, it is easily seen that if $Q(r, t)$ is a solution of (1.11)-(1.13), then $Q\left(R r, R^{2} t\right)$ is also a solution.)

Using the new variable $x=r^{2}$ (no confusion with the original variable $x$ in (1.6)-(1.10) should occur) and defining $N(x, t)=Q(r, t)$, we are led to the problem

$$
\begin{align*}
N_{t} & =4 x N_{x x}+\frac{1}{\pi} N N_{x}, \quad 0<x<1, t>0  \tag{1.14}\\
N(0, t) & =0, \quad N(1, t)=\Lambda  \tag{1.15}\\
N(x, 0) & =N_{0}(x), \quad 0<x<1 \tag{1.16}
\end{align*}
$$

Note that (1.14) differs from the Burgers equation only by the variable coefficient $x$ in the diffusion term. The above problem, although it degenerates at $x=0$, may be
handled more easily than (1.11)-(1.13) since it contains fewer terms and at the same time does not have any singular coefficients in the first order terms.

As expected, the behavior of the solution of problem (1.14)-(1.16) (which is well defined for suitable initial data) depends on $\Lambda$. For $\Lambda>8 \pi$ the solution $N$ ceases to exist in a finite time $T^{*}$; more precisely, the boundary condition $N(0, t)=0$ is no longer fulfilled at $t=T^{*}$. Moreover, a "gradient blow-up" occurs at $t=T^{*}$ in the sense that $N_{x}(0, t) \rightarrow \infty$ as $t \rightarrow T^{*}$ and the density $\rho$ also becomes unbounded at time $T^{*}$; cf. [8, Theorem 2(i)]. On the other hand, for $0<\Lambda<8 \pi$ and any (admissible) initial data there is a unique global-in-time solution $N \in C\left([0, \infty) ; L^{2}(0,1)\right) \cap C^{2,1}((0,1) \times(0, \infty))$. Furthermore, $N$ converges to the unique steady state solution:

$$
\begin{equation*}
N(\cdot, t) \rightarrow N_{d}=8 \pi \frac{x}{x+d} \quad \text { as } t \rightarrow \infty \tag{1.17}
\end{equation*}
$$

in $L^{p}(\Omega), p \geq 1$, and even in $L^{\infty}(\Omega)$ provided that $\sup _{t \geq 0}\left|N_{x}\right|_{\infty}<\infty$, where $d=$ $\frac{8 \pi}{\Lambda}-1>0$; cf. [5]. In this case the rate of the $L^{1}$-convergence of $N(\cdot, t)$ to $N_{d}$ is shown to be exponential.

In the borderline case $\Lambda=8 \pi$, the situation is still different and the problem exhibits a typical critical behavior. Namely, it is proved in [5] that there exists a global-in-time solution $N$, which converges to the "singular" steady state $\widetilde{N}(x) \equiv 8 \pi$ (note that $\tilde{N}$ does not satisfy the boundary condition at $x=0$ ). Actually, as was proven in [39, Theorem 3], an infinite-time Dirac mass formation at the origin $r=0$ of the ball occurs in this case. However, neither an estimation of the grow-up rate nor the asymptotic profile of the grow-up are provided in [39]. On the other hand, the authors in [5, Proposition 3.2] obtain the decay estimate

$$
\begin{equation*}
\|N(\cdot, t)-8 \pi\|_{L^{1}} \leq \frac{8 \pi}{t} \quad \text { for } \quad t \geq 1 \tag{1.18}
\end{equation*}
$$

Estimate (1.18) seems to be far from optimal since formal asymptotics performed in [46] suggest a temporal decay estimate of order

$$
\begin{equation*}
\|N(\cdot, t)-8 \pi\|_{L^{1}} \approx O\left(e^{-\sqrt{2 t}}\right) \quad \text { as } t \rightarrow \infty \tag{1.19}
\end{equation*}
$$

Remarks 1.1. (a) The (nonradial) Patlak-Keller-Segel system has also been studied in the whole plane $\mathbb{R}^{2}$. Again, the behavior of solutions depends on the initial mass of the system, and a dichotomy is found [11, 17]. More precisely, assuming $0 \leq\left(1+|x|^{2}\right) \rho_{0}$ and $\rho_{0} \log \rho_{0} \in L^{1}$, there exists a critical value of the mass $N_{c}:=8 \pi$ such that if $0<\left\|\rho_{0}\right\|_{1}<N_{c}$ (subcritical case), only global-in-time solutions exist, while if $\left\|\rho_{0}\right\|_{1}>N_{c}$ (supercritical case), the solutions blow up in finite time [11, 41]. Moreover, in the subcritical case, solutions converge to a self-similar profile as $t \rightarrow \infty$ [ 6,11$]$. Finally, for the critical case $N=N_{c}$, which was studied in [10], the solution is global-in-time and grows up as a Dirac mass at the center of mass as $t \rightarrow \infty$.
(b) The only previous mathematical study of grow-up rates for a system of Patlak-Keller-Segel type concerns high dimensions, namely, $n \geq 11$, and was performed recently in [45]. There, some radial global unbounded solutions were constructed in a ball and an infinite sequence of polynomial grow-up rates was obtained (for a suitable sequence of initial data). On the contrary, our results in the present paper for $n=2$ exhibit a grow-up rate independent of the initial data.
(c) Concerning the parabolic-parabolic Patlak-Keller-Segel system in a bounded domain with Neumann conditions, interesting results can be found in [26, 27] and [19,

37], respectively, on the asymptotics of finite-time blow-up and on global existence and the convergence of global bounded solutions.
(d) Problem (1.14)-(1.16) is in fact independent of the boundary condition (1.9) for $c$. Of course the boundary condition for $c$ has to be taken into account if one wants to determine $c$, and not only $\rho$, from $N$.
(e) In the case where the diffusion of cells is very slow as compared to the diffusion of the chemoattractant, i.e., when $D_{1} \ll D_{2}$ in (1.1)-(1.2), the complete system (1.1)-(1.5) is reduced to a single but nonlocal equation; cf. [51]. The global existence (subcritical case) and the finite-time blow-up (supercritical case) of solutions of the derived nonlocal equation in the two-dimensional case are studied in [31].
1.3. Heuristic description of the results and methods. Our aim is to prove rigorously the decay rate (1.19) as well as to provide a refined asymptotic profile for $N(x, t)$ as $t \rightarrow \infty$. To normalize the constants arising in the calculations we shall work with the equivalent problem

$$
\begin{align*}
u_{t} & =x u_{x x}+2 u u_{x}, \quad 0<x<1, t>0  \tag{1.20}\\
u(0, t) & =0, \quad u(1, t)=\xi:=\frac{\Lambda}{8 \pi}, \quad t>0  \tag{1.21}\\
u(x, 0) & =u_{0}(x), \quad 0<x<1 \tag{1.22}
\end{align*}
$$

which is obtained from (1.14)-(1.16) by setting $N(x, t)=8 \pi u(x, 4 t)$.
It is clear that the stationary part $x u_{x x}+2 u u_{x}=0$ of the parabolic equation (1.20) is invariant under the rescaling $u(x) \mapsto u(k x)(k>0)$. Moreover, the steady state solution for $\xi<1$ is given by

$$
U_{a}(x)=1-\frac{1}{a x+1}=\frac{a x}{a x+1}
$$

for $a=U_{a}^{\prime}(0)=\frac{\xi}{1-\xi}>0$. Rewriting (1.17) in terms of $u$, we have

$$
u(x, t) \rightarrow U_{a}(x) \quad \text { as } t \rightarrow \infty
$$

Also, observe that $U_{a}(x)$ converges in a monotone increasing way to the "singular" steady state $U \equiv 1$ as $a \rightarrow \infty(\xi \rightarrow 1)$.

Motivated by the above considerations, we shall look for sub- and supersolutions of problem (1.20)-(1.22), which are perturbations of a moving family of steady states

$$
\begin{equation*}
U_{a(t)}(x), \tag{1.23}
\end{equation*}
$$

the perturbation being defined in terms of the self-similar variable $y=a(t) x$. Here, $a$ is a function of time, diverging to infinity, which is a priori unknown and will be eventually identified by a suitable "matching" procedure (see Remark 1.3). Note that such a form was used in [46] to construct "approximate solutions" leading to the formal asymptotics mentioned above. However, the expansions in [46] contained only a correction term at the first order, while those that we here construct involve first and second order terms (see Lemmas 4.1 and 4.2). This seems necessary to obtain (rigorous) sub- and supersolutions living "close" to the actual solution and eventually provides us with the desired decay rate as well as a good description of the asymptotic profile.

As a consequence of this construction, we shall derive an infinite-time boundary gradient grow-up result, with the grow-up rate

$$
\begin{equation*}
u_{x}(0, t)=A(t)\left(1+O\left(t^{-1 / 2} \log t\right)\right) \quad \text { as } t \rightarrow \infty, \quad \text { where } A(t)=\exp \left[\frac{5}{2}+\sqrt{2 t}\right] \tag{1.24}
\end{equation*}
$$

In terms of the solution of the original system (1.6)-(1.10), (1.24) gives an estimate of the central density of bacteria, since $\rho(0, t)=8 u_{x}(0,4 t)$. Note that (1.24) was also predicted by formal arguments in [46]. At the same time, we show the $C^{1}$ regularity of $u$ up to the boundary for all finite time intervals, hence ruling out the possibility of $\sup _{x \in[0,1]} u_{x}(x, t)$ blowing up in finite time. This problem was left open in [5]. Moreover, we obtain a precise asymptotic expansion of the solution (see formula (2.8) in Theorem 2.1). It expresses the solution as the sum of a quasi-stationary profile (cf. (1.23)) and a correction term which becomes significant only for $x$ bounded away from 0 . As a consequence, we obtain the decay

$$
\|u(\cdot, t)-1\|_{L^{1}(0,1)}=\left(1+O\left(t^{-1 / 2} \log t\right)\right) \sqrt{2 t} \exp \left[-\frac{5}{2}-\sqrt{2 t}\right] \quad \text { as } t \rightarrow \infty
$$

again in accordance with the predictions in [46].
Remark 1.2. The study of unbounded global classical solutions of superlinear parabolic problems and their asymptotic behavior has recently attracted substantial mathematical interest. Particular effort has been devoted to the reaction-diffusion equation

$$
\begin{equation*}
u_{t}-\Delta u=u^{p} \tag{1.25}
\end{equation*}
$$

where such solutions are known to exist for suitable $p>1$. Let us mention the works [33, 18, 22] for the Dirichlet problem in a ball and [42, 20, 21, 34] for the Cauchy problem. See also [43, sections 22 and 29] for related questions. The case of the Frank-Kamenetskii equation (with nonlinearity $e^{u}$ instead of $u^{p}$ ) is also studied in [18]. As for the diffusive Hamilton-Jacobi equation

$$
\begin{equation*}
u_{t}-u_{x x}=\left|u_{x}\right|^{p} \tag{1.26}
\end{equation*}
$$

with $p>2$, results of this kind can be found in [47]. A common feature in all these examples is the stabilization of the solution to a singular steady state, the growing-up quantity being $\|u(t)\|_{\infty}$ (resp., $\left\|u_{x}(t)\right\|_{\infty}$ ) for (1.25) (resp., (1.26)). It has to be noted that the grow-up rates, as $t \rightarrow \infty$, usually behave like either $e^{\mu t}$ or $t^{k}$. The only known exception (see [22]) seems to be the case of (1.25) with zero boundary conditions, in a ball of $\mathbb{R}^{4}$ with critical Sobolev exponent $(p=3)$. In this situation, unlike in spatial dimensions $n \neq 4$, there holds $\log \|u(t)\|_{\infty} \sim 2 \sqrt{t}$, thus leading to a rate similar to that in our problem.

Remark 1.3. Let us point out that our determination of the grow-up rate for problem (1.20)-(1.22) is achieved through the matching of (sub- or super-) solutions with the imposed boundary condition at the right endpoint $x=1$, an idea also present in [22]. This is different from what is done in $[18,20,21,47]$, where the grow-up rate is determined by the matching between inner and outer (sub-/super-) solutions. In those works, the inner solution corresponds to a self-similar, quasi-stationary evolution along a continuum of regular steady states (similar to (1.23)), but the outer solution is obtained by a linearization around the singular steady state. Here, on the contrary,
the behavior of $u$ in the inner and outer regions is unified through a single self-similar variable $y=a(t) x$ (cf. formulae (4.1) and (4.27) below). Moreover, we point out that, in our case, a linearization around the "singular" steady state $U \equiv 1$ would not give the desired grow-up rate (1.24) but only a nonoptimal exponential upper bound based on an associated eigenvalue problem.

The paper is organized as follows. In section 2 we state the main results. Section 3 contains a number of preliminary results: In subsection 3.1, we recall the basic facts concerning local existence and comparison. In subsections 3.2 and 3.3, we show that a control on the slope at $x=0$ is enough to prevent gradient blow-up (Lemma 3.2), and we obtain preliminary estimates of solutions for small time, which will be useful in section 4 to initialize the comparison with the main sub-/supersolutions (Lemmas 3.3 and 3.4). Subsection 3.4 is devoted to the study of a second order ordinary differential operator which plays a key role in the subsequent construction of sub-/supersolutions. The proofs of the main results are given in section 4: Subsections 4.1 and 4.2 are devoted to the construction of the main sub- and supersolutions, respectively; the proofs of Theorem 2.1 and Corollary 2.2 are finally completed in subsection 4.3.
2. Main results. Consider the problem

$$
\begin{align*}
u_{t}-x u_{x x} & =2 u u_{x}, \quad 0<x<1, t>0  \tag{2.1}\\
u(0, t) & =0, \quad t>0  \tag{2.2}\\
u(1, t) & =1, \quad t>0  \tag{2.3}\\
u(x, 0) & =u_{0}(x), \quad 0 \leq x \leq 1 \tag{2.4}
\end{align*}
$$

Concerning the initial data, we assume that

$$
\begin{equation*}
u_{0} \in C([0,1]), \quad u_{0}(0)=0, \quad u_{0}(1)=1, \quad u_{0} \text { is nondecreasing } \tag{2.5}
\end{equation*}
$$

and that

$$
\begin{equation*}
u_{0}(x) \leq K x, \quad 0<x<1, \quad \text { for some } K \geq 1 \tag{2.6}
\end{equation*}
$$

Problem (2.1)-(2.4) admits a unique global solution, with $u \in C([0,1] \times[0, \infty))$, $u \in C^{2,1}((0,1] \times(0, \infty))$ (see [5] and section 3.1 below). Moreover, it was shown in [5] that $0 \leq u \leq 1, u$ is nondecreasing in $x$, and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} u(x, t)=1, \quad \text { uniformly for } x \text { in compact subsets of }(0,1] . \tag{2.7}
\end{equation*}
$$

Our main results are the following.
Theorem 2.1. Let $u_{0}$ satisfy (2.5) and (2.6), and denote by $u$ the global solution of problem (2.1)-(2.4). Then there holds

$$
\begin{equation*}
1-u(x, t)=\frac{1-x+O\left(t^{-1 / 2} \log t\right)}{1+A(t) x} \quad \text { uniformly in }[0,1], \text { as } t \rightarrow \infty \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
A(t)=\exp \left[\frac{5}{2}+\sqrt{2 t}\right] \tag{2.9}
\end{equation*}
$$

Moreover, we have the regularity property

$$
\begin{equation*}
u_{x} \in C([0,1] \times(0, \infty)) \tag{2.10}
\end{equation*}
$$

and the estimate

$$
\begin{equation*}
u_{x}(0, t)=A(t)\left(1+O\left(t^{-1 / 2} \log t\right)\right) \quad \text { as } t \rightarrow \infty \tag{2.11}
\end{equation*}
$$

Corollary 2.2. Let $u_{0}$ satisfy (2.5) and (2.6), denote by $u$ the global solution of problem (2.1)-(2.4), and let $A(t)$ be given by (2.9).
(i) The solution u satisfies the inner layer expansion (quasi-stationary behavior)

$$
1-u(x, t)=\frac{1+o(1)}{1+A(t) x} \quad \text { uniformly in any region } x \leq o(1) \text {, as } t \rightarrow \infty
$$

(ii) We have the $L^{1}$-decay rate

$$
\|u(\cdot, t)-1\|_{L^{1}(0,1)}=\left(1+O\left(t^{-1 / 2} \log t\right)\right) \sqrt{2 t} \exp \left[-\frac{5}{2}-\sqrt{2 t}\right] \quad \text { as } t \rightarrow \infty
$$

## 3. Preliminaries.

3.1. Local existence and comparison principle. By [5, Theorem 2.1], we know that for any $u_{0}$ satisfying (2.5), problem (2.1)-(2.4) admits a global solution $u$ in the following sense:

$$
\begin{gather*}
u \in C\left([0, \infty) ; L^{1}(0,1)\right)  \tag{3.1}\\
u \in C^{2,1}((0,1] \times(0, \infty))  \tag{3.2}\\
u_{x} \geq 0, \quad 0<x \leq 1, t>0 \tag{3.3}
\end{gather*}
$$

and

$$
\begin{align*}
u_{t}-x u_{x x} & =2 u u_{x}, \quad 0<x<1, t>0  \tag{3.4}\\
\lim _{x \rightarrow 0^{+}} u(x, t) & =0 \quad \text { for a.e. } t>0  \tag{3.5}\\
u(1, t) & =1, \quad t>0  \tag{3.6}\\
u(\cdot, 0) & =u_{0} \quad \text { in } L^{1}(0,1) . \tag{3.7}
\end{align*}
$$

Note that the solution is obtained in [5] as a limit of solutions of regularized problems, where $x u_{x x}$ is replaced by $(x+\varepsilon) u_{x x}, \varepsilon>0$. Also, for each $T>0, u$ is the unique local solution of (3.1)-(3.7) on $(0, T)$. If, moreover, $u_{0}$ satisfies (2.6), then

$$
u \in C([0,1] \times[0, \infty))
$$

see also [8, Theorem 1 (i)]. The continuity for $t>0$ and $x=0$ follows from [5, Propositions 2.4 and 2.5]. For $t=0$ and $x \in[0,1]$, the continuity can be established by comparison with simple barrier functions.

The following proposition provides a comparison principle suitable to our needs.
Proposition 3.1. Let $\tau>0$ and the functions $u$, $v$ satisfy the following regularity conditions:

$$
\begin{gather*}
u, v \in C\left([0, \tau) ; L^{1}(0,1)\right)  \tag{3.8}\\
u, v \in C^{2,1}((0,1] \times(0, \tau)),  \tag{3.9}\\
u_{x}, v_{x} \in L_{l o c}^{1}([0,1] \times(0, \tau)),  \tag{3.10}\\
u, v \in L_{l o c}^{\infty}([0,1] \times(0, \tau)) \tag{3.11}
\end{gather*}
$$

Assume that

$$
\begin{align*}
u_{t}-x u_{x x}-2 u u_{x} & \leq v_{t}-x v_{x x}-2 v v_{x}, \quad 0<x<1,0<t<\tau  \tag{3.12}\\
\lim _{x \rightarrow 0^{+}} u(x, t) & \leq \lim _{x \rightarrow 0^{+}} v(x, t) \quad \text { for a.e. } t \in(0, \tau)  \tag{3.13}\\
u(1, t) & \leq v(1, t), \quad 0<t<\tau  \tag{3.14}\\
u(\cdot, 0) & \leq v(\cdot, 0) \quad \text { a.e. in }(0,1) \tag{3.15}
\end{align*}
$$

Then $u \leq v$ in $(0,1) \times(0, \tau)$.
Observe that (3.10) implies that the limits in (3.13) exist for a.e. $t \in(0, \tau)$. Note also that for any $u_{0}$ satisfying (2.5), the solution $u$ of problem (3.1)-(3.7) satisfies conditions (3.10) and (3.11) as a consequence of (3.3), (3.5), and (3.6).

Proof of Proposition 3.1. The proof is a modification of the stability proof in [5, Theorem 3.1]. Let $z=u-v$. By (3.12), we have

$$
\begin{equation*}
z_{t} \leq x z_{x x}+2 u u_{x}-2 v v_{x}=\partial_{x}\left(x z_{x}+z(u+v-1)\right), \quad 0<x<1,0<t<\tau \tag{3.16}
\end{equation*}
$$

For $\delta \in(0,1)$ we define the following $C^{1}$ (and piecewise $C^{2}$ ) convex approximations of the function $s \rightarrow s_{+}=\max (s, 0)$ :

$$
\phi_{\delta}(s)= \begin{cases}0 & \text { if } \quad-\infty<s \leq \delta \\ (2 \delta)^{-1}(s-\delta)^{2} & \text { if } \quad \delta \leq s \leq 2 \delta \\ s-3 \delta / 2 & \text { if } \quad 2 \delta<s<\infty\end{cases}
$$

Fix $0<t_{1}<t_{2}<\tau$ and $\delta \in(0,1)$. Then, for any $\varepsilon \in(0,1)$, multiplying (3.16) by $\phi_{\delta}^{\prime}(z)$, integrating by parts, and using (3.11), (3.14), $0 \leq \phi_{\delta}^{\prime} \leq 1$, and $\phi_{\delta}^{\prime \prime} \geq 0$, we obtain

$$
\begin{aligned}
& \int_{\varepsilon}^{1} \phi_{\delta}\left(z\left(x, t_{2}\right)\right) d x-\int_{\varepsilon}^{1} \phi_{\delta}\left(z\left(x, t_{1}\right)\right) d x \\
= & \int_{t_{1}}^{t_{2}} \int_{\varepsilon}^{1} \phi_{\delta}^{\prime}(z) z_{t} d x d t \leq \int_{t_{1}}^{t_{2}} \int_{\varepsilon}^{1} \phi_{\delta}^{\prime}(z) \partial_{x}\left(x z_{x}+z(u+v-1)\right) d x d t \\
= & \int_{t_{1}}^{t_{2}}\left[\phi_{\delta}^{\prime}(z)\left(x z_{x}+z(u+v-1)\right)\right]_{\varepsilon}^{1} d t-\int_{t_{1}}^{t_{2}} \int_{\varepsilon}^{1} \phi_{\delta}^{\prime \prime}(z)\left(x z_{x}+z(u+v-1)\right) z_{x} d x d t \\
\leq & \varepsilon \int_{t_{1}}^{t_{2}}\left|z_{x}(\varepsilon, t)\right| d t+C \int_{t_{1}}^{t_{2}} \phi_{\delta}^{\prime}(z(\varepsilon, t)) d t-\int_{t_{1}}^{t_{2}} \int_{\varepsilon}^{1} \phi_{\delta}^{\prime \prime}(z)(u+v-1) z z_{x} d x d t \\
\equiv & I_{\varepsilon}+J_{\varepsilon}+K_{\varepsilon}
\end{aligned}
$$

where $C$ depends on $t_{1}, t_{2}$ but is independent of $\varepsilon$ (and $\delta$ ). Owing to (3.10), there exists a sequence $\varepsilon_{n} \rightarrow 0+$ such that $\lim _{n \rightarrow \infty} I_{\varepsilon_{n}}=0$. Next, since $\lim _{n \rightarrow \infty} \phi_{\delta}^{\prime}\left(z\left(\varepsilon_{n}, t\right)\right)=0$ for a.e. $t \in\left(t_{1}, t_{2}\right)$ due to (3.13) and the definition of $\phi_{\delta}$, we deduce that $\lim _{n \rightarrow \infty} J_{\varepsilon_{n}}=$ 0 by dominated convergence. Consequently,

$$
\begin{aligned}
\int_{0}^{1} \phi_{\delta}\left(z\left(x, t_{2}\right)\right) d x-\int_{0}^{1} \phi_{\delta}\left(z\left(x, t_{1}\right)\right) d x & \leq-\int_{t_{1}}^{t_{2}} \int_{0}^{1} \phi_{\delta}^{\prime \prime}(z)(u+v-1) z z_{x} d x d t \\
& \leq C \int_{t_{1}}^{t_{2}} \int_{0}^{1}\left|z \phi_{\delta}^{\prime \prime}(z) \| z_{x}\right| d x d t
\end{aligned}
$$

Now, observe that $\lim _{\delta \rightarrow 0} \phi_{\delta}(s)=s_{+}$and $\lim _{\delta \rightarrow 0} s \phi_{\delta}^{\prime \prime}(s)=0$ for each $s \in \mathbb{R}$. Using $0 \leq \phi_{\delta}(s) \leq s_{+},(3.10)$, and (3.11), we may pass to the limit $\delta \rightarrow 0$ by dominated
convergence in the preceding inequality, and we obtain

$$
\int_{0}^{1} z_{+}\left(x, t_{2}\right) d x-\int_{0}^{1} z_{+}\left(x, t_{1}\right) d x \leq 0
$$

Letting $t_{1} \rightarrow 0+$ and using (3.8) and (3.15), we conclude that $\int_{0}^{1} z_{+}\left(x, t_{2}\right) d x=0$ for all $t_{2} \in(0, \tau)$; hence $u \leq v$ in $(0,1) \times(0, \tau)$.
3.2. Sufficient condition for $\boldsymbol{C}^{\mathbf{1}}$ regularity. As noted in, e.g., [12, section 2.2] and [23, section 2], by means of the transformation

$$
w(r, t):=\frac{8}{r^{2}} u\left(r^{2}, 4 t\right)=\frac{1}{\pi r^{2}} \int_{B_{r}} \rho(y, 4 t) d y
$$

(and $w_{0}(r):=8 r^{-2} u_{0}\left(r^{2}\right)$ ), problem (2.1)-(2.4) becomes equivalent to

$$
\begin{align*}
w_{t}-\tilde{\Delta} w & =w^{2}+\frac{r}{2} w w_{r}, \quad 0<r<1, t>0  \tag{3.17}\\
w_{r}(0, t) & =0, \quad t>0  \tag{3.18}\\
w(1, t) & =8, \quad t>0  \tag{3.19}\\
w(r, 0) & =w_{0}(r), \quad 0<r<1 \tag{3.20}
\end{align*}
$$

where $\tilde{\Delta} w:=w_{r r}+\frac{3}{r} w_{r}$, which in turn corresponds to the radial Laplacian in four space dimensions. It should be noticed that $w$ has the same scale invariance as $\rho$ but is smoother than $\rho$. Problem (3.17)-(3.20) turns out to be convenient regarding the study of $C^{1}$ regularity of $u$ up to the boundary, which was left open in [5]. Namely, using this transformation, one can show the following additional properties for $u$.

Lemma 3.2. Let $u_{0}$ satisfy (2.5) and (2.6), and denote by $u$ the global solution of problem (2.1)-(2.4). For any given $T>0$, if

$$
\begin{equation*}
\sup _{0<x<1,0<t<T} \frac{u(x, t)}{x}<\infty, \tag{3.21}
\end{equation*}
$$

then

$$
\begin{equation*}
u_{x} \in C([0,1] \times(0, T]) \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{x}(0, t)>0, \quad 0<t \leq T \tag{3.23}
\end{equation*}
$$

Note that the assumption (3.21) (for all $T>0$ ) will be shown in section 4 (see Lemma 4.3(ii)) as a consequence of our main supersolution construction, hence leading to the global $C^{1}$ regularity property (2.10) in Theorem 2.1.

Proof of Lemma 3.2. Since the semilinear parabolic equation in (3.17) has only linear growth with respect to the gradient, standard arguments based on the variation-of-constants formula (see, e.g., [43, Example 51.30] or [15, p. 889]) show that problem (3.17)-(3.20) is locally well posed in the space of (radial, nonnegative) $L^{\infty}$-functions. More precisely, for any $0 \leq w_{0} \in L^{\infty}(0,1)$, there exists a unique, maximal (radial, nonnegative) classical solution $w$ of (3.17)-(3.20), with $w \in C^{2,1}\left([0,1] \times\left(0, T_{m}\right)\right)$ and $w \in C\left(\left[0, T_{m}\right) ; L^{q}(0,1)\right)$ for all finite $q \leq 1$. Moreover,

$$
\begin{equation*}
T_{m}<\infty \Longrightarrow \lim _{t \rightarrow T_{m}}\|w(t)\|_{\infty}=\infty \tag{3.24}
\end{equation*}
$$

Now, if $u_{0}$ satisfies $(2.5)-(2.6)$, then $w_{0}(r):=8 r^{-2} u_{0}\left(r^{2}\right)$ verifies $0 \leq w_{0} \in$ $L^{\infty}(0,1)$. Denote by $w$ the corresponding maximal solution of (3.17)-(3.20), and let

$$
\tilde{u}(x, t)=\frac{x}{8} w(\sqrt{x}, t / 4), \quad 0 \leq x \leq 1,0 \leq t<4 T_{m}
$$

We see that $\tilde{u}$ satisfies the regularity conditions in (3.8), (3.9), and (3.11) with $\tau=4 T_{m}$. Also, since

$$
\tilde{u}_{x}(x, t)=\frac{1}{8} w(\sqrt{x}, t / 4)+\frac{\sqrt{x}}{16} w_{r}(\sqrt{x}, t / 4), \quad 0<x \leq 1,0<t<4 T_{m}
$$

we have

$$
\begin{equation*}
\tilde{u} \in C^{1,0}\left([0,1] \times\left(0,4 T_{m}\right)\right) \tag{3.25}
\end{equation*}
$$

and hence in particular (3.10) with $\tau=4 T_{m}$. Then one easily checks that $\tilde{u}$ solves (2.1)-(2.3) on [ $0,4 T_{m}$ ), along with (3.7). We may thus apply Proposition 3.1 to deduce that $\tilde{u}=u$ on $\left(0, T_{0}\right)$ with $T_{0}=\min \left(T, 4 T_{m}\right)$.

We claim that $T_{m}>T / 4$. Indeed, if $T_{m} \leq T / 4$, then (3.24) implies

$$
\lim _{t \rightarrow 4 T_{m}} \sup _{0<x<1} \frac{u(x, t)}{x}=\infty
$$

contradicting (3.21). Consequently, property (3.22) follows from (3.25). Moreover, $w>0$ in $[0,1] \times\left(0, T_{m}\right)$ by the strong maximum principle, which readily implies (3.23).
3.3. Small time estimates. Throughout the paper, we denote by $\mathcal{P}$ the parabolic operator defined by

$$
\begin{equation*}
\mathcal{P} v:=v_{t}-x v_{x x}-2 v v_{x} . \tag{3.26}
\end{equation*}
$$

The following two lemmas will be useful to initialize the comparison between $u$ and the main sub-/supersolutions constructed in section 4.

Lemma 3.3. Let $u_{0}$ satisfy (2.5) and (2.6), and denote by $u$ the global solution of problem (2.1)-(2.4). Then there exist $\tau, \eta>0$ such that

$$
\begin{equation*}
u(x, t) \leq 2 K x, \quad 0 \leq x \leq 1,0 \leq t \leq \tau \tag{3.27}
\end{equation*}
$$

and

$$
u(x, \tau) \leq 1-\eta(1-x), \quad 0 \leq x \leq 1
$$

Proof. Define

$$
\bar{v}(x, t)=\frac{K x}{1-2 K t}, \quad 0 \leq x \leq 1,0 \leq t<1 / 2 K .
$$

Since

$$
\mathcal{P} \bar{v}=\frac{2 K^{2} x}{(1-2 K t)^{2}}-\frac{2 K^{2} x}{(1-2 K t)^{2}}=0
$$

and $\bar{v}(1, t) \geq K \geq 1$, the comparison principle guarantees that

$$
u(x, t) \leq \bar{v}(x, t) \leq 2 K x, \quad 0 \leq x \leq 1,0<t \leq 1 / 4 K
$$

Fix $\tau=1 / 4 K$. By Hopf's lemma, we have $u_{x}(1, \tau)>0$. Since $u(\cdot, \tau)$ is nondecreasing in $x$, this implies $u(x, \tau) \leq 1-\eta(1-x), 0 \leq x \leq 1$, for $\eta>0$ sufficiently small, and the conclusion follows.

Lemma 3.4. Let $u_{0}$ satisfy (2.5) and (2.6), and denote by $u$ the global solution of problem (2.1)-(2.4). For any given $\delta \in(0,1)$, there exists $T_{\delta}>0$ such that

$$
u\left(x, T_{\delta}\right) \geq \min (1-\delta, x / \delta), \quad 0 \leq x \leq 1
$$

Proof. By Lemma 3.2, we may fix a small $\tau>0$ such that $u_{x}(\cdot, \tau) \in C([0,1])$ and $u_{x}(0, \tau)>0$. Therefore, $u(x, \tau) \geq \eta x$ for all $x \in[0,1]$ and some $\eta \in(0,1)$. Since $\mathcal{P}[\eta x] \leq 0$ and $\eta<1=u(1, t)$, the comparison principle implies that

$$
\begin{equation*}
u(x, t) \geq \eta x, \quad 0 \leq x \leq 1, t \geq \tau \tag{3.28}
\end{equation*}
$$

On the other hand, by (2.7), there exists $T>\tau$ such that

$$
\begin{equation*}
u(x, t) \geq 1-\delta, \quad(1-\delta) \delta \leq x \leq 1, t \geq T \tag{3.29}
\end{equation*}
$$

Define

$$
\begin{equation*}
\underline{v}(x, t)=\left(\eta+2 \eta^{2}(t-T)\right) x, \quad 0 \leq x \leq 1, t \geq T \tag{3.30}
\end{equation*}
$$

We have

$$
\begin{equation*}
\mathcal{P} \underline{v}=2 \eta^{2} x-2\left(\eta+2 \eta^{2}(t-T)\right)^{2} x \leq 0 \tag{3.31}
\end{equation*}
$$

and, due to (3.28),

$$
\begin{equation*}
u(x, T) \geq \underline{v}(x, T), \quad 0 \leq x \leq 1 \tag{3.32}
\end{equation*}
$$

Since $\eta<1<1 / \delta$, we may find $T_{\delta}>T$ such that

$$
\begin{equation*}
\eta+2 \eta^{2}\left(T_{\delta}-T\right)=1 / \delta \tag{3.33}
\end{equation*}
$$

In view of (3.29), (3.30), and (3.33), we have

$$
\begin{equation*}
u((1-\delta) \delta, t) \geq 1-\delta \geq \underline{v}((1-\delta) \delta, t), \quad T \leq t \leq T_{\delta} \tag{3.34}
\end{equation*}
$$

It then follows from $(3.31),(3.32),(3.34)$, and the comparison principle that

$$
u\left(x, T_{\delta}\right) \geq x / \delta, \quad 0 \leq x \leq(1-\delta) \delta
$$

Using $\mathcal{P}[x / \delta] \leq 0$ and (3.29), we deduce that

$$
u(x, t) \geq x / \delta, \quad 0 \leq x \leq(1-\delta) \delta, t \geq T_{\delta}
$$

This combined with (3.29) yields the desired conclusion.
3.4. ODE lemmas. We consider the differential operator

$$
\mathcal{L} w:=y w^{\prime \prime}+\frac{2 y w^{\prime}}{1+y}+\frac{2 w}{(1+y)^{2}}
$$

First, the expression for the operator $\mathcal{L}$ reads

$$
\mathcal{L} w=\left[\left(\frac{y}{y+1}\right)^{2}\left(\frac{(y+1)^{2}}{y} w\right)^{\prime}\right]^{\prime}
$$

If $\psi \in C([0, \infty))$ satisfies $\psi(y)=O(y)$ as $y \rightarrow 0$, then the problem

$$
\begin{aligned}
\mathcal{L} w & =\psi, \quad y>0 \\
w(0) & =0, w^{\prime}(0)=0
\end{aligned}
$$

admits a unique solution $w$, and $w$ can be represented as

$$
w(y)=\mathcal{L}_{0}^{-1} \psi:=\frac{y}{(y+1)^{2}} \int_{0}^{y}\left(\frac{t+1}{t}\right)^{2} \int_{0}^{t} \psi(s) d s d t
$$

(note that the integral is convergent due to the assumption on $\psi$ ). In particular,

$$
\begin{equation*}
\psi \geq 0 \text { on }[0, \infty) \Longrightarrow \mathcal{L}_{0}^{-1} \psi \geq 0 \text { on }[0, \infty) \tag{3.35}
\end{equation*}
$$

On the other hand, $w_{0}(y)=\frac{y}{(y+1)^{2}}$ solves

$$
\begin{aligned}
\mathcal{L} w & =0, \quad y>0 \\
w(0) & =0, \quad w^{\prime}(0)=1
\end{aligned}
$$

In the next section, to construct our main sub- and supersolutions, we will need to know the asymptotic behavior of the action of the operator $\mathcal{L}_{0}$ on some particular functions as $y \rightarrow \infty$. More precisely, let us define

$$
\begin{gathered}
f=\left(I+\mathcal{L}_{0}^{-1}\right)\left(\frac{y}{(y+1)^{2}}\right) \\
\tilde{f}=2 f f^{\prime}-y f^{\prime}+f \\
g=\mathcal{L}_{0}^{-1} \tilde{f}
\end{gathered}
$$

and

$$
h=\mathcal{L}_{0}^{-1}(\tilde{f}+M \varphi)=g+M \mathcal{L}_{0}^{-1} \varphi
$$

where $M>0$ and

$$
\varphi \in C^{1}([0, \infty)), \quad \varphi(0)=0, \quad \varphi(y)=\frac{1}{\log y}, y \geq 2
$$

We have the following lemmas.
Lemma 3.5. As $y \rightarrow \infty$, the function $f$ satisfies
(i) $\quad f(y)=\log y-2+O\left(\frac{\log ^{2} y}{y}\right)$;
(ii) $\quad f^{\prime}(y)=\frac{1}{y}+O\left(\frac{\log ^{2} y}{y^{2}}\right)$.

Lemma 3.6. As $y \rightarrow \infty$, the functions $g$ and $h$ satisfy
(i) $\quad g(y)=\frac{y \log y}{2}-\frac{9 y}{4}+O\left(\log ^{3} y\right) ;$
(ii) $\quad g^{\prime}(y)=\frac{\log y}{2}-\frac{7}{4}+O\left(\frac{\log ^{3} y}{y}\right)$;
(iii) $\quad h(y)=\frac{y \log y}{2}-\frac{9 y}{4}+O\left(\frac{y}{\log y}\right)$;
(iv) $\quad h^{\prime}(y)=\frac{\log y}{2}-\frac{7}{4}+O\left(\frac{1}{\log y}\right)$.

Proof of Lemma 3.5.
(i) Using

$$
\begin{equation*}
\log (y+1)=\log y+O(1 / y) \quad \text { as } y \rightarrow \infty \tag{3.36}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
f(y) & =\frac{y}{(y+1)^{2}}\left[1+\int_{0}^{y}\left(\frac{t+1}{t}\right)^{2} \int_{0}^{t}\left(\frac{1}{s+1}-\frac{1}{(s+1)^{2}}\right) d s d t\right] \\
& =\frac{y}{(1+y)^{2}}\left[1+\int_{0}^{y}\left\{\left(1+\frac{2}{t}+\frac{1}{t^{2}}\right)\left(\log (t+1)-\frac{t}{t+1}\right)\right\} d t\right] \\
& =\frac{y}{(1+y)^{2}}\left[y \log y-2 y+O\left(\log ^{2} y\right)\right] \\
& =\log y-2+O\left(\frac{\log ^{2} y}{y}\right) \quad \text { as } y \rightarrow \infty
\end{aligned}
$$

(ii) Now, using (i), we deduce

$$
\begin{aligned}
f^{\prime}(y) & =\left[\frac{1}{y}-\frac{2}{y+1}\right] f(y)+\frac{1}{y}\left(\log (y+1)-\frac{y}{y+1}\right) \\
& =\left(-\frac{1}{y}+O\left(\frac{1}{y^{2}}\right)\right)\left(\log y-2+O\left(\frac{\log ^{2} y}{y}\right)\right)+\frac{\log (y+1)}{y}-\frac{1}{y+1} \\
& =\frac{1}{y}+O\left(\frac{\log ^{2} y}{y^{2}}\right) \quad \text { as } y \rightarrow \infty .
\end{aligned}
$$

To show Lemma 3.6, we first note that, due to Lemma 3.5 and (3.36), we have

$$
\tilde{f}(y)=f_{1}(y)-3 f_{2}(y)+O\left(f_{3}(y)\right) \quad \text { as } y \rightarrow \infty
$$

where

$$
f_{1}(y)=\log (y+1), \quad f_{3}(y)=\frac{\log ^{2}(y+1)}{y+1}
$$

and

$$
f_{2} \in C^{1}([0, \infty)), \quad f_{2}(0)=0, \quad f_{2}(y)=1, y \geq 1
$$

Denote $g_{i}=\mathcal{L}_{0}^{-1} f_{i}$ for $i=1,2,3$ and $g_{4}=\mathcal{L}_{0}^{-1} \varphi$. Lemma 3.6 will then be an immediate consequence of the following lemma.

Lemma 3.7. As $y \rightarrow \infty$, the functions $g_{i}$ satisfy

$$
\begin{align*}
& \text { (i) } g_{1}(y)=\frac{y \log y}{2}-\frac{3 y}{4}+O(\log y) \text { and } g_{1}^{\prime}(y)=\frac{\log y}{2}-\frac{1}{4}+O\left(\frac{\log y}{y}\right)  \tag{i}\\
& \text { (ii) } g_{2}(y)=\frac{y}{2}+O(1) \text { and } g_{2}^{\prime}(y)=\frac{1}{2}+O\left(\frac{1}{y}\right) \\
& \text { (iii) } g_{3}(y)=O\left(\log ^{3} y\right) \text { and } g_{3}^{\prime}(y)=O\left(\frac{\log ^{3} y}{y}\right) \\
& \text { (iv) } g_{4}(y)=O\left(\frac{y}{\log y}\right) \text { and } g_{4}^{\prime}(y)=O\left(\frac{1}{\log y}\right)
\end{align*}
$$

Proof.
(i) As $y \rightarrow \infty$, we have

$$
\begin{aligned}
g_{1}(y) & =\frac{y}{(y+1)^{2}} \int_{0}^{y}\left(\frac{t+1}{t}\right)^{2}((t+1) \log (t+1)-t) d t \\
& =\frac{y}{(1+y)^{2}} \int_{0}^{y}[(t+1) \log (t+1)-t+O(\log (t+1))] d t \\
& =\left[\frac{1}{y}+O\left(\frac{1}{y^{2}}\right)\right]\left[\frac{y^{2} \log y}{2}-\frac{3 y^{2}}{4}+O(y \log y)\right] \\
& =\frac{y \log y}{2}-\frac{3 y}{4}+O(\log y)
\end{aligned}
$$

hence

$$
\begin{aligned}
g_{1}^{\prime}(y) & =\left[\frac{1}{y}-\frac{2}{y+1}\right] g_{1}(y)+\frac{1}{y} \int_{0}^{y} \log (s+1) d s \\
& =\left(-\frac{1}{y}+O\left(\frac{1}{y^{2}}\right)\right)\left(\frac{y \log y}{2}-\frac{3 y}{4}+O(\log y)\right)+\frac{(y+1) \log (y+1)-y}{y} \\
& =\frac{\log y}{2}-\frac{1}{4}+O\left(\frac{\log y}{y}\right)
\end{aligned}
$$

(ii) Due to the definition of $g_{2}$, there exist constants $C_{1}, C_{2} \in \mathbb{R}$ such that, for $y>1$,

$$
\begin{aligned}
g_{2}(y) & =\frac{y}{(y+1)^{2}}\left[\int_{0}^{1}\left(\frac{t+1}{t}\right)^{2} \int_{0}^{t} f_{2}(s) d s d t+\int_{1}^{y}\left(\frac{t+1}{t}\right)^{2}\left(C_{1}+t\right) d t\right] \\
& =\frac{y}{(y+1)^{2}}\left[C_{2}+\frac{y^{2}}{2}+O(y)\right]=\frac{y}{2}+O(1) \quad \text { as } y \rightarrow \infty
\end{aligned}
$$

Therefore, for $y>1$,

$$
\begin{aligned}
g_{2}^{\prime}(y) & =\left[\frac{1}{y}-\frac{2}{y+1}\right] g_{2}(y)+\frac{y}{(y+1)^{2}}\left(\frac{y+1}{y}\right)^{2}\left(C_{1}+y\right) \\
& =\left[\frac{1}{y}-\frac{2}{y+1}\right] g_{2}(y)+1+O\left(\frac{1}{y}\right)=\frac{1}{2}+O\left(\frac{1}{y}\right) \quad \text { as } y \rightarrow \infty
\end{aligned}
$$

(iii) As $y \rightarrow \infty$, we have

$$
\begin{aligned}
g_{3}(y) & =\frac{y}{3(y+1)^{2}} \int_{0}^{y}\left(\frac{t+1}{t}\right)^{2} \log ^{3}(t+1) d t \\
& =\frac{y}{3(1+y)^{2}} \int_{0}^{y} O\left(\log ^{3}(t+1)\right) d t \\
& =\frac{y}{3(1+y)^{2}} O\left((y+1) \log ^{3}(y+1)\right)=O\left(\log ^{3} y\right)
\end{aligned}
$$

hence

$$
\begin{aligned}
g_{3}^{\prime}(y) & =\left[\frac{1}{y}-\frac{2}{y+1}\right] g_{3}(y)+\frac{1}{y} \int_{0}^{y} \frac{\log ^{2}(t+1)}{(t+1)} d t \\
& =\left(-\frac{1}{y}+O\left(\frac{1}{y^{2}}\right)\right) O\left(\log ^{3} y\right)+\frac{\log ^{3}(y+1)}{3 y}=O\left(\frac{\log ^{3} y}{y}\right)
\end{aligned}
$$

(iv) Similarly to (ii), in this case we have, for $y>2$,

$$
\begin{aligned}
g_{4}(y) & =\frac{y}{(y+1)^{2}}\left[\int_{0}^{2}\left(\frac{t+1}{t}\right)^{2} \int_{0}^{t} \varphi(s) d s d t+\int_{2}^{y}\left(\frac{t+1}{t}\right)^{2}\left(C_{1}+\int_{2}^{t} \frac{d s}{\log s}\right) d t\right] \\
& =\frac{y}{(y+1)^{2}}\left[C_{2}+\int_{2}^{y}\left(\frac{t+1}{t}\right)^{2} O\left(\frac{t}{\log t}\right) d t\right] \\
& =\frac{y}{(y+1)^{2}} O\left(\frac{y^{2}}{\log y}\right)=O\left(\frac{y}{\log y}\right) \quad \text { as } y \rightarrow \infty .
\end{aligned}
$$

Therefore, for $y>2$,

$$
\begin{aligned}
g_{4}^{\prime}(y) & =\left[\frac{1}{y}-\frac{2}{y+1}\right] g_{4}(y)+\frac{y}{(y+1)^{2}}\left(\frac{y+1}{y}\right)^{2}\left(C_{1}+\int_{2}^{y} \frac{d s}{\log s}\right) \\
& =O\left(\frac{1}{\log y}\right) \quad \text { as } y \rightarrow \infty .
\end{aligned}
$$

## 4. Proof of the main results.

4.1. Construction of a subsolution. Motivated by the idea of an asymptotic expansion around (moving) steady states and based on a self-similar variable (see subsection 1.3), we make the following ansatz:

$$
\underline{u}(x, t)=1-\frac{1}{y+1}+b(t) f(y)-b^{2}(t) g(y), \quad y=a(t) x
$$

where the functions $a, b, f, g$ have to be determined. Note that the variable $y$ now ranges into the time-dependent interval $[0, a(t)]$. Here, $a$ and $b$ are expected to satisfy

$$
a(t) \sim u_{x}(0, t), \quad \lim _{t \rightarrow \infty} a(t)=\infty, \quad \text { and } \quad \lim _{t \rightarrow \infty} b(t)=0
$$

Lemma 4.1. The problem

$$
\begin{aligned}
\underline{u}_{t}-x \underline{u}_{x x} & \leq 2 \underline{u}_{x}, \quad 0<x<1, t>0 \\
\underline{u}(0, t) & =0, \quad t \geq 0 \\
\underline{u}(1, t) & <1, \quad t \geq 0
\end{aligned}
$$

admits a solution of the form

$$
\begin{equation*}
\underline{u}(x, t)=1-\frac{1}{y+1}+b(t) f(y)-b^{2}(t) g(y), \quad y=a(t) x \tag{4.1}
\end{equation*}
$$

where the smooth functions $a>0, b>0, f \geq 0$, and $g$ have the following properties:

$$
\begin{gather*}
f(y) \sim \log y, \quad g(y) \sim \frac{y \log y}{2} \quad \text { as } y \rightarrow \infty \\
f(0)=g(0)=f^{\prime}(0)=g^{\prime}(0)=0  \tag{4.2}\\
a(t)=\left(1+O\left(t^{-1 / 2} \log t\right)\right) \exp \left[\frac{5}{2}+\sqrt{2 t}\right] \quad \text { as } t \rightarrow \infty  \tag{4.3}\\
b(t)=\frac{1+O\left(t^{-1 / 2}\right)}{a(t) \log a(t)} \quad \text { as } t \rightarrow \infty \tag{4.4}
\end{gather*}
$$

and, moreover,

$$
\begin{equation*}
\underline{u}_{x}>0, \quad 0 \leq x \leq 1, t \geq 0 \tag{4.5}
\end{equation*}
$$

Proof. Step 1. Construction of the subsolution. In what follows we shall omit the variables $t$ and/or $y$ when no confusion is likely. We take $\underline{u}$ as in (4.1) where we assume

$$
\begin{equation*}
a>0 \quad \text { and } \quad \lim _{t \rightarrow \infty} a(t)=\infty \tag{4.6}
\end{equation*}
$$

We compute

$$
\begin{gather*}
\underline{u}_{x}=\frac{a}{(1+y)^{2}}+b a f^{\prime}(y)-b^{2} a g^{\prime}(y)  \tag{4.7}\\
\underline{u}_{x x}=\frac{-2 a^{2}}{(1+y)^{3}}+b a^{2} f^{\prime \prime}(y)-b^{2} a^{2} g^{\prime \prime}(y)
\end{gather*}
$$

and

$$
\underline{u}_{t}=\frac{a^{\prime} x}{(1+y)^{2}}+\left[b^{\prime} f(y)+b a^{\prime} x f^{\prime}(y)-2 b b^{\prime} g(y)-b^{2} a^{\prime} x g^{\prime}(y)\right]
$$

hence

$$
\underline{u}_{t}=\frac{a^{\prime}}{a} \frac{y}{(1+y)^{2}}+\left[b^{\prime} f(y)+\frac{b a^{\prime}}{a} y f^{\prime}(y)-2 b b^{\prime} g(y)-\frac{b^{2} a^{\prime}}{a} y g^{\prime}(y)\right]
$$

Recall that the operator $\mathcal{P}$ is defined in (3.26). It follows that

$$
\begin{aligned}
\mathcal{P} \underline{u} & =\frac{a^{\prime}}{a} \frac{y}{(1+y)^{2}}+\left[b^{\prime} f+\frac{b a^{\prime}}{a} y f^{\prime}-2 b b^{\prime} g-\frac{b^{2} a^{\prime}}{a} y g^{\prime}\right] \\
& +2 a \frac{y}{(1+y)^{3}}-b a y f^{\prime \prime}+b^{2} a y g^{\prime \prime} \\
& -2 a\left[\frac{y}{1+y}+b f-b^{2} g\right]\left[\frac{1}{(1+y)^{2}}+b f^{\prime}-b^{2} g^{\prime}\right] .
\end{aligned}
$$

Collecting terms of the same order in $b$ yields

$$
\begin{align*}
& \mathcal{P} \underline{u}=\frac{a^{\prime}}{a} \frac{y}{(1+y)^{2}}+\left[b^{\prime} f+\frac{b a^{\prime}}{a} y f^{\prime}-2 b b^{\prime} g-\frac{b^{2} a^{\prime}}{a} y g^{\prime}\right]-a b\left[y f^{\prime \prime}+\frac{2 f}{(1+y)^{2}}+\frac{2 y f^{\prime}}{1+y}\right] \\
& (4.8)+a b^{2}\left[y g^{\prime \prime}+\frac{2 g}{(1+y)^{2}}+\frac{2 y g^{\prime}}{1+y}-2 f f^{\prime}\right]+2 a b^{3}\left[f^{\prime} g+f g^{\prime}\right]-2 a b^{4} g g^{\prime} . \tag{4.8}
\end{align*}
$$

The natural scaling of the equation leads to the choice

$$
\begin{equation*}
b:=\frac{a^{\prime}}{a^{2}} \tag{4.9}
\end{equation*}
$$

so that in the right-hand side (RHS) of (4.8), the first term will be of the same order as the terms in the second bracket. Assuming

$$
\begin{equation*}
a^{\prime}>0 \tag{4.10}
\end{equation*}
$$

we also denote

$$
\begin{equation*}
\gamma:=\left(\frac{a}{a^{\prime}}\right)^{\prime} \tag{4.11}
\end{equation*}
$$

and observe that

$$
\begin{equation*}
\frac{a^{\prime}}{a}=a b, \quad b^{\prime}=-(1+\gamma) a b^{2} \tag{4.12}
\end{equation*}
$$

where the last equality comes from

$$
\gamma=\left(\frac{a}{a^{\prime}}\right)^{\prime}=\left(\frac{1}{a b}\right)^{\prime}=-\frac{b^{\prime}}{a b^{2}}-\frac{a^{\prime}}{a^{2} b}=-\frac{b^{\prime}}{a b^{2}}-1
$$

To make things clear, let us already stress that the final choice of $a$ will guarantee

$$
\gamma \geq 0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \gamma(t)=0
$$

Using (4.12), we can recast identity (4.8) in the form

$$
\begin{aligned}
\mathcal{P} \underline{u} & =a b\left[\frac{y}{(1+y)^{2}}-y f^{\prime \prime}-\frac{2 f}{(1+y)^{2}}-\frac{2 y f^{\prime}}{1+y}\right] \\
& +a b^{2}\left[y g^{\prime \prime}+\frac{2 g}{(1+y)^{2}}+\frac{2 y g^{\prime}}{1+y}-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f\right] \\
& +a b^{3}\left[2 f^{\prime} g+2 f g^{\prime}-y g^{\prime}+2(1+\gamma) g\right]-2 a b^{4} g g^{\prime}
\end{aligned}
$$

hence

$$
\begin{align*}
\mathcal{P} \underline{u} & =a b\left[\frac{y}{(1+y)^{2}}-\mathcal{L} f\right]+a b^{2}\left[\mathcal{L} g-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f\right] \\
& +a b^{3}\left[2 f^{\prime} g+2 f g^{\prime}-y g^{\prime}+2(1+\gamma) g\right]-2 a b^{4} g g^{\prime} \tag{4.13}
\end{align*}
$$

Let us now choose

$$
\begin{equation*}
f:=\left(I+\mathcal{L}_{0}^{-1}\right)\left(\frac{y}{(1+y)^{2}}\right) \geq \frac{y}{(1+y)^{2}} \geq 0 \tag{4.14}
\end{equation*}
$$

which solves $\mathcal{L} f=y /(1+y)^{2}$ for $y>0$, with $f(0)=0$ and $f^{\prime}(0)=1$ (cf. subsection 3.4). Dividing by $a b^{2}$, we see that $\mathcal{P} \underline{u}$ has the same sign as the quantity

$$
A:=\left[\mathcal{L} g-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f\right]+b\left[2 f^{\prime} g+2 f g^{\prime}-y g^{\prime}+2(1+\gamma) g\right]-2 b^{2} g g^{\prime}
$$

Next we choose

$$
g:=\mathcal{L}_{0}^{-1}\left(2 f f^{\prime}-y f^{\prime}+f\right)
$$

Therefore,

$$
A=-\gamma f+b\left[2 f^{\prime} g+2 f g^{\prime}-y g^{\prime}+2(1+\gamma) g\right]-2 b^{2} g g^{\prime}
$$

We now proceed to show that the quantity $A$ is nonpositive for large $t$ by considering separately the regions $y_{0} \leq y \leq a(t)$ and $0 \leq y \leq y_{0}$ for some large $y_{0}$ independent of $t$. At this point, we make the additional assumptions that

$$
\begin{equation*}
\gamma \sim \frac{1}{\log a} \quad \text { as } t \rightarrow \infty \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
a^{\prime} \sim \frac{a}{\log a} ; \quad \text { hence } \quad b \sim \frac{1}{a \log a} \quad \text { as } t \rightarrow \infty \tag{4.16}
\end{equation*}
$$

(which will be verified on the final choice of the function $a$; actually more precise expansions of $\gamma$ and $b$ will be needed in the final matching process). By Lemmas 3.5 and 3.6, we have

$$
f \sim \log y, \quad f^{\prime} g=o(g), \quad f g^{\prime}=o(g), \quad \text { and } \quad y g^{\prime} \sim g \sim \frac{y \log y}{2} \quad \text { as } y \rightarrow \infty
$$

Consequently, fixing $\delta>0$ and taking $y_{0}$ and $t_{0}$ large enough, we have, for $y_{0} \leq y \leq$ $a(t)$ and $t \geq t_{0}$,

$$
-\gamma f \leq(-1+\delta) \frac{\log y}{\log a}, \quad g, g^{\prime} \geq 0
$$

and

$$
\begin{aligned}
2 f^{\prime} g+2 f g^{\prime}-y g^{\prime}+2(1+\gamma) g & \leq \delta y \log y-\frac{1}{2} y \log y+2(1+\gamma)\left(\frac{1}{2}+\delta\right) y \log y \\
& \leq\left(\frac{1}{2}+4 \delta\right) y \log y
\end{aligned}
$$

Taking $\delta=1 / 12$ and also using (4.16), we thus obtain

$$
A \leq(-1+\delta) \frac{\log y}{\log a}+\frac{1}{a \log a}\left(\frac{1}{2}+5 \delta\right) y \log y=\frac{\log y}{\log a}\left(-1+\delta+\left(\frac{1}{2}+5 \delta\right) \frac{y}{a}\right) \leq 0
$$

for $y_{0} \leq y \leq a(t)$ and $t \geq t_{0}$ (possibly larger). Next, for $0 \leq y \leq y_{0}$, (4.14) implies

$$
f(y) \geq c_{1} y, \quad 0 \leq y \leq y_{0}
$$

whereas $f(0)=g(0)=0$ yields

$$
\left|2 f^{\prime} g+2 f g^{\prime}-y g^{\prime}\right|+4|g|+\left|g g^{\prime}\right| \leq c_{2} y, \quad 0 \leq y \leq y_{0}
$$

with $c_{1}, c_{2}>0$. Consequently,

$$
A \leq-c_{1} \gamma(t) y+c_{2} b(t) y=\left[-c_{1}+c_{2} \frac{b(t)}{\gamma(t)}\right] \gamma(t) y \leq 0
$$

on $\left[0, y_{0}\right.$ ] for $t$ large enough, due to (4.15) and (4.16).
We have thus proved that, under conditions (4.6), (4.10), (4.15), and (4.16), there holds $\mathcal{P} \underline{u} \leq 0$ in $(0,1) \times(T, \infty)$ for $T$ large enough. By a time shift we may obviously take $T=0$.

Step 2. Determination of $a(t)$ by matching at the outer boundary. Next, the determination of $a(t)$ will be done by "matching" with the boundary condition at $x=1$, i.e., by writing

$$
\underline{u}(1, t)<1
$$

which is equivalent to

$$
\begin{equation*}
b f(a)-b^{2} g(a)<\frac{1}{a+1} \tag{4.17}
\end{equation*}
$$

It is of course sufficient to check (4.17) for large $t$ (thanks to the possibility of shifting time). Let us first sketch the resolution of (4.17) in a rough way. Using (4.9) and applying Lemmas 3.5(i) and 3.6(i) at leading order, we are left with

$$
\begin{equation*}
\frac{a^{\prime}}{a^{2}}\left(\log a-\frac{a^{\prime}}{a^{2}} \frac{a \log a}{2}\right) \lesssim \frac{1}{a+1} \quad \text { as } t \rightarrow \infty \tag{4.18}
\end{equation*}
$$

We expect the second term in the bracket of the left-hand side (LHS) of the preceding relation to be much smaller than the first one as $a \rightarrow \infty$. If we ignore it, we obtain the differential inequality

$$
\begin{equation*}
a^{\prime} \lesssim \frac{a}{\log a} \quad \text { as } t \rightarrow \infty \tag{4.19}
\end{equation*}
$$

which implies that

$$
a(t) \lesssim e^{\sqrt{2 t}} \quad \text { as } t \rightarrow \infty
$$

However, the latter estimation is not accurate enough to show the desired estimate, and we thus add a correction term in (4.19). More precisely, we look for $a(t)$ as the solution of

$$
\begin{equation*}
a^{\prime}=\frac{a}{\log a}(1+\eta), \quad t>0, \quad a(0)=2 \tag{4.20}
\end{equation*}
$$

where the correction term $\eta=\eta(a)$ has the form

$$
\begin{equation*}
\eta=\frac{5}{2 \log a}+\frac{K}{\log ^{2} a}, \quad K>0 \tag{4.21}
\end{equation*}
$$

Now plugging (4.20) into (4.17), recalling also (4.9), and using the exact asymptotic behavior of $f(a), g(a)$ as $a \rightarrow \infty$, provided by Lemmas 3.5(i) and 3.6(i), we are reduced to the condition

$$
\frac{1+\eta}{a \log a}\left[\log a-2+O\left(\frac{\log ^{2} a}{a}\right)-\frac{1+\eta}{a \log a}\left(\frac{a \log a}{2}-\frac{9 a}{4}+O\left(\log ^{3} a\right)\right)\right]<\frac{1}{a+1}
$$

as $t \rightarrow \infty$ or

$$
\begin{equation*}
(1+\eta)\left[1-\frac{5+\eta}{2 \log a}+\frac{9}{4 \log ^{2} a}+\frac{9 \eta}{4 \log ^{2} a}+O\left(\frac{\log a}{a}\right)\right]<\frac{a}{a+1} \quad \text { as } t \rightarrow \infty \tag{4.22}
\end{equation*}
$$

Plugging (4.21) into (4.22), we first obtain

$$
\left(1+\frac{5}{2 \log a}+\frac{K}{\log ^{2} a}\right)\left[1-\frac{5}{2 \log a}+\frac{1}{\log ^{2} a}+O\left(\frac{1}{\log ^{3} a}\right)\right]<1-\frac{1}{a+1} \quad \text { as } t \rightarrow \infty
$$

and finally

$$
\begin{equation*}
1+\frac{4 K-21}{4 \log ^{2} a}+O\left(\frac{1}{\log ^{3} a}\right)<1-\frac{1}{a+1} \quad \text { as } t \rightarrow \infty \tag{4.23}
\end{equation*}
$$

In order for (4.23) to be satisfied, we choose $K<\frac{21}{4}$, and we then obtain the following ODE for $a$ :

$$
\begin{equation*}
a^{\prime}=\frac{a}{\log a}\left(1+\frac{5}{2 \log a}+\frac{K}{\log ^{2} a}\right), \quad t>0, \quad a(0)=2 \tag{4.24}
\end{equation*}
$$

Here we should mention that the same form for $\eta$, given by (4.21), will also be considered for the supersolution, with a different constant $K$; see the next subsection. Equation (4.24) implies that

$$
a^{\prime}=\frac{a}{\log a-5 / 2}\left(1+O\left(\log ^{-2} a\right)\right) \quad \text { as } t \rightarrow \infty
$$

and, integrating with respect to $t$, we get

$$
\log ^{2} a-5 \log a=2 t+O\left(\int_{0}^{t} \frac{d s}{\log ^{2}(a(s))}\right) \quad \text { as } t \rightarrow \infty
$$

Solving the quadratic polynomial in $\log a$ and noting that $\log a(s) \geq \sqrt{2 s}$ by (4.24), we end up with (4.3). As for (4.4), it follows from

$$
\begin{align*}
b & =\frac{a^{\prime}}{a^{2}}=\frac{1}{a \log a}\left(1+\frac{5}{2 \log a}+\frac{K}{\log ^{2} a}\right)=\frac{1+O\left(\log ^{-1} a\right)}{a \log a} \\
& =\frac{1+O\left(t^{-1 / 2}\right)}{a \log a} \quad \text { as } t \rightarrow \infty \tag{4.25}
\end{align*}
$$

where we used (4.24) and $\log a \geq \sqrt{2 t}$ as $t \rightarrow \infty$. On the other hand, denoting $G(s)=s+(5 / 2) s^{2}+K s^{3}$ and using (4.24), we see that $\gamma=\left(a / a^{\prime}\right)^{\prime}$ satisfies

$$
\begin{equation*}
\gamma=\left[\frac{1}{G(1 / \log a)}\right]^{\prime}=\frac{a^{\prime}}{a \log ^{2} a} \frac{G^{\prime}(1 / \log a)}{G^{2}(1 / \log a)}=\frac{G^{\prime}(1 / \log a)}{\log ^{2} a G(1 / \log a)}=H(1 / \log a) \tag{4.26}
\end{equation*}
$$

where $H(s)=s\left(1+5 s+3 K s^{2}\right)\left(1+(5 / 2) s+K s^{2}\right)^{-1}$. Finally, the assumed properties (4.6), (4.10), (4.15), and (4.16) of $a, b, \gamma$ are immediate consequences of (4.24), (4.25), and (4.26).

Step 3. Proof of (4.5). By (4.7) we have

$$
a^{-1} \underline{u}_{x}=\frac{1}{(1+y)^{2}}+b f^{\prime}(y)-b^{2} g^{\prime}(y)
$$

By Lemma 3.6 and (4.16), taking $y_{1}$ and $t_{1}$ large enough, we have, for $t \geq t_{1}$ and $y_{1} \leq y \leq a(t)$,

$$
a^{-1} \underline{u}_{x} \geq \frac{1}{2 a^{2}}-\frac{\log y}{a^{2} \log ^{2} a} \geq \frac{1}{a^{2}}\left(\frac{1}{2}-\frac{1}{\log a}\right)>0 .
$$

Now, for $0 \leq y \leq y_{1}$ and $t \geq t_{1}$ possibly larger, we get

$$
a^{-1} \underline{u}_{x} \geq \frac{1}{\left(1+y_{1}\right)^{2}}-C b(t)-C b^{2}(t)>0
$$

By a time shift we may obviously take $t_{1}=0$, and (4.5) is proved.
Remark 4.1. It is still possible to obtain a qualitatively correct subsolution with just a two-term expansion, for instance, by making the simple choice $f(y)=\log (1+y)$, $g=0$ in (4.1). However, this yields only the lower grow-up rate up to a multiplicative constant, i.e., $u_{x}(0, t) \geq C e^{\sqrt{2 t}}$, and does not enable one to deduce an expansion of the form (2.8).
4.2. Construction of a supersolution. The form (4.1) does not seem to be sufficient to construct an accurate supersolution (i.e., leading to a function $a(t)$ fulfilling (4.3)). We need a slight perturbation, corresponding to the modified ansatz

$$
\begin{equation*}
\bar{u}(x, t)=1-\frac{1}{y+1}+b(t) f(y)-b^{2}(t) \tilde{g}(y, t), \quad y=a(t) x \tag{4.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{g}(y, t)=(1+\varepsilon(t)) h(y), \tag{4.28}
\end{equation*}
$$

and $\varepsilon(t)$ goes to 0 as $t \rightarrow \infty$.
Lemma 4.2. The problem

$$
\begin{aligned}
\bar{u}_{t}-x \bar{u}_{x x} & \geq 2 \bar{u}_{x}, \quad 0<x<1, t>0 \\
\bar{u}(0, t) & =0, \quad t \geq 0 \\
\bar{u}(1, t) & \geq 1, \quad t \geq 0
\end{aligned}
$$

admits a solution of the form

$$
\bar{u}(x, t)=1-\frac{1}{y+1}+b(t) f(y)-(1+\varepsilon(t)) b^{2}(t) h(y), \quad y=a(t) x
$$

where the smooth functions $a(t), b(t), f(y), h(y)$ have the following properties:

$$
\begin{gather*}
f(y) \sim \log y, \quad h(y) \sim \frac{y \log y}{2} \quad \text { as } y \rightarrow \infty \\
f(0)=h(0)=f^{\prime}(0)=h^{\prime}(0)=0, \\
a(t)=\left(1+O\left(t^{-1 / 2} \log t\right)\right) \exp \left[\frac{5}{2}+\sqrt{2 t}\right] \quad \text { as } t \rightarrow \infty  \tag{4.29}\\
b(t)=\frac{1+O\left(t^{-1 / 2}\right)}{a(t) \log a(t)} \quad \text { as } t \rightarrow \infty  \tag{4.30}\\
\varepsilon(t) \sim(2 t)^{-1 / 2} \quad \text { as } t \rightarrow \infty \tag{4.31}
\end{gather*}
$$

Proof. Step 1. Construction of the supersolution. Taking $\bar{u}$ as defined in (4.27), (4.28), the expression for $\mathcal{P} \bar{u}$ is similar to (4.13), except that $g, g^{\prime}, g^{\prime \prime}$ are now replaced with $\tilde{g}, \tilde{g}_{y}, \tilde{g}_{y y}$ and an additional term $-b^{2} \varepsilon^{\prime} h$ is added, which is inherited from $\bar{u}_{t}$. As in the proof of Lemma 4.1, $b$ and $\gamma$ are defined through (4.9) and (4.11), and we assume (4.6), (4.10), (4.15), and (4.16). This leads to

$$
\begin{aligned}
\mathcal{P} \bar{u} & =a b\left[\frac{y}{(1+y)^{2}}-\mathcal{L} f\right]+a b^{2}\left[\mathcal{L} \tilde{g}-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f-\frac{\varepsilon^{\prime}}{a} h\right] \\
& +a b^{3}\left[2 f^{\prime} \tilde{g}+2 f \tilde{g}_{y}-y \tilde{g}_{y}+2(1+\gamma) \tilde{g}\right]-2 a b^{4} \tilde{g} \tilde{g}_{y}
\end{aligned}
$$

Replacing $\tilde{g}(y, t)$ with $(1+\varepsilon(t)) h(y)$, we obtain

$$
\begin{align*}
\mathcal{P} \bar{u} & =a b\left[\frac{y}{(1+y)^{2}}-\mathcal{L} f\right]+a b^{2}\left[(1+\varepsilon) \mathcal{L} h-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f-\frac{\varepsilon^{\prime}}{a} h\right]  \tag{4.32}\\
& +(1+\varepsilon) a b^{3}\left[2 f^{\prime} h+2 f h^{\prime}-y h^{\prime}+2(1+\gamma) h\right]-2(1+\varepsilon)^{2} a b^{4} h h^{\prime}
\end{align*}
$$

Denote

$$
B_{0}:=(1+\varepsilon) \mathcal{L} h-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f-\frac{\varepsilon^{\prime}}{a} h
$$

As in Lemma 4.1, we first choose

$$
f:=\left(I+\mathcal{L}_{0}^{-1}\right)\left(\frac{y}{(1+y)^{2}}\right)
$$

Dividing identity (4.32) by $a b^{2}$, we see that $\mathcal{P} \bar{u}$ has the same sign as the quantity

$$
B:=B_{0}+(1+\varepsilon) b\left[2 f^{\prime} h+2 f h^{\prime}-y h^{\prime}+2(1+\gamma) h\right]-2(1+\varepsilon)^{2} b^{2} h h^{\prime}
$$

Next we choose

$$
h=\mathcal{L}_{0}^{-1}\left(2 f f^{\prime}-y f^{\prime}+f+M \varphi\right)
$$

where $\varphi$ satisfies
$\varphi(0)=0, \quad \varphi^{\prime}(0)>0, \quad \varphi(y)>0$ for $0<y<2, \quad \varphi(y)=1 / \log y$ for $y \geq 2$.
Note that, taking $M>2$ suitably large, we have

$$
2 f f^{\prime}-y f^{\prime}+f+M \varphi \geq 0, \quad y \geq 0
$$

by Lemma 3.5; hence

$$
\begin{equation*}
h(y) \geq 0, \quad y \geq 0 \tag{4.34}
\end{equation*}
$$

due to (3.35). We compute

$$
\begin{aligned}
B_{0} & =(1+\varepsilon)\left(2 f f^{\prime}-y f^{\prime}+f+M \varphi\right)-2 f f^{\prime}+y f^{\prime}-(1+\gamma) f-\frac{\varepsilon^{\prime}}{a} h \\
& =\varepsilon\left(2 f f^{\prime}-y f^{\prime}\right)+M(1+\varepsilon) \varphi+(\varepsilon-\gamma) f-\frac{\varepsilon^{\prime}}{a} h
\end{aligned}
$$

At this point, we choose

$$
\begin{equation*}
\varepsilon=\gamma \tag{4.35}
\end{equation*}
$$

where $\gamma$ is defined by (4.11), and we assume again (4.15) and (4.16) along with

$$
\begin{equation*}
\gamma^{\prime} \leq 0 \tag{4.36}
\end{equation*}
$$

(these assumptions will be verified on the final choice of the function $a$ ). By (4.34) and (4.36) we have

$$
B_{0} \geq \gamma\left(2 f f^{\prime}-y f^{\prime}\right)+M(1+\gamma) \varphi
$$

and it follows that
$(1+\gamma)^{-1} B \geq\left[\frac{\gamma}{1+\gamma}\left(2 f f^{\prime}-y f^{\prime}\right)+M \varphi\right]+b\left[2 f^{\prime} h+2 f h^{\prime}-y h^{\prime}+2(1+\gamma) h\right]-2(1+\gamma) b^{2} h h^{\prime}$.
To show that the RHS of (4.37) is nonnegative for large $t$, we again consider separately the regions $y_{0} \leq y \leq a(t)$ and $0 \leq y \leq y_{0}$ for some large $y_{0}$ independent of $t$. By the estimates in Lemma 3.5, we have

$$
\begin{equation*}
f \sim \log y, \quad f^{\prime} \sim \frac{1}{y}, \quad \text { and } \quad y h^{\prime} \sim h \sim \frac{y \log y}{2} \quad \text { as } y \rightarrow \infty \tag{4.38}
\end{equation*}
$$

Consequently, fixing $\delta>0$, using (4.15), and taking $y_{0}$ and $t_{0}$ large enough, we have, for $y_{0} \leq y \leq a(t)$ and $t \geq t_{0}$,

$$
\begin{gathered}
\frac{\gamma}{1+\gamma}\left(2 f f^{\prime}-y f^{\prime}\right)+M \varphi \geq-\frac{3}{2} \gamma+\frac{M}{\log y} \geq-\frac{2}{\log a}+\frac{M}{\log y} \geq \frac{M-2}{\log y} \\
2 f^{\prime} h+2 f h^{\prime}-y h^{\prime}+2(1+\gamma) h \geq-\left(\frac{1}{2}+\delta\right) y \log y+2(1+\gamma)\left(\frac{1}{2}-\delta\right) y \log y \geq\left(\frac{1}{2}-4 \delta\right) y \log y
\end{gathered}
$$

and

$$
2(1+\gamma) h h^{\prime} \leq y \log ^{2} y
$$

Assuming $M \geq 3$, taking $\delta=1 / 8$, and also using (4.16), we infer that

$$
(1+\gamma)^{-1} B \geq \frac{1}{\log a}-\frac{y \log ^{2} y}{a^{2} \log ^{2} a}=\frac{1}{\log a}\left(1-\frac{y \log ^{2} y}{a^{2} \log a}\right) \geq \frac{1}{\log a}\left(1-\frac{\log a}{a}\right) \geq 0
$$

for $y_{0} \leq y \leq a(t)$ and $t \geq t_{0}$. Next, for $0 \leq y \leq y_{0}$, (4.33) implies

$$
M \varphi(y) \geq c_{1} y
$$

whereas $f(0)=h(0)=0$ yields

$$
2 f f^{\prime}-y f^{\prime} \geq-c_{2} y, \quad 2 f^{\prime} h+2 f h^{\prime}-y h^{\prime}+2(1+\gamma) h \geq-c_{2} y, \quad 2(1+\gamma) h h^{\prime} \leq c_{2} y
$$

with $c_{1}, c_{2}>0$. Therefore,

$$
(1+\gamma)^{-1} B \geq-\gamma(t) c_{2} y+c_{1} y-b(t) c_{2} y-b^{2}(t) c_{2} y=\left[c_{1}-c_{2}\left(\gamma(t)+b(t)+b^{2}(t)\right)\right] y \geq 0
$$

on $\left[0, y_{0}\right.$ ] for $t$ large enough.
We have thus proved that $\mathcal{P} \bar{u} \geq 0$ in $(0,1) \times(T, \infty)$ for $T$ large enough. By a time shift we may obviously take $T=0$.

Step 2. Determination of $a(t)$ by matching at the outer boundary. The determination of $a(t)$ will be done again by "matching" with the boundary condition at $x=1$. Imposing that

$$
\underline{u}(1, t) \geq 1
$$

we obtain

$$
b f(a)-b^{2}(1+\varepsilon) h(a) \geq \frac{1}{a+1}
$$

and taking (4.9) into account, we end up with

$$
\begin{equation*}
\frac{a^{\prime}}{a^{2}}\left(f(a)-\frac{a^{\prime}}{a^{2}}(1+\varepsilon) h(a)\right) \geq \frac{1}{a+1} \tag{4.39}
\end{equation*}
$$

Again it suffices to check (4.39) for large $t$. Following the same reasoning as in the case of a subsolution, we again look for $a(t)$ as a solution of

$$
\begin{equation*}
a^{\prime}=\frac{a}{\log a}(1+\eta) \quad \text { as } t \rightarrow \infty \tag{4.40}
\end{equation*}
$$

where the correction term $\eta=\eta(a)$ is given by (4.21) with $K$ a constant to be determined.

Plugging (4.40) into (4.39) and using the exact asymptotic behavior of $f(a), h(a)$ as $a \rightarrow \infty$, given by Lemmas 3.5 and 3.6, we arrive at
$\frac{1+\eta}{a \log a}\left[\log a-2+O\left(\frac{\log ^{2} a}{a}\right)-\frac{(1+\eta)(1+\varepsilon)}{a \log a}\left(\frac{a \log a}{2}-\frac{9 a}{4}+O\left(\frac{a}{\log a}\right)\right)\right] \geq \frac{1}{a+1}$
or
$(1+\eta)\left[1-\frac{2}{\log a}+O\left(\frac{\log a}{a}\right)-\frac{(1+\eta)(1+\varepsilon)}{\log a}\left(\frac{1}{2}-\frac{9}{4 \log a}+O\left(\frac{1}{\log ^{2} a}\right)\right)\right] \geq \frac{a}{a+1}$
as $t \rightarrow \infty$. Denote by $\Gamma$ the quantity in the bracket in the LHS of (4.41). Using (4.21) and (4.41), we obtain

$$
\begin{aligned}
\Gamma & =1-\frac{2}{\log a}+O\left(\frac{\log a}{a}\right) \\
& -\left(1+\frac{5}{2 \log a}+\frac{K}{\log ^{2} a}\right)\left(1+\frac{1}{\log a}+\frac{5}{2 \log ^{2} a}\right)\left(\frac{1}{2 \log a}-\frac{9}{4 \log ^{2} a}+O\left(\frac{1}{\log ^{3} a}\right)\right) \\
& =1-\frac{5}{2 \log a}+\frac{1}{2 \log ^{2} a}+O\left(\frac{1}{\log ^{3} a}\right) \quad \text { as } t \rightarrow \infty .
\end{aligned}
$$

Then (4.41) becomes equivalent to

$$
\left(1+\frac{5}{2 \log a}+\frac{K}{\log ^{2} a}\right)\left(1-\frac{5}{2 \log a}+\frac{1}{2 \log ^{2} a}+O\left(\frac{1}{\log ^{3} a}\right)\right) \geq 1-\frac{1}{a+1} \quad \text { as } t \rightarrow \infty
$$

that is,

$$
\begin{equation*}
1+\frac{4 K-23}{4 \log ^{2} a}+O\left(\frac{1}{\log ^{3} a}\right) \geq 1-\frac{1}{a+1} \quad \text { as } t \rightarrow \infty \tag{4.42}
\end{equation*}
$$

For (4.42) to be satisfied we choose $K>\frac{23}{4}$, and we again take $a$ to be the solution of the ODE (4.24). Then, by the end of step 2 of the proof of Lemma 4.1, we obtain (4.29) and (4.30) as well as the assumed properties (4.6), (4.10), (4.15), and (4.16) of $a, b, \gamma$. Finally, we note that (4.15), (4.29), and (4.35) guarantee (4.31), and that (4.26) implies

$$
\gamma^{\prime}=\frac{-a^{\prime}}{a \log ^{2} a} H^{\prime}(1 / \log a)=\frac{-1}{\log ^{2} a}\left(H^{\prime} G\right)(1 / \log a) \sim \frac{-1}{\log ^{3} a} \quad \text { as } t \rightarrow \infty
$$

and hence (4.36) (after a further time shift).
4.3. Proofs of Theorem 2.1 and Corollary 2.2. Let $u$ be the solution of (2.1)-(2.4) and let $\underline{u}, \bar{u}$ be the sub-/supersolutions provided by Lemmas 4.1 and 4.2. The asymptotic expansion (2.8)-(2.9) in Theorem 2.1 will be an immediate consequence of the following two Lemmas. The first one guarantees that $u$ lies between suitable time-shifts of $\underline{u}$ and $\bar{u}$. The second one shows that (shifted versions of) $\underline{u}$ and $\bar{u}$ satisfy the required asymptotic behavior.

Lemma 4.3.
(i) There exists $T_{1}>0$ such that

$$
\begin{equation*}
u(\cdot, t) \geq \underline{u}\left(\cdot, t-T_{1}\right), \quad t \geq T_{1} . \tag{4.43}
\end{equation*}
$$

(ii) Let $\tau$ be as in Lemma 3.3. Then there exists $T_{2}>0$ such that

$$
u(\cdot, t) \leq \bar{u}\left(\cdot, t+T_{2}\right), \quad t \geq \tau
$$

Proof. (i) Since $\underline{u}(\cdot, 0) \in C^{1}([0,1])$ with $\underline{u}(0,0)=0, \underline{u}(1,0)<1$, and $\underline{u}_{x}(\cdot, 0)>0$, it follows from Lemma 3.4 that $u\left(\cdot, T_{1}\right) \geq \underline{u}(\cdot, 0)$ for some $T_{1}>0$. The assertion then follows from the comparison principle.
(ii) Due to (4.38), (4.14), and $h(0)=0$, we have

$$
f(y) \geq c_{1} \log (y+1) \quad \text { and } \quad h(y) \leq c_{2}(y+1) \log (y+1), \quad y \geq 0
$$

for some $c_{1}, c_{2}>0$. This along with (4.29)-(4.31) implies that, for all $t \geq t_{2}$ large enough and all $x \in[0,1]$,

$$
\begin{aligned}
\bar{u}(x, t) & =\frac{a x}{a x+1}+b f(a x)-(1+\varepsilon(t)) b^{2} h(a x) \\
& \geq \frac{a x}{a x+1}+b \log (a x+1)\left(c_{1}-2 c_{2}(a x+1) b\right) \\
& \geq \frac{a x}{a x+1}+b \log (a x+1)\left(c_{1}-3 c_{2} \frac{a+1}{a \log a}\right) \geq \frac{a x}{a x+1}
\end{aligned}
$$

Take $\tau, \eta$ as in Lemma 3.3 and set $x_{0}=1 / 4 K$. For all $x \in\left[0, x_{0}\right]$ and $t \geq t_{2}$, with $t_{2} \geq \tau$ possibly larger, we have $a / 2 K \geq a x+1$; hence

$$
\bar{u}(x, t) \geq \frac{a x}{a x+1} \geq 2 K x \geq u(x, \tau), \quad 0 \leq x \leq x_{0}, t \geq t_{2}
$$

On the other hand, (4.38) implies that

$$
f^{\prime}(y) \leq c_{3} \quad \text { and } \quad\left|h^{\prime}(y)\right| \leq c_{3}+\log (y+1), \quad y \geq 0
$$

for some $c_{3}>0$. For all $x \in\left(x_{0}, 1\right]$ and $t \geq t_{2}$ (possibly larger), we thus have

$$
\begin{aligned}
\bar{u}_{x} & =\frac{a}{(1+a x)^{2}}+b a f^{\prime}(a x)-(1+\varepsilon(t)) b^{2} a h^{\prime}(a x) \\
& \leq \frac{a}{\left(1+a x_{0}\right)^{2}}+c_{3} b a+2\left(c_{3}+\log (a+1)\right) b^{2} a \leq \eta
\end{aligned}
$$

due to (4.29) and (4.30); hence

$$
\bar{u}(x, t) \geq 1-\eta(1-x) \geq u(x, \tau), \quad x_{0}<x \leq 1, t \geq t_{2}
$$

Therefore, $\bar{u}\left(\cdot, t_{2}\right) \geq u(\cdot, \tau)$ in $[0,1]$. The assertion, with $T_{2}=t_{2}-\tau$, thus follows from the comparison principle.

Lemma 4.4. Let

$$
A(t)=\exp \left[\frac{5}{2}+\sqrt{2 t}\right]
$$

Then, for any $T \in \mathbb{R}$, each of the functions $w=\underline{u}$ and $w=\bar{u}$ satisfies

$$
1-w(x, t+T)=\frac{1}{1+A(t) x}\left[1-x+O\left(t^{-1 / 2} \log t\right)\right]
$$

as $t \rightarrow \infty$, uniformly in $[0,1]$.
Proof. We shall give the proof for $w=\underline{u}$, the other case being completely similar. Set $\tilde{a}(t)=a(t+T)$ and $\tilde{b}(t)=b(t+T)$. We first note that, by (4.3), we have

$$
\tilde{a}(t)=\left(1+O\left(t^{-1 / 2} \log t\right)\right) A(t)
$$

and

$$
\begin{equation*}
\log \tilde{a}(t)=\log A(t)+O\left(t^{-1 / 2} \log t\right)=\left(1+O\left(t^{-1} \log t\right)\right) \log A(t) \tag{4.44}
\end{equation*}
$$

Also, by (4.4), we have

$$
\begin{equation*}
\tilde{b}(t)=\frac{1+O\left(t^{-1 / 2}\right)}{\tilde{a} \log \tilde{a}} \tag{4.45}
\end{equation*}
$$

Moreover, due to Lemma 3.5, there exists $C>0$ such that

$$
\begin{equation*}
|f(y)-\log (1+y)| \leq C, \quad y \geq 0 \tag{4.46}
\end{equation*}
$$

Now, using (4.45), (4.46), and (4.44), we compute

$$
\begin{aligned}
\frac{1}{1+\tilde{a} x}-\tilde{b} f(\tilde{a} x) & =\frac{1}{1+\tilde{a} x}\left[1-\frac{(1+\tilde{a} x) f(\tilde{a} x)}{\tilde{a} \log \tilde{a}}\left(1+O\left(t^{-1 / 2}\right)\right)\right] \\
& =\frac{1}{1+\tilde{a} x}\left[1-\frac{(1+\tilde{a} x) \log (1+\tilde{a} x)}{\tilde{a} \log \tilde{a}}\left(1+O\left(t^{-1 / 2}\right)\right)\right] \\
& =\frac{1}{1+\tilde{a} x}\left[1-\frac{x \log (1+\tilde{a} x)}{\log \tilde{a}}+O\left(t^{-1 / 2}\right)\right] \\
& =\frac{1}{1+\tilde{a} x}\left[1-x+R(x, t)+O\left(t^{-1 / 2}\right)\right]
\end{aligned}
$$

where

$$
R(x, t):=\frac{x(\log \tilde{a}-\log (1+\tilde{a} x))}{\log \tilde{a}}
$$

Here and in what follows, the $O$ 's are uniform in $[0,1]$. To control $R$ we note that, if $\tilde{a} x \geq 1$, then

$$
\log (\tilde{a} x) \leq \log (1+\tilde{a} x) \leq \log (\tilde{a} x)+\log 2,
$$

and hence

$$
|R(x, t)| \leq \frac{x(|\log x|+\log 2)}{\log \tilde{a}} \leq \frac{C}{\log \tilde{a}}
$$

whereas, if $\tilde{a} x<1$, then $|R(x, t)| \leq x \leq 1 / \tilde{a}$. It follows that $\sup _{x \in[0,1]}|R(x, t)|=$ $O\left(t^{-1 / 2}\right)$ as $t \rightarrow \infty$. Since, by (4.3), we have

$$
\begin{aligned}
1+\tilde{a} x & =(1+A x)\left[1+\frac{(\tilde{a}-A) x}{1+A x}\right]=(1+A x)\left[1+\frac{O\left(t^{-1 / 2} \log t\right) A x}{1+A x}\right] \\
& =(1+A x)\left(1+O\left(t^{-1 / 2} \log t\right)\right),
\end{aligned}
$$

we deduce that

$$
\frac{1}{1+\tilde{a} x}-\tilde{b} f(\tilde{a} x)=\frac{1+O\left(t^{-1 / 2} \log t\right)}{1+A x}\left(1-x+O\left(t^{-1 / 2}\right)\right),
$$

and hence

$$
\begin{equation*}
\frac{1}{1+\tilde{a} x}-\tilde{b} f(\tilde{a} x)=\frac{1-x+O\left(t^{-1 / 2} \log t\right)}{1+A x} . \tag{4.47}
\end{equation*}
$$

On the other hand, due to Lemma 3.6 and $g(0)=0$, there exists $C_{1}>0$ such that

$$
|g(y)| \leq C_{1}(1+y) \log (1+y), \quad y \geq 0 .
$$

Consequently, using also (4.45), we obtain, for $t \rightarrow \infty$,

$$
\begin{equation*}
(1+A x) \tilde{b}^{2}|g(\tilde{a} x)| \leq 2 C_{1} \frac{(1+\tilde{a} x)^{2} \log (1+\tilde{a} x)}{\tilde{a}^{2} \log ^{2} \tilde{a}} \leq \frac{3 C_{1}}{\log \tilde{a}}=O\left(t^{-1 / 2}\right) . \tag{4.48}
\end{equation*}
$$

Combining (4.47) and (4.48) finally yields

$$
1-\underline{u}(x, t+T)=\frac{1}{1+\tilde{a} x}-\tilde{b} f(\tilde{a} x)+\tilde{b}^{2} g(\tilde{a} x)=\frac{1-x+O\left(t^{-1 / 2} \log t\right)}{1+A x} .
$$

Proof of (2.10) and (2.11). First notice that estimate (3.27) in Lemma 3.3 and Lemma 4.3(ii) guarantee the control of the slope at $x=1$, namely, (3.22), for any finite $T>0$. The $C^{1}$ regularity property (2.10) is then a consequence of Lemma 3.2. To show (2.11), note that $\underline{u}_{x}(0, t)=a(t)$ due to (4.7) and (4.2). The lower estimate corresponding to (2.11) is then a consequence of (4.43) and (4.3). The proof of the upper part is similar by using $\bar{u}$.

Proof of Corollary 2.2. Assertion (i) is an immediate consequence of (2.8) and (2.9). To show (ii), it suffices to observe that, due to (2.9),

$$
\begin{aligned}
\int_{0}^{1} \frac{d x}{1+A(t) x} & =\left[\frac{\log (1+A(t) x)}{A(t)}\right]_{0}^{1}=\frac{\log (1+A(t))}{A(t)} \\
& =\left(1+O\left(t^{-1 / 2}\right)\right) \sqrt{2 t} \exp \left[-\frac{5}{2}-\sqrt{2 t}\right]
\end{aligned}
$$

as $t \rightarrow \infty$ and to use

$$
\int_{0}^{1} \frac{x d x}{1+A(t) x} \leq \frac{1}{A(t)}
$$
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1. Introduction and notation. This paper aims to give some new mathematical results on existence for a damped wave equation with an obstacle and for full viscoelasticity in the particular case of a Kelvin-Voigt material with unilateral boundary conditions.

We consider in section 2 a damped wave equation taking place in a half-space, with an obstacle at the boundary. Let $u(x, t)$ be the displacement at time $t$ of the material point of spatial coordinate $x=\left(x_{1}, x^{\prime}\right) \in(-\infty, 0] \times \mathbb{R}^{d-1}$ at rest with $d \geq 2$. We will agree that if we write a function of space and time as a function of three variables, then the first variable is the normal space variable $x_{1}$, the second variable is the tangential space variable $x^{\prime}$, and the last variable is time. Let $f\left(x_{1}, x^{\prime}, t\right)$ denote a density of external forces, depending on space and time. Define $\Omega \stackrel{\text { def }}{=}(-\infty, 0] \times \mathbb{R}^{d-1}$, and let $\alpha$ be a positive number. The mathematical problem is formulated as follows:

$$
\begin{equation*}
u_{t t}-\Delta u-\alpha \Delta u_{t}=f, \quad x \in \Omega, \quad t>0 \tag{1.1}
\end{equation*}
$$

with Cauchy initial data

$$
\begin{equation*}
u(\cdot, 0)=u_{0} \quad \text { and } \quad u_{t}(\cdot, 0)=u_{1} \tag{1.2}
\end{equation*}
$$

and Signorini boundary conditions at $x_{1}=0, t>0$,

$$
\begin{equation*}
0 \leq u \perp u_{x_{1}}+\alpha u_{x_{1} t} \geq 0 \tag{1.3}
\end{equation*}
$$

where $(\cdot)_{t} \stackrel{\text { def }}{=} \frac{\partial}{\partial t}(\cdot)$ and $(\cdot)_{x_{1}} \stackrel{\text { def }}{=} \frac{\partial}{\partial x_{1}}(\cdot)$. The orthogonality has the natural meaning: if we have enough regularity, it means that the product $u\left(u_{x_{1}}+\alpha u_{x_{1} t}\right)$ vanishes almost everywhere on the boundary. If we do not have enough regularity, the above inequality

[^96]is integrated on an appropriate set of test functions, yielding a weak formulation for the unilateral condition. The main result of section 2 is that, indeed, (1.3) holds almost everywhere on the boundary; i.e., we have a strong solution to our problem.

We suppose that the initial position $u_{0}$ belongs to the Sobolev space $\mathrm{H}^{2}(\Omega)$ and satisfies the compatibility condition $u_{0}(0, \cdot, \cdot) \geq 0$, the initial velocity $u_{1}$ belongs to $\mathrm{H}^{1}(\Omega)$, and the density of forces $f$ belongs to $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. The choice of a function $f$ defined for all nonnegative time is justified by the use of a Fourier transform in the latter part of the article. This is not a significant restriction as we can always extend $f$ by 0 if it is defined only for finite times.

Let us describe the weak formulation of the problem. Denote by $K$ the convex set

$$
K \stackrel{\text { def }}{=}\left\{v \in \mathrm{H}_{\mathrm{loc}}^{1}(\Omega \times[0, \infty)): \nabla v_{t} \in \mathrm{~L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right),\left.v\right|_{\{0\} \times \mathbb{R}^{d-1}} \geq 0\right\}
$$

This unusual convex set has been devised in order to write a weak formulation of our problem. Since we expect to find a scalar product $\left(\nabla u_{t}, \nabla w\right)$, we require $\nabla u_{t}$ to be square integrable. Thus, the weak formulation associated to (1.1)-(1.3) is obtained by multiplying (1.1) by $v-u, v \in K$, and by integrating formally over $\Omega \times(0, \tau)$. Then, we get

$$
\left\{\begin{array}{l}
\text { find } u \in K \text { such that for all } v \in K \text { and for all } \tau \in(0, \infty)  \tag{1.4}\\
\left.\int_{\Omega}\left(u_{t}(v-u)\right)\right|_{0} ^{\tau} \mathrm{d} x-\int_{0}^{\tau} \int_{\Omega} u_{t}\left(v_{t}-u_{t}\right) \mathrm{d} x \mathrm{~d} t \\
+\int_{0}^{\tau} \int_{\Omega}\left(\nabla u+\alpha \nabla u_{t}\right)(\nabla v-\nabla u) \mathrm{d} x \mathrm{~d} t \geq \int_{0}^{\tau} \int_{\Omega} f(v-u) \mathrm{d} x \mathrm{~d} t
\end{array}\right.
$$

We approximate this problem by a regularized problem, and the bulk of our work is to get enough regularity to obtain traces of the tangential first derivatives of the solution on the boundary. This is done essentially through an analysis of the Dirichlet to Neumann operator for the damped wave equation. For this purpose, one must go to tangential Fourier variables and perform an estimate on a pseudodifferential term.

In section 3, we treat the evolution of a Kelvin-Voigt material (see [DaL90]) occupying a three dimensional half-space, satisfying Signorini conditions at the boundary and Cauchy data at $t=0$. We make the assumptions of small deformations. Let $\varepsilon_{i j}(u) \stackrel{\text { def }}{=}\left(u_{j, x_{i}}+u_{i, x_{j}}\right) / 2$ be the strain tensor, and let there be given two Hooke tensors, $a_{i j k l}^{n}, n=0,1$. We define the two stress tensors $\sigma_{i j}^{n}$ corresponding, respectively, to the elastic and the viscous parts of the stress:

$$
\begin{equation*}
\sigma_{i j}^{n}(u) \stackrel{\text { def }}{=} a_{i j k l}^{n} \varepsilon_{k l}(u) ; \tag{1.5}
\end{equation*}
$$

here, we have used the summation convention on repeated indices. The displacement field $u$ satisfies the system

$$
\begin{equation*}
\rho u_{i, t t}=\sigma_{i j, x_{j}}^{0}(u)+\sigma_{i j, x_{j}}^{1}\left(u_{t}\right)+f_{i}, \quad x \in \Omega, \quad t>0 . \tag{1.6}
\end{equation*}
$$

The initial data are given by

$$
\begin{equation*}
u(\cdot, 0)=v_{0} \quad \text { and } \quad u_{t}(\cdot, 0)=v_{1} . \tag{1.7}
\end{equation*}
$$

The components of the unit external normal are $\delta_{1 j}$ ( $\delta$ is the Kronecker symbol), and a basis of tangential vectors can be taken as $\tau_{j}=\delta_{2 j}$ and $\tau_{j}^{\prime}=\delta_{3 j}$. Denote by
$\Sigma=\{0\} \times \mathbb{R}^{d-1}$ the boundary of $\Omega$. Then, the boundary conditions on $\Sigma \times[0, \infty)$ are

$$
\begin{gather*}
0 \geq u_{1} \perp \sigma_{11}^{0}(u)+\sigma_{11}^{1}\left(u_{t}\right) \leq 0  \tag{1.8a}\\
\sigma_{12}^{0}(u)+\sigma_{12}^{1}\left(u_{t}\right)=0, \quad \text { and } \quad \sigma_{13}^{0}(u)+\sigma_{13}^{1}\left(u_{t}\right)=0 . \tag{1.8b}
\end{gather*}
$$

One of the main results of section 3 is to show that (1.8a) holds almost everywhere, because the relevant traces exist.

In order to simplify the problem, we have considered a homogeneous and isotropic material; then, the Hooke tensors $a_{i j k l}^{n}$ are defined with the help of Lamé constants $\lambda^{n}$ and $\mu^{n}$ :

$$
a_{i j k l}^{n} \stackrel{\text { def }}{=} \lambda^{n} \delta_{i j} \delta_{k l}+2 \mu^{n} \delta_{i k} \delta_{j l}, \quad n=0,1 .
$$

We define two elasticity operators $A^{n}$ by

$$
A^{n} u \stackrel{\text { def }}{=} a_{i j k l}^{n} \partial_{j} \varepsilon_{k l}(u), \quad n=0,1 .
$$

Then, the problem (1.6)-(1.8) can be rewritten as follows:

$$
\begin{align*}
& \rho u_{t t}-A^{0} u-A^{1} u_{t}=f, \quad x \in \Omega, \quad t>0,  \tag{1.9a}\\
& 0 \geq u_{1} \perp\left(\sigma_{11}^{0}(u)+\sigma_{11}^{1}\left(u_{t}\right)\right) \leq 0 \quad \text { on } \quad \Sigma \times[0, \infty),  \tag{1.9b}\\
& \sigma_{12}^{0}(u)+\sigma_{12}^{1}\left(u_{t}\right)=0 \quad \text { and } \quad \sigma_{13}^{0}(u)+\sigma_{13}^{1}\left(u_{t}\right)=0 \quad \text { on } \quad \Sigma \times[0, \infty),  \tag{1.9c}\\
& u(\cdot, 0)=v_{0} \quad \text { and } \quad u_{t}(\cdot, 0)=v_{1} . \tag{1.9d}
\end{align*}
$$

Let us describe now the functional hypotheses on the data; if $X$ is a space of scalar functions, the bold-face notation $\mathbf{X}$ denotes the space $X^{d}$. For the final result, we require $v_{0}$ to belong to $\mathbf{H}^{5 / 2}(\Omega), v_{1}$ to $\mathbf{H}^{3 / 2}(\Omega)$, and $f$ to $\mathbf{H}_{\mathrm{loc}}^{1}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. The initial data must satisfy the compatibility condition $\left(v_{0}\right)_{1}\left(0, x^{\prime}\right) \leq 0$ for all $x^{\prime} \in \Sigma$. Let $K$ be the convex set defined by

$$
K \stackrel{\text { def }}{=}\left\{v \in \mathbf{H}^{1}(\Omega \times(0, \tau)): \nabla v_{t} \in \mathbf{L}^{2}(\Omega \times(0, \tau)), v(0, \cdot) \leq 0\right\} .
$$

Define two bilinear forms by

$$
a^{0}(u, v) \stackrel{\text { def }}{=} \int_{\Omega} a_{i j k l}^{0} \varepsilon_{i j}(u) \varepsilon_{k l}(v) \mathrm{d} x \quad \text { and } \quad a^{1}(u, v) \stackrel{\text { def }}{=} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}(u) \varepsilon_{k l}(v) \mathrm{d} x .
$$

We obtain a weak formulation of the problem (1.9) as follows: we multiply (1.9a) by $v-u, v \in K$, and we formally integrate the result over $\Omega \times(0, \tau)$; we obtain then the variational inequality

$$
\left\{\begin{array}{l}
\text { find } u \in K \text { such that for all } v \in K \text { and for all } \tau \in(0, \infty),  \tag{1.10}\\
\int_{0}^{\tau} \int_{\Omega} \rho u_{t t} \cdot(v-u) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} a^{0}(u, u-v) \mathrm{d} t \\
+\int_{0}^{\tau} a^{1}\left(u_{t}, v-u\right) \mathrm{d} t \geq \int_{0}^{\tau} \int_{\Omega} f \cdot(v-u) \mathrm{d} x \mathrm{~d} t
\end{array}\right.
$$

The existence result for (1.1)-(1.3) is easily established by the penalty method and was already proved by Jarušek et al. [ $\left.\mathrm{JM}^{*} 92\right]$ in the case of distributed constraints.

Jarušek has also proved in [Jar96] an existence result for (1.9), in a much more general and complicated case, since it allows for contact, a given friction at the boundary, a nonlinear constitutive law for viscoelasticity, and a general geometry. However,
the boundary conditions must be understood in the sense of duality, since the traces themselves are defined by duality. The reader can also refer to [KuS04a]. Moreover, notice that $[\mathrm{KuS} 04 \mathrm{~b}]$ contains some regularity results for a Signorini problem with normal compliance.

The reader may wonder why our proofs of existence for weak solutions are longer than other known proofs; the reason is that we prove more estimates in order to get more information. Hence, we cannot reuse previous proofs of existence of weak solutions. In particular, we need stronger results on the regularity of solutions, and these cannot be deduced from former results on regularity, which use stronger assumptions.

In the present paper, for both problems, we penalize the obstacle constraint, we construct a solution of the penalized problem, and we show the existence of a weak solution by passing to the limit with respect to the penalty parameter. Then, under appropriate regularity conditions on the data, we prove that the penalized solution has traces, which can be estimated, and therefore the limiting weak solution that we obtained is a strong solution.

We have chosen to limit ourselves to homogeneous and, in the case of viscoelasticity, isotropic media, since we use a Fourier transform and some calculus in the dual variables for obtaining the traces. We believe that more general cases could be considered, namely, variable coefficients and curved boundary. The method is probably straightforward, but it is exacting, since one would probably have to use the full technology of pseudodifferential operators.

Observe that nothing is known about uniqueness.
These two problems are treated in the same article, because they are quite close. Proofs for the second problem are shortened when very close to proofs for the first one. Nevertheless, there are substantial differences in detail, since the second problem is much more complicated than the first. In particular, the bulk of the proof in section 3 consists in obtaining a solution of a linear system through Fourier-Laplace transform and then in estimating this solution in anisotropic Sobolev spaces.

## 2. The damped wave equation with Signorini boundary conditions.

2.1. The penalized problem. We approximate (1.1)-(1.3) by the penalty method. This means that we replace the rigid constraint (1.3) by a very stiff response. When the constraint is active, the response is linear, and it vanishes when the constraint is not active. More precisely, letting $r^{-} \stackrel{\text { def }}{=}-\min (r, 0)$, we replace $u$ by $u^{\epsilon}$, which satisfies

$$
\begin{equation*}
u_{t t}^{\epsilon}-\Delta u^{\epsilon}-\alpha \Delta u_{t}^{\epsilon}=f, \quad x \in \Omega, \quad t>0 \tag{2.1}
\end{equation*}
$$

with initial data

$$
\begin{equation*}
u^{\epsilon}(\cdot, 0)=u_{0} \quad \text { and } \quad u_{t}^{\epsilon}(\cdot, 0)=u_{1} \tag{2.2}
\end{equation*}
$$

and boundary condition

$$
\begin{equation*}
\left(u_{x_{1}}^{\epsilon}+\alpha u_{x_{1} t}^{\epsilon}\right)(0, \cdot, \cdot)=\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-} / \epsilon . \tag{2.3}
\end{equation*}
$$

Notice that (2.3) is the so-called normal compliance condition introduced by Martins and Oden [MaO88].

Define the following sets:

$$
\begin{equation*}
\forall \tau \in(0, \infty), \quad Q_{\tau} \stackrel{\text { def }}{=} \Omega \times(0, \tau) \quad \text { and } \quad I_{\tau} \stackrel{\text { def }}{=} \Sigma \times(0, \tau) \tag{2.4}
\end{equation*}
$$

Theorem 2.1. Let $\mathrm{W}_{\text {loc }} \stackrel{\text { def }}{=}\left\{u \in \mathrm{H}_{\mathrm{loc}}^{1}([0, \infty) \times \Omega): \nabla u_{t} \in \mathrm{~L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)\right\}$. Assume that $u_{0}$ and $u_{1}$ belong to $\mathrm{H}^{1}(\Omega)$, and $f$ belongs to $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$; then for every $\epsilon>0$ there exists a unique weak solution $u^{\epsilon} \in \mathrm{W}_{\text {loc }}$ of the problem (2.1)-(2.3) such that

$$
\begin{align*}
u^{\epsilon} & \in \mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{H}^{1}(\Omega)\right),  \tag{2.5a}\\
u_{t}^{\epsilon} & \in \mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{H}^{1}(\Omega)\right),  \tag{2.5b}\\
u_{t t}^{\epsilon} & \in \mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right), \tag{2.5c}
\end{align*}
$$

and for every $\tau \in(0, T)$ and for all $v \in \mathrm{~W}_{\mathrm{loc}}$, the following variational equality is satisfied:

$$
\begin{align*}
& \int_{\Omega}\left(\left(u_{t}^{\epsilon} v\right)(\cdot, \tau)-u_{1} v(\cdot, 0)\right) \mathrm{d} x-\int_{Q_{\tau}} u_{t}^{\epsilon} v_{t} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{\tau}} \nabla u^{\epsilon} \nabla v \mathrm{~d} x \mathrm{~d} t  \tag{2.6}\\
& \quad+\alpha \int_{Q_{\tau}} \nabla u_{t}^{\epsilon} \nabla v \mathrm{~d} x \mathrm{~d} t-\frac{1}{\epsilon} \int_{I_{\tau}}\left(u^{\epsilon}\right)^{-} v \mathrm{~d} x^{\prime} \mathrm{d} t=\int_{Q_{\tau}} f v \mathrm{~d} x \mathrm{~d} t .
\end{align*}
$$

Proof. The theorem is proved by the standard Galerkin method, and the reader can refer to [GGZ74] or the appendix of [JM*92].
2.2. A priori estimates. We establish here estimates up to the boundary and interior estimates which will enable us later to infer the existence of a weak solution to (1.1)-(1.3).

Lemma 2.2. Assume that $f$ belongs to $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, $u_{0}$ to $\mathrm{H}^{1}(\Omega)$, and $u_{1}$ to $\mathrm{L}^{2}(\Omega)$. Then $u_{t}^{\epsilon}$ and $\nabla u^{\epsilon}$ are bounded in $\mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right), \nabla u_{t}^{\epsilon}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, and $\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-} / \sqrt{\epsilon}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{-}\right)\right)$independently of $\epsilon>0$. If, moreover, $u_{0}$ belongs to $\mathrm{H}^{2}(\Omega), \Delta u^{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{\infty}\left(0, \infty ; L^{2}(\Omega)\right)$ independently of $\epsilon$.

Proof. These estimates result from an application of the Gronwall lemma to the energy identity. We multiply (2.1) by $u_{t}^{\epsilon}$, and we integrate this expression over $Q_{\tau}$ to get

$$
\int_{Q_{\tau}} u_{t t}^{\epsilon} u_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t-\int_{Q_{\tau}} \Delta u^{\epsilon} u_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t-\alpha \int_{Q_{T}} \Delta u_{t}^{\epsilon} u_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t=\int_{Q_{\tau}} f u_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t .
$$

We integrate the first integral in time in the above relation, we use Green's formula for the second and third, and, with the help of the boundary conditions (2.3), we obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}\left(\left|u_{t}^{\epsilon}(\cdot, \tau)\right|^{2}+\left|\nabla u^{\epsilon}(\cdot, \tau)\right|^{2}\right) \mathrm{d} x+\alpha \int_{Q_{\tau}}\left|\nabla u_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\left.\frac{1}{2 \epsilon} \int_{\Sigma}\left(\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-}\right)^{2}\right|_{0} ^{\tau} \mathrm{d} x^{\prime} \\
& =\int_{Q_{\tau}} f u_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t+\frac{1}{2} \int_{\Omega}\left(\left|\nabla u_{0}\right|^{2}+\left|u_{1}\right|^{2}\right) \mathrm{d} x .
\end{aligned}
$$

We may deduce from the classical Gronwall lemma that $u_{t}^{\epsilon}$ and $\nabla u^{\epsilon}$ are bounded in $\mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right), \nabla u_{t}^{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, and $\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-} / \sqrt{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{d-1}\right)\right)$ independently of $\epsilon>0$.

For the bound on $\Delta u^{\epsilon}$, we multiply (2.1) by $\mathrm{e}^{t / \alpha}$, and we integrate from 0 to $\tau$. After an integration by parts on the term

$$
\int_{0}^{\tau} u_{t t}^{\epsilon} \mathrm{e}^{t / \alpha} \mathrm{d} t
$$

we find the identity

$$
\begin{align*}
\Delta u^{\epsilon}(\cdot, \tau)= & \Delta u_{0} \mathrm{e}^{-\tau / \alpha}+\alpha^{-1}\left(u_{t}^{\epsilon}(\cdot, \tau)-u_{1} \mathrm{e}^{-\tau / \alpha}\right) \\
& -\alpha^{-2} \int_{0}^{\tau} u_{t}^{\epsilon}(\cdot, t) \mathrm{e}^{(t-\tau) / \alpha} \mathrm{d} t-\alpha^{-1} \int_{0}^{\tau} f \mathrm{e}^{(t-\tau) / \alpha} \mathrm{d} t \tag{2.7}
\end{align*}
$$

The end of the proof is straightforward. $\quad \square$
Remark 2.3. If we suppose that $f$ vanishes for $t$ large, then, independently of $\epsilon>0, u_{t}^{\epsilon}, \nabla u^{\epsilon}$, and $\Delta u^{\epsilon}$ are bounded in $\mathrm{L}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ and $\nabla u_{t}^{\epsilon}$ is bounded in $\mathrm{L}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. These properties can be proved using the arguments given in the proof of Lemma 2.2, with the origin of time moved to $T$ if $f(\cdot, t)$ vanishes for $t \geq T$; since the integral involving $f$ vanishes, the conclusion is clear for $u_{t}^{\epsilon}, \nabla u^{\epsilon}$, and $\nabla u_{t}^{\epsilon}$. For $\Delta u^{\epsilon}$, we use the identity (2.7), with 0 replaced by $T \leq \tau$, and the conclusion is clear.

Lemma 2.4. Assume the hypotheses of Lemma 2.2. Then for all nonnegative, continuously differentiable, and compactly supported $\psi$ on $\mathbb{R}^{d-1}$ and for all $\tau \in[0, T]$,

$$
\int_{I_{\tau}} \frac{\left(u^{\epsilon}\right)^{-}}{\epsilon} \psi \mathrm{d} x^{\prime} \mathrm{d} t
$$

is bounded independently of $\epsilon>0$. In particular, $\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-} / \epsilon$ is a bounded measure on $I_{\tau}$.

Proof. Let $\phi$ be a continuous function with compact support in $\mathbb{R}^{d}$; we multiply (2.1) by $\phi$ and integrate over $Q_{\tau}$; thanks to the boundary conditions (2.3) and Green's formula, we obtain

$$
\left.\int_{\Omega} \phi u_{t}^{\epsilon}(\cdot, t)\right|_{0} ^{\tau} \mathrm{d} x+\int_{Q_{\tau}} \nabla \phi\left(\nabla u^{\epsilon}+\alpha \nabla u_{t}^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t-\frac{1}{\epsilon} \int_{I_{\tau}}\left(u^{\epsilon}\right)^{-} \phi \mathrm{d} x^{\prime} \mathrm{d} t=\int_{Q_{\tau}} \phi f \mathrm{~d} x \mathrm{~d} t .
$$

Since the product $|z y|$ can be estimated by $|z|^{2} / 2+|y|^{2} / 2$, we get the following inequality:

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{I_{\tau}}\left(u^{\epsilon}\right)^{-} \phi \mathrm{d} x^{\prime} \mathrm{d} t \leq \frac{1}{2} \int_{\Omega}\left(\left|u_{t}^{\epsilon}(\cdot, \tau)\right|^{2}+\left|u_{1}\right|^{2}\right) \mathrm{d} x+\int_{\Omega}|\phi|^{2} \mathrm{~d} x \\
& +\int_{Q_{\tau}}\left|\nabla \phi \nabla u^{\epsilon}\right| \mathrm{d} x \mathrm{~d} t+\alpha \int_{Q_{\tau}}\left|\nabla \phi \nabla u_{t}^{\epsilon}\right| \mathrm{d} x \mathrm{~d} t+\int_{Q_{\tau}}|\phi f| \mathrm{d} x \mathrm{~d} t . \tag{2.8}
\end{align*}
$$

The right-hand side of (2.8) is bounded since $f$ belongs to $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, $u_{1}$ to $\mathrm{L}^{2}(\Omega)$, and $u_{t}^{\epsilon}, \nabla u^{\epsilon}$, and $\nabla u_{t}^{\epsilon}$ to $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Moreover, $\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-}$is nonnegative; if the trace $\psi$ of $\phi$ over $\Sigma$ is nonnegative, the inequality is clear. The last statement of the theorem is obtained by a classical approximation argument. Write $\mu^{\epsilon}=\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-} / \epsilon$. Let $\psi_{n}$ be an increasing sequence of nonnegative, continuously differentiable, and compactly supported functions on $\Sigma$, which are at most equal to $\psi$. Then the integrals of $\psi_{n}$ against $\mu^{\epsilon}$ converge to the integral of $\lim _{n} \psi_{n}$ against $\mu^{\epsilon}$, so that the integral of any nonnegative, continuous, and compactly supported function against $\mu^{\epsilon}$ is nonnegative, and this is precisely the definition of a nonnegative measure on $\Sigma$.

Let us turn now to interior estimates.
Lemma 2.5. Assume the hypotheses of Lemma 2.2. Then for all $\beta>0, u_{t t}^{\epsilon}$ and $\Delta u_{t}^{\epsilon}$ are bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$, independently of $\epsilon>0$.

Proof. The idea of the proof is twofold: we multiply $u^{\epsilon}$ by a truncation function $\varphi \in \mathrm{C}_{0}^{\infty}(\mathbb{R})$, and we define $v^{\epsilon} \stackrel{\text { def }}{=} \varphi u^{\epsilon}$; we will observe that $w^{\epsilon} \stackrel{\text { def }}{=} v_{t}^{\epsilon}$ satisfies a heat equation, whose right-hand side will be estimated thanks to the previous lemmas. Let us now go into the details.

Let $\varphi$ be a truncation function which is equal to 1 if $x_{1} \leq-\beta$ and to 0 if $x_{1} \geq-\beta / 2$ $(\beta>0)$. Then, we multiply $u^{\epsilon}$ by $\varphi$, which enables us to forget about the strongly nonlinear boundary conditions. Define

$$
\begin{equation*}
v^{\epsilon}\left(x_{1}, \cdot, \cdot\right) \stackrel{\text { def }}{=} \varphi\left(x_{1}\right) u^{\epsilon}\left(x_{1}, \cdot, \cdot\right) \tag{2.9}
\end{equation*}
$$

The derivatives of $v^{\epsilon}$ are given by

$$
\begin{align*}
v_{t t}^{\epsilon} & =\varphi u_{t t}^{\epsilon},  \tag{2.10a}\\
\Delta v^{\epsilon} & =\varphi \Delta u^{\epsilon}+2 \varphi_{x_{1}} \nabla u^{\epsilon}+\varphi_{x_{1} x_{1}} u^{\epsilon},  \tag{2.10b}\\
\Delta v_{t}^{\epsilon} & =\varphi \Delta u_{t}^{\epsilon}+2 \varphi_{x_{1}} \nabla u_{t}^{\epsilon}+\varphi_{x_{1} x_{1}} u_{t}^{\epsilon} . \tag{2.10c}
\end{align*}
$$

Observe that, thanks to relations (2.1) and (2.10), we have

$$
\begin{equation*}
v_{t t}^{\epsilon}-\Delta v^{\epsilon}-\alpha \Delta v_{t}^{\epsilon}=\widetilde{g}^{\epsilon} \tag{2.11}
\end{equation*}
$$

where $\widetilde{g}^{\epsilon} \stackrel{\text { def }}{=} \varphi f-2 \varphi_{x_{1}}\left(\nabla u^{\epsilon}+\alpha \nabla u_{t}^{\epsilon}\right)-\varphi_{x_{1} x_{1}}\left(u^{\epsilon}+\alpha u_{t}^{\epsilon}\right)$. Since $f, u_{t}^{\epsilon}, \nabla u^{\epsilon}, \nabla u_{t}^{\epsilon}$, and $u^{\epsilon}$ are bounded in $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right), \widetilde{g}^{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Let us define

$$
\begin{equation*}
w^{\epsilon} \stackrel{\text { def }}{=} v_{t}^{\epsilon} \quad \text { and } \quad g^{\epsilon} \stackrel{\text { def }}{=} \widetilde{g}^{\epsilon}+\Delta v^{\epsilon} . \tag{2.12}
\end{equation*}
$$

Substituting (2.12) into (2.11), we obtain

$$
\begin{equation*}
w_{t}^{\epsilon}-\alpha \Delta w^{\epsilon}=g^{\epsilon} . \tag{2.13}
\end{equation*}
$$

Let us prove now that $w_{t}^{\epsilon}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. For this purpose, we multiply (2.13) by $w_{t}^{\epsilon}$; we integrate this expression over $\Omega$ :

$$
\int_{\Omega}\left|w_{t}^{\epsilon}\right|^{2} \mathrm{~d} x-\alpha \int_{\Omega} \Delta w^{\epsilon} w_{t}^{\epsilon} \mathrm{d} x=\int_{\Omega} g^{\epsilon} w_{t}^{\epsilon} \mathrm{d} x
$$

We use Green's formula in the second term on the left-hand side of the above expression, thus getting the following equality:

$$
\begin{equation*}
\int_{\Omega}\left|w_{t}^{\epsilon}\right|^{2} \mathrm{~d} x+\alpha \int_{\Omega} \nabla w_{t}^{\epsilon} \nabla w^{\epsilon} \mathrm{d} x=\int_{\Omega} g^{\epsilon} w_{t}^{\epsilon} \mathrm{d} x \tag{2.14}
\end{equation*}
$$

We integrate (2.14) over ( $0, \tau$ ), we observe that the product $\left|g^{\epsilon} w_{t}^{\epsilon}\right|$ can be estimated by $\left|g^{\epsilon}\right|^{2} / 2+\left|w_{t}^{\epsilon}\right|^{2} / 2$, and we obtain

$$
\begin{align*}
& \frac{1}{2} \int_{Q_{\tau}}\left|w_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\alpha \int_{\Omega}\left|\nabla w^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x  \tag{2.15}\\
& \leq \alpha \int_{\Omega}\left|\nabla w^{\epsilon}(\cdot, 0)\right|^{2} \mathrm{~d} x+\frac{1}{2} \int_{Q_{\tau}}\left|g^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

Since $u_{1}$ belongs to $\mathrm{H}^{1}(\Omega)$ and $\varphi$ belongs to $\mathrm{C}_{0}^{\infty}(\mathbb{R}), \nabla w^{\epsilon}(\cdot, 0)=\varphi_{x_{1}} u_{1}+\varphi \nabla u_{1}$ is bounded in $\mathrm{L}^{2}(\Omega)$. Moreover, $g^{\epsilon}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ because $\Delta v^{\epsilon}$ and $\widetilde{g}^{\epsilon}$ are bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Therefore, $(2.9),(2.12)$, and (2.15) enable us to
deduce that $u_{\text {tt }}^{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$. We use analogous arguments to show that $\Delta u_{t}^{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$. We multiply (2.13) by $\Delta w^{\epsilon}$, we integrate over $Q_{\tau}$, and, thanks to Green's formula, we obtain

$$
\begin{equation*}
-\left.\frac{1}{2} \int_{\Omega}\left|\nabla w^{\epsilon}\right|^{2}\right|_{0} ^{\tau} \mathrm{d} x-\alpha \int_{Q_{\tau}}\left|\Delta w^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{Q_{\tau}} g^{\epsilon} \Delta w^{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{2.16}
\end{equation*}
$$

The product $\left|g^{\epsilon} \Delta w^{\epsilon}\right|$ can be estimated by $\left|g^{\epsilon}\right|^{2} /(2 \gamma)+\gamma\left|\Delta w^{\epsilon}\right|^{2} / 2$, and if we choose $\gamma \in(0,2 \alpha)$, we obtain the following inequality:

$$
\begin{equation*}
\left(\alpha-\frac{\gamma}{2}\right) \int_{Q_{T}}\left|\Delta w^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq \frac{1}{2 \gamma} \int_{Q_{T}}\left|g^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{2} \int_{\Omega}\left|\nabla w^{\epsilon}(\cdot, 0)\right|^{2} \mathrm{~d} x . \tag{2.17}
\end{equation*}
$$

Since $g^{\epsilon}$ and $\nabla w^{\epsilon}(\cdot, 0)$ are, respectively, bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ and $\mathrm{L}^{2}(\Omega)$, according to (2.9), (2.12), and (2.17), we infer that $\Delta u_{t}^{\epsilon}$ is bounded in the space $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$.
2.3. Existence of a weak solution. In this section, we show that it is possible to pass to the limit in the variational formulation of the penalized problem to obtain a weak solution of (1.1)-(1.3). There is a minor subtlety due to the unboundedness of $\Omega$.

Theorem 2.6. Assume the hypotheses of Lemma 2.2. Then there exists a solution of the variational inequality (1.4); this solution can be obtained as a limit of a subsequence of the penalty approximation defined by (2.1)-(2.3).

Proof. Let $v$ belong to $K$ and $\varphi$ be a function belonging to $\mathrm{C}_{0}^{\infty}(\bar{\Omega} \times[0, \infty))$, which takes its values in $[0,1]$. Multiplying (2.1) by $\left(v-u^{\epsilon}\right) \varphi$ and integrating over $Q_{\tau}$ and then observing that

$$
\int_{I_{\tau}}\left(\left(u^{\epsilon}\right)^{-} \varphi\left(v-u^{\epsilon}\right)\right) \mathrm{d} x^{\prime} \mathrm{d} t=\int_{I_{\tau}}\left(\left(\left(u^{\epsilon}\right)^{-}\right)^{2} \varphi\right) \mathrm{d} x^{\prime} \mathrm{d} t+\int_{I_{\tau}}\left(\left(u^{\epsilon}\right)^{-} \varphi v\right) \mathrm{d} x^{\prime} \mathrm{d} t
$$

is nonnegative, we may deduce the following inequality:

$$
\begin{gather*}
\left.\int_{\Omega} u_{t}^{\epsilon} \varphi\left(v-u^{\epsilon}\right)\right|_{0} ^{\tau} \mathrm{d} x-\int_{Q_{\tau}} u_{t}^{\epsilon}\left(\varphi\left(v-u^{\epsilon}\right)\right)_{t} \mathrm{~d} x \mathrm{~d} t \\
+\int_{Q_{\tau}}\left(\nabla u^{\epsilon}+\alpha \nabla u_{t}^{\epsilon}\right) \nabla\left(\varphi\left(v-u^{\epsilon}\right)\right) \mathrm{d} x \mathrm{~d} t \geq \int_{Q_{\tau}} f \varphi\left(v-u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t . \tag{2.18}
\end{gather*}
$$

We infer from Lemmas 2.2 and 2.4 that it is possible to extract a subsequence, still denoted by $u^{\epsilon}$, such that

$$
\begin{gather*}
u^{\epsilon}-u \quad \text { in } \quad \mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \text { weak } \quad *,  \tag{2.19a}\\
u_{t}^{\epsilon} \rightarrow u_{t} \quad \text { in } \mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \text { weak } \quad *,  \tag{2.19b}\\
\nabla u^{\epsilon}-\nabla u \text { in } \mathrm{L}_{\text {loco }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \text { weak } \quad *,  \tag{2.19c}\\
\Delta u^{\epsilon} \rightharpoonup \Delta u \quad \text { in } \quad \mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \text { weak } \quad *,  \tag{2.19d}\\
\nabla u_{t}^{\epsilon}-\nabla u_{t} \quad \text { in } \quad \mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \text { weak. } \tag{2.19e}
\end{gather*}
$$

Define the set $Q_{R} \stackrel{\text { def }}{=}\left\{x: x_{1}<0,\left|x^{\prime}\right| \leq R\right\} \times[0, R]$. Thanks to the classical compactness properties of injections of Sobolev spaces on bounded open sets, we see that for all $R>0$, the restrictions of $u^{\epsilon}$ and $\nabla u^{\epsilon}$ to $Q_{R}$ converge strongly to their
respective limits in $\mathrm{L}^{2}\left(Q_{R}\right)$; therefore, we can pass to the limit in all the terms of (2.18) except possibly the first two terms.

Let us prove that $u_{t}$ is continuous from $[0, \infty)$ to $L^{2}(\Omega)$ equipped with the weak topology: we infer from the estimates of Lemma 2.5 that for all $\beta>0, u_{t t}^{\epsilon}$ restricted to $x_{1}<-\beta$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta] \times \Sigma)\right)$; therefore, $u_{t}^{\epsilon}$ converges to a function $u_{t}$ whose restriction to $x_{1}<-\beta$ is continuous from $[0, \infty)$ to $\mathrm{L}^{2}((-\infty,-\beta] \times \Sigma)$. Let $t_{j} \in[0, \infty)$ be a sequence converging to $t_{\infty}<\infty$; as $u_{t}$ belongs to $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, we may extract a subsequence, still denoted by $t_{j}$, such that

$$
u_{t}^{\epsilon}\left(\cdot, t_{j}\right) \rightharpoonup z \quad \text { in } \quad \mathrm{L}^{2}(\Omega) \quad \text { weak. }
$$

But since, for all $\beta>0$,

$$
u_{t}^{\epsilon}\left(\cdot, t_{j}\right) 1_{\left\{x_{1}<-\beta\right\}} \rightarrow u_{t}\left(\cdot, t_{\infty}\right) 1_{\left\{x_{1}<-\beta\right\}} \quad \text { in } \quad \mathrm{L}^{2}(\Omega),
$$

we see that $z$ must coincide with $u_{t}\left(\cdot, t_{\infty}\right)$ and that the whole sequence converges strongly to $u_{t}\left(\cdot, t_{\infty}\right)$; this proves that $u_{t}$ is continuous from $[0, \infty)$ to $\mathrm{L}^{2}(\Omega)$ weak.

Let us prove now that $u_{t}^{\epsilon}(\cdot, t)$ converges weakly to $u_{t}(\cdot, t)$ for all $t>0$ : let $\gamma$ be an arbitrary positive number; let $z$ belong to $\mathrm{L}^{2}(\Omega)$; and denote by $C_{1}$ an upper bound for $\left|u_{t}^{\epsilon}\right|_{\mathrm{L}^{\infty}\left([0, T] ; \mathrm{L}^{2}(\Omega)\right)}$ with $T$ fixed. We choose $\beta$ so small that

$$
\left(\int_{-\beta<x_{1}<0}|z|^{2} \mathrm{~d} x\right)^{1 / 2} \leq \frac{\gamma}{4 C_{1}}
$$

then, for $t \in[0, T]$,

$$
\begin{align*}
& \left|\int_{\Omega}\left(u_{t}^{\epsilon}(\cdot, t)-u_{t}(\cdot, t)\right) z \mathrm{~d} x\right| \leq\left|\int_{x_{1}<-\beta}\left(u_{t}^{\epsilon}(\cdot, t)-u_{t}(\cdot, t)\right) z \mathrm{~d} x\right| \\
& +\left(\int_{-\beta<x_{1}<0}|z|^{2} \mathrm{~d} x\right)^{1 / 2}\left(\int_{-\beta<x_{1}<0}\left|u_{t}^{\epsilon}(\cdot, t)-u_{t}(\cdot, t)\right|^{2} \mathrm{~d} x\right)^{1 / 2} \tag{2.20}
\end{align*}
$$

By definition of $C_{1}$, the second term on the right-hand side of (2.20) is estimated by $C_{1} \gamma /\left(2 C_{1}\right)=\gamma / 2$. As $\left.u_{t}^{\epsilon}\right|_{(-\infty,-\beta) \times I_{T}}$ is bounded in $\mathrm{H}^{1}\left((-\infty,-\beta) \times I_{T}\right)$, we see that

$$
\int_{-\infty}^{-\beta} \int_{\Sigma} u_{t}^{\epsilon} z \mathrm{~d} x \quad \text { converges } \text { to } \int_{-\infty}^{-\beta} \int_{\Sigma} u_{t} z \mathrm{~d} x
$$

uniformly with respect to $t \in[0, T]$. It suffices therefore to choose $\epsilon$ so small that the first term on the right-hand side of (2.20) is estimated by $\gamma / 2$. This proves that the convergence of $\int_{\Omega} u_{t}^{\epsilon} z \mathrm{~d} x$ to $\int_{\Omega} u_{t} z \mathrm{~d} x$ is uniform on compact sets in time. In particular, as $\epsilon$ tends to 0 , it is plain that for all $\tau>0$,

$$
\int_{\Omega} u_{t}^{\epsilon} \varphi\left(v-u^{\epsilon}\right) \mathrm{d} x \rightarrow \int_{\Omega} u_{t} \varphi(v-u) \mathrm{d} x
$$

Let us turn now to the term

$$
\int_{Q_{\tau}} u_{t}^{\epsilon}\left(\varphi_{t}\left(v-u^{\epsilon}\right)+\varphi\left(v_{t}-u_{t}^{\epsilon}\right)\right) \mathrm{d} x \mathrm{~d} t
$$

It is clear that

$$
\int_{Q_{\tau}} u_{t}^{\epsilon}\left(\varphi_{t}\left(v-u^{\epsilon}\right)+\varphi v_{t}\right) \mathrm{d} x \mathrm{~d} t \rightarrow \int_{Q_{\tau}} u_{t}\left(\varphi_{t}(v-u)+\varphi v_{t}\right) \mathrm{d} x \mathrm{~d} t
$$

There remains to prove the convergence

$$
\int_{Q_{\tau}}\left|u_{t}^{\epsilon}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t \rightarrow \int_{Q_{\tau}}\left|u_{t}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t
$$

We observe that

$$
\begin{aligned}
\int_{Q_{\tau}}\left|u_{t}^{\epsilon}-u_{t}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t \leq & \int_{0}^{\tau} \int_{\Sigma} \int_{x_{1} \leq-\beta}\left|u_{t}^{\epsilon}-u_{t}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{\Sigma} \int_{-\beta \leq x_{1} \leq 0}\left|u_{t}^{\epsilon}-u_{t}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

Let $\gamma$ be any positive number. One can deduce from the estimates of $\left|u_{t}^{\epsilon}\right|_{\mathrm{L}^{2}\left(I_{\tau}\right)}$ and $\left|\nabla u_{t}^{\epsilon}\right|_{\mathrm{L}^{2}\left(Q_{\tau}\right)}$ that there exists a constant $C_{2}$ independent from $\epsilon$ such that

$$
\left|u_{t}^{\epsilon}\left(x_{1}, \cdot, \cdot\right)\right|_{\mathrm{L}^{2}(\Sigma \times(0, \tau))} \leq C_{2}
$$

Therefore,

$$
\int_{0}^{\tau} \int_{\Sigma} \int_{-\beta \leq x_{1} \leq 0}\left|u_{t}^{\epsilon}-u_{t}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t \leq C_{2}^{2} \beta
$$

We choose $\beta$ so small that $C_{2}^{2} \beta \leq \gamma / 2$; then we know from the estimates of Lemmas 2.2 and 2.5 that the restriction of $u^{\epsilon}$ to $\left\{x_{1}<-\beta\right\}$ intersected with a ball containing the support of $\varphi$ is bounded in $\mathrm{H}^{2}$ of that set; therefore, for $\epsilon$ small enough,

$$
\int_{Q_{\tau}}\left|u_{t}^{\epsilon}-u_{t}\right|^{2} \varphi \mathrm{~d} x \mathrm{~d} t \leq \frac{\gamma}{2}
$$

and the convergence of the first two terms of (2.18) is proved. We observe now that since $u, u_{t}, \nabla u$, and $\nabla u_{t}$ belong to $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, we may replace $\varphi$ by $\varphi_{R}$ in the variational inequality where $\varphi_{R}$ is equal to 1 over the set $Q_{R}$ and vanishes outside of $Q_{R+1}$. It is plain that as $R \rightarrow \infty$ all the terms in (2.18) converge to their limit; thus we have proved the existence of the desired weak solution.

Remark 2.7. Nothing is known about uniqueness.
2.4. Auxiliary results on the damped wave equation with Dirichlet boundary conditions. We establish a priori estimates on the damped wave equation with Dirichlet boundary conditions. These estimates will enable us to give some properties on the trace spaces which we use in the next subsection.

LEMMA 2.8. Assume $u_{0}$ belongs to $\mathrm{H}^{5 / 2}(\Omega)$; then, there exists a function $z \in$ $\mathrm{H}^{3}(\Omega \times[0, \infty))$ with compact support in $t$ such that the trace of $z$ on $\Omega$ is equal to $u_{0}$.

Proof. We extend $u_{0}$ into a function belonging to $\mathrm{H}^{5 / 2}\left(\mathbb{R}^{d}\right)$ : as the boundary of $\Omega$ is smooth, this extension is a consequence of classical results on Sobolev spaces. Then there exists a function $Z$ belonging to $\mathrm{H}^{3}\left(\mathbb{R}^{d} \times[0, \infty)\right)$ whose trace is $u_{0}$. It suffices now to select a cut-off function $\varphi \in \mathrm{C}^{\infty}([0, \infty))$ which is equal to 1 on $[0,1]$ and to 0 on $[2, \infty)$ and to define $z$ as the restriction of $\varphi Z$ to $\Omega \times[0, \infty)$.

Lemma 2.9. Assume $u_{0}$ belongs to $\mathrm{H}^{5 / 2}(\Omega)$, $u_{1}$ belongs to $\mathrm{H}^{1}(\Omega)$, and $f$ belongs to $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Define $z$ as in Lemma 2.8, and let $\bar{u}$ be the solution of (1.1) with the initial data (1.2) and boundary condition $\bar{u}(0, \cdot, \cdot)=z(0, \cdot, \cdot)$. Then the trace $\bar{g} \stackrel{\text { def }}{=}-\left(\bar{u}_{x_{1}}+\alpha \bar{u}_{x_{1} t}\right)(0, \cdot, \cdot)$ is well defined and belongs to $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{d-1}\right)\right)$. Moreover, if $f$ is compactly supported in time,

$$
\int_{0}^{\tau}|\bar{g}(\cdot, t)|_{\mathrm{L}^{2}(\Sigma)}^{2} \mathrm{~d} t
$$

increases at most polynomially with respect to $\tau$.
Proof. The function $\zeta \stackrel{\text { def }}{=} \bar{u}-z$ satisfies the equation

$$
\begin{equation*}
\zeta_{t t}-\Delta \zeta-\alpha \Delta \zeta_{t}=F, \quad x \in \Omega, \quad t>0 \tag{2.21}
\end{equation*}
$$

where $F \stackrel{\text { def }}{=} f-z_{t t}+\Delta z+\alpha \Delta z_{t}$, with initial data

$$
\zeta(\cdot, 0)=0 \quad \text { and } \quad \zeta_{t}(\cdot, 0)=u_{1}
$$

and the Dirichlet boundary condition $\zeta(0, \cdot, \cdot)=0$. If we multiply (2.21) by $\zeta_{t}$ and integrate, and if we suppose that $f$ and $F$ are compactly supported in time, we may easily deduce that $\zeta_{t}, \nabla \zeta$ are bounded in $\mathrm{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ and $\nabla \zeta_{t}$ is bounded in $\mathrm{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. In order to get more information, we multiply $(2.21)$ by $\Delta \zeta_{t}$; since the boundary term vanishes, we get immediately the identity

$$
\begin{aligned}
& \alpha \int_{Q_{\tau}}\left|\Delta \zeta_{t}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{2} \int_{\Omega}|\Delta \zeta(\cdot, \tau)|^{2} \mathrm{~d} x+\int_{\Omega}\left|\nabla \zeta_{t}(\cdot, \tau)\right|^{2} \mathrm{~d} x \\
& =\int_{\Omega}\left|\nabla \zeta_{t}(\cdot, 0)\right|^{2} \mathrm{~d} x-\int_{Q_{\tau}} F \Delta \zeta_{t} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

The product $F \Delta \zeta_{t}$ can be estimated by $\alpha\left|\Delta \zeta_{t}\right|^{2} / 2+|F|^{2} /(2 \alpha)$; then $\Delta \zeta_{t}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, and $\Delta \zeta$ and $\nabla \zeta_{t}$ are bounded in $\mathrm{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. In particular, if the support in time of $F$ is bounded, $\Delta \zeta_{t}$ is bounded in $\mathrm{L}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ and $\Delta \zeta$ and $\nabla \zeta_{t}$ are bounded in $\mathrm{L}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Hence $\zeta_{x_{1} t}(0, \cdot, \cdot)$ and $\zeta_{x_{1}}(0, \cdot, \cdot)$ belong, respectively, to $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{H}^{1 / 2}\left(\mathbb{R}^{d-1}\right)\right)$ and to $\mathrm{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{H}^{1 / 2}\left(\mathbb{R}^{d-1}\right)\right)$, and if the support in time of $f$ is bounded, the local character of these spaces may be removed.
2.5. Regularity of the trace. We characterize the trace spaces using Fourier analysis, and we prove that $u$ is a strong solution of (1.1)-(1.3). Here, we mean by strong solution that all the traces can be defined.

Let $\nu$ be a positive number. Denote by $v^{\epsilon} \stackrel{\text { def }}{=} \mathrm{e}^{-\nu t}\left(u^{\epsilon}-\bar{u}\right)$ a solution of

$$
\begin{align*}
& \left(\nu+\partial_{t}\right)^{2} v^{\epsilon}-\left(1+\alpha\left(\nu+\partial_{t}\right)\right) \Delta v^{\epsilon}=0, \quad x \in \Omega, \quad t>0  \tag{2.22a}\\
& \left(1+\alpha\left(\nu+\partial_{t}\right)\right) v_{x_{1}}^{\epsilon}(0, \cdot, \cdot)=\mathrm{e}^{-\nu t} \bar{g}-\left(v^{\epsilon}(0, \cdot, \cdot)+\mathrm{e}^{-\nu t} \bar{u}(0, \cdot, \cdot)\right)^{-} / \epsilon,  \tag{2.22b}\\
& v^{\epsilon}(\cdot, 0)=0 \quad \text { and } \quad v_{t}^{\epsilon}(\cdot, 0)=0 \tag{2.22c}
\end{align*}
$$

We denote by $\xi \stackrel{\text { def }}{=}\left(\xi_{2}, \ldots, \xi_{d}\right)^{\top}$ and $\omega$, respectively, the dual variables to $x^{\prime} \stackrel{\text { def }}{=}$ $\left(x_{2}, \ldots, x_{d}\right)^{\top}$ and $t$. The Fourier transform of $u\left(0, x^{\prime}, t\right)$ is $\widehat{u}(0, \xi, \omega)$, where the convention for the Fourier transform is

$$
\widehat{u}(0, \xi, \omega)=\int_{\mathbb{R}^{d}} \mathrm{e}^{-i\left(\xi \cdot x^{\prime}+\omega t\right)} u\left(0, x^{\prime}, t\right) \mathrm{d} x^{\prime} \mathrm{d} t
$$

Then $u\left(0, x^{\prime}, t\right)$ belongs to the Sobolev space $\mathrm{H}_{\mathrm{loc}}^{a, b}\left(\mathbb{R}^{d-1} \times[0, \infty)\right),(a, b) \in \mathbb{R}^{2}$, iff $|\xi|^{a} \widehat{u}(0, \xi, \omega)$ and $|\omega|^{b} \widehat{u}(0, \xi, \omega)$ belong to $\mathrm{L}^{2}\left(\mathbb{R}^{d}\right)$.

We apply a partial Fourier transform in the tangential variable to (2.22a), and we get the following differential equation:

$$
\begin{equation*}
\widehat{v}_{x_{1} x_{1}}^{\epsilon}=\left(|\xi|^{2}+\frac{(\nu+i \omega)^{2}}{1+\alpha(\nu+i \omega)}\right) \widehat{v}^{\epsilon} \tag{2.23}
\end{equation*}
$$

Define $\hat{\lambda}$ to be

$$
\widehat{\lambda}(\xi, \omega) \stackrel{\text { def }}{=} \sqrt{|\xi|^{2}+\frac{(\nu+i \omega)^{2}}{1+\alpha(\nu+i \omega)}}
$$

thus $\widehat{\lambda}$ is holomorphic in the lower half-plane $\Im(\omega)<0$ and $\Re \widehat{\lambda} \geq 0$ for $\Im(\omega)=0$. The general solution of (2.23) is given by $\widehat{a}^{\epsilon} \mathrm{e}^{\widehat{\lambda} x_{1}}+\widehat{b}^{\epsilon} \mathrm{e}^{-\widehat{\lambda} x_{1}}$; since we performed a Fourier transform on $v^{\epsilon}$, we assumed implicitly that $v^{\epsilon}$ and $\widehat{v}^{\epsilon}$ are tempered, respectively, in $\left(x^{\prime}, t\right)$ and $(\xi, \omega)$. We remark that the term $\widehat{b}^{\epsilon} \mathrm{e}^{-\widehat{\lambda}^{\epsilon} x_{1}}$ can be tempered only if $\widehat{b}^{\epsilon}$ decays at infinity very quickly, and since this must be true for all $x_{1}$, it implies that $\widehat{b}^{\epsilon}$ vanishes; the proof is similar to that given in [PeS02]. We deduce that the solution of (2.23) is $\widehat{a}^{\epsilon} \mathrm{e}^{\widehat{\lambda} x_{1}}$. In particular,

$$
\begin{equation*}
\left(\left(1+\alpha\left(\nu+\partial_{t}\right)\right) v_{x_{1}}^{\epsilon}\right)(0, \xi, \omega)=\widehat{\lambda}_{1} \widehat{v}^{\epsilon}(0, \xi, \omega) \tag{2.24}
\end{equation*}
$$

where $\widehat{\lambda}_{1} \stackrel{\text { def }}{=}(1+\alpha(\nu+i \omega)) \widehat{\lambda}$. Define

$$
g\left(x^{\prime}, t\right) \stackrel{\text { def }}{=} \mathrm{e}^{-\nu t} \bar{g}\left(x^{\prime}, t\right) \quad \text { and } \quad h\left(x^{\prime}, t\right) \stackrel{\text { def }}{=} \mathrm{e}^{-\nu t} \bar{u}\left(0, x^{\prime}, t\right) .
$$

If we let $w^{\epsilon}\left(x^{\prime}, t\right)$ be the trace $v^{\epsilon}\left(0, x^{\prime}, t\right)$, (2.22) can now be written as

$$
\begin{equation*}
\lambda_{1} * w^{\epsilon}=g+\left(w^{\epsilon}+h\right)^{-} / \epsilon \tag{2.25}
\end{equation*}
$$

where $w^{\epsilon}$ vanishes for all $t \leq 0$.
Remark 2.10. It is clear that $\hat{\lambda}$ is a holomorphic function in $\Im(\omega)<0$, and thus we may deduce that $\lambda_{1}$ is a causal distribution.

Lemma 2.11. Let $u^{\epsilon}$ be the solution of (2.1)-(2.3). Then we may extract a subsequence, still denoted by $u^{\epsilon}$, such that

$$
u^{\epsilon}(0, \cdot, \cdot) \rightharpoonup u(0, \cdot, \cdot) \quad \text { weakly } \quad \text { in } \quad \mathrm{H}_{\mathrm{loc}}^{1 / 2,5 / 4}\left(\mathbb{R}^{d-1} \times[0, \infty)\right)
$$

Moreover, $u$ is a strong solution of (1.1)-(1.3).
Proof. Formally, we multiply (2.25) by $\alpha\left(\nu w^{\epsilon}+w_{t}^{\epsilon}\right)+w^{\epsilon}$, and we estimate the pseudodifferential term in the Fourier variable; we obtain

$$
\begin{align*}
& \frac{1}{(2 \pi)^{d}} \Re \int_{\mathbb{R}^{d}} \widehat{\lambda}_{1} \widehat{w}^{\epsilon} \overline{(1+\alpha(\nu+i \omega)) \widehat{w}^{\epsilon}} \mathrm{d} \omega \mathrm{~d} \xi \\
& =\frac{1}{(2 \pi)^{d}} \Re \int_{\mathbb{R}^{d}} \widehat{g} \overline{(1+\alpha(\nu+i \omega)) \widehat{w}} \mathrm{~d} \omega \mathrm{~d} \xi  \tag{2.26}\\
& +\frac{1}{\epsilon} \int_{0}^{\infty} \int_{\mathbb{R}^{d-1}}\left(w^{\epsilon}+h\right)^{-}\left(1+\alpha\left(\nu+\partial_{t}\right)\right) w^{\epsilon} \mathrm{d} x^{\prime} \mathrm{d} t
\end{align*}
$$

Since $\left(u^{\epsilon}(0, \cdot, \cdot)\right)^{-} / \sqrt{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{d-1}\right)\right)$, the absolute value of the second integral in the right-hand side of (2.26) is bounded, and we infer that there exists $C_{1}>0$ such that

$$
\begin{equation*}
\Re \int_{\mathbb{R}^{d}} \widehat{\lambda}_{1}\left|\widehat{w}^{\epsilon}\right|^{2} \overline{(1+\alpha(\nu+i \omega))} \mathrm{d} \omega \mathrm{~d} \xi \leq C_{1}+\Re \int_{\mathbb{R}^{d}} \widehat{g} \overline{(1+\alpha(\nu+i \omega)) \widehat{w}^{\epsilon}} \mathrm{d} \omega \mathrm{~d} \xi \tag{2.27}
\end{equation*}
$$

On the other hand, we have

$$
\Re \widehat{\lambda}^{2}=|\xi|^{2}+\frac{\nu^{2}(1+\alpha \nu)+(-1+\alpha \nu) \omega^{2}}{|1+\alpha(\nu+i \omega)|^{2}} \quad \text { and } \quad \Im \widehat{\lambda}^{2}=\frac{2 \nu \omega+\alpha \omega\left(\nu^{2}+\omega^{2}\right)}{|1+\alpha(\nu+i \omega)|^{2}}
$$

We may choose $\nu$ such that $\nu \alpha=1$; we get then

$$
\begin{equation*}
\Re \widehat{\lambda}^{2}=|\xi|^{2}+\frac{2}{\alpha^{2}|2+i \alpha \omega|^{2}} \quad \text { and } \quad \Im \widehat{\lambda}^{2}=\frac{\omega\left(3+\alpha^{2} \omega^{2}\right)}{\alpha|2+i \alpha \omega|^{2}} . \tag{2.28}
\end{equation*}
$$

Therefore, we infer that

$$
\arg \widehat{\lambda}=\frac{1}{2} \arctan \left(\frac{|\xi|^{2}|2+i \alpha \omega|^{2}+2}{\alpha \omega\left(3+\alpha^{2} \omega^{2}\right)}\right) .
$$

According to (2.28), arg $\widehat{\lambda}$ belongs to $[0, \pi / 4]$, and since $\widehat{\lambda}$ is never equal to zero, we get for $|\xi|+|\omega| \gg 1$ the following inequality:

$$
\begin{equation*}
\Re \widehat{\lambda} \geq C(1+|\xi|+\sqrt{|\omega|}) \tag{2.29}
\end{equation*}
$$

Therefore, we obtain

$$
C \int_{\mathbb{R}^{d}}|2+i \alpha \omega|^{2}(1+|\xi|+\sqrt{|\omega|})\left|\widehat{w}^{\epsilon}\right|^{2} \mathrm{~d} \omega \mathrm{~d} \xi \leq C_{1}+\int_{\mathbb{R}^{d}}|2+i \alpha \omega||\widehat{g}|\left|\widehat{w}^{\epsilon}\right| \mathrm{d} \omega \mathrm{~d} \xi
$$

We estimate the product $|z y|$ by $|z|^{2} /(2 \gamma)+\gamma|y|^{2} / 2, \gamma>0$; we see that

$$
\begin{align*}
& \left(C-\frac{\gamma}{2}\right) \int_{\mathbb{R}^{d}}|2+i \alpha \omega|^{2}(1+|\xi|+\sqrt{|\omega|})\left|\widehat{w}^{\epsilon}\right|^{2} \mathrm{~d} \omega \mathrm{~d} \xi \\
& \leq C_{1}+\frac{1}{2 \gamma} \int_{\mathbb{R}^{d}} \frac{|\widehat{g}|^{2}}{1+|\xi|+\sqrt{|\omega|}} \mathrm{d} \omega \mathrm{~d} \xi . \tag{2.30}
\end{align*}
$$

We choose $\gamma$ such that $\gamma<2 C$; since $g$ belongs to $\mathrm{L}^{2}\left([0, \infty) ; \mathrm{H}^{1 / 2}\left(\mathbb{R}^{d-1}\right)\right)$, then it is easy to deduce from $(2.30)$ that $u^{\epsilon}(0, \cdot, \cdot)$ is bounded in $\mathrm{H}_{\mathrm{loc}}^{1 / 2,5 / 4}\left(\mathbb{R}^{d-1} \times[0, \infty)\right)$. Moreover, it is clear that $\left(u_{x_{1}}+\alpha u_{x_{1} t}\right)(0, \cdot, \cdot)$ is bounded in $\mathrm{H}_{\mathrm{loc}}^{-1 / 2,-1 / 4}\left(\mathbb{R}^{d-1} \times[0, \infty)\right)$. Therefore, all the traces are defined, and we may deduce that $u$ is a strong solution of (2.1)-(2.3).

Remark 2.12. We have been unable to establish that the energy loss is purely viscous as in the case of the one dimensional viscously damped wave equation on the half-line and with unilateral boundary conditions [PeS02, PeS08].
3. The evolution of a Kelvin-Voigt material with Signorini boundary conditions. As for the damped wave equation with unilateral boundary conditions, a priori estimates on the penalized problem and care relative due to the unboundedness of $\Omega$ enable us to pass to the limit in the penalized variational formulation and to deduce the existence of a solution to (1.9). Korn's inequality plays an important role here. If we denote by $\bar{u}$ the solution of (1.9a) with initial data (1.9d) and Dirichlet boundary data at $x_{1}=0$, then we establish that the trace $-\left(a_{11 k l}^{0} \varepsilon_{k l}(\bar{u})+\right.$ $\left.a_{11 k l}^{1} \varepsilon_{k l}\left(\bar{u}_{t}\right)\right)\left.\right|_{\Sigma \times[0, \infty)}$ increases exponentially with time in $\mathrm{L}_{\text {loc }}^{2}(\Sigma \times[0, \infty))$ and not polynomially as in the case of the damped wave equation with Dirichlet boundary conditions studied in subsection 2.4. We determine the trace spaces using analogous techniques already developed in section 2.5 , but here we perform a Fourier transform in the tangential variables $\left(x_{2}, x_{3}, t\right)$ and a Laplace transform in $x_{1}$.
3.1. The penalized problem. We approximate (1.9) as in section 2.1. More precisely, letting $r^{+} \stackrel{\text { def }}{=} \max (r, 0)$, we replace $u$ by $u^{\epsilon}$ which is a solution of the following penalized problem:

$$
\begin{equation*}
\rho u_{t t}^{\epsilon}-A^{0} u^{\epsilon}-A^{1} u_{t}^{\epsilon}=f, \quad x \in \Omega, \quad t>0 \tag{3.1}
\end{equation*}
$$

with initial data

$$
\begin{equation*}
u^{\epsilon}(\cdot, 0)=v_{0} \quad \text { and } \quad u_{t}^{\epsilon}(\cdot, 0)=v_{1} \tag{3.2}
\end{equation*}
$$

and boundary conditions

$$
\begin{align*}
& a_{11 k l}^{0} \varepsilon_{k l}\left(u^{\epsilon}\right)+a_{11 k l}^{1} \varepsilon_{k l}\left(u_{t}^{\epsilon}\right)=-\left(u_{1}^{\epsilon}\right)^{+} / \epsilon  \tag{3.3a}\\
& a_{12 k l}^{0} \varepsilon_{k l}\left(u^{\epsilon}\right)+a_{12 k l}^{1} \varepsilon_{k l}\left(u_{t}^{\epsilon}\right)=0, \quad \text { and } \quad a_{13 k l}^{0} \varepsilon_{k l}\left(u^{\epsilon}\right)+a_{13 k l}^{1} \varepsilon_{k l}\left(u_{t}^{\epsilon}\right)=0 \tag{3.3b}
\end{align*}
$$

Recall that $Q_{\tau}$ and $I_{\tau}$ were defined by (2.4).
Theorem 3.1. Let $\mathrm{W} \stackrel{\text { def }}{=}\left\{u \in \mathbf{H}_{\mathrm{loc}}^{1}([0, \infty) \times \Omega): \nabla u_{t} \in \mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)\right\}$. Then for each $\epsilon>0$ there exists a unique weak solution $u^{\epsilon} \in \mathrm{W}$ of the problem (3.1)-(3.3) such that

$$
\begin{aligned}
u^{\epsilon} & \in \mathbf{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{H}^{1}(\Omega)\right), \\
u_{t}^{\epsilon} & \in \mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{H}^{1}(\Omega)\right), \\
u_{t t}^{\epsilon} & \in \mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right),
\end{aligned}
$$

and for every $\tau \in(0, T)$ and for all $v \in \mathrm{~W}$, the following variational equality is satisfied:

$$
\begin{align*}
& \int_{Q_{\tau}} \rho u_{t t}^{\epsilon} \cdot v \mathrm{~d} x \mathrm{~d} t+\int_{0}^{\tau}\left(a^{0}\left(u^{\epsilon}, v\right)+a^{1}\left(u_{t}^{\epsilon}, v\right)\right) \mathrm{d} t \\
& +\int_{I_{\tau}} \frac{\left(u_{1}^{\epsilon}\right)^{+}}{\epsilon} v_{1} \mathrm{~d} x^{\prime} \mathrm{d} t \geq \int_{Q_{\tau}} f \cdot v \mathrm{~d} x \mathrm{~d} t \tag{3.4}
\end{align*}
$$

Proof. We leave the verification of the proof to the reader as it is analogous to the one developed in [Jar96].
3.2. Estimates on the penalized solution. We establish a priori estimates which are essential to prove the existence of a weak solution to (3.1)-(3.3). These estimates are obtained thanks to the techniques already developed in section 2.2 for the damped wave equation and to Korn's inequality.

Lemma 3.2. Assume that $f$ belongs to $\mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, $v_{0}$ to $\mathbf{H}^{1}(\Omega)$, and $v_{1}$ to $\mathbf{L}^{2}(\Omega)$. Then $u_{t}^{\epsilon}$ and $\nabla u^{\epsilon}$ are bounded in $\mathbf{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right), \nabla u_{t}^{\epsilon}$ is bounded in $\mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right.$ ), and $\left(u_{1}^{\epsilon}(0, \cdot, \cdot)\right)^{+} / \sqrt{\epsilon}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{d-1}\right)\right.$ ), independently of $\epsilon>0$.

Proof. These estimates are a simple application of the Gronwall lemma to the energy estimate. We multiply (3.1) by $u_{t}^{\varepsilon}$ and integrate this expression over $Q_{\tau}$ to get

$$
\begin{align*}
& \left.\frac{1}{2} \int_{\Omega}\left(\rho\left|u_{t}^{\epsilon}\right|^{2}+a_{i j k l}^{0} \varepsilon_{i j}\left(u^{\epsilon}\right) \varepsilon_{k l}\left(u^{\epsilon}\right)\right)\right|_{0} ^{\tau} \mathrm{d} x+\int_{Q_{\tau}} a_{i j k l}^{1} \varepsilon_{i j}\left(u_{t}^{\epsilon}\right) \varepsilon_{k l}\left(u_{t}^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t  \tag{3.5}\\
& +\left.\frac{1}{2 \epsilon} \int_{\Sigma}\left(\left(u_{1}^{\epsilon}\right)^{+}\right)^{2}\right|_{0} ^{\tau} \mathrm{d} x^{\prime}=\int_{Q_{\tau}} f \cdot u^{\epsilon} \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

According to Korn's inequality, it is possible to infer that there exist two positive constants $C_{1}$ and $C_{2}$ such that

$$
\int_{\Omega} a_{i j k l}^{n} \varepsilon_{k l}(z) \varepsilon_{i j}(z) \mathrm{d} z \geq C_{1} \int_{\Omega}|\nabla z|^{2} \mathrm{~d} z-C_{2} \int_{\Omega}|z|^{2} \mathrm{~d} z, \quad n=0,1
$$

As $f u_{t}^{\epsilon}$ can be estimated by $|f|^{2} /(2 \gamma)+\gamma\left|u_{t}^{\epsilon}\right|^{2} / 2, \gamma>0$, and using the above inequality, we deduce from (3.5) that

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}\left(\rho\left|u_{t}^{\epsilon}\right|^{2}+C_{1}\left|\nabla u^{\epsilon}\right|^{2}\right)(\cdot, \tau) \mathrm{d} x+C_{1} \int_{Q_{\tau}}\left|\nabla u_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\left.\frac{1}{2 \epsilon} \int_{\Sigma}\left(\left(u_{1}^{\epsilon}\right)^{+}\right)\right|_{0} ^{\tau} \mathrm{d} x^{\prime} \\
& \leq \frac{C_{2}}{2} \int_{\Omega}\left|u^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x+\left(C_{2}+\frac{\gamma}{2}\right) \int_{Q_{\tau}}\left|u_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{2 \gamma} \int_{Q_{\tau}}|f|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\frac{1}{2} \int_{\Omega}\left(\rho\left|v_{1}\right|^{2}+a_{i j k l}^{0} \varepsilon_{i j}\left(v_{0}\right) \varepsilon_{k l}\left(v_{0}\right)\right) \mathrm{d} x
\end{aligned}
$$

A classical Gronwall lemma enables us to deduce that $u_{t}^{\epsilon}$ and $\nabla u^{\epsilon}$ are bounded in the space $\mathbf{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right), \nabla u_{t}^{\epsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, and $\left(u_{1}^{\epsilon}(0, \cdot, \cdot)\right)^{+} / \sqrt{\epsilon}$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{d-1}\right)\right)$.

Remark 3.3. If we suppose that $f$ vanishes for large $t$, then, independently of $\epsilon>0$,

$$
\text { ess } \sup _{0 \leq t \leq T}\left|u^{\epsilon}(\cdot, t)\right|_{\mathrm{H}^{1}} \leq C(1+T)
$$

and

$$
\left(\int_{0}^{T}\left|u_{t}^{\epsilon}(\cdot, t)\right|_{\mathrm{H}^{\mathrm{d}}}^{2} \mathrm{~d} t\right)^{1 / 2} \leq C(1+T)
$$

These properties can be proved using the arguments given in the proof of Lemma 3.2, with the origin of time moved to $T$ if $f$ vanishes for $t \geq T$; since the integral involving $f$ vanishes, the conclusion is clear.

Lemma 3.4. Assume that $f$ belongs to $\mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, $v_{0}$ to $\mathbf{H}^{1}(\Omega)$, and $v_{1}$ to $\mathbf{L}^{2}(\Omega)$. Then, independently of $\epsilon>0$, the trace $\left(u_{1}^{\epsilon}(0, \cdot, \cdot)\right)^{+} / \epsilon$ is bounded in the space of measures on $I_{T}$.

Proof. Let $\varphi$ be a cut-off function which belongs to $\mathbf{C}^{1}\left(\mathbb{R}^{d-1}\right)$, is equal to 1 in the sphere of center 0 and radius $R>0$, and vanishes outside of a sphere of radius $R+1$. We multiply (3.1) by $\varphi$ and we integrate over $Q_{\tau}$; due to the boundary conditions (3.3), we obtain

$$
\begin{aligned}
& \left.\int_{\Omega} \rho u_{t}^{\epsilon} \cdot \varphi\right|_{0} ^{\tau} \mathrm{d} x+\frac{1}{\epsilon} \int_{I_{\tau}}\left(u_{1}^{\epsilon}\right)^{+} \varphi_{1} \mathrm{~d} x^{\prime} \mathrm{d} t+\int_{Q_{\tau}} \sigma_{i j}^{0}\left(u^{\epsilon}\right) \varepsilon_{i j}(\varphi) \mathrm{d} x \mathrm{~d} t \\
& +\int_{Q_{\tau}} \sigma_{i j}^{1}\left(u_{t}^{\epsilon}\right) \varepsilon_{i j}(\varphi) \mathrm{d} x \mathrm{~d} t=\int_{Q_{\tau}} f \cdot \varphi \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

As the product $|z y|$ can be estimated by $|z|^{2} / 2+|y|^{2} / 2$, we get the following inequality:

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{I_{\tau}}\left(u_{1}^{\epsilon}\right)^{+} \varphi_{1} \mathrm{~d} x^{\prime} \mathrm{d} t \leq \frac{\rho}{2} \int_{\Omega}\left(\left|u_{t}^{\epsilon}(\cdot, \tau)\right|^{2}+\left|v_{1}\right|^{2}\right) \mathrm{d} x+\rho \int_{\Omega}|\varphi|^{2} \mathrm{~d} x \\
& +\int_{Q_{\tau}}\left|\left(\sigma_{i j}^{0}\left(u^{\epsilon}\right)+\sigma_{i j}^{1}\left(u_{t}^{\epsilon}\right)\right) \varepsilon_{i j}(\varphi)\right| \mathrm{d} x \mathrm{~d} t+\int_{Q_{\tau}}|f \cdot \varphi| \mathrm{d} x \mathrm{~d} t \tag{3.6}
\end{align*}
$$

We may deduce that the right-hand side of (3.6) is bounded using the Lemma 3.2. Since $\left(u_{1}^{\epsilon}(0, \cdot, \cdot)\right)^{+}$is nonnegative, the conclusion is clear.

Lemma 3.5. Assume that $f, v_{0}$, and $v_{1}$ belong, respectively, to $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, $\mathbf{H}^{2}(\Omega)$, and $\mathbf{L}^{2}(\Omega)$. Then $A^{0} u^{\epsilon}$ and $A^{1} u^{\epsilon}$ are bounded in $\mathbf{L}_{\mathrm{loc}}^{\infty}\left([0, \infty), \mathrm{L}^{2}(\Omega)\right)$, independently of $\epsilon>0$.

Proof. Once again, we use energy techniques, but now we multiply relation (3.1) by $A^{1} u^{\epsilon}$ and we integrate over $Q_{\tau}$ to obtain

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}\left|A^{1} u^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x=\frac{1}{2} \int_{\Omega}\left|A^{1} v_{0}\right|^{2} \mathrm{~d} x+\int_{Q_{\tau}} \rho u_{t t}^{\epsilon} \cdot\left(A^{1} u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t \\
& -\int_{Q_{\tau}}\left(A^{0} u^{\epsilon}\right) \cdot\left(A^{1} u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t-\int_{Q_{\tau}} f \cdot\left(A^{1} u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t \tag{3.7}
\end{align*}
$$

Notice that

$$
\begin{align*}
& \int_{Q_{\tau}} \rho u_{t t}^{\epsilon} \cdot\left(A^{1} u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t=\left.\rho \int_{\Omega} u_{t}^{\epsilon} \cdot\left(A^{1} u^{\epsilon}\right)\right|_{0} ^{\tau} \mathrm{d} x \\
& -\rho \int_{I_{\tau}} u_{1, t}^{\epsilon} \sigma_{1 j}^{1}\left(u^{\epsilon}\right) \mathrm{d} x^{\prime} \mathrm{d} t+\int_{Q_{\tau}} a_{i j k l}^{1} \varepsilon_{i j}\left(u_{t}^{\epsilon}\right) \varepsilon_{k l}\left(u_{t}^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t \tag{3.8}
\end{align*}
$$

Carrying (3.8) into (3.7) and using the boundary conditions (3.3), we obtain

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}\left|A^{1} u^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x=\frac{1}{2} \int_{\Omega}\left|A^{1} v_{0}\right|^{2} \mathrm{~d} x-\int_{Q_{\tau}}\left(A^{0} u^{\epsilon}\right) \cdot\left(A^{1} u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t \\
& -\int_{Q_{\tau}} f \cdot\left(A^{1} u^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t+\left.\rho \int_{\Omega} u_{t}^{\epsilon} \cdot\left(A^{1} u^{\epsilon}\right)\right|_{0} ^{\tau} \mathrm{d} x+\frac{\rho}{\epsilon} \int_{I_{\tau}} u_{1, t}^{\epsilon}\left(u_{1}^{\epsilon}\right)^{+} \mathrm{d} x^{\prime} \mathrm{d} t  \tag{3.9}\\
& +\rho \int_{I_{\tau}} u_{1, t}^{\epsilon} \sigma_{1 j}^{0}\left(u^{\epsilon}\right) \mathrm{d} x^{\prime} \mathrm{d} t+\int_{Q_{\tau}} a_{i j k l}^{1} \varepsilon_{i j}\left(u_{t}^{\epsilon}\right) \varepsilon_{k l}\left(u_{t}^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

On the other hand, we observe that

$$
\begin{equation*}
\int_{I_{\tau}}\left|\sigma_{1 j}^{0}\left(u^{\epsilon}\right)\right|^{2} \mathrm{~d} x^{\prime} \mathrm{d} t \leq C\left(\int_{Q_{\tau}}\left|u^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{\tau}}\left|A^{1} u^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t\right) \tag{3.10}
\end{equation*}
$$

and for all $v$ belonging to $\mathbf{H}^{1}(\Omega)$ and $A^{1} v$ belonging to $\mathbf{L}^{2}(\Omega)$, we get

$$
\begin{equation*}
\left|A^{0} v\right|_{\mathrm{L}^{2}(\Omega)} \leq C|v|_{\mathrm{L}^{2}(\Omega)}+\left|A^{1} v\right|_{\mathrm{L}^{2}(\Omega)} \tag{3.11}
\end{equation*}
$$

Define

$$
\begin{equation*}
F(t) \stackrel{\text { def }}{=} \int_{\Omega}\left|A^{1} u^{\epsilon}(\cdot, t)\right|^{2} \mathrm{~d} x \tag{3.12}
\end{equation*}
$$

According to (3.10)-(3.12) and since $u_{t}^{\epsilon} \cdot\left(A^{1} u^{\epsilon}\right)$ can be estimated by $\left|u_{t}^{\epsilon}\right|^{2} /(2 \gamma)+$ $\gamma\left|A^{1} u^{\epsilon}\right|^{2} / 2, \gamma>0$, it is possible to infer from (3.9) the following inequality:

$$
\begin{aligned}
& \left(\frac{1}{2}-\frac{\rho \gamma}{2}\right) F(\tau) \leq \frac{1}{2} F(0)+(2+C) \int_{0}^{\tau} F(t) \mathrm{d} t+\frac{1}{2} \int_{Q_{\tau}}|f|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\frac{\rho}{2 \gamma} \int_{\Omega}\left|u_{t}^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x+\rho \int_{\Omega}\left|v_{1} \cdot\left(A^{1} v_{0}\right)\right| \mathrm{d} x+\int_{Q_{\tau}} a_{i j k l}^{1} \varepsilon_{i j}\left(u_{t}^{\epsilon}\right) \varepsilon_{k l}\left(u_{t}^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t \\
& +\frac{\rho}{2 \varepsilon} \int_{\Sigma}\left(u_{1}^{\epsilon}(\cdot, \tau)\right)^{+} \mathrm{d} x^{\prime}+(1+C) \int_{Q_{\tau}}\left|u^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\int_{I_{\tau}}\left|u_{t}^{\epsilon}\right|^{2} \mathrm{~d} x^{\prime} \mathrm{d} t
\end{aligned}
$$

If we choose $\gamma$ such that $\rho \gamma<1$, we may infer using Lemma 3.2 and a classical Gronwall inequality that $F$ is bounded in $\mathrm{L}_{\mathrm{loc}}^{\infty}([0, \infty))$. This proves the lemma.

Remark 3.6. If we suppose that $f$ vanishes for $t$ large, then, independently of $\epsilon>0, A^{0} u^{\epsilon}$ and $A^{1} u^{\epsilon}$ increase polynomially. These properties can be proved using the arguments given in Remark 3.3.

Let us turn now to interior estimates.
Lemma 3.7. Assume that $f$ belongs to $\mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, $v_{0}$ to $\mathbf{H}^{2}(\Omega)$, and $v_{1}$ to $\mathbf{L}^{2}(\Omega)$. Then for all $\beta>0, u_{t t}^{\epsilon}$ and $A^{1} u_{t}^{\epsilon}$ are bounded in $\mathbf{L}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$, independently of $\epsilon>0$.

Proof. As for the proof of Lemma 2.5, we use a truncation function which enables us to forget about the strongly nonlinear boundary conditions. More precisely, we multiply $u^{\epsilon}$ by a cut-off function $\varphi\left(x_{1}\right) \in \mathrm{C}^{\infty}([0, \infty))$ which is equal to 0 on $x_{1} \leq-\beta$ and to 1 on $x_{1} \geq-\beta / 2, \beta>0$. Define

$$
\begin{equation*}
v^{\epsilon}\left(x_{1}, \cdot, \cdot\right) \stackrel{\text { def }}{=} \varphi\left(x_{1}\right) u^{\epsilon}\left(x_{1}, \cdot, \cdot\right) . \tag{3.13}
\end{equation*}
$$

The derivatives of $v^{\epsilon}$ are given by

$$
\begin{align*}
v_{t t}^{\epsilon} & =\varphi u_{t t}^{\epsilon},  \tag{3.14a}\\
\varepsilon_{k l, x_{j}}\left(v^{\epsilon}\right) & =\varphi \varepsilon_{k l, x_{j}}\left(u^{\epsilon}\right)+2 \varphi_{x_{1}} \varepsilon_{k l}\left(u^{\epsilon}\right)+\varphi_{x_{1} x_{1}} u_{k}^{\epsilon}  \tag{3.14b}\\
\varepsilon_{k l, x_{j}}\left(v_{t}^{\epsilon}\right) & =\varphi \varepsilon_{k l, x_{j}}\left(u_{t}^{\epsilon}\right)+2 \varphi_{x_{1}} \varepsilon_{k l}\left(u_{t}^{\epsilon}\right)+\varphi_{x_{1} x_{1}} u_{k, t}^{\epsilon} . \tag{3.14c}
\end{align*}
$$

Notice that thanks to relations (3.1) and (3.14), we have

$$
\begin{equation*}
v_{t t}^{\epsilon}-A^{0} v^{\epsilon}-A^{1} v^{\epsilon}=\widetilde{g}^{\epsilon} \tag{3.15}
\end{equation*}
$$

where $\widetilde{g}_{i}^{\varepsilon} \stackrel{\text { def }}{=} \varphi f_{i}-2 \varphi_{x_{1}}\left(a_{i j k l}^{0} \varepsilon_{k l}\left(u^{\epsilon}\right)+a_{i j k l}^{1} \varepsilon_{k l}\left(u_{t}^{\epsilon}\right)\right)-\varphi_{x_{1} x_{1}}\left(a_{i j k l}^{0} u_{k}^{\epsilon}+a_{i j k l}^{1} u_{k, t}^{\epsilon}\right)$. Thanks to Lemma 3.2, we deduce that $\widetilde{g}^{\varepsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Define

$$
\begin{equation*}
w^{\epsilon} \stackrel{\text { def }}{=} v_{t}^{\epsilon} \quad \text { and } \quad g^{\epsilon} \stackrel{\text { def }}{=} \widetilde{g}^{\epsilon}+A^{0} v^{\epsilon} \tag{3.16}
\end{equation*}
$$

We substitute (3.16) into (3.15) and obtain

$$
\begin{equation*}
w_{t}^{\epsilon}-A^{1} w^{\epsilon}=g^{\epsilon} . \tag{3.17}
\end{equation*}
$$

We will prove that $w_{t}^{\varepsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. For this purpose, we multiply (3.17) by $w_{t}^{\varepsilon}$; we integrate this expression over $Q_{\tau}$ to obtain

$$
\int_{Q_{\tau}}\left|w_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t-\int_{Q_{\tau}}\left(A^{1} w^{\epsilon}\right) \cdot w_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t=\int_{Q_{\tau}} g^{\epsilon} \cdot w_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t
$$

As

$$
\begin{equation*}
\int_{Q_{\tau}}\left(A^{1} w^{\epsilon}\right) \cdot w_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t=-\left.\frac{1}{2} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}\left(w^{\epsilon}\right) \varepsilon_{k l}\left(w^{\epsilon}\right)\right|_{0} ^{\tau} \mathrm{d} x \tag{3.18}
\end{equation*}
$$

we infer that

$$
\begin{align*}
& \int_{Q_{\tau}}\left|w_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\left.\frac{1}{2} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}\left(w^{\epsilon}\right) \varepsilon_{k l}\left(w^{\epsilon}\right)\right|_{t=\tau} \mathrm{d} x \\
& =\left.\frac{1}{2} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}\left(w^{\epsilon}\right) \varepsilon_{k l}\left(w^{\epsilon}\right)\right|_{t=0} \mathrm{~d} x+\int_{Q_{\tau}} g^{\epsilon} \cdot w_{t}^{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{3.19}
\end{align*}
$$

According to Korn's inequality, we infer that there exist $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
\int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}\left(w^{\epsilon}\right) \varepsilon_{k l}\left(w^{\epsilon}\right) \mathrm{d} x \geq C_{1} \int_{\Omega}\left|\nabla w^{\epsilon}\right|^{2} \mathrm{~d} x-C_{2} \int_{\Omega}\left|w^{\epsilon}\right|^{2} \mathrm{~d} x \tag{3.20}
\end{equation*}
$$

Carrying the above inequality into (3.19) and observing that $g^{\epsilon} \cdot w_{t}^{\epsilon}$ can be estimated by $\left|g^{\epsilon}\right|^{2} / 2+\left|w_{t}^{\epsilon}\right|^{2} / 2$, we get

$$
\begin{align*}
& \int_{Q_{\tau}}\left|w_{t}^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C_{1} \int_{\Omega}\left|\nabla w^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x \\
& \leq\left.\int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}\left(w^{\epsilon}\right) \varepsilon_{k l}\left(w^{\epsilon}\right)\right|_{t=0} \mathrm{~d} x+C_{2} \int_{\Omega}\left|w^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x+\int_{Q_{\tau}}\left|g^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t \tag{3.21}
\end{align*}
$$

As $v_{0}$ belongs to $\mathbf{H}^{2}(\Omega), v_{1}$ belongs to $\mathbf{H}^{1}(\Omega), \varphi$ belongs to $\mathrm{C}_{0}^{\infty}(\mathbb{R})$, and $g^{\varepsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, we infer that the right-hand side of $(3.21)$ is bounded. Therefore, using identities (3.13) and (3.16), it is possible to deduce that $u_{t t}^{\varepsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$.

We will show that $A^{1} w^{\epsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ using an analogous method. We multiply (3.17) by $A^{1} w^{\epsilon}$, we integrate over $Q_{\tau}$, and we obtain

$$
\begin{equation*}
\int_{Q_{\tau}} w_{t}^{\epsilon} \cdot\left(A^{1} w^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t-\int_{Q_{\tau}}\left|A^{1} w^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{Q_{\tau}} g^{\epsilon} \cdot\left(A^{1} w^{\epsilon}\right) \mathrm{d} x \mathrm{~d} t \tag{3.22}
\end{equation*}
$$

Carrying (3.18) and (3.20) into (3.22), $g^{\epsilon} \cdot\left(A^{1} w^{\epsilon}\right)$ being estimated by $\left|g^{\epsilon}\right|^{2} / 2+$ $\left|A^{1} w^{\epsilon}\right|^{2} / 2$, we obtain

$$
\begin{align*}
& \int_{Q_{\tau}}\left|A^{1} w^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C_{1} \int_{\Omega}\left|\nabla w^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x  \tag{3.23}\\
& \leq\left.\int_{\Omega} a_{i j k l}^{1} \varepsilon_{i j}\left(w^{\epsilon}\right) \varepsilon_{k l}\left(w^{\epsilon}\right)\right|_{t=0} \mathrm{~d} x+C_{2} \int_{\Omega}\left|w^{\epsilon}(\cdot, \tau)\right|^{2} \mathrm{~d} x+\int_{Q_{\tau}}\left|g^{\epsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

Thanks to (3.13) and (3.16), we may deduce from (3.23) that $A^{1} u_{t}^{\epsilon}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}((-\infty,-\beta) \times \Sigma)\right)$.
3.3. Existence of a weak solution. Thanks to the estimates obtained in section 3.2, we are able to pass to the limit in the variational formulation associated to the penalized problem (3.1)-(3.3). Therefore, it is routine to deduce that there exists a solution to (1.9).

Because $\Omega$ is an unbounded set, the proof will be technical but similar to the one developed in section 2.3.

ThEOREM 3.8. Assume that $f$ belongs to $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathbf{L}^{2}(\Omega)\right)$, $v_{0}$ to $\mathbf{H}^{2}(\Omega)$, and $v_{1}$ to $\mathbf{L}^{2}(\Omega)$. Then there exists a solution to the variational inequality (1.10); this solution is the limit of a subsequence of the penalty approximation defined by (3.1)(3.3).

Proof. Let $\varphi \in \mathrm{C}_{0}^{\infty}(\bar{\Omega} \times[0, \infty))$ be a function which takes its values between 0 and 1. We suppose here that $v$ belongs to $K$. Multiplying (3.1) by $\left(v-u^{\epsilon}\right) \varphi$ and integrating over $Q_{\tau}$,

$$
\int_{I_{\tau}}\left(u_{1}^{\epsilon}\right)^{+}\left(\varphi\left(v_{1}-u_{1}^{\epsilon}\right)\right) \mathrm{d} x^{\prime} \mathrm{d} t=-\int_{I_{\tau}}\left(\left(u_{1}^{\epsilon}\right)^{+}\right)^{2} \varphi \mathrm{~d} x^{\prime} \mathrm{d} t+\int_{I_{\tau}}\left(u_{1}^{\epsilon}\right)^{+} \varphi v_{1} \mathrm{~d} x^{\prime} \mathrm{d} t
$$

being negative, we get the following inequality:

$$
\begin{align*}
& \left.\int_{\Omega} \rho u_{t}^{\epsilon} \cdot\left(\varphi\left(v-u^{\epsilon}\right)\right)\right|_{0} ^{\tau} \mathrm{d} x-\int_{Q_{\tau}} \rho u_{t}^{\epsilon} \cdot\left(\varphi\left(v-u^{\epsilon}\right)\right)_{t} \mathrm{~d} x \mathrm{~d} t \\
& +\int_{Q_{\tau}}\left(a_{i j k l}^{0} \varepsilon_{k l}\left(u^{\epsilon}\right) \varepsilon_{i j}\left(u^{\epsilon}\right)+a_{i j k l}^{1} \varepsilon_{k l}\left(u_{t}^{\epsilon}\right) \varepsilon_{i j}\left(u^{\epsilon}\right)\right)\left(\varphi\left(v_{i}-u_{i}^{\epsilon}\right)\right) \mathrm{d} x \mathrm{~d} t  \tag{3.24}\\
& \geq \int_{Q_{\tau}} f \cdot\left(\varphi\left(v-u^{\epsilon}\right)\right) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

We may deduce from Lemmas 3.2 and 3.5 that there exists a subsequence, still denoted by $u^{\epsilon}$, such that

$$
\begin{align*}
u^{\epsilon} & \rightharpoonup u \quad \text { in } \quad \mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \quad \text { weak } \quad *,  \tag{3.25a}\\
u_{t}^{\epsilon} & \rightharpoonup u_{t} \quad \text { in } \quad \mathbf{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \quad \text { weak } \quad *,  \tag{3.25b}\\
\nabla u^{\epsilon} & \rightharpoonup \nabla u \quad \text { in } \quad \mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \quad \text { weak } \quad *,  \tag{3.25c}\\
A^{n} u^{\epsilon} & \rightharpoonup A^{n} u \quad \text { in } \quad \mathbf{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \quad \text { weak } \quad *, \quad n=0,1,  \tag{3.25~d}\\
\nabla u_{t}^{\epsilon} & \rightharpoonup \nabla u_{t} \quad \text { in } \quad \mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right) \quad \text { weak } \quad * . \tag{3.25e}
\end{align*}
$$

Thanks to the classical compactness properties of Sobolev space injections on bounded open sets, we see that for all $R>0$, the restrictions of $u^{\epsilon}$ and $a_{i j k l}^{n} \varepsilon_{k l}\left(u^{\epsilon}\right), n=0,1$, to $Q_{R}=\left\{x: x_{1}<0,\left|x^{\prime}\right| \leq R\right\} \times[0, R]$ (a set which has already been defined in section 2.3) converge strongly to their respective limits in $\mathbf{L}^{2}\left(Q_{R}\right)$. On the other hand, using the same techniques as those of section 2.3 , we may prove that $u^{\epsilon}$ converges strongly to $u$ in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. The complete proof can be found in [Pet02, pp. 113-115].

We observe now that since $u$ and $u_{t}$ belong to $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, we may replace $\varphi$ by $\varphi_{R}$ in the variational inequality where $\varphi_{R}$ is equal to 1 over the set $Q_{R}$ and vanishes outside of $Q_{R+1}$. When $R$ tends to infinity all the terms in (3.24) converge to their limit; thus we have proved the existence of a weak solution.

Remark 3.9. As for the damped wave equation with Signorini boundary conditions, the uniqueness is still an open problem.
3.4. Preliminary results. In this section, we establish estimates on the problem (1.9a) with initial data (1.9d) and the Dirichlet boundary condition which enable us to characterize the trace spaces in the next section.

Lemma 3.10. Assume $v_{0}$ and $v_{1}$ belong, respectively, to $\mathbf{H}^{5 / 2}(\Omega)$ and $\mathbf{H}^{3 / 2}(\Omega)$; then, there exists a function with compact support in $t$ such that the traces of $z$ and $z_{t}$ on $\Sigma$ are, respectively, $v_{0}$ and $v_{1}$.

Proof. We extend $v_{0}$ and $v_{1}$ into functions belonging, respectively, to $\mathbf{H}^{5 / 2}\left(\mathbb{R}^{d}\right)$ and $\mathbf{H}^{3 / 2}\left(\mathbb{R}^{d}\right)$. Then there exists a function $Z$ belonging to $\mathbf{H}^{3}\left(\mathbb{R}^{d} \times[0, \infty)\right)$ such that $\left.Z\right|_{\mathbb{R}^{d} \times\{0\}}=v_{0}$ and $\left.Z_{t}\right|_{\mathbb{R}^{d} \times\{0\}}=v_{1}$. We select a cut-off function $\varphi \in \mathrm{C}^{\infty}([0, \infty))$ which is equal to 1 on $[0,1]$ and to 0 on $[2, \infty)$, and we define $z$ as the restriction of $\varphi(x) Z(x, t)$ to $\Omega \times[0, \infty)$.

Lemma 3.11. Assume $v_{0}$ belongs to $\mathbf{H}^{5 / 2}(\Omega)$, $v_{1}$ belongs to $\mathbf{H}^{1}(\Omega)$, and $f$ belongs to $\mathbf{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. Define $z$ as in Lemma 3.10, and let $\bar{u}$ be the solution of (1.9a) with initial data (1.9d) and boundary condition $\bar{u}(0, \cdot, \cdot)=z(0, \cdot, \cdot)$. Then the trace $\bar{g} \stackrel{\text { def }}{=}-\left.\left(a_{11 k l}^{0} \varepsilon_{k l}(\bar{u})+a_{11 k l}^{1} \varepsilon_{k l}\left(\bar{u}_{t}\right)\right)\right|_{\Sigma \times[0, \infty)}$ is well defined and belongs to the space $\mathrm{L}_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Sigma)\right)$. Moreover, there exists $K>0$ such that $\mathrm{e}^{-K t} \bar{g} \in \mathrm{~L}^{2}(\Sigma \times[0, \infty))$.

Proof. Let $\zeta \stackrel{\text { def }}{=} \bar{u}-z$ be the solution of the following problem:

$$
\begin{equation*}
\rho \zeta_{t t}-A^{0} \zeta-A^{1} \zeta_{t}=F, \quad x \in \Omega, \quad t>0 \tag{3.26}
\end{equation*}
$$

where $F \stackrel{\text { def }}{=} f-\rho z_{t t}+A^{0} z+A^{1} z_{t}$ with initial data $\zeta(\cdot, 0)=\zeta_{t}(\cdot, 0)=0$ and boundary condition $\zeta(0, \cdot, \cdot)=0$. Multiplying (3.26) by $\zeta_{t}$ and integrating over $Q_{\tau}$, Korn's inequality enables us to deduce that $\zeta_{t}$ and $\nabla \zeta$ are bounded in $\mathbf{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$ and $\nabla \zeta_{t}$ is bounded in $\mathbf{L}_{\text {loc }}^{2}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$. If we multiply (3.26) by $A^{1} \zeta$, we may deduce that $A^{0} \zeta$ and $A^{1} \zeta$ are bounded in $\mathbf{L}_{\mathrm{loc}}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}(\Omega)\right)$, arguing as in the proof of Lemma 3.5. On the other hand, we have

$$
\int_{Q_{\tau}} \zeta_{t t} \cdot\left(A^{1} \zeta_{t}\right) \mathrm{d} x \mathrm{~d} t=-\left.\frac{1}{2} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{k l}\left(\zeta_{t}\right) \varepsilon_{i j}\left(\zeta_{t}\right)\right|_{0} ^{\tau} \mathrm{d} x
$$

Therefore, we multiply (3.26) by $A^{1} \zeta_{t}$, we integrate over $Q_{\tau}$, and, thanks to the above identity, we get

$$
\begin{aligned}
& \left.\frac{\rho}{2} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{k l}\left(\zeta_{t t}\right) \varepsilon_{i j}\left(\zeta_{t}\right)\right|_{t=\tau} \mathrm{d} x+\int_{Q_{\tau}}\left|A^{1} \zeta_{t}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\left.\frac{1}{2} \int_{\Omega}\left(A^{0} \zeta\right) \cdot\left(A^{1} \zeta\right)\right|_{0} ^{\tau} \mathrm{d} x \\
& =\left.\frac{\rho}{2} \int_{\Omega} a_{i j k l}^{1} \varepsilon_{k l}\left(\zeta_{t}\right) \varepsilon_{i j}\left(\zeta_{t}\right)\right|_{t=0} \mathrm{~d} x-\int_{Q_{\tau}} F \cdot\left(A^{1} \zeta_{t}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

According to Gronwall's lemma, there exists $K>0$ such that

$$
\int_{Q_{\tau}}\left|A^{1} \zeta_{t}\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq C \mathrm{e}^{K \tau}\left(|F|_{\mathrm{L}^{2}\left(0, \tau ; \mathrm{L}^{2}(\Omega)\right)}^{2}+\left|\xi_{t}(\cdot, 0)\right|_{\mathrm{H}^{1}(\Omega)}^{2}+|\xi|_{\mathrm{L}^{2}\left(0, \tau ; \mathrm{L}^{2}(\Omega)\right)}^{2}\right)
$$

The lemma is now clear.
3.5. The trace spaces. We proceed as in section 2.5. A Fourier-Laplace transform and Lemma 3.11 enable us to infer that all the traces can be defined. Therefore, it is plain that a weak solution of (1.9) is also a strong one.

Let us remark first that the problem (3.3) can be written under an equivalent form: let us extend by 0 for $t \leq 0$ the difference $v^{\epsilon} \stackrel{\text { def }}{=} \mathrm{e}^{-\nu t}\left(u^{\epsilon}-\bar{u}\right)$; then it satisfies

$$
\begin{align*}
& \rho\left(\nu+\partial_{t}\right)^{2} v_{i}^{\epsilon}-\left(\left(\lambda^{0}+\mu^{0}\right)+\left(\lambda^{1}+\nu^{1}\right)\left(\nu+\partial_{t}\right)\right) \operatorname{div} v^{\epsilon} \\
& -\left(\mu^{0}+\mu^{1}\left(\nu+\partial_{t}\right)\right) \Delta v_{i}^{\epsilon}=0, \quad x \in \Omega, \quad t>0 \tag{3.27}
\end{align*}
$$

with boundary conditions at $\left\{x_{1}=0\right\}$

$$
\begin{align*}
& \left(\mu^{0}+\nu \mu^{1}\right)\left(v_{j, x_{1}}^{\epsilon}+v_{1, x_{j}}^{\epsilon}\right)+\mu^{1}\left(v_{j, x_{1} t}^{\epsilon}+v_{1, x_{j} t}^{\epsilon}\right)=0, \quad j=2,3  \tag{3.28a}\\
& \left(\lambda^{0}+\lambda^{1}\left(\nu+\partial_{t}\right)\right) \operatorname{div} v^{\epsilon}+2\left(\mu^{0}+\mu^{1}\left(\nu+\partial_{t}\right)\right) v_{x_{1}}^{\epsilon}=\mathrm{e}^{-\nu t} \bar{g}-\frac{\left(v_{1}^{\epsilon}-\mathrm{e}^{-\nu t} \bar{u}\right)^{+}}{\epsilon} \tag{3.28b}
\end{align*}
$$

and with initial data

$$
\begin{equation*}
v^{\epsilon}(\cdot, 0)=0 \quad \text { and } \quad v_{t}^{\epsilon}(\cdot, 0)=0 \tag{3.29}
\end{equation*}
$$

If $v^{\epsilon}$ is a tempered distribution, we may perform a Fourier transform in the tangential variable ( $x^{\prime}, t$ ) and a Laplace transform in $x_{1}$. Denoting by $\xi$ and $\omega$ the dual variables of $x^{\prime}$ and $t$ and by $\eta$ the dual variable of $x_{1}$, we are led to the system

$$
\begin{align*}
& \rho(\nu+i \omega)^{2} \widehat{v}^{\epsilon}-\left(\left(\lambda^{0}+\mu^{0}\right)+\left(\lambda^{1}+\mu^{1}\right)(\nu+i \omega)\right)\binom{\eta}{i \xi}\left(\eta, i \xi^{\top}\right) \widetilde{v}^{\epsilon}  \tag{3.30}\\
& +\left(\mu^{0}+\mu^{1}(\nu+i \omega)\right)\left(|\xi|^{2}-\eta^{2}\right) \widetilde{v}^{\epsilon}=0
\end{align*}
$$

Equation (3.30) is a linear system of equations; we seek its eigenvalues $\eta_{i}$ and its eigenvectors $\phi_{i}$ :

$$
\begin{align*}
& \eta_{1}^{2}=|\xi|^{2}+\frac{\rho(\nu+i \omega)^{2}}{\mu^{0}+\mu^{1}(\nu+i \omega)} \quad \text { and } \quad \phi_{1}=\binom{0}{i \xi^{\perp}}  \tag{3.31a}\\
& \eta_{2}^{2}=|\xi|^{2}+\frac{\rho(\nu+i \omega)^{2}}{\mu^{0}+\mu^{1}(\nu+i \omega)} \quad \text { and } \quad \phi_{2}=\binom{1}{0}  \tag{3.31b}\\
& \eta_{3}^{2}=|\xi|^{2}+\frac{\rho(\nu+i \omega)^{2}}{\lambda^{0}+2 \mu^{0}+\left(\lambda^{1}+2 \mu^{1}\right)(\nu+i \omega)} \quad \text { and } \quad \phi_{3}=\binom{\eta_{3}}{i \xi} \tag{3.31c}
\end{align*}
$$

where $\xi^{\perp}$ is obtained from $\xi$ by a rotation of $\pi / 2$. We choose $\eta_{i}$ to be the causal determination of the square root of $\eta_{i}^{2}$; therefore, $\eta_{i}$ is holomorphic in the lower halfplane $\Im(\omega)<0$. Let us denote by $\widehat{v}^{\epsilon}$ the partial Fourier transform of $v^{\epsilon}$ with respect to the tangential variables. As $v^{\epsilon}$ and $\widetilde{v}^{\epsilon}$ are tempered distributions, $\widehat{v}^{\epsilon}$ is also tempered; therefore, it can include only factors of the form $\mathrm{e}^{\eta_{i} x_{1}}$, and thus, it must be of the form

$$
\begin{equation*}
\widehat{v}^{\epsilon}\left(x_{1}, \xi, \omega\right)=\sum_{i=1}^{3} \theta_{i}(\xi, \omega) \phi_{i} \mathrm{e}^{\eta_{i} x_{1}} . \tag{3.32}
\end{equation*}
$$

Our goal now is to determine the $\theta_{i}$ 's. Define $v^{\epsilon} \stackrel{\text { def }}{=}\left(v_{1}^{\epsilon},\left(v^{\epsilon}\right)^{\prime}\right)$. If we apply a partial Fourier transform in the tangential variable to the boundary condition (3.28a), we obtain

$$
\begin{equation*}
\left(\widehat{v}^{\epsilon}\right)_{x_{1}}^{\prime}(0, \xi, \omega)=-i \xi \widehat{v}_{1}^{\epsilon}(0, \xi, \omega) . \tag{3.33}
\end{equation*}
$$

Carrying (3.32) into (3.33), we infer that at $x_{1}=0$,

$$
i \xi^{\perp} \eta_{2} \theta_{1}+i \xi \eta_{3} \theta_{3}=-i \xi\left(\theta_{2}+\eta_{3} \theta_{3}\right) ;
$$

thus it is clear that $\theta_{1}=0$ and $\theta_{2}=-2 \eta_{3} \theta_{3}$. Furthermore, relation (3.32) taken at $x_{1}=0$ enables us to deduce that $\theta_{3}=-\widehat{v}_{1}^{\epsilon}(0, \xi, \omega) / \eta_{3}$. Finally, we obtain

$$
\begin{equation*}
\widehat{v}^{\epsilon}\left(x_{1}, \xi, \omega\right)=2 \widehat{v}_{1}^{\epsilon}(0, \xi, \omega) \phi_{2} \mathrm{e}^{\eta_{2} x_{1}}-\widehat{v}_{1}^{\epsilon}(0, \xi, \omega) \phi_{3} \mathrm{e}^{\eta_{3} x_{1}} / \eta_{3} . \tag{3.34}
\end{equation*}
$$

At last, using (3.34), we can write the left-hand side of (3.28b) as a product of convolution: if we perform a Fourier transform of the left-hand side of (3.28b) and since

$$
\widehat{v}_{1, x_{1}}^{\epsilon}(0, \xi, \omega)=\left(2 \eta_{2}-\eta_{3}\right) \widehat{v}_{1}^{\epsilon}(0, \xi, \omega) \quad \text { and } \quad\left(\widehat{v}^{\epsilon}\right)^{\prime}(0, \xi, \omega)=-i \xi \widehat{v}_{1}^{\epsilon}(0, \xi, \omega) / \eta_{3},
$$

we obtain

$$
\left(\left(\lambda^{0}+\lambda^{1}\left(\nu+\partial_{t}\right)\right) \operatorname{div} v^{\epsilon}+2\left(\mu^{0}+\mu^{1}\left(\nu+\partial_{t}\right)\right) v_{1, x_{1}}^{\epsilon}\right)(0, \xi, \omega)=\widehat{b} \widehat{v}_{1}^{\epsilon}(0, \xi, \omega),
$$

where

$$
\widehat{b} \stackrel{\text { def }}{=}\left(\lambda^{0}+2 \mu^{0}+\left(\lambda^{1}+2 \mu^{1}\right)(\nu+i \omega)\right)\left(2 \eta_{2}-\eta_{3}\right)+\left(\lambda^{0}+\lambda^{1}(\nu+i \omega)\right)|\xi|^{2} / \eta_{3} .
$$

Let $w^{\epsilon}\left(x^{\prime}, t\right)$ be the trace $v^{\epsilon}\left(0, x^{\prime}, t\right)$; then (3.28b) can now be written as

$$
\begin{equation*}
b * w_{1}^{\epsilon}=\mathrm{e}^{-\nu t} \bar{g}-\frac{\left(w_{1}^{\epsilon}-\mathrm{e}^{-\nu t} \bar{u}_{1}(0, \cdot, \cdot)\right)^{+}}{\epsilon} \tag{3.35}
\end{equation*}
$$

Lemma 3.12. Let $u^{\epsilon}=\left(u_{1}^{\epsilon}, u_{2}^{\epsilon}, u_{3}^{\epsilon}\right)^{\top}$ be the solution of (3.1)-(3.3a). Then we may extract a subsequence, still denoted by $u_{1}^{\epsilon}$, such that

$$
u_{1}^{\epsilon}(0, \cdot, \cdot) \rightharpoonup u_{1}(0, \cdot, \cdot) \quad \text { weakly } \quad \text { in } \quad \mathrm{H}_{\text {loc }}^{1 / 2,5 / 4}\left(\mathbb{R}^{d-1} \times[0, \infty)\right) .
$$

Moreover, $u$ is a strong solution of (1.9).

Proof. We denote by $\widehat{\psi}$ and $\widehat{g}$ the respective Fourier transforms of $\psi \stackrel{\text { def }}{=} \lambda^{0}+2 \mu^{0}+$ $\left(\lambda^{1}+2 \mu^{1}\right)\left(\nu+\partial_{t}\right)$ and $g \stackrel{\text { def }}{=} \mathrm{e}^{-\nu t} \bar{g}$. Multiplying (3.35) by $\psi w_{1}^{\epsilon}$ and using the Plancherel identity, we obtain

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{d}} \Re \int_{\mathbb{R}^{d}} \overline{\widehat{\psi}} \widehat{b}\left|\widehat{w}_{1}^{\epsilon}\right|^{2} \mathrm{~d} \xi \mathrm{~d} \omega \\
& =\frac{1}{(2 \pi)^{d}} \Re \int_{\mathbb{R}^{d}} \widehat{g} \bar{\psi} \widehat{w}_{1}^{\epsilon} \mathrm{d} \xi \mathrm{~d} \omega-\int_{0}^{\infty} \int_{\mathbb{R}^{d-1}} \frac{\left(w_{1}^{\epsilon}-\mathrm{e}^{-\nu t} \bar{u}_{1}(0, \cdot, \cdot)\right)^{+}}{\epsilon} \psi w_{1}^{\epsilon} \mathrm{d} x^{\prime} \mathrm{d} t
\end{aligned}
$$

According to the Cauchy-Schwarz inequality and since $\left(u_{1}^{\epsilon}(0, \cdot, \cdot)\right)^{+} / \sqrt{\epsilon}$ is bounded in $\mathrm{L}_{\text {loc }}^{\infty}\left([0, \infty) ; \mathrm{L}^{2}\left(\mathbb{R}^{d-1}\right)\right)$, the absolute value of the second integral on the right-hand side of the above inequality is bounded by $C_{1}$; therefore, we get

$$
\begin{equation*}
\frac{1}{(2 \pi)^{d}} \Re \int_{\mathbb{R}^{d}} \overline{\widehat{\psi}} \widehat{b}\left|\widehat{w}_{1}^{\epsilon}\right|^{2} \mathrm{~d} \xi \mathrm{~d} \omega \leq C_{1}+\frac{1}{(2 \pi)^{d}} \Re \int_{\mathbb{R}^{d}} \widehat{g} \overline{\widehat{\psi} \widehat{w}_{1}^{\epsilon}} \mathrm{d} \xi \mathrm{~d} \omega . \tag{3.36}
\end{equation*}
$$

Define

$$
\begin{aligned}
& \kappa \stackrel{\text { def }}{=} \frac{-\rho(\nu+i \omega)^{2}-2|\xi|^{2}\left(\mu^{0}+(\nu+i \omega) \mu^{1}\right)}{-\rho(\nu+i \omega)^{2}-|\xi|^{2}\left(\lambda^{0}+2 \mu^{0}+(\nu+i \omega)\left(\lambda^{1}+2 \mu^{1}\right)\right)}, \\
& x_{0} \stackrel{\text { def }}{=} \sqrt{\frac{2 \rho\left(\lambda^{0}+\nu \lambda^{1}\right)}{4 \lambda^{1} \mu^{1}+\left(\lambda^{1}\right)^{2}}}
\end{aligned}
$$

Then $\widehat{b}=\widehat{\psi}\left(2 \eta_{2}-\kappa \eta_{3}\right)$, and we remark also that it is sufficient to find a function $h$ which depends on $\xi$ and $\omega$ such that $\Re\left(2 \eta_{2}-\kappa \eta_{3}\right) \geq|h|$. If we assume that $|\xi|+|\omega| \gg 1$, we have two cases to consider according to the values taken by $|\xi|$. We suppose first that $|\xi|^{2}+2 \rho\left(\nu \mu^{1}-\mu^{0}\right) /\left(\mu^{1}\right)^{2} \geq 0$; then $\eta_{2}$ can be approximated by $\widetilde{\eta}_{2}$ defined as follows:

$$
\left|\widetilde{\eta}_{2}^{2}\right|^{2}=\left(|\xi|^{2}+\frac{\rho\left(\nu \mu^{1}-\mu^{0}\right)}{\left(\mu^{1}\right)^{2}}\right)^{2}+\left(\frac{\rho \mu^{1} \omega}{\left(\mu^{1}\right)^{2}}\right)^{2}
$$

Therefore, it is easy to deduce that $\left|\widetilde{\eta}_{2}^{2}\right|^{2} \geq|\xi|^{4} / 4+\rho^{2} \omega^{2} /\left(\mu^{1}\right)^{2}$, and then, in the case $|\xi|^{2}+2 \rho\left(\nu \mu^{1}-\mu^{0}\right) /\left(\mu^{1}\right)^{2} \geq 0$, we obtain the following estimate:

$$
\begin{equation*}
\Re \eta_{2} \geq \cos (\pi / 4)\left|\eta_{2}\right| \geq \frac{1}{\sqrt{2}}\left(\frac{|\xi|^{4}}{4}+\frac{\rho^{2} \omega^{2}}{\left(\mu^{1}\right)^{2}}\right)^{1 / 4} \tag{3.37}
\end{equation*}
$$

In the other case, we suppose $|\xi|^{2}+2 \rho\left(\nu \mu^{1}-\mu^{0}\right) /\left(\mu^{1}\right)^{2} \leq 0$; then, it is plain that

$$
\left|\Re \eta_{2}^{2}\right| \leq \frac{3 \rho\left(\nu \mu^{1}+\mu^{0}\right)}{\left(\mu^{1}\right)^{2}} \quad \text { and } \quad\left|\Im \eta_{2}^{2}\right| \geq \frac{\rho \mu^{1}|\omega|}{\left(\mu^{1}+\nu \mu^{0}\right)^{2}+\left(\mu^{0}\right)^{2}}
$$

which implies that there exists $C>0$ such that

$$
\left|\operatorname{arc} \operatorname{cotan} \eta_{2}^{2}\right| \leq \frac{3\left(\nu \mu^{1}+\mu^{0}\right)\left(\left(\mu^{1}+\nu \mu^{0}\right)^{2}+\left(\mu^{0}\right)^{2}\right)}{\left(\mu^{1}\right)^{3}|\omega|} \leq \frac{C}{|\omega|}
$$

We deduce from the above inequality and from $\left|\eta_{2}\right|^{2} \geq C|\omega|$ that $\left|\arg \eta_{2}^{2}\right| \leq \pi / 2+C /|\omega|$ and thus $\cos \left(\arg \eta_{2}\right) \geq 1 / 2$. In the case $|\xi|^{2}+2 \rho\left(\nu \mu^{1}-\mu^{0}\right) /\left(\mu^{1}\right)^{2} \leq 0$, we get

$$
\begin{equation*}
\Re \eta_{2} \geq C \sqrt{|\omega|} / 2 \tag{3.38}
\end{equation*}
$$

Therefore, in both cases, we infer from (3.37) and (3.38) that there exists $M>0$ such that

$$
\begin{equation*}
\Re \eta_{2} \geq M\left(\omega^{2}+|\xi|^{4}\right)^{1 / 4} \tag{3.39}
\end{equation*}
$$

Furthermore, there exists $C>0$ such that $|\kappa|^{2} \leq 1+C 1_{\left\{|\xi| \leq x_{0}\right\}} /|\omega|^{2}$ and for $|\xi|$ large enough, $\left|\eta_{2}\right| \geq\left|\eta_{3}\right|$. Then (3.39) enables us to deduce

$$
\begin{equation*}
\Re\left(2 \eta_{2}-\kappa \eta_{3}\right) \geq M\left(\omega^{2}+|\xi|^{4}\right)^{1 / 4} \tag{3.40}
\end{equation*}
$$

Carrying (3.40) into (3.36), we obtain

$$
\begin{equation*}
M \int_{\mathbb{R}^{d}}|\widehat{\psi}|^{2}\left(\omega^{2}+|\xi|^{4}\right)^{1 / 4}\left|\widehat{w}_{1}^{\varepsilon}\right|^{2} \mathrm{~d} \xi \mathrm{~d} \omega \leq C_{1}+\int_{\mathbb{R}^{d}}|\widehat{g}||\widehat{\psi}|\left|\widehat{w}_{1}^{\epsilon}\right| \mathrm{d} \xi \mathrm{~d} \omega \tag{3.41}
\end{equation*}
$$

We estimate the product $z y$ by $|z|^{2} /(2 \gamma)+\gamma|y|^{2} / 2, \gamma>0$, and we see that

$$
\left(M-\frac{\gamma}{2}\right) \int_{\mathbb{R}^{d}}|\omega|^{2}\left(\omega^{2}+|\xi|^{4}\right)^{1 / 4}\left|\widehat{w}_{1}^{\varepsilon}\right|^{2} \mathrm{~d} \xi \mathrm{~d} \omega \leq C_{1}+\frac{1}{2 \gamma} \int_{\mathbb{R}^{d}} \frac{|\widehat{g}|^{2}}{\left(\omega^{2}+|\xi|^{4}\right)^{1 / 4}} \mathrm{~d} \xi \mathrm{~d} \omega
$$

We choose $\gamma$ such that $\gamma<2 M$. On the other hand, $\mathrm{e}^{-K t} \bar{g}(\cdot, t)$ is bounded in $\mathrm{L}^{2}(\Sigma \times[0, \infty))$, so that $g(\cdot, t)$ is bounded in $\mathrm{L}^{2}(\Sigma \times[0, \infty))$ if we choose $\nu>K$. Therefore, $u_{1}^{\epsilon}$ is bounded in $\mathrm{H}_{\mathrm{loc}}^{1 / 2,5 / 4}(\Sigma \times[0, \infty))$. In particular, $\left(\lambda^{0}+\lambda^{1}\left(\nu+\partial_{t}\right)\right) \operatorname{div} v^{\epsilon}+$ $2\left(\mu^{0}+\mu^{1}\left(\nu+\partial_{t}\right)\right) v_{x_{1}}^{\epsilon}$ is bounded in $\mathrm{H}_{\mathrm{loc}}^{-1 / 2,-1 / 4}(\Sigma \times[0, \infty))$. We conclude that $u$ is a strong solution of (1.9) because all the traces can be defined.
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#### Abstract
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1. Introduction. In this paper, we consider the long time behavior to the global solutions constructed in [10] for a coupled microscopic-macroscopic model for polymeric fluid near equilibrium. The micro-mechanical models for polymeric liquids usually consist of beads joined by springs or rods $[1,6]$. In the simplest case, a molecule configuration can be described by its end-to-end vector $q$. Taking into account the elastic effect together with the thermo-fluctuation, the distribution function $\psi(t, x, q)$ of molecule orientations $q$ satisfies a Fokker-Planck equation. The convection velocity $u$ satisfies the Navier-Stokes equations with an elastic stress which reflects the microscopic contribution of the polymer molecules to the overall macroscopic flow fields. Mathematically, this system reads (one may check [10] for a formal energetic variational derivation) as

$$
\left\{\begin{array}{l}
u_{t}+u \cdot \nabla u+\nabla p=\mu \triangle u+\nabla \cdot \tau, \quad x \in \mathbf{R}^{3},  \tag{1.1}\\
\nabla \cdot u=0, \quad x \in \mathbf{R}^{3} \\
\psi_{t}+u \cdot \nabla \psi=\sigma \triangle_{q} \psi-\nabla_{q} \cdot\left(\nabla u q \psi-\sigma \nabla_{q} U \psi\right), \quad(x, q) \in \mathbf{R}^{3} \times \mathbf{R}^{3},
\end{array}\right.
$$

where the polymer stress $\tau$ is given by

$$
\begin{equation*}
\tau=\int_{\mathbf{R}^{3}} \nabla_{q} U \otimes q \psi d q \tag{1.2}
\end{equation*}
$$

with $U(q)=U\left(|q|^{2}\right)$ being the potential function.
Existence results for micro-macro models of polymeric fluids are usually limited to small time existence $[7,17,13]$ and uniqueness of strong solutions or global existence

[^97]of weak solutions [12]. In the setting when the last equation of (1.1) is formulated as a stochastic PDE, we refer to [7] (see also [17] for a polynomial force). Concerning the general coupled PDE system, some preliminary studies were made in the earlier work [13].

In a recent work [10], Lin, Liu, and Zhang studied the global existence of smooth solutions to (1.1) near equilibrium, which is a sort of extension to a related result of the Oldroyd model [9, 3], and which corresponds to the Hooke dumbbell model. In two space dimensions, Constantin et al. [4] proved the global existence of smooth solutions to a coupled nonlinear Fokker-Planck and Navier-Stokes system when the convection velocity $u$ in the Fokker-Planck equation is replaced by a sort of time averaged one. Later this assumption was removed by Constantin and Masmoudi [5]. Meanwhile Lin, Zhang, and Zhang [11] independently proved the global regularity for the two-dimensional corotational FENE model with smooth initial data.

On the other hand, in [8], Jourdain et al. investigated the long time behavior of both Hookean models and FENE models for various special flows in a bounded domain with suitable boundary conditions. The main aim of this paper is to consider the long time decay rate for the global solutions to (1.1) constructed in [10].

Before we proceed, let us introduce some basic notation that will be used throughout this paper. Similarly to [10], after renormalization, we assume that $\int_{\mathbf{R}^{3}} \exp \{-U\}$ $d q=1$; furthermore,

$$
\begin{align*}
& |q| \leq C\left(\left|\nabla_{q} U\right|+1\right), \quad \Delta_{q} U \leq C+\delta\left|\nabla_{q} U\right|^{2}, \text { with } \delta<1 \\
& \int_{\mathbf{R}^{3}}\left|\nabla_{q} U\right|^{2} e^{-U} d q \leq C, \quad \int_{\mathbf{R}^{3}}|q|^{4} e^{-U} d q \leq C \tag{1.3}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\nabla_{q}^{k}\left(q \nabla_{q} U\right)\right| \leq C\left(|q|\left|\nabla_{q} U\right|+1\right), \quad \int_{\mathbf{R}^{3}}\left|\nabla_{q}^{k}\left(q \nabla_{q} U e^{-\frac{U}{2}}\right)\right|^{2} d q \leq C  \tag{1.4}\\
& \left|\nabla_{q}^{k}\left(\Delta_{q} U-\frac{\left|\nabla_{q} U\right|^{2}}{2}\right)\right| \leq C\left(1+\left|\nabla_{q} U\right|^{2}\right)
\end{align*}
$$

where the positive integer $0 \leq k \leq s$, which will be fixed in the later sections.
In what follows, for any given function $\phi(x, q)$, we denote

$$
|\phi|_{H^{s}}=\left\{\int_{\mathbf{R}^{3}} \int_{\mathbf{R}^{3}} \sum_{|\alpha| \leq s}\left|\nabla_{x}^{\alpha} \phi\right|^{2} d q d x\right\}^{\frac{1}{2}}
$$

and $\|\phi\|_{H^{s}}$ the standard Sobolev norm of $\phi$. We shall use the convention $(f, g)$ to stand for both the inner product on $\mathbf{R}^{3}, \int_{\mathbf{R}^{3}} f g d x$, and on $\mathbf{R}^{3} \times \mathbf{R}^{3}, \int_{\mathbf{R}^{3}} \int_{\mathbf{R}^{3}} f g d q d x$. And we will denote $\nabla^{s}$ to be any of $\nabla_{x}^{\alpha}$, where $\alpha$ is any multiple indices with $|\alpha|=s$. And we use similar notation for $\nabla_{q}^{s}$.

It is easy to check that $\left(0, e^{-U}\right)$ is a stationary solution to the system (1.1). In [10], Lin, Liu, and Zhang considered solutions of (1.1) with $\psi$ being of the form

$$
\begin{equation*}
\psi=e^{-U}+e^{-U / 2} f \stackrel{\text { def }}{=} M+\sqrt{M} f \tag{1.5}
\end{equation*}
$$

As we assume that $\int_{\mathbf{R}^{3}} \psi_{0}(x, q) d q=1$, there holds $\int_{\mathbf{R}^{3}} \psi(t, x, q) d q=1$, which together with (1.5) yields

$$
\begin{equation*}
\int_{\mathbf{R}^{3}} \sqrt{M} f d q=0 \tag{1.6}
\end{equation*}
$$

Moreover, plugging (1.5) into (1.1), we obtain the following system for $(u, f)$ :

$$
\left\{\begin{array}{l}
u_{t}+u \cdot \nabla u+\nabla p=\mu \triangle u+\nabla \cdot\left(\int_{\mathbf{R}^{3}} \sqrt{M} \nabla_{q} U \otimes q f d q\right), \quad x \in \mathbf{R}^{3},  \tag{1.7}\\
f_{t}+u \cdot \nabla f+\nabla u q \cdot \nabla_{q} f-\sigma\left(\triangle_{q} f+\frac{\Delta_{q} U}{2} f-\frac{\left|\nabla_{q} U\right|^{2}}{4} f\right) \\
\quad=\sqrt{M} \nabla u q \cdot \nabla_{q} U+\frac{1}{2} \nabla u q \cdot \nabla_{q} U f, \quad(x, q) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \\
\operatorname{div} u=0, \quad x \in \mathbf{R}^{3},
\end{array}\right.
$$

together with the initial conditions

$$
\begin{equation*}
\left.u\right|_{t=0}=u_{0},\left.\quad f\right|_{t=0}=f_{0}, \quad \text { for } \quad(x, q) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \tag{1.8}
\end{equation*}
$$

where $f_{0}$ satisfies (1.6) and div $u_{0}=0$.
For the reader's convenience, we first recall the following result from [10].
Theorem 1.1. Let $s \geq 7$ be an integer, $f_{0}$ satisfy (1.6), and $\psi_{0}=M+\sqrt{M} f_{0}>0$. Then, there exists a sufficiently small constant $\varepsilon$ such that if

$$
\begin{aligned}
& \frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\int_{\mathbf{R}^{3}} \int_{\mathbf{R}^{3}}\left[\psi_{0} \ln \psi_{0}+U \psi_{0}\right] d q d x \leq \varepsilon^{1+a} \mu \sigma \min (\mu, \sigma) \\
& \left\|u_{0}\right\|_{H^{s}}^{2}+\left\|f_{0}\right\|_{H^{s}}^{2}+\left|q f_{0}\right|_{H^{4}}^{2} \leq \varepsilon \min (\mu, \sigma)
\end{aligned}
$$

where $a>0$ is a small positive constant, then (1.7) and (1.8) has a unique global classical solution $(u, \psi)$ with $\psi=M+\sqrt{M} f>0$, and

$$
\begin{align*}
& \sup _{0 \leq t<\infty}\left(\|u(t)\|_{H^{s}}^{2}+|q f|_{H^{4}}^{2}+\|f(t)\|_{H^{s}}^{2}\right) \\
& \quad+\int_{0}^{t}\left[\mu\|\nabla u\|_{H^{s}}^{2}+\sigma\left(\left\|q\left|\left(\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right)\right|_{H^{4}}^{2}+\right\| \nabla_{q} f+\frac{1}{2} \nabla_{q} U f \|_{H^{s}}^{2}\right)\right] d \tau \\
& \quad \leq C \varepsilon \min (\mu, \sigma) \tag{1.9}
\end{align*}
$$

The main aim of this paper is to prove that the solution $(u, f)$ constructed in Theorem 1.1 decays to $(0,0)$ as $t$ goes to $\infty$. More precisely, motivated by $[14,15]$ and with the additional assumption on the low frequency part of $\left(u_{0}, f_{0}\right)$, we obtain the following decay rates for the $L^{2}$ norm of $(u, f)$.

THEOREM 1.2. Under the assumptions of Theorem 1.1, we assume further that there exists $\kappa, C>0$ and a small enough number $c>0$ such that

$$
\begin{equation*}
\int_{|\xi| \leq c}|\xi|^{-2 \kappa}\left|\hat{u}_{0}\right|^{2} d \xi, \quad \int_{\mathbf{R}^{3}} \int_{|\xi| \leq c}|\xi|^{-2 \kappa}\left|\mathcal{F}_{x}\left(f_{0}\right)(\xi, q)\right|^{2} d \xi d q \leq C \tag{1.10}
\end{equation*}
$$

Then the $L^{2}$ norm of $(u, f)$ decays to $(0,0)$ according to

$$
\begin{equation*}
\|u(t)\|_{L^{2}} \leq C(1+t)^{-\frac{b}{2}}, \quad\|f(t)\|_{L^{2}} \leq C(1+t)^{-\frac{b+1}{2}} \tag{1.11}
\end{equation*}
$$

with $b=\min \left(\kappa, \frac{3}{2}\right)$.
In general, without the additional assumptions (1.10), to study the precise long time decay rates for $(u, f)$, we need some basic facts from the Littlewood-Paley theory. One may check [2] and [16] for more details.

Let $\mathcal{C} \stackrel{\text { def }}{=}\left\{\xi \in \mathbf{R}^{3}, \frac{3}{4} \leq|\xi| \leq \frac{8}{3}\right\}$. Let $\varphi \in C_{c}^{\infty}(\mathcal{C})$, which satisfies

$$
\sum_{j \in \mathbf{Z}} \varphi\left(2^{-j} \xi\right)=1 \quad \forall \xi \in \mathbf{R}^{3} \backslash\{0\}
$$

We denote $h \stackrel{\text { def }}{=} \mathcal{F}^{-1} \varphi$; then the Littlewood-Paley operators $\dot{\Delta}_{j}$ and $\dot{\mathcal{S}}_{j}$ can be defined as follows:

$$
\begin{align*}
& \dot{\Delta}_{j} f \stackrel{\text { def }}{=} \varphi\left(2^{-j} D\right) f=2^{3 j} \int_{\mathbf{R}^{3}} h\left(2^{j} y\right) f(x-y) d y \quad \text { for } \quad j \in \mathbf{Z} \\
& \dot{\mathcal{S}}_{j} f \stackrel{\text { def }}{=} \sum_{j^{\prime} \leq j-1} \dot{\Delta}_{j^{\prime}} f \tag{1.12}
\end{align*}
$$

With the introduction of $\dot{\Delta}_{j}$, we present the following decay estimates for the solution ( $u, f$ ) constructed in Theorem 1.1.

THEOREM 1.3. Under the assumptions of Theorem 1.1, the global solutions $(u, f)$ constructed in Theorem 1.1 decay to $(0,0)$ by

$$
\begin{align*}
& \|u(t)\|_{L^{2}}^{2} \leq C\left[(1+t)^{-\frac{1}{2}}+\sum_{j<0}\left(\left\|\dot{\Delta}_{j} u_{0}\right\|_{L^{2}}+\left\|\dot{\Delta}_{j} f_{0}\right\|_{L^{2}}\right) e^{-c 2^{2 j} t}\right]  \tag{1.13}\\
& \|f(t)\|_{L^{2}}^{2} \leq C\left[(1+t)^{-\frac{3}{2}}+\sum_{j<0}\left(\left\|\dot{\Delta}_{j} u_{0}\right\|_{L^{2}}+\left\|\dot{\Delta}_{j} f_{0}\right\|_{L^{2}}\right) 2^{2 j} e^{-c 2^{2 j} t}\right] \tag{1.14}
\end{align*}
$$

for some $c>0$. Moreover, for any $j \in \mathbf{Z}$,

$$
\begin{equation*}
\left\|\left(1-\dot{\mathcal{S}}_{j}\right) u(t)\right\|_{L^{2}}^{2} \leq C_{j}(1+t)^{-\frac{1}{2}}, \quad\left\|\left(1-\dot{\mathcal{S}}_{j}\right) f(t)\right\|_{L^{2}}^{2} \leq C_{j}(1+t)^{-\frac{3}{2}} \tag{1.15}
\end{equation*}
$$

Remark 1.1. (i) The estimates (1.13) and (1.14) can be improved when $\|u(t)\|_{L^{2}} \leq$ $C(1+t)^{-\frac{1}{4}}$. The main reason lies in the fact that in this case $\|u(t)\|_{L^{2}}$ belongs to $L^{p}$ for $p>4$. One may check the proof of Proposition 2.1 for details. Then under the assumption (1.10), we can recover Theorem 1.2 from Theorem 1.3 by using the fact that

$$
\sup _{t \geq 0}\left\{\sum_{j \in \mathbf{Z}}\left(2^{2 j} t\right)^{\kappa} e^{-c 2^{2 j} t}\right\} \leq C
$$

(ii) The estimate (1.13) implies that $\|u(t)\|_{L^{2}}$ tends to 0 as $t$ goes to $\infty$. While thanks to $[2,16]$, we have

$$
\|f(t)\|_{L^{2}}^{2} \leq \frac{\varrho(t)}{1+t}
$$

where $\varrho(t) \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Without (1.10), Theorem 1.3 provides a more precise decay estimate for the $L^{2}$ norm of $u(t)$ and $f(t)$. For instance, let $\phi$ be a smooth function with low frequency part satisfying

$$
\begin{equation*}
\left.(\mathcal{F} \phi)(\xi)\right|_{|\xi| \leq \frac{1}{2}}=|\log | \xi| |^{-1}|\xi|^{-\frac{3}{2}} \tag{1.16}
\end{equation*}
$$

It is easy to check that $\phi \notin \dot{H}^{-\kappa}\left(\mathbf{R}^{3}\right)$ for any positive $\kappa$. While for any $j<0$, we have

$$
\left\|\dot{\Delta}_{j} \phi\right\|_{L^{2}}^{2} \approx j^{-2}
$$

Let $\omega(t) \stackrel{\text { def }}{=} \sum_{j>0} j^{-2} e^{-c 2^{-2 j} t}$ and $\varpi(t) \stackrel{\text { def }}{=} \sum_{j>0} j^{-2} 2^{-2 j} e^{-c 2^{-2 j} t}$; then there exist $N, C_{N}>0$ such that

$$
\begin{aligned}
\omega\left(2^{2 k}\right) & =\sum_{j>0} j^{-2} e^{-c 2^{2(k-j)}} \\
& =\sum_{j>k} j^{-2} e^{-c 2^{2(k-j)}}+\sum_{0<j \leq k} 2^{-2 \log _{2} j} e^{-c 2^{2(k-j)}} \\
& \leq \int_{k}^{\infty} x^{-2} d x+k^{-2} C_{N} \sum_{0<j \leq k} 2^{2\left(\log _{2} k-\log _{2} j\right)} 2^{-2 N(k-j)} \\
& \leq C_{N} k^{-1}
\end{aligned}
$$

By the monotone property of $\omega(t)$ and $\varpi(t)$, we conclude that

$$
\omega(t) \leq C(\log t)^{-1}, \quad \varpi(t) \leq C(1+t)^{-1}(\log t)^{-\frac{3}{2}}
$$

On the other hand, it is easy to construct examples so that the low frequency part of $u_{0}$ coincides with $\varepsilon \phi$, and the low frequency part of $f_{0}$ coincides with $\varepsilon \phi(x) \psi(q)$ with $\psi \in \mathcal{S}\left(\mathbf{R}^{3}\right)$. Then for $\varepsilon$ sufficiently small, let $(u, f)$ be the unique solution of (1.7) and (1.8) obtained in Theorem 1.1. The above calculations show that $u(t)$ has the logarithm decay, while $f(t)$ has a better decay rate than $(1+t)^{-1}(\log t)^{-1}$, which can be obtained by directly using Schonbek's devices [14, 15].
(iv) Under the assumptions of Theorem 1.1, we can provide an explicit decay rate for $\|u(t)\|_{L^{p}}$ and $\|f(t)\|_{L^{p}}$ for $p>2$ (see Corollary 2.1).

Remark 1.2. We can study the decay rates for the global smooth solutions to the Oldroyd model in $[10,3]$ by using exactly the same procedure as that in this paper. We omit the details here.
2. The proof of Theorem 1.2. Motivated by [14, 15], we shall present the proof of Theorem 1.2 in this section. However, compared with [14, 15], the source term in the Navier-Stokes equations of (1.7) does not decay as fast as what is required in $[14,15]$. To deal with this term, we need to use the coupling effect between $u$ and $f$ in (1.7).

Let us first recall the following lemma from [10], which shall be of constant use in what follows.

Lemma 2.1. Let $f$ satisfy $\int_{\mathbf{R}^{3}} f \sqrt{M} d q=0$, and let $U$ satisfy (1.3). Then there hold

$$
\begin{aligned}
& \|f\|_{L^{2}} \leq C\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}} \\
& \left\|\nabla_{q} U f\right\|_{L^{2}} \leq C\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}} \\
& \left\|\nabla_{q} U q f\right\|_{L^{2}} \leq C\left\|\left(1+|q|^{2}\right)^{\frac{1}{2}}\left(\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right)\right\|_{L^{2}}
\end{aligned}
$$

Moreover, for any integer $s_{1} \geq 0$ and $s_{2} \geq 1$, there holds

$$
\begin{gathered}
\left\|\nabla_{q} U \nabla^{s_{1}} \nabla_{q}^{s_{2}} f\right\|_{L^{2}} \leq C \sum_{k=0}^{s_{2}}\left\|\nabla_{q} \nabla^{s_{1}} \nabla_{q}^{k} f+\frac{1}{2} \nabla_{q} U \nabla^{s_{1}} \nabla_{q}^{k} f\right\|_{L^{2}}, \\
\left\|\nabla^{s_{1}} \nabla_{q}^{s_{2}} f\right\|_{L^{2}} \leq C \sum_{k=0}^{s_{2}-1}\left\|\nabla_{q} \nabla^{s_{1}} \nabla_{q}^{k} f+\frac{1}{2} \nabla_{q} U \nabla^{s_{1}} \nabla_{q}^{k} f\right\|_{L^{2}} .
\end{gathered}
$$

As a first step in the proof of Theorem 1.2, we shall prove the following $L^{2}$ decay estimate for $(u, f)$.

Proposition 2.1. Under the assumptions of Theorem 1.2, the $L^{2}$ norm of the global classical solutions $(u, f)$ to (1.7) constructed in Theorem 1.1 decay to $(0,0)$ as $t$ goes to $\infty$ according to

$$
\begin{equation*}
\|u(t)\|_{L^{2}}^{2}+\|f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b} \tag{2.1}
\end{equation*}
$$

with $b=\min \left(\kappa, \frac{3}{2}\right)$.
Proof. We first get by using standard energy estimation to (1.7) that

$$
\begin{aligned}
& \frac{d}{d t}\left(\|u\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}\right)+2 \mu\|\nabla u\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}}^{2} \\
& \quad=\left(\nabla u q \cdot \nabla_{q} U f, f\right) \leq|q f|_{H^{4}}\|\nabla u\|_{L^{2}}\left\|\nabla_{q} U f\right\|_{L^{2}},
\end{aligned}
$$

which together with Lemma 2.1 and Theorem 1.1 applied gives

$$
\begin{equation*}
\frac{d}{d t}\left(\|u\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}\right)+\mu\|\nabla u\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}}^{2} \leq 0 \tag{2.2}
\end{equation*}
$$

Thanks to (2.2), to use Schonbek's strategy in [14, 15], we need to split the phase space into two time-dependent domains. More precisely, we decompose $\|\nabla u\|_{L^{2}}^{2}$ as

$$
\|\nabla u\|_{L^{2}}^{2}=\int_{S(t)}|\xi|^{2}|\hat{u}(\xi)|^{2} d \xi+\int_{S(t)^{c}}|\xi|^{2}|\hat{u}(\xi)|^{2} d \xi
$$

where $S(t) \stackrel{\text { def }}{=}\left\{\xi:|\xi| \leq C^{\frac{1}{2}}(1+t)^{-\frac{1}{2}}\right\}$ and the constant $C$ will be chosen later on. Then, thanks to (2.2), we have
(2.3) $\frac{d}{d t}\left(\|u\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}\right)+\frac{C \mu}{1+t}\|u\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}}^{2} \leq \frac{C \mu}{1+t} \int_{S(t)}|\hat{u}(\xi)|^{2} d \xi$.

In what follows, we shall focus on the $L^{2}$ estimate to the low frequency part of $u$. In order to do so, we take Fourier transform with respect to $x$ variables in (1.7) to get

$$
\left\{\begin{array}{l}
\hat{u}_{t}+\mathcal{F}_{x}(u \cdot \nabla u)+i \xi \hat{p}=-\mu|\xi|^{2} \hat{u}+i \xi \cdot\left(\int_{\mathbf{R}^{3}} \sqrt{M} \nabla_{q} U \otimes q \hat{f} d q\right)  \tag{2.4}\\
\hat{f}_{t}+\mathcal{F}_{x}(u \cdot \nabla f)+\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right)-\sigma\left(\triangle_{q} \hat{f}+\frac{\Delta_{q} U}{2} \hat{f}-\frac{\left|\nabla_{q} U\right|^{2}}{4} \hat{f}\right) \\
\quad=i\left(\xi_{j} \hat{u}_{i}\right)\left(\nabla_{q} U \otimes q \sqrt{M}\right)+\frac{1}{2} \mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right) \\
\xi \cdot \hat{u}=\xi \cdot \overline{\hat{u}}=0
\end{array}\right.
$$

where $\hat{f}(\xi, q, t) \stackrel{\text { def }}{=} \mathcal{F}_{x}(f)(\xi, q, t)$. Notice that $\xi \cdot \hat{u}=\xi \cdot \overline{\hat{u}}=0$. By multiplying the first equation of (2.4) by $\overline{\hat{u}}(t, \xi)$ and taking the resulting real part we get that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}|\hat{u}(\xi, t)|^{2}+\mathcal{R} e\left[\mathcal{F}_{x}(u \cdot \nabla u) \cdot \overline{\hat{u}}(\xi, t)\right]  \tag{2.5}\\
& \quad=-\mu|\xi|^{2}|\hat{u}(\xi, t)|^{2}+\mathcal{R} e\left[i \xi \otimes \overline{\hat{u}}(\xi, t):\left(\int_{\mathbf{R}^{3}} \sqrt{M} \nabla_{q} U \otimes q \hat{f} d q\right)\right]
\end{align*}
$$

A similar process applied to the microscopic equation of (2.4) gives

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbf{R}^{3}}|\hat{f}(\xi, q, t)|^{2} d q+\mathcal{R} e\left[\int_{\mathbf{R}^{3}}\left(\mathcal{F}_{x}(u \cdot \nabla f) \overline{\hat{f}}(\xi, q, t)+\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right) \overline{\hat{f}}(\xi, q, t)\right) d q\right] \\
& (2.6)+\sigma\left\|\nabla_{q} \hat{f}+\frac{1}{2} \nabla_{q} U \hat{f}\right\|_{L_{q}^{2}}^{2} \\
& \quad=\operatorname{Re} e\left[i \xi \otimes \hat{u}(\xi, t):\left(\int_{\mathbf{R}^{3}} \sqrt{M} \nabla_{q} U \otimes q \overline{\hat{f}}(\xi, q, t) d q\right)\right] \\
& \quad+\frac{1}{2} \mathcal{R} e\left[\int_{\mathbf{R}^{3}} \mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right) \overline{\hat{f}}(\xi, q, t) d q\right] .
\end{aligned}
$$

Thanks to (2.5)-(2.6), we obtain that for any $\delta>0$, there is a $C_{\delta}$ such that

$$
\begin{aligned}
& \frac{d}{d t}\left(|\hat{u}(\xi, t)|^{2}+\int_{\mathbf{R}^{3}}|\hat{f}(\xi, q, t)|^{2} d q\right)+\mu|\xi|^{2}|\hat{u}(\xi, t)|^{2}+2 \sigma\left\|\nabla_{q} \hat{f}+\frac{1}{2} \nabla_{q} U \hat{f}\right\|_{L_{q}^{2}}^{2} \\
& \quad \leq C\left|\mathcal{F}_{x}(u \otimes u)\right|^{2}+C_{\delta} \int_{\mathbf{R}^{3}}\left(\left|\mathcal{F}_{x}(u \cdot \nabla f)\right|^{2}+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right)\right|^{2}\right. \\
& \left.\quad+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right)\right|^{2}\right) d q+\delta \int_{\mathbf{R}^{3}}|\overline{\hat{f}}(\xi, q, t)|^{2} d q
\end{aligned}
$$

from which we deduce that

$$
\begin{align*}
|\hat{u}(\xi, t)|^{2} & +\int_{\mathbf{R}^{3}}|\hat{f}(\xi, q, t)|^{2} d q+2 \sigma \int_{0}^{t} \int_{\mathbf{R}^{3}} e^{-\mu|\xi|^{2}(t-s)}\left|\nabla_{q} \hat{f}+\frac{1}{2} \nabla_{q} U \hat{f}\right|^{2} d q d s \\
\leq & e^{-\mu|\xi|^{2} t}\left(\left|\hat{u_{0}}(\xi)\right|^{2}+\int_{\mathbf{R}^{3}}\left|\hat{f}_{0}(\xi, q)\right|^{2} d q\right) \\
& +\int_{0}^{t} \int_{\mathbf{R}^{3}} e^{-\mu|\xi|^{2}(t-s)}\left(\mu|\xi|^{2}+\delta\right)|\hat{f}(\xi, q, s)|^{2} d q d s \\
+ & C \int_{0}^{t}\left|\mathcal{F}_{x}(u \otimes u)\right|^{2} d s+C_{\delta} \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(\left|\mathcal{F}_{x}(u \cdot \nabla f)(\xi, q, s)\right|^{2}\right. \\
& \left.+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right)(\xi, q, s)\right|^{2}+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right)(\xi, q, s)\right|^{2}\right) d q d s \tag{2.7}
\end{align*}
$$

Now we are in a position to estimate the right-hand side of (2.3). First, it is easy to observe that

$$
\begin{aligned}
& \int_{0}^{t} \int_{\mathbf{R}^{3}} \int_{S(t)} e^{-|\xi|^{2}(t-s)}\left(\mu|\xi|^{2}+\delta\right)|\hat{f}(\xi, q, s)|^{2} d \xi d q d s \\
& \quad \leq\left(\frac{C \mu}{1+t}+\delta\right) \int_{0}^{t} \int_{\mathbf{R}^{3}} \int_{S(t)} e^{-\mu|\xi|^{2}(t-s)}|\hat{f}(\xi, q, s)|^{2} d \xi d q d s
\end{aligned}
$$

While noticing that $\int_{\mathbf{R}^{3}} \sqrt{M} \hat{f} d q=0$, applying Lemma 2.1 gives

$$
\begin{aligned}
\int_{\mathbf{R}^{3}} \int_{S(t)} e^{-\mu|\xi|^{2}(t-s)}|\hat{f}(\xi, q, s)|^{2} d \xi d q & =\int_{S(t)} e^{-\mu|\xi|^{2}(t-s)} \int_{\mathbf{R}^{3}}|\hat{f}|^{2} d q d \xi \\
& \leq C \int_{\mathbf{R}^{3}} \int_{S(t)} e^{-\mu|\xi|^{2}(t-s)}\left|\nabla_{q} \hat{f}+\frac{1}{2} \nabla_{q} U \hat{f}\right|^{2} d \xi d q
\end{aligned}
$$

To deal with the remaining terms (2.7), we introduce $\phi \in \mathcal{S}\left(\mathbf{R}^{3}\right)$, the Fourier transform of which satisfies

$$
\hat{\phi}(\xi)= \begin{cases}1, & |\xi| \leq 2 C^{\frac{1}{2}} \\ 0, & |\xi| \geq 3 C^{\frac{1}{2}}\end{cases}
$$

and we denote $\phi_{t}(x) \stackrel{\text { def }}{=}(1+t)^{-\frac{3}{2}} \phi\left((1+t)^{-\frac{1}{2}} x\right)$. Then, by using Young's inequality and (1.9) we get that

$$
\begin{align*}
\int_{0}^{t} \int_{S(t)}\left|\mathcal{F}_{x}(u \otimes u)\right|^{2} d \xi d s & \leq \int_{0}^{t} \int_{\mathbf{R}^{3}}\left|(u \otimes u) * \phi_{t}\right|^{2} d x d s \\
& \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\|u \otimes u\|_{L^{1}}^{2} d s \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\|u\|_{L^{2}}^{4} d s \\
& \leq C(1+t)^{-\frac{1}{2}} \tag{2.8}
\end{align*}
$$

While thanks to Minkowski's inequality and (1.9), we obtain

$$
\begin{aligned}
& \int_{0}^{t} \int_{\mathbf{R}^{3}} \int_{S(t)}\left|\mathcal{F}_{x}(u \cdot \nabla f)\right|^{2} d \xi d q d s \leq \int_{0}^{t} \int_{\mathbf{R}^{3}} \int_{\mathbf{R}^{3}}\left|(u \cdot \nabla f) * \phi_{t}\right|^{2} d x d q d s \\
& \quad \leq \int_{0}^{t} \int_{\mathbf{R}^{3}}\left|\left(|u|\|\nabla f\|_{L_{q}^{2}}\right) *\right| \phi_{t}| |^{2} d x d s \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\||u|\| \nabla f\left\|_{L_{q}^{2}}\right\|_{L_{x}^{1}}^{2} d s \\
& \quad \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\|u\|_{L^{2}}^{2}\|\nabla f\|_{L^{2}}^{2} d s \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\left|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right|_{H^{4}}^{2} d s \\
& \quad \leq C(1+t)^{-\frac{3}{2}}
\end{aligned}
$$

A similar argument for the last two terms in (2.7) yields

$$
\begin{aligned}
& \int_{0}^{t} \int_{\mathbf{R}^{3}} \int_{S(t)}\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right)\right|^{2} d \xi d q d s \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\||\nabla u|\| q \nabla_{q} f\left\|_{L_{q}^{2}}\right\|_{L_{x}^{1}}^{2} d s \\
& \quad \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\left\|q \nabla_{q} f\right\|_{L^{2}}^{2} d s \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\left\|\left(1+|q|^{2}\right)^{\frac{1}{2}}\left(\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right)\right\|_{L^{2}}^{2} d s \\
& \quad \leq C(1+t)^{-\frac{3}{2}}
\end{aligned}
$$

and

$$
\int_{0}^{t} \int_{\mathbf{R}^{3}} \int_{S(t)}\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right)\right|^{2} d \xi d q d s \leq C(1+t)^{-\frac{3}{2}}
$$

Therefore, thanks to (2.7), we obtain

$$
\begin{aligned}
\int_{S(t)}|\hat{u}(\xi, t)|^{2} d \xi \leq & \int_{S(t)} e^{-\mu|\xi|^{2} t}|\hat{u}(\xi, 0)|^{2} d \xi+\int_{S(t)} \int_{\mathbf{R}^{3}} e^{-\mu|\xi|^{2} t}|\hat{f}(\xi, q, 0)|^{2} d \xi d q \\
& +C(1+t)^{-\frac{1}{2}}
\end{aligned}
$$

for $t$ large enough. Then with the additional assumption (1.10), we conclude

$$
\begin{equation*}
\int_{S(t)}|\hat{u}(\xi, t)|^{2} d \xi \leq C(1+t)^{-\kappa}+C(1+t)^{-\frac{1}{2}} \tag{2.9}
\end{equation*}
$$

for $t$ large enough. This together with (2.3) ensures that

$$
\frac{d}{d t}\left(\|u\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}\right)+\frac{C \mu}{1+t}\|u\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}}^{2} \leq \frac{C \mu}{1+t}(1+t)^{-b}
$$

where $b=\min \left(\kappa, \frac{1}{2}\right)$, from which we deduce that

$$
\begin{equation*}
\|u(t)\|_{L^{2}}^{2}+\|f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b} \tag{2.10}
\end{equation*}
$$

With the above decay estimate for $\|u(t)\|_{L^{2}}$, we can improve the estimate in (2.8). Suppose that $\kappa>\frac{1}{2}$; then $b=\frac{1}{2}$ in (2.10) and

$$
\begin{aligned}
\int_{0}^{t} \int_{S(t)}\left|\mathcal{F}_{x}(u \otimes u)\right|^{2} d \xi d s & \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\|u\|_{L^{2}}^{4} d s \\
& \leq C(1+t)^{-\frac{7}{6}}\left(\int_{0}^{t}\|u\|_{L^{2}}^{6} d s\right)^{\frac{2}{3}} \\
& \leq C(1+t)^{-\frac{7}{6}}
\end{aligned}
$$

Then the proof of (2.9) implies that

$$
\int_{S(t)}|\hat{u}(\xi, t)|^{2} d \xi \leq C(1+t)^{-\kappa}+C(1+t)^{-\frac{7}{6}}
$$

for $t$ large enough, from which, with the proof of (2.10), we deduce that

$$
\begin{equation*}
\|u(t)\|_{L^{2}}^{2}+\|f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b} \tag{2.11}
\end{equation*}
$$

with $b=\min \left(\kappa, \frac{7}{6}\right)$. Now if $\kappa>\frac{7}{6}$, then by using (2.11) we get that

$$
\begin{aligned}
\int_{0}^{t} \int_{S(t)}\left|\mathcal{F}_{x}(u \otimes u)\right|^{2} d \xi d s & \leq C(1+t)^{-\frac{3}{2}} \int_{0}^{t}\|u\|_{L^{2}}^{4} d s \\
& \leq C(1+t)^{-\frac{3}{2}}
\end{aligned}
$$

Then the proof of (2.9) yields

$$
\int_{S(t)}|\hat{u}(\xi, t)|^{2} d \xi \leq C(1+t)^{-\kappa}+C(1+t)^{-\frac{3}{2}}
$$

from which, with the proof of (2.10), we obtain

$$
\|u(t)\|_{L^{2}}^{2}+\|f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b}
$$

with $b=\min \left(\kappa, \frac{3}{2}\right)$. This completes the proof of the proposition. $\quad \square$
With Proposition 2.1, to complete the proof of Theorem 1.2, we still need to improve the decay rate for the $L^{2}$ norm of $f$. In order to do so, we shall first prove the $L^{2}$ decays for the derivatives of $u$ and $f$, which, in particular, implies a sort of $L^{p}$ decay estimate for $u, f$ without any additional assumption on the initial data.

Proposition 2.2. Under the assumptions of Theorem 1.1, we have the following decay estimate for $\nabla u, \nabla f$, and $f$ :

$$
\begin{equation*}
\|\nabla u(t)\|_{L^{2}}^{2}+\|\nabla f(t)\|_{L^{2}}^{2}+\|f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-1} \tag{2.12}
\end{equation*}
$$

Proof. Taking $\nabla$ to (1.7), by a standard energy estimation we get that

$$
\begin{align*}
& \frac{d}{d t}\left(\|\nabla u\|_{L^{2}}^{2}+\|\nabla f\|_{L^{2}}^{2}\right)+2 \mu\left\|\nabla^{2} u\right\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q} \nabla f+\frac{1}{2} \nabla_{q} U \nabla f\right\|_{L^{2}}^{2} \\
& = \\
& \quad-2(\nabla(u \cdot \nabla u), \nabla u)-2(\nabla(u \cdot \nabla f), \nabla f)  \tag{2.13}\\
& \quad-2\left(\nabla\left(\nabla u q \cdot \nabla_{q} f\right), \nabla f\right)+\left(\nabla\left(\nabla u q \cdot \nabla_{q} U f\right), \nabla f\right)
\end{align*}
$$

Thanks to (1.9), we have

$$
\begin{aligned}
|(\nabla(u \cdot \nabla u), \nabla u)| & =|(\nabla(u \otimes u), \nabla \nabla u)| \\
& \leq C\|u\|_{L^{3}}\|\nabla u\|_{L^{6}}\left\|\nabla^{2} u\right\|_{L^{2}} \leq C \epsilon\left\|\nabla^{2} u\right\|_{L^{2}}^{2}
\end{aligned}
$$

Similarly, as $\operatorname{div} u=0$ and $\operatorname{div}_{q}(\nabla u q)=0$, we have

$$
\begin{aligned}
|(\nabla(u \cdot \nabla f), \nabla f)| & =|((\nabla u) \cdot \nabla f, \nabla f)| \leq\|\nabla u\|_{H^{2}}\|\nabla f\|_{L^{2}}^{2} \\
\left|\left(\nabla\left(\nabla u q \cdot \nabla_{q} f\right), \nabla f\right)\right| & =\left|\left((\nabla \nabla u) q \cdot \nabla_{q} f, \nabla f\right)\right| \\
& \leq\left\|\nabla_{q} f\right\|_{H^{4}}\left\|\nabla^{2} u\right\|_{L^{2}}\|q \nabla f\|_{L^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\left(\nabla\left(\nabla u q \cdot \nabla_{q} U f\right), \nabla f\right)\right| \\
& \quad=\left|\left(\nabla(\nabla u) q \cdot \nabla_{q} U f, \nabla f\right)+\left(\nabla u q \cdot \nabla_{q} U(\nabla f), \nabla f\right)\right| \\
& \quad \leq|q f|_{H^{4}}\left\|\nabla^{2} u\right\|_{L^{2}}\left\|\nabla_{q} U \nabla f\right\|_{L^{2}}+\|\nabla u\|_{H^{2}}\|q \nabla f\|_{L^{2}}\left\|\nabla_{q} U \nabla f\right\|_{L^{2}} .
\end{aligned}
$$

Then we deduce from (1.9), (2.13) that

$$
\begin{equation*}
\frac{d}{d t}\left(\|\nabla u\|_{L^{2}}^{2}+\|\nabla f\|_{L^{2}}^{2}\right)+\mu\left\|\nabla^{2} u\right\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q} \nabla f+\frac{1}{2} \nabla_{q} U \nabla f\right\|_{L^{2}}^{2} \leq 0 \tag{2.14}
\end{equation*}
$$

Then Schonbek's strategy $[14,15]$ applied to (2.14) gives

$$
\begin{align*}
& \frac{d}{d t}\left(\|\nabla u\|_{L^{2}}^{2}+\|\nabla f\|_{L^{2}}^{2}\right)+\frac{C \mu}{1+t}\|\nabla u\|_{L^{2}}^{2} \\
& \quad+\sigma\left\|\nabla_{q}(\nabla f)+\frac{1}{2} \nabla_{q} U(\nabla f)\right\|_{L^{2}}^{2} \leq \frac{C \mu}{1+t} \int_{S(t)}|\xi|^{2}|\hat{u}(\xi, t)|^{2} d \xi \tag{2.15}
\end{align*}
$$

from which we deduce that

$$
\begin{equation*}
\|\nabla u(t)\|_{L^{2}}^{2}+\|\nabla f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-1} \tag{2.16}
\end{equation*}
$$

With (2.16), we now turn to the proof of the $L^{2}$ decay of $f$. First by a standard energy estimation we get that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\|f\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q} f+\frac{1}{2} \nabla_{q} U f\right\|_{L^{2}}^{2} \\
& \quad \leq\|\nabla u\|_{L^{2}}\left\|\sqrt{M} \nabla_{q} U\right\|_{L^{2}}\|q f\|_{L^{2}}+|q f|_{H^{4}}\|\nabla u\|_{L^{2}}\left\|\nabla_{q} U f\right\|_{L^{2}}
\end{aligned}
$$

Then thanks to Lemma 2.1 and (1.9), we obtain

$$
\begin{equation*}
\frac{d}{d t}\|f\|_{L^{2}}^{2}+\sigma\|f\|_{L^{2}}^{2} \leq C\|\nabla u\|_{L^{2}}^{2} \leq C(1+t)^{-1} \tag{2.17}
\end{equation*}
$$

from which we deduce that

$$
\begin{aligned}
\|f(t)\|_{L^{2}}^{2} & \leq C\left\|f_{0}\right\|_{L^{2}}^{2} e^{-\sigma t}+\int_{0}^{t} e^{-\sigma(t-s)}(1+s)^{-1} d s \\
& \leq C(1+t)^{-1}
\end{aligned}
$$

which together with (2.16) gives (2.12). This completes the proof of Proposition 2.2.

Remark 2.1. Assume that $\|u(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b}$; then, thanks to (2.15), we can improve (2.16) to $\|\nabla u(t)\|_{L^{2}}^{2}+\|\nabla f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b-1}$, which, in turn, implies that $\|f(t)\|_{L^{2}}^{2} \leq C(1+t)^{-b-1}$.

An immediate corollary of Proposition 2.2 and Sobolev imbedding is the following corollary.

Corollary 2.1. Under the assumption of Theorem 1.1, we have

$$
\|u(t)\|_{L^{p}}^{2}+\|f(t)\|_{L_{q}^{2}\left(L_{x}^{p}\right)}^{2} \leq \begin{cases}C_{p}(1+t)^{-\frac{6}{p}} \quad \text { if } \quad 6 \leq p \leq \infty \\ C_{p}(1+t)^{-\frac{3(p-2)}{2 p}} \quad \text { if } \quad 2<p \leq 6\end{cases}
$$

Now we are in a position to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Combining Proposition 2.1 and Remark 2.1, we complete the proof of the theorem.
3. The proof of Theorem 1.3. In this section, we consider the $L^{2}$ decay of $u$ without the additional assumption (1.10). It is easy to observe from the proof of Theorem 1.2 that the low frequency part of initial data makes this problem difficult. To get rid of this difficulty, we are going to study the decay of solution to the linearized
problem of (1.7) first, then we estimate the difference between the solution of the linearized equation (3.1) and that of (1.7).

The linearized equation of (1.7) reads as

$$
\left\{\begin{array}{l}
v_{t}+\nabla h=\mu \triangle v+\nabla \cdot\left(\int_{\mathbf{R}^{3}} \sqrt{M} \nabla_{q} U \otimes q g d q\right), \quad x \in \mathbf{R}^{3}  \tag{3.1}\\
g_{t}-\sigma\left(\triangle_{q} g+\frac{\triangle_{q} U}{2} g-\frac{\left|\nabla_{q} U\right|^{2}}{4} g\right)=\sqrt{M} \nabla v q \cdot \nabla_{q} U, \quad(x, q) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \\
\operatorname{div} v=0, \quad x \in \mathbf{R}^{3}
\end{array}\right.
$$

together with the initial condition

$$
\begin{equation*}
\left.v\right|_{t=0}=u_{0},\left.\quad g\right|_{t=0}=f_{0} \quad \text { for } \quad(x, q) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \tag{3.2}
\end{equation*}
$$

Notice from (3.1) that

$$
\frac{d}{d t} \int_{\mathbf{R}^{3}} g \sqrt{M} d q=0
$$

which together with the fact that $\int_{\mathbf{R}^{3}} f_{0} \sqrt{M} d q=0$ ensures that

$$
\int_{\mathbf{R}^{3}} g \sqrt{M} d q=0
$$

so that Lemma 2.1 can still be applied for $g$.
Proposition 3.1. Under the assumptions of Theorem 1.1, (3.1)-(3.2) has a unique solution $(v, g)$ so that

$$
\begin{align*}
& \sup _{0 \leq t<\infty}\left(\|v(t)\|_{H^{s}}^{2}+|q g|_{H^{4}}^{2}+\|g(t)\|_{H^{s}}^{2}\right)  \tag{3.3}\\
& \quad+\int_{0}^{t}\left[\mu\|\nabla v\|_{H^{s}}^{2}+\sigma\left(\left\|q\left|\left(\nabla_{q} g+\frac{1}{2} \nabla_{q} U g\right)\right|_{H^{4}}^{2}+\right\| \nabla_{q} g+\frac{1}{2} \nabla_{q} U g \|_{H^{s}}^{2}\right)\right] d \tau \\
& \quad \leq C \varepsilon \min (\mu, \sigma) .
\end{align*}
$$

Furthermore, there holds

$$
\begin{align*}
& \left\||D|^{\lambda} v\right\|_{L^{2}}^{2} \leq C_{\lambda}(1+t)^{-\lambda} \\
& \left\||D|^{\lambda} g\right\|_{L^{2}}^{2}+\left\||D|^{\lambda} \nabla_{q} g\right\|_{L^{2}}^{2}+\left\|\left|q\left\|\left.D\right|^{\lambda} g\right\|_{L^{2}}^{2} \leq C_{\lambda}(1+t)^{-\lambda-1}\right.\right. \tag{3.4}
\end{align*}
$$

for $\lambda \in[0, s]$, where $|D|^{\lambda}$ is the Fourier multiplier with the symbol $|\xi|^{\lambda}$.
Proof. A standard functional analysis method can be applied to prove the global existence of a smooth solution to (3.1). Furthermore, a similar proof of (1.9) in [10] ensures that $(v, g)$ satisfies (3.3). We omit the details here.

Now let us turn to the long time behavior of $(v, g)$. First, let $\lambda \in \mathbf{N}$. We get by using standard energy estimation that

$$
\frac{d}{d t}\left(\left\|\nabla^{\lambda} v\right\|_{L^{2}}^{2}+\left\|\nabla^{\lambda} g\right\|_{L^{2}}^{2}\right)+2 \mu\left\|\nabla \nabla^{\lambda} v\right\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q}\left(\nabla^{\lambda} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} g\right)\right\|_{L^{2}}^{2}=0
$$

Schonbek's strategy applied gives

$$
\begin{aligned}
& \frac{d}{d t}\left(\left\|\nabla^{\lambda} v\right\|_{L^{2}}^{2}+\left\|\nabla^{\lambda} g\right\|_{L^{2}}^{2}\right)+\frac{\lambda+1}{1+t}\left\|\nabla^{\lambda} v\right\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q}\left(\nabla^{\lambda} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} g\right)\right\|_{L^{2}}^{2} \\
& \quad \leq \frac{\lambda+1}{1+t} \int_{|\xi| \leq(\lambda+1)^{\frac{1}{2}}(1+t)^{-\frac{1}{2}}}\left|\mathcal{F}\left(\nabla^{\lambda} v\right)(\xi)\right|^{2} d \xi \leq C_{\lambda}(1+t)^{-\lambda-1}
\end{aligned}
$$

from which we deduce that

$$
\begin{equation*}
\left\|\nabla^{\lambda} v\right\|_{L^{2}}^{2}+\left\|\nabla^{\lambda} g\right\|_{L^{2}}^{2} \leq C_{\lambda}(1+t)^{-\lambda} \tag{3.5}
\end{equation*}
$$

On the other hand, by applying $\nabla^{\lambda}$ and $\nabla^{\lambda} \nabla_{q}$ to the microscopic equation (3.1) and taking the $L^{2}$ inner product of the resulting equations with $\nabla^{\lambda} g$ and $\nabla^{\lambda} \nabla_{q} g$, respectively, we obtain

$$
\frac{d}{d t}\left\|\nabla^{\lambda} g\right\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q}\left(\nabla^{\lambda} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} g\right)\right\|_{L^{2}}^{2} \leq C\left\|\nabla \nabla^{\lambda} v\right\|_{L^{2}}^{2}
$$

and

$$
\begin{aligned}
& \frac{d}{d t}\left\|\nabla^{\lambda} \nabla_{q} g\right\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q}\left(\nabla^{\lambda} \nabla_{q} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} \nabla_{q} g\right)\right\|_{L^{2}}^{2} \\
& \leq C\left(\left\|\nabla_{q} U \nabla^{\lambda} g\right\|_{L^{2}}\left\|\nabla_{q} U \nabla^{\lambda} \nabla_{q} g\right\|_{L^{2}}+\left\|\nabla^{\lambda} g\right\|_{L^{2}}\left\|\nabla^{\lambda} \nabla_{q} g\right\|_{L^{2}}\right) \\
&+\left\|\nabla \nabla^{\lambda} v\right\|_{L^{2}}\left\|\nabla^{\lambda} \nabla_{q} g\right\|_{L^{2}}
\end{aligned}
$$

where we used (1.3) and (1.4) in the estimate of the second inequality.
In order to get the estimate for $\left\||q| \nabla^{\lambda} g\right\|_{L^{2}}$, we apply $\nabla^{\lambda}$ to the microscopic equation (3.1) and then take the $L^{2}$ inner product of the resulting equation with $|q|^{2} \nabla^{\lambda} g$ to get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\||q| \nabla^{\lambda} g\right\|_{L^{2}}^{2}+\sigma\left\||q|\left(\nabla_{q}\left(\nabla^{\lambda} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} g\right)\right)\right\|_{L^{2}}^{2} \\
& \quad \leq\left\|\nabla^{\lambda} g\right\|_{L^{2}}^{2}+\int_{\mathbf{R}^{3} \times \mathbf{R}^{3}}\left|\nabla_{q} U q \| \nabla^{\lambda} g\right|^{2} d q d x \\
& \quad+\left\|\nabla^{1+\lambda} v\right\|_{L^{2}}\left(\int_{\mathbf{R}^{3}}\left(M|q|^{2}\right) d q\right)^{\frac{1}{2}}\left\|q \nabla_{q} U \nabla^{\lambda} g\right\|_{L^{2}}
\end{aligned}
$$

Therefore, by using Lemma 2.1 we get that

$$
\begin{aligned}
& \frac{d}{d t}\left(\left\|\nabla^{\lambda} g\right\|_{L^{2}}^{2}+c\left\|\nabla^{\lambda} \nabla_{q} g\right\|_{L^{2}}^{2}+c\left\||q| \nabla^{\lambda} g\right\|_{L^{2}}^{2}\right)+\sigma\left(\left\|\nabla_{q}\left(\nabla^{\lambda} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} g\right)\right\|_{L^{2}}^{2}\right. \\
& \left.\quad+c\left\|\nabla_{q}\left(\nabla^{\lambda} \nabla_{q} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} \nabla_{q} g\right)\right\|_{L^{2}}^{2}+c\left\||q|\left(\nabla_{q}\left(\nabla^{\lambda} g\right)+\frac{1}{2} \nabla_{q} U\left(\nabla^{\lambda} g\right)\right)\right\|_{L^{2}}^{2}\right) \\
& \quad \leq C\left\|\nabla \nabla^{\lambda} v\right\|_{L^{2}}^{2}
\end{aligned}
$$

by taking $c$ sufficiently small, which implies

$$
\begin{equation*}
\left\|\nabla^{\lambda} g(t)\right\|_{L^{2}}^{2}+\left\|\nabla^{\lambda} \nabla_{q} g(t)\right\|_{L^{2}}^{2}+\left\||q| \nabla^{\lambda} g(t)\right\|_{L^{2}}^{2} \leq C_{\lambda}(1+t)^{-\lambda-1} \tag{3.6}
\end{equation*}
$$

With (3.5) and (3.6), we complete the proof of (3.4) via a trivial interpolation argument.

Remark 3.1. Plugging the second inequality of (3.4) into the $v$ equation of (3.1) and using Schonbek's strategy in $[14,15]$, we cannot obtain an improved decay estimate for $v$. In particular, the decay rate of $\|v(t)\|_{L^{2}}$ is not as good as that in $[14,15]$.

The main reason lies in the fact that elastic stress $\tau$ defined in (3.1) does not decay as fast as the source term in $[14,15]$. A similar remark applies to (1.7) as well.

Proposition 3.2. Let $(u, f)$ be the unique solution of (1.7) and (1.8) obtained in Theorem 1.1, and let $(v, g)$ be the unique solution of (3.1) and (3.2) obtained in Proposition 3.1. Then there hold

$$
\begin{align*}
& \|(u-v)(t)\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{1}{2}} \\
& \|(f-g)(t)\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{3}{2}} \tag{3.7}
\end{align*}
$$

Proof. Thanks to (1.7) and (3.1), we obtain

$$
\left\{\begin{array}{l}
(u-v)_{t}+u \cdot \nabla u+\nabla(p-h)  \tag{3.8}\\
\quad=\mu \triangle(u-v)+\nabla \cdot\left(\int_{\mathbf{R}^{3}} \sqrt{M} \nabla_{q} U \otimes q(f-g) d q\right), \quad x \in \mathbf{R}^{3}, \\
(f-g)_{t}+u \cdot \nabla f+\nabla u q \cdot \nabla_{q} f-\sigma\left(\triangle_{q}(f-g)+\frac{\triangle_{q} U}{2}(f-g)-\frac{\left|\nabla_{q} U\right|^{2}}{4}(f-g)\right) \\
\quad=\sqrt{M} \nabla(u-v) q \cdot \nabla_{q} U+\frac{1}{2} \nabla u q \cdot \nabla_{q} U f, \quad(x, q) \in \mathbf{R}^{3} \times \mathbf{R}^{3},
\end{array}\right.
$$

$\operatorname{div}(u-v)=0, \quad x \in \mathbf{R}^{3}$.
Note that as $\operatorname{div} u=0$ and $\operatorname{div} v=0$, by standard energy estimates we get that

$$
\begin{aligned}
\frac{d}{d t} & \left(\|u-v\|_{L^{2}}^{2}+\|f-g\|_{L^{2}}^{2}\right)+2 \mu\|\nabla(u-v)\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q}(f-g)+\frac{1}{2} \nabla_{q} U(f-g)\right\|_{L^{2}}^{2} \\
= & -2(u \cdot \nabla u, u-v)-2(u \cdot \nabla f, f-g)-2\left(\nabla u q \cdot \nabla_{q} f, f-g\right) \\
& +\left(\nabla u q \cdot \nabla_{q} U f, f-g\right) \\
= & 2(u \cdot \nabla v, u-v)+2(u \cdot \nabla g, f-g)+2\left(\nabla u q \cdot \nabla_{q} g, f-g\right) \\
& +\left(\nabla u q \cdot \nabla_{q} U(f-g), f-g\right)+\left(\nabla u q \cdot \nabla_{q} U g, f-g\right)
\end{aligned}
$$

Thanks to (1.9) and Lemma 2.1, we have

$$
\begin{aligned}
\left|\left(\nabla u q \cdot \nabla_{q} U(f-g), f-g\right)\right| & \leq\|\nabla u\|_{H^{2}}\|q(f-g)\|_{L^{2}}\left\|\nabla_{q} U(f-g)\right\|_{L^{2}} \\
& \leq \epsilon \min \{\mu, \sigma\}\left\|\nabla_{q}(f-g)+\frac{1}{2} \nabla_{q} U(f-g)\right\|_{L^{2}}^{2}
\end{aligned}
$$

Then by taking $\epsilon$ small enough we get

$$
\begin{aligned}
& \frac{d}{d t}\left(\|u-v\|_{L^{2}}^{2}+\|f-g\|_{L^{2}}^{2}\right)+\mu\|\nabla(u-v)\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q}(f-g)+\frac{1}{2} \nabla_{q} U(f-g)\right\|_{L^{2}}^{2} \\
& \quad \leq 2|(u \cdot \nabla v, u-v)|+2|(u \cdot \nabla g, f-g)|+2\left|\left(\nabla u q \cdot \nabla_{q} g, f-g\right)\right| \\
& \quad(3.9) \quad+\left|\left(\nabla u q \cdot \nabla_{q} U g, f-g\right)\right| .
\end{aligned}
$$

In what follows, we shall deal with the right-hand side of (3.9) term by term. Our main idea is to make full use of the decay estimate to the solutions of the linear system
(3.4). First of all, thanks to (1.9), (2.12), and (3.4), we have

$$
\begin{aligned}
|(u \cdot \nabla v, u-v)| & \leq C\|u\|_{L^{4}}\|v\|_{L^{4}}\|\nabla(u-v)\|_{L^{2}} \\
& \leq C_{\delta}\|u\|_{\dot{H}^{\frac{3}{4}}}^{2}\|v\|_{\dot{H}^{\frac{3}{4}}}^{2}+\delta\|\nabla(u-v)\|_{L^{2}}^{2} \\
& \leq C_{\delta}(1+t)^{-\frac{3}{2}}+\delta\|\nabla(u-v)\|_{L^{2}}^{2},
\end{aligned}
$$

for any $\delta>0$. A similar procedure applied to the remaining terms in (3.9) gives

$$
\begin{aligned}
&|(u \cdot \nabla g, f-g)| \leq C \int_{\mathbf{R}^{3}}\|u\|_{L^{4}}\|f-g\|_{L_{x}^{2}}\|\nabla g\|_{L_{x}^{4}} d q \\
& \leq C\|u\|_{\dot{H}^{\frac{3}{4}}}\|f-g\|_{L^{2}}|g|_{\dot{H}^{\frac{7}{4}}} \leq C_{\delta}(1+t)^{-\frac{5}{2}}+\delta\|f-g\|_{L^{2}}^{2} \\
&\left|\left(\nabla u q \cdot \nabla_{q} g, f-g\right)\right| \leq C\|\nabla u\|_{\dot{H}^{\frac{3}{4}}}\left|\nabla_{q} g\right|_{\dot{H}^{\frac{3}{4}}}\|q(f-g)\|_{L^{2}} \\
& \leq C_{\delta}(1+t)^{-2}+\delta\|q(f-g)\|_{L^{2}}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\left(\nabla u q \cdot \nabla_{q} U g, f-g\right)\right| & \leq C\|\nabla u\|_{\dot{H}^{\frac{3}{4}}}|q g|_{\dot{H}^{\frac{3}{4}}}\left\|\nabla_{q} U(f-g)\right\|_{L^{2}} \\
& \leq C_{\delta}(1+t)^{-2}+\delta\left\|\nabla_{q} U(f-g)\right\|_{L^{2}}^{2}
\end{aligned}
$$

Then taking $\delta$ small enough, we deduce from (3.9) and Schonbek's strategy in [14, 15] that

$$
\begin{align*}
& \frac{d}{d t}\left(\|u-v\|_{L^{2}}^{2}+\|f-g\|_{L^{2}}^{2}\right)+\frac{C \mu}{t+1}\|u-v\|_{L^{2}}^{2}+\sigma\left\|\nabla_{q}(f-g)+\frac{1}{2} \nabla_{q} U(f-g)\right\|_{L^{2}}^{2} \\
& 10) \quad \leq \frac{C \mu}{t+1} \int_{S(t)}|\mathcal{F}(u-v)(\xi)|^{2} d \xi+C(1+t)^{-\frac{3}{2}} . \tag{3.10}
\end{align*}
$$

Now we repeat the procedure in section 2 to estimate the low frequency of $u-v$. First, thanks to (3.8), we have

$$
\begin{aligned}
& \frac{d}{d t}|\mathcal{F}(u-v)(\xi, t)|^{2}+\frac{d}{d t} \int_{\mathbf{R}^{3}}\left|\mathcal{F}_{x}(f-g)(\xi, q, t)\right|^{2} d q \\
& \quad+\mu|\xi|^{2}|\mathcal{F}(u-v)(\xi, t)|^{2}+2 \sigma\left|\nabla_{q} \mathcal{F}_{x}(f-g)+\frac{1}{2} \nabla_{q} U \mathcal{F}_{x}(f-g)\right|_{L_{q}^{2}}^{2} \\
& \leq \\
& \quad C|\mathcal{F}(u \otimes u)|^{2}+C_{\delta} \int_{\mathbf{R}^{3}}\left(\left|\mathcal{F}_{x}(u \cdot \nabla f)\right|^{2}+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right)\right|^{2}\right. \\
& \left.\quad+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right)\right|^{2}\right) d q+\delta \int_{\mathbf{R}^{3}}|\mathcal{F}(f-g)(\xi, q, t)|^{2} d q
\end{aligned}
$$

which implies

$$
\begin{aligned}
&|\mathcal{F}(u-v)(\xi, t)|^{2}+\int_{\mathbf{R}^{3}}\left|\mathcal{F}_{x}(f-g)(\xi, q, t)\right|^{2} d q \\
&+2 \sigma \int_{0}^{t} \int_{\mathbf{R}^{3}} e^{-\mu|\xi|^{2}(t-s)}\left|\nabla_{q} \mathcal{F}_{x}(f-g)+\frac{1}{2} \nabla_{q} U \mathcal{F}_{x}(f-g)\right|^{2} d q d s \\
& \leq \int_{0}^{t} \int_{\mathbf{R}^{3}} e^{-|\xi|^{2}(t-s)}\left(\delta+\mu|\xi|^{2}\right)|\mathcal{F}(f-g)(\xi, q, s)|^{2} d q d s+C \int_{0}^{t}|\mathcal{F}(u \otimes u)|^{2} d s \\
&+C \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(\left|\mathcal{F}_{x}(u \cdot \nabla f)(\xi, q, s)\right|^{2}+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} f\right)(\xi, q, s)\right|^{2}\right. \\
&\left.+\left|\mathcal{F}_{x}\left(\nabla u q \cdot \nabla_{q} U f\right)(\xi, q, s)\right|^{2}\right) d q d s
\end{aligned}
$$

from which, with the proof of Proposition 2.1, we deduce that

$$
\begin{equation*}
\int_{S(t)}|\mathcal{F}(u-v)(\xi, t)|^{2} d \xi \leq C(1+t)^{-\frac{1}{2}} \tag{3.11}
\end{equation*}
$$

Plugging (3.11) into (3.10), we get for large enough $t$ that

$$
\frac{d}{d t}\left((1+t)^{C \mu}\|u-v\|_{L^{2}}^{2}+(1+t)^{C \mu}\|f-g\|_{L^{2}}^{2}\right) \leq C(1+t)^{C \mu-\frac{3}{2}}
$$

Let us choose $C$ in the definition of $S(t)$ to be large enough so that $C \mu \geq 2$. Then, we obtain

$$
\begin{equation*}
\|(u-v)(t)\|_{L^{2}}^{2}+\|(f-g)(t)\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{1}{2}} \tag{3.12}
\end{equation*}
$$

A similar procedure applied to $\nabla(u-v)$ and $\nabla(f-g)$ gives

$$
\begin{equation*}
\|\nabla(u-v)(t)\|_{L^{2}}^{2}+\|\nabla(f-g)(t)\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{3}{2}} \tag{3.13}
\end{equation*}
$$

With (3.12) and (3.13), we are in a position to prove (3.7). In fact, standard energy estimation applied to the microscopic equation of (3.8) yields

$$
\begin{aligned}
& \frac{d}{d t}\|f-g\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q}(f-g)+\frac{1}{2} \nabla_{q} U(f-g)\right\|_{L^{2}}^{2} \\
&=-2(u \cdot \nabla f, f-g)+2\left(\sqrt{M} \nabla(u-v) q \cdot \nabla_{q} U, f-g\right) \\
&-2\left(\nabla u q \cdot \nabla_{q} f, f-g\right)+\left(\nabla u q \cdot \nabla_{q} U f, f-g\right) \\
&= 2(u \cdot \nabla g, f-g)+2\left(\sqrt{M} \nabla(u-v) q \cdot \nabla_{q} U, f-g\right)+\left(\nabla u q \cdot \nabla_{q} g, f-g\right) \\
&+\left(\nabla u q \cdot \nabla_{q} U(f-g), f-g\right)+\left(\nabla u q \cdot \nabla_{q} U g, f-g\right)
\end{aligned}
$$

from which, with the arguments from (3.9) to (3.10), we obtain

$$
\|(f-g)(t)\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{3}{2}}
$$

This together with (3.12) completes the proof of (3.7).

Now we present the proof of Theorem 1.3.
Proof of Theorem 1.3. Thanks to Proposition 3.2, we only need to take care of the decay estimate of the $L^{2}$ norm of $(v, g)$. In order to do so, we first act $\dot{\Delta}_{j}$ to (3.1), then use the micro-local energy estimate to get

$$
\frac{d}{d t}\left(\left\|\dot{\Delta}_{j} v\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}^{2}\right)+2 \mu\left\|\nabla \dot{\Delta}_{j} v\right\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q}\left(\dot{\Delta}_{j} g\right)+\frac{1}{2} \nabla_{q} U\left(\dot{\Delta}_{j} g\right)\right\|_{L^{2}}^{2}=0
$$

from which we deduce that there exists some small positive constant $c$ such that

$$
\frac{d}{d t}\left(\left\|\dot{\Delta}_{j} v\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}^{2}\right)+c\left\|\dot{\Delta}_{j} v\right\|_{L^{2}}^{2}+c\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}^{2} \leq 0 \quad \text { for } \quad j \geq 0
$$

and

$$
\frac{d}{d t}\left(\left\|\dot{\Delta}_{j} v\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}^{2}\right)+c 2^{2 j}\left\|\dot{\Delta}_{j} v\right\|_{L^{2}}^{2}+c 2^{2 j}\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}^{2} \leq 0 \quad \text { for } \quad j<0
$$

Then applying Gronwall's inequality gives

$$
\begin{align*}
& \left\|\dot{\Delta}_{j} v(t)\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} g(t)\right\|_{L^{2}}^{2} \leq\left(\left\|\dot{\Delta}_{j} u_{0}\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} f_{0}\right\|_{L^{2}}^{2}\right) e^{-c t} \quad \text { for } \quad j \geq 0 \\
& \left\|\dot{\Delta}_{j} v(t)\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} g(t)\right\|_{L^{2}}^{2} \leq\left(\left\|\dot{\Delta}_{j} u_{0}\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} f_{0}\right\|_{L^{2}}^{2}\right) e^{-c 2^{2 j} t} \quad \text { for } \quad j<0 \tag{3.14}
\end{align*}
$$

Next, let us turn to the decay estimate of $\left\|\Delta_{j} g(t)\right\|_{L^{2}}$. First by using a micro-local energy estimate to the microscopic equation of (3.1) we get that $\frac{d}{d t}\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}^{2}+2 \sigma\left\|\nabla_{q}\left(\dot{\Delta}_{j} g\right)+\frac{1}{2} \nabla_{q} U\left(\dot{\Delta}_{j} g\right)\right\|_{L^{2}}^{2} \leq\left\|\nabla\left(\dot{\Delta}_{j} v\right)\right\|_{L^{2}}\left\|q \sqrt{M} \nabla_{q} U\right\|_{L_{q}^{2}}\left\|\dot{\Delta}_{j} g\right\|_{L^{2}}$, from which, with (3.14) and (2.1), we deduce that

$$
\begin{equation*}
\left\|\dot{\Delta}_{j} g(t)\right\|_{L^{2}}^{2} \leq C\left(\left\|\dot{\Delta}_{j} u_{0}\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} f_{0}\right\|_{L^{2}}^{2}\right) 2^{2 j} e^{-c 2^{2 j} t} \tag{3.15}
\end{equation*}
$$

On the other hand, thanks to $[2,16]$, we have $\|u\|_{L^{2}}^{2} \equiv \sum_{j \in \mathbf{Z}}\left\|\Delta_{j} u\right\|_{L^{2}}^{2}$. Therefore, thanks to (3.7) and (3.14), we obtain

$$
\begin{aligned}
\|u(t)\|_{L^{2}}^{2} & \leq C\left(\|u(t)-v(t)\|_{L^{2}}^{2}+\sum_{j \in \mathbf{Z}}\left\|\Delta_{j} v(t)\right\|_{L^{2}}^{2}\right) \\
& \leq C\left[(1+t)^{-\frac{1}{2}}+\sum_{j \leq 0}\left(\left\|\dot{\Delta}_{j} u_{0}\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{j} f_{0}\right\|_{L^{2}}^{2}\right) e^{-c 2^{2 j} t}\right]
\end{aligned}
$$

This proves (1.13) and the first part of (1.15). A similar argument gives (1.14) and the second part of (1.15). This completes the proof of Theorem 1.3.
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1. Introduction. Geometrically, a thin-walled beam is a slender structural element whose length is much larger than the diameter of the cross section which, on its hand, is larger than the thickness of the thin wall. These kinds of beams have been used for a long time in civil and mechanical engineering and, most of all, in flight vehicle structures because of their high ratio between maximum strength and weight. More recently, their importance has increased because of the introduction of fiber-reinforced composite materials in structural components. These materials are finding more and more applications for their high resistance to corrosion and high strength. Composite beams are usually made up by fiber-reinforced laminates and, hence, are anisotropic and inhomogeneous, even in cross-section planes. These peculiarities make classical thin-walled beam theories not applicable. The problem though has attracted the interest of several researchers and by now a huge number of articles can be found on the subject; see, for instance, [11] and the references therein. This is strongly remarked also in the first sentences of the abstract of [12]: "There is no lack of composite beam theories. Quite to the contrary, there might be too many of them. Different approaches, notations, etc., are used by the authors of those theories, so it is not always straightforward to compare the assumptions made and to assess the quantitative consequences of those assumptions."

The problem under study has a huge technological interest. One very suggestive, mentioned in [2], concerns the rotor blades of helicopters. The blades are composite beams and, hence, anisotropic and inhomogeneous. The anisotropy and the inhomogeneity introduce, as we shall also deduce, structural couplings between bending, extension, and twisting behaviors. It has been observed experimentally that these

[^98]couplings have a powerful influence on blade dynamics including vibrations and the aeroelastic stability; see [2]. If a model of composite beams that accurately describes the structural couplings was at our disposal, then we could try to vary the anisotropy and inhomogeneity so as to minimize undesired effects like, for instance, vibrations. Through the control of lamination parameters (ply orientation and stacking sequence), it would then be possible for industry to minimize the undesired effects.

Our aim here is to deduce a "rigorous" model for a composite thin-walled beam, that is, a inhomogeneous and anisotropic beam. We shall achieve our goal by means of well-established asymptotic methods starting from the three-dimensional linear theory of elasticity.

This paper is devoted to the asymptotic analysis of the linearized system of equilibrium equations of a body which occupies, in its reference configuration, a cylindrical domain with a rectangular cross section with sides proportional to $\varepsilon$ and $\varepsilon^{2}$ and clamped on one of its two bases. In particular, we study the compactness properties of the sequence of solutions $u^{\varepsilon}$ of the equilibrium problems and, letting $\varepsilon$ go to zero, we are concerned with the identification of the limit problem. The same problem has been studied from the point of view of $\Gamma$-convergence: in [4] in the simpler setting of homogeneous and isotropic material and in [3] in the case of an anisotropic material which is inhomogeneous only along the longitudinal axis and subject to residual stress. Trabucho and Viano [9] also studied the same problem by superimposing two asymptotic analyses where the lengths of the two sides of the cross section go to zero independently.

Besides the material properties of the body, our treatment differs from the preceding works also in the topology used in the passage from the three-dimensional problem to the one-dimensional: the one used in the present paper delivers much more information on the deformation of the beam. The approach is close to the one developed in a recent paper of Murat and Sili [8] for a thin cylinder of radius $\varepsilon$. The lack of isotropy or homogeneity assumptions leads to a limit problem where the extensional, flexural, and torsional effects are coupled together. In fact, we prove that the limit problem can be written as a system of five equations in a 5 -tuple of unknowns ( $u, v, w, p, q$ ) (see Theorem 6.1) and that $u^{\varepsilon}-\left(u+\varepsilon v+\varepsilon^{2} w+\varepsilon^{3} p+\varepsilon^{4} q\right)$ converges strongly to zero in $H^{1}(\Omega)$, under some regularity assumptions on $v, w, p$, and $q$ (see Corollary 6.1). We also derive the set of Euler equations of the variational limit problem, that is, the system of equilibrium differential equations, in the fully general case. Then we show that a strong simplification and a partial decoupling occurs when the material is homogeneous, and a complete decoupling is obtained for a homogeneous orthotropic material.

Notation. Throughout this paper $\Omega_{1}, \Omega_{2}$, and $\Omega_{3}$ will denote the following three intervals:

$$
\Omega_{\alpha}:=\left(-a_{\alpha} / 2,+a_{\alpha} / 2\right) \quad \text { for } \alpha=1,2 \quad \text { and } \Omega_{3}:=(0, \ell)
$$

where $a_{1}, a_{2}$, and $\ell$ are three positive real numbers. Also, for $i, j=1,2,3$ we set

$$
\Omega_{i j}:=\Omega_{i} \times \Omega_{j}
$$

and

$$
\Omega:=\Omega_{1} \times \Omega_{2} \times \Omega_{3} .
$$

Unless otherwise specified, we use the Einstein summation convention. Moreover, we use the following convention for indexing vector and tensor components: Greek indices $\alpha$ and $\beta$ take their values in the set $\{1,2\}$ and Latin indices $i, j$, and $k$ in the set $\{1,2,3\}$. With a little abuse of notation, and because this is a common practice and does not give rise to any mistakes, we call "sequences" even those families indicized by a continuous parameter $\varepsilon \in(0,1)$. The component $k$ of a vector $v$ will be denoted either with $(v)_{k}$ or $v_{k}$, and an analogous notation will be used to denote tensor components. $\mathcal{E}_{\alpha \beta}$ denotes the Ricci's symbol, that is, $\mathcal{E}_{11}=\mathcal{E}_{22}=0, \mathcal{E}_{12}=1$, and $\mathcal{E}_{21}=-1$. Since usually $x=\left(x_{1}, x_{2}, x_{3}\right)$, we shall then denote by $x^{\prime}:=\left(x_{1}, x_{2}\right)$. A wide use will be made of vector valued distributions and Sobolev spaces; for a brief account of which and for the current notation we refer the reader to the book of Le Dret [5]. Throughout this paper $C$ will denote a constant which may change line by line.
2. The three-dimensional problem. We consider a body which occupies, in its reference configuration, the region

$$
\Omega_{\varepsilon}:=\varepsilon^{2} \Omega_{1} \times \varepsilon \Omega_{2} \times \Omega_{3} \subset \mathbb{R}^{3}
$$

We denote by $E(u)$ the strain of the displacement $u$, whose components are

$$
E_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)
$$

The elasticity tensor, with respect to the reference configuration $\Omega_{\varepsilon}$, of the material will be denoted by $\mathbb{C}^{\varepsilon}$. We assume it to be essentially bounded,

$$
\mathbb{C}^{\varepsilon} \in L^{\infty}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3 \times 3 \times 3 \times 3}\right)
$$

to have the minor symmetries,

$$
\mathbb{C}_{i j k l}^{\varepsilon}=\mathbb{C}_{j i k l}^{\varepsilon}=\mathbb{C}_{i j l k}^{\varepsilon} ;
$$

and to be positive definite. That is, there exists a constant $c>0$ such that

$$
\begin{equation*}
\mathbb{C}^{\varepsilon} A \cdot A \geq c|A|^{2} \tag{1}
\end{equation*}
$$

for all three by three symmetric matrices $A$ and for all $\varepsilon$. We consider the body clamped on $\Gamma_{b}^{\varepsilon}:=\partial \Omega_{\varepsilon} \cap\left\{x_{3}=0\right\}$ and we denote by

$$
H_{d n}^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3}\right):=\left\{\varphi \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3}\right): \varphi=0 \text { on } \Gamma_{b}^{\varepsilon}\right\} .
$$

The weak form of the equilibrium problem can be written as

$$
\left\{\begin{array}{l}
\tilde{u}^{\varepsilon} \in H_{d n}^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3}\right),  \tag{2}\\
\int_{\Omega_{\varepsilon}} \mathbb{C}^{\varepsilon} E\left(\tilde{u}^{\varepsilon}\right) \cdot E(\varphi) d v=\int_{\Omega_{\varepsilon}} \tilde{F}^{\varepsilon} \cdot E(\varphi) d v \quad \forall \varphi \in H_{d n}^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3}\right),
\end{array}\right.
$$

where the matrix field $\tilde{F}^{\varepsilon}$, which takes into account the presence of external forces, is assumed to be an element of $L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$.

If $\tilde{F}^{\varepsilon}$ is not just in $L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$ but in

$$
H\left(\operatorname{div}, \Omega_{\varepsilon}\right):=\left\{T \in L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right): \operatorname{div} T \in L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3}\right)\right\}
$$

then the previous problem can be seen as the weak form of the following problem:

$$
\begin{cases}\operatorname{div} \mathbb{C}^{\varepsilon} E\left(\tilde{u}^{\varepsilon}\right)+\tilde{b}^{\varepsilon}=0 & \text { in } \Omega_{\varepsilon}  \tag{3}\\ \mathbb{C}^{\varepsilon} E\left(\tilde{u}^{\varepsilon}\right) n^{\varepsilon}=\tilde{c}^{\varepsilon} & \text { on } \Gamma_{c}^{\varepsilon} \\ \tilde{u}^{\varepsilon}=0 & \text { on } \Gamma_{b}^{\varepsilon}\end{cases}
$$

where $\Gamma_{c}^{\varepsilon}:=\partial \Omega_{\varepsilon} \backslash \Gamma_{b}^{\varepsilon}$, and $n^{\varepsilon}$ denotes the unit outward normal vector to $\Omega_{\varepsilon}$, while the body loads $\tilde{b}^{\varepsilon}$ and the contact loads $\tilde{c}^{\varepsilon}$ are simply given by

$$
\begin{equation*}
\tilde{b}^{\varepsilon}:=-\operatorname{div} \tilde{F}^{\varepsilon} \quad \text { in } \Omega_{\varepsilon}, \quad \tilde{c}^{\varepsilon}:=\tilde{F}^{\varepsilon} n^{\varepsilon} \quad \text { in } \Gamma_{c}^{\varepsilon} \tag{4}
\end{equation*}
$$

Note that given $\tilde{b}^{\varepsilon} \in L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}^{3}\right)$ and $\tilde{c}^{\varepsilon} \in H^{-1 / 2}\left(\partial \Omega_{\varepsilon} ; \mathbb{R}^{3}\right)$ it is always possible to find an $\tilde{F}^{\varepsilon} \in H\left(\operatorname{div}, \Omega_{\varepsilon}\right)$ which satisfies (4).
3. The rescaled problem. It is convenient to work with the domain $\Omega$ instead of the domain $\Omega_{\varepsilon}$. We therefore rescale the problem by means of the scaling map $s_{\varepsilon}: \Omega \rightarrow \Omega_{\varepsilon}$,

$$
s_{\varepsilon}\left(x_{1}, x_{2}, x_{3}\right)=\left(\varepsilon^{2} x_{1}, \varepsilon x_{2}, x_{3}\right)
$$

Let $\tilde{u}^{\varepsilon}$ be the solution of (2); then we define the "rescaled solution" $u^{\varepsilon}$ by

$$
u_{1}^{\varepsilon}:=\varepsilon^{2} \tilde{u}_{1}^{\varepsilon} \circ s_{\varepsilon}, \quad u_{2}^{\varepsilon}:=\varepsilon \tilde{u}_{2}^{\varepsilon} \circ s_{\varepsilon}, \quad u_{3}^{\varepsilon}:=\tilde{u}_{3}^{\varepsilon} \circ s_{\varepsilon}
$$

Let $E^{\varepsilon}$ be the "rescaled strain" defined by

$$
E^{\varepsilon}(\varphi):=\left(\begin{array}{ccc}
\frac{1}{\varepsilon^{4}} E_{11}(\varphi) & \frac{1}{\varepsilon^{3}} E_{12}(\varphi) & \frac{1}{\varepsilon^{2}} E_{13}(\varphi)  \tag{5}\\
\frac{1}{\varepsilon^{3}} E_{21}(\varphi) & \frac{1}{\varepsilon^{2}} E_{22}(\varphi) & \frac{1}{\varepsilon} E_{23}(\varphi) \\
\frac{1}{\varepsilon^{2}} E_{31}(\varphi) & \frac{1}{\varepsilon} E_{32}(\varphi) & E_{33}(\varphi)
\end{array}\right)
$$

It follows that $E^{\varepsilon}\left(u^{\varepsilon}\right)=E\left(\tilde{u}^{\varepsilon}\right) \circ s_{\varepsilon}$.
We further assume that there exists a $\mathbb{C} \in L^{\infty}\left(\Omega ; \mathbb{R}^{3 \times 3 \times 3 \times 3}\right)$ such that

$$
\mathbb{C}^{\varepsilon}=\mathbb{C} \circ s_{\varepsilon}
$$

and we denote with $F^{\varepsilon}=\tilde{F}^{\varepsilon} \circ s_{\varepsilon}^{-1} \in L^{2}\left(\Omega ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$. With this notation $u^{\varepsilon}$ turns out to be the unique solution of

$$
\left\{\begin{array}{l}
u^{\varepsilon} \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)  \tag{6}\\
\int_{\Omega} \mathbb{C} E^{\varepsilon}\left(u^{\varepsilon}\right) \cdot E^{\varepsilon}(\varphi) d x=\int_{\Omega} F^{\varepsilon} \cdot E^{\varepsilon}(\varphi) d x \quad \forall \varphi \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)
\end{array}\right.
$$

where $\Gamma_{b}:=\partial \Omega \cap\left\{x_{3}=0\right\}$ and

$$
H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right):=\left\{\varphi \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right): \varphi=0 \text { on } \Gamma_{b}\right\}
$$

By taking $\varphi=u^{\varepsilon}$ and using (1), we find

$$
\begin{equation*}
c\left\|E^{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq\left\|F^{\varepsilon}\right\|_{L^{2}(\Omega)} \tag{7}
\end{equation*}
$$

Thus a uniform bound on $\left\|F^{\varepsilon}\right\|_{L^{2}(\Omega)}$ would lead to rescaled strains uniformly bounded in $\varepsilon$. We augment this requirement by assuming

$$
\begin{equation*}
F^{\varepsilon} \rightarrow F \quad \text { in } L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right) \tag{8}
\end{equation*}
$$

Remark 3.1. Let $S^{\varepsilon}:=\operatorname{diag}\left(1 / \varepsilon^{2}, 1 / \varepsilon, 1\right)$; then $E^{\varepsilon}(\varphi)=S^{\varepsilon} E(\varphi) S^{\varepsilon}$. If we assume $F^{\varepsilon} \in H(\operatorname{div}, \Omega)$, then we can write

$$
\begin{aligned}
\int_{\Omega} F^{\varepsilon} \cdot E^{\varepsilon}(\varphi) d x & =\int_{\Omega} S^{\varepsilon} F^{\varepsilon} S^{\varepsilon} \cdot E(\varphi) d x \\
& =-\int_{\Omega} \operatorname{div}\left(S^{\varepsilon} F^{\varepsilon} S^{\varepsilon}\right) \cdot \varphi d x+\left\langle S^{\varepsilon} F^{\varepsilon} S^{\varepsilon} n, \varphi\right\rangle_{\partial \Omega}
\end{aligned}
$$

for all $\varphi \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$, and conclude that instead of considering $F^{\varepsilon}$ we could have been using the following body and contact forces

$$
b^{\varepsilon}:=-\operatorname{div}\left(S^{\varepsilon} F^{\varepsilon} S^{\varepsilon}\right) \quad \text { in } \Omega \quad \text { and } \quad c^{\varepsilon}:=S^{\varepsilon} F^{\varepsilon} S^{\varepsilon} n \quad \text { in } \Gamma_{c}
$$

Note that if $F^{\varepsilon}=S^{\varepsilon^{-1}} F^{(0)} S^{\varepsilon^{-1}}$ for some $F^{(0)} \in H(\operatorname{div}, \Omega)$ the body and the contact forces would be independent of $\varepsilon$. Since $S^{\varepsilon^{-1}}=\operatorname{diag}\left(\varepsilon^{2}, \varepsilon, 1\right)$, the sequence $\left\{S^{\varepsilon^{-1}} F^{(0)} S^{\varepsilon^{-1}}\right\}$, with $F^{(0)} \in H($ div,$\Omega)$, strongly converges in $L^{2}\left(\Omega ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$ and hence satisfies assumption (8). Assumption (8) though allows us to consider "stronger" forces than $F^{\varepsilon}=S^{\varepsilon^{-1}} F^{(0)} S^{\varepsilon^{-1}}$, like $F^{\varepsilon}=F^{(0)}$ or, more generally,

$$
F^{\varepsilon}=F^{(0)}+\varepsilon F^{(1)}+\varepsilon^{2} F^{(2)}+\varepsilon^{3} F^{(3)}+\varepsilon^{4} F^{(4)}
$$

with $F^{(i)} \in H(\operatorname{div}, \Omega)$ for $i=0,1, \ldots, 4$, where, for instance, the term $\varepsilon^{4} F_{11}^{(4)}$ would lead to the definition of body and contact forces independent of $\varepsilon$.
4. Partial Korn's inequalities. In this section we state and prove several Korn's inequalities. The proofs of Theorems 4.2 and 4.3 follow some of the lines of that of Theorem 4.4, which is due to Monneau, Murat, and Sili [7].

Theorem 4.1. There exists a constant $C$ such that

$$
\left\|u_{1}-f_{\Omega_{1}} u_{1} d x_{1}\right\|_{L^{2}(\Omega)} \leq C\left\|\frac{\partial u_{1}}{\partial x_{1}}\right\|_{L^{2}(\Omega)}
$$

for every $u_{1} \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$.
Proof. By density we may restrict ourselves to considering $u_{1} \in C^{1}(\bar{\Omega})$. For every $x_{2}$ and $x_{3}$ there exists a $\xi=\xi\left(x_{2}, x_{3}\right)$ such that $u_{1}\left(\xi, x_{2}, x_{3}\right)=f_{\Omega_{1}} u_{1}\left(s, x_{2}, x_{3}\right) d s$ and

$$
u_{1}\left(x_{1}, \cdot, \cdot\right)-u_{1}(\xi, \cdot, \cdot)=\int_{\xi}^{x_{1}} \frac{\partial u_{1}}{\partial x_{1}}(s, \cdot, \cdot) d s
$$

Taking squares and applying Jensen's inequality we conclude the proof.
Theorem 4.2. There exists a constant $C$ such that

$$
\left\|u_{2}-\left(f_{\Omega_{1}} u_{2} d x_{1}-x_{1} \frac{\partial}{\partial x_{2}} f_{\Omega_{1}} u_{1} d x_{1}\right)\right\|_{H^{-1}\left(\Omega_{2} ; L^{2}\left(\Omega_{13}\right)\right)} \leq C\left(\left\|E_{11}(u)\right\|_{L^{2}(\Omega)}+\left\|E_{12}(u)\right\|_{L^{2}(\Omega)}\right)
$$

for every $u \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$.
Proof. Let

$$
\bar{u}_{1}:=u_{1}-f_{\Omega_{1}} u_{1} d x_{1}, \quad \bar{u}_{2}:=u_{2}-f_{\Omega_{1}} u_{2} d x_{1}+x_{1} \frac{\partial}{\partial x_{2}} f_{\Omega_{1}} u_{1} d x_{1}
$$

and note that $f_{\Omega_{1}} \bar{u}_{2} d x_{1}=0$ and $\bar{u}_{2} \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$. Let $\psi \in H_{0}^{1}\left(\Omega_{2}\right)$; then

$$
\begin{aligned}
\frac{\partial}{\partial x_{1}} \int_{\Omega_{2}} \psi \bar{u}_{2} d x_{2} & =\int_{\Omega_{2}} \psi\left(\frac{\partial u_{2}}{\partial x_{1}}+\frac{\partial}{\partial x_{2}} f_{\Omega_{1}} u_{1} d x_{1}\right) d x_{2} \\
& =\int_{\Omega_{2}} \psi\left(2 E_{12}(u)-\frac{\partial \bar{u}_{1}}{\partial x_{2}}\right) d x_{2} \\
& =\int_{\Omega_{2}} 2 \psi E_{12}(u)+\bar{u}_{1} \frac{d \psi}{d x_{2}} d x_{2}
\end{aligned}
$$

Since $\int_{\Omega_{2}} \psi \bar{u}_{2} d x_{2} \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$ and $\int_{\Omega_{1}} \int_{\Omega_{2}} \psi \bar{u}_{2} d x_{2} d x_{1}=0$, by Theorem 4.1 and the above equation we deduce

$$
\begin{aligned}
\left\|\int_{\Omega_{2}} \psi \bar{u}_{2} d x_{2}\right\|_{L^{2}(\Omega)} & \leq C\left\|\frac{\partial}{\partial x_{1}} \int_{\Omega_{2}} \psi \bar{u}_{2} d x_{2}\right\|_{L^{2}(\Omega)} \\
& \leq C\|\psi\|_{H^{1}\left(\Omega_{2}\right)}\left(\left\|E_{12}(u)\right\|_{L^{2}(\Omega)}+\left\|\bar{u}_{1}\right\|_{L^{2}(\Omega)}\right) \\
& \leq C\|\psi\|_{H^{1}\left(\Omega_{2}\right)}\left(\left\|E_{12}(u)\right\|_{L^{2}(\Omega)}+\left\|E_{11}(u)\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

Let $\varphi \in L^{2}\left(\Omega_{13}\right)$; then

$$
\begin{aligned}
\left|\int_{\Omega} \varphi \psi \bar{u}_{2} d x\right| & \leq\|\varphi\|_{L^{2}\left(\Omega_{13}\right)}\left\|\int_{\Omega_{2}} \psi \bar{u}_{2} d x_{2}\right\|_{L^{2}\left(\Omega_{13}\right)} \\
& \leq C\|\varphi\|_{L^{2}\left(\Omega_{13}\right)}\|\psi\|_{H^{1}\left(\Omega_{2}\right)}\left(\left\|E_{11}(u)\right\|_{L^{2}\left(\Omega_{13}\right)}+\left\|E_{12}(u)\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

A density argument concludes the proof. Indeed, let $\left\{\varphi_{n}\right\}$ be an orthonormal basis of $L^{2}\left(\Omega_{13}\right)$ and for any $v \in H_{0}^{1}\left(\Omega_{2} ; L^{2}\left(\Omega_{13}\right)\right)$, let

$$
\psi_{n}\left(x_{2}\right):=\int_{\Omega_{13}} \varphi_{n}\left(x_{1}, x_{3}\right) v(x) d x_{1} d x_{3} \in H_{0}^{1}\left(\Omega_{2}\right)
$$

Then for $v_{N}:=\sum_{n=1}^{N} \psi_{n} \varphi_{n}$ we have

$$
\left|\int_{\Omega} v_{N} \bar{u}_{2} d x\right| \leq\left\|v_{N}\right\|_{H_{0}^{1}\left(\Omega_{2} ; L^{2}\left(\Omega_{13}\right)\right)}\left(\left\|E_{11}(u)\right\|_{L^{2}(\Omega)}+\left\|E_{12}(u)\right\|_{L^{2}(\Omega)}\right)
$$

and letting $N$ go to infinity we conclude the proof.
Remark 4.1. In spite of the fact that the left-hand side belongs to $L^{2}(\Omega)$, the inequality of Theorem 4.2 does not hold true if one replaces the norm $H^{-1}$ with the norm of $L^{2}$, because of the following counterexample, which is inspired by an example contained in [7] in a quite similar framework.

Consider two scalar smooth functions $\varphi_{\alpha} \in C^{\infty}\left(\bar{\Omega}_{\alpha}\right)$ with $\varphi_{1}$ satisfying

$$
\int_{\Omega_{1}} \varphi_{1} d x_{1}=\int_{\Omega_{1}} \frac{\partial \varphi_{1}}{\partial x_{1}} d x_{1}=0
$$

Define

$$
u_{1}:=-\varphi_{2} \frac{\partial \varphi_{1}}{\partial x_{1}}, \quad u_{2}:=\varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{2}}, \quad u_{3}:=0
$$

Then $u \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right)$, and the inequality of Theorem 4.2 reduces to

$$
\left\|\varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{2}}\right\|_{H^{-1}\left(\Omega_{2} ; L^{2}\left(\Omega_{1}\right)\right)} \leq C\left\|\varphi_{2} \frac{\partial^{2} \varphi_{1}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}
$$

which cannot be true if we replace $H^{-1}$ by $L^{2}$ because in such a case, taking $\left\|\varphi_{1}\right\|_{L^{2}\left(\Omega_{1}\right)}$ $=\left\|\partial^{2} \varphi_{1} / \partial x_{1}^{2}\right\|_{L^{2}\left(\Omega_{1}\right)}$ would imply that

$$
\left\|\frac{\partial \varphi_{2}}{\partial x_{2}}\right\|_{L^{2}(\Omega)} \leq C\left\|\varphi_{2}\right\|_{L^{2}(\Omega)}
$$

for any $\varphi_{2} \in C^{\infty}\left(\bar{\Omega}_{2}\right)$, which is clearly impossible.
Define (using the summation convention)

$$
r d_{2}=\left\{r \in L^{2}\left(\Omega_{12} ; \mathbb{R}^{2}\right): \exists c \in \mathbb{R}, d \in \mathbb{R}^{2} \text { such that } r_{\alpha}(y)=\mathcal{E}_{\beta \alpha} x_{\beta} d+c_{\alpha}\right\}
$$

where $\mathcal{E}$ denotes the Ricci's symbol. The elements of $r d_{2}$ are the infinitesimal rigid displacements on $\Omega_{12}$. It is easy to see that $r d_{2} \subset H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right) ;$ moreover, being finitedimensional, it is closed in $L^{2}\left(\Omega_{12} ; \mathbb{R}^{2}\right)$. Thus, the orthogonal projection operator of $L^{2}\left(\Omega_{12} ; \mathbb{R}^{2}\right)$ on $r d_{2}$, which will be denoted by $\wp$, is well defined. Given a vector function $v \in L^{2}\left(\Omega_{12}, \mathbb{R}^{m}\right)$ with $m \geq 2$, we define

$$
\begin{equation*}
\vartheta(v):=\frac{1}{I_{O}} \int_{\Omega_{12}}\left(x_{1} v_{2}-x_{2} v_{1}\right) d x^{\prime}, \text { where } I_{O}=\int_{\Omega_{12}}\left(x_{1}^{2}+x_{2}^{2}\right) d x^{\prime} \tag{9}
\end{equation*}
$$

If $v \in L^{2}\left(\Omega_{12} ; \mathbb{R}^{2}\right)$, then the components of $\wp$ turn out to be

$$
\begin{equation*}
\wp_{\alpha}(v)=\mathcal{E}_{\beta \alpha} x_{\beta} \vartheta(v)+\int_{\Omega_{12}} v_{\alpha} d x^{\prime} \tag{10}
\end{equation*}
$$

Furthermore, the two-dimensional Korn's inequality can be written as

$$
\begin{equation*}
\|v-\wp(v)\|_{H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)} \leq C \sum_{\alpha, \beta}\left\|E_{\alpha \beta}(v)\right\|_{L^{2}\left(\Omega_{12} ; \mathbb{R}^{2 \times 2}\right)} \tag{11}
\end{equation*}
$$

for all $v \in H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)$ with a constant $C$ which is independent of $v$.
Similarly, given a vector function $u \in L^{2}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}, \mathbb{R}^{m}\right)\right)$ with $m \geq 2$, we analogously define $\vartheta(u) \in L^{2}\left(\Omega_{3}\right)$ and $\wp_{\alpha}(u)$. The operator $\wp$ associates to any $u \in L^{2}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}, \mathbb{R}^{m}\right)\right)$ a function $\wp(u) \in L^{2}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}, \mathbb{R}^{2}\right)\right)$ which is an infinitesimal rigid displacement on $\Omega_{12}$ for almost every $x_{3} \in \Omega_{3}$.

Let us observe that the orthogonal complement, with respect to the $L^{2}\left(\Omega_{12} ; \mathbb{R}^{2}\right)$ inner product, of $r d_{2}$ in $H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)$ can be then characterized as

$$
r d_{2}^{\perp}=\left\{v \in H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right): \wp(v)=0\right\}=\left\{v \in H_{m}^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right): \vartheta(v)=0\right\}
$$

Moreover, we denote by

$$
\begin{equation*}
R D_{2}^{\perp}(\Omega)=\left\{v \in L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right): \vartheta(v)=0 \text { a.e. } x_{3} \in \Omega_{3}\right\} \tag{12}
\end{equation*}
$$

Hereafter, for any $u \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{m}\right)\right), m \geq 2$, we set

$$
\begin{equation*}
\tilde{u}_{\alpha}:=u_{\alpha}-\wp_{\alpha}(u) \tag{13}
\end{equation*}
$$

Of course $\tilde{u} \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)$ and $f_{\Omega_{12}} \tilde{u} d x_{1} d x_{2}=0$ and $\vartheta(\tilde{u})=0$ a.e. in $\Omega_{3}$, where the latter follows from the linearity of $\vartheta$ and the fact that $\vartheta(u)=\vartheta(\wp(u))$. Thus $\tilde{u} \in R D_{2}^{\perp}(\Omega)$.

Lemma 4.1. There exists a constant $C$ such that

$$
\|\tilde{u}\|_{L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)} \leq C \sum_{\alpha, \beta}\left\|E_{\alpha \beta}(u)\right\|_{L^{2}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)}
$$

for every $u \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{m}\right)\right), m \geq 2$.

Proof. Since $u_{\alpha}\left(\cdot, \cdot, x_{3}\right) \in L^{2}\left(\Omega_{12}\right)$ for almost every $x_{3} \in \Omega_{3}$, from (10) and (11) we have that the relations

$$
\begin{align*}
& \wp_{\alpha}(u)=\mathcal{E}_{\beta \alpha} x_{\beta} \vartheta(u)+\frac{1}{\left|\Omega_{12}\right|} \int_{\Omega_{12}} u_{\alpha} d x^{\prime},  \tag{14}\\
& \|\tilde{u}\|_{H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)} \leq C \sum_{\alpha, \beta}\left\|E_{\alpha \beta}(u)\right\|_{L^{2}\left(\Omega_{12}\right)} \tag{15}
\end{align*}
$$

hold for almost every $x_{3}$ in $\Omega_{3}$, and the claimed inequality follows by integration.

A different proof of the lemma above can be found in Le Dret [6].
Proposition 4.1. $R D_{2}^{\perp}(\Omega)$ is a Hilbert space with the norm

$$
\|v\|_{R D_{2}^{\perp}(\Omega)}:=\left(\sum_{\alpha, \beta}\left\|E_{\alpha \beta}(v)\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

Proof. We have only to prove that $\|v\|_{R D_{2}^{\perp}(\Omega)}$ is equivalent to the norm induced on $R D_{2}^{\perp}(\Omega)$ by $L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)$ since the former space is a closed subspace of the latter. For any $v \in R D_{2}^{\perp}(\Omega)$, recalling that $\wp(v)=0$, so that $v=\tilde{v}$, and using Lemma 4.1, we then have

$$
\|v\|_{L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)}=\|\tilde{v}\|_{L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)} \leq C\|v\|_{R D_{2}^{\perp}(\Omega)}
$$

while the opposite inequality is trivially satisfied.
TheOrem 4.3. There exists a constant $C$ such that

$$
\begin{array}{r}
\left\|u_{3}-\left(x_{1} x_{2} \frac{d \vartheta(u)}{d x_{3}}-x_{1} \frac{d}{d x_{3}} f_{\Omega_{12}} u_{1} d x^{\prime}+f_{\Omega_{1}} u_{3} d x_{1}\right)\right\|_{H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)} \\
\leq C\left(\sum_{\alpha, \beta}\left\|E_{\alpha \beta}(u)\right\|_{L^{2}(\Omega)}+\left\|E_{13}(u)\right\|_{L^{2}(\Omega)}\right)
\end{array}
$$

for every $u \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right)$.
Proof. Let $\tilde{u}_{\alpha}:=u_{\alpha}-\wp_{\alpha}(u)$ as in (13) and

$$
\tilde{u}_{3}:=u_{3}-\left(x_{1} x_{2} \frac{d \vartheta(u)}{d x_{3}}-x_{1} \frac{d}{d x_{3}} f_{\Omega_{12}} u_{1} d x^{\prime}+f_{\Omega_{1}} u_{3} d x_{1}\right)
$$

Since $E_{13}(u)=E_{13}(\tilde{u})$,

$$
\frac{\partial \tilde{u}_{3}}{\partial x_{1}}=2 E_{13}(u)-\frac{\partial \tilde{u}_{1}}{\partial x_{3}}
$$

Let $\psi \in H_{0}^{1}\left(\Omega_{3}\right)$; then

$$
\begin{aligned}
\frac{\partial}{\partial x_{1}} \int_{\Omega_{3}} \psi \tilde{u}_{3} d x_{3} & =\int_{\Omega_{3}} \psi\left(2 E_{13}(u)-\frac{\partial \tilde{u}_{1}}{\partial x_{3}}\right) d x_{3} \\
& =\int_{\Omega_{3}} 2\left(\psi E_{13}(u)+\tilde{u}_{1} \frac{d \psi}{d x_{3}}\right) d x_{3}
\end{aligned}
$$

Since $\int_{\Omega_{3}} \psi \tilde{u}_{3} d x_{3} \in H^{1}(\Omega)$ and $\int_{\Omega_{1}} \int_{\Omega_{3}} \psi \tilde{u}_{3} d x_{3} d x_{1}=0$, by Theorem 4.1, Lemma 4.1, and the previous equality we deduce

$$
\begin{aligned}
\left\|\int_{\Omega_{3}} \psi \tilde{u}_{3} d x_{3}\right\|_{L^{2}(\Omega)} & \leq C\left\|\frac{\partial}{\partial x_{1}} \int_{0}^{\ell} \psi \tilde{u}_{3} d x_{3}\right\|_{L^{2}(\Omega)} \\
& \leq C\|\psi\|_{H^{1}\left(\Omega_{3}\right)}\left(\left\|E_{13}(u)\right\|_{L^{2}(\Omega)}+\left\|\tilde{u}_{1}\right\|_{L^{2}(\Omega)}\right) \\
& \leq C\|\psi\|_{H^{1}\left(\Omega_{3}\right)}\left(\left\|E_{13}(u)\right\|_{L^{2}(\Omega)}+\sum_{\alpha, \beta}\left\|E_{\alpha \beta}(u)\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

Let $\varphi \in L^{2}\left(\Omega_{12}\right)$; then

$$
\begin{aligned}
\left|\int_{\Omega} \varphi \psi \tilde{u}_{3} d x\right| & =\left|\int_{\Omega_{12}} \varphi \int_{\Omega_{3}} \psi \tilde{u}_{3} d x_{3} d x^{\prime}\right| \leq\|\varphi\|_{L^{2}\left(\Omega_{12}\right)}\left\|\int_{\Omega_{3}} \psi \tilde{u}_{3} d x_{3}\right\|_{L^{2}\left(\Omega_{12}\right)} \\
& \leq C\|\varphi\|_{L^{2}\left(\Omega_{12}\right)}\|\psi\|_{H^{1}\left(\Omega_{3}\right)}\left(\left\|E_{13}(u)\right\|_{L^{2}(\Omega)}+\sum_{\alpha, \beta}\left\|E_{\alpha \beta}(u)\right\|_{L^{2}(\Omega)}\right) .
\end{aligned}
$$

Arguing as in the proof of Theorem 4.2, we conclude the proof.
Remark 4.2. As in Remark 4.1, in spite of the fact that the left-hand side belongs to $L^{2}(\Omega)$, the inequality of Theorem 4.3 does not hold true if one replaces the norm $H^{-1}$ with the norm of $L^{2}$, because of the following counterexample.

Consider three scalar smooth functions $\varphi_{i} \in C^{\infty}\left(\bar{\Omega}_{i}\right)$ with $\varphi_{\alpha}$ satisfying

$$
\int_{\Omega_{\alpha}} \varphi_{\alpha} d x_{\alpha}=\int_{\Omega_{\alpha}} \frac{\partial \varphi_{\alpha}}{\partial x_{\alpha}} d x_{\alpha}=0
$$

Define

$$
u_{1}:=-\varphi_{2} \frac{\partial \varphi_{1}}{\partial x_{1}} \varphi_{3}, \quad u_{2}:=-\varphi_{1} \frac{\partial \varphi_{2}}{\partial x_{2}} \varphi_{3}, \quad u_{3}:=+\varphi_{1} \varphi_{2} \frac{\partial \varphi_{3}}{\partial x_{3}}
$$

Then $u \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right)$, and the inequality of Theorem 4.3 reduces to

$$
\left\|\varphi_{1} \varphi_{2} \frac{\partial \varphi_{3}}{\partial x_{3}}\right\|_{H^{-1}\left(\Omega_{2} ; L^{2}\left(\Omega_{1}\right)\right)} \leq C\left\|\varphi_{3}\left(\frac{\partial^{2} \varphi_{1}}{\partial x_{1}^{2}} \varphi_{2}+\varphi_{1} \frac{\partial^{2} \varphi_{2}}{\partial x_{2}^{2}}\right)\right\|_{L^{2}(\Omega)}
$$

which cannot be true if we replace $H^{-1}$ by $L^{2}$, because in such a case taking $\left\|\varphi_{\alpha}\right\|_{L^{2}\left(\Omega_{\alpha}\right)}$ $=\left\|\partial^{2} \varphi_{\alpha} / \partial x_{1}^{\alpha}\right\|_{L^{2}\left(\Omega_{\alpha}\right)}$ would imply that

$$
\left\|\frac{\partial \varphi_{3}}{\partial x_{3}}\right\|_{L^{2}(\Omega)} \leq C\left\|\varphi_{3}\right\|_{L^{2}(\Omega)}
$$

for any $\varphi_{3} \in C^{\infty}\left(\bar{\Omega}_{3}\right)$, which is clearly impossible.
The next partial Korn's inequality is proved in Monneau, Murat, and Sili [7].
Theorem 4.4. There exists a constant $C$ such that

$$
\begin{aligned}
\| u_{3}-\left(f_{\Omega_{12}} u_{3} d x^{\prime}-x_{\alpha} \frac{d}{d x_{3}}\right. & \left.f_{\Omega_{12}} u_{\alpha} d x^{\prime}\right) \|_{H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)} \\
\leq & C\left(\sum_{\alpha \beta}\left\|E_{\alpha \beta}(u)\right\|_{L^{2}(\Omega)}+\sum_{\alpha}\left\|E_{\alpha 3}(u)\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

for every $u \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$.

## 5. Limit strain characterization. Let

$$
\begin{aligned}
& H_{m}^{1}\left(\Omega_{12}\right):=\left\{z \in H^{1}\left(\Omega_{12}\right): \int_{\Omega_{12}} z d x^{\prime}=0\right\} \\
& H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right):=\left\{z \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right): \int_{\Omega_{1}} z d x_{1}=0 \text { a.e. in } \Omega_{23}\right\} \\
& H_{m_{1}}^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right):=\left\{v \in H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right):\left\langle z_{3}, \varphi\right\rangle=0\right. \\
&\left.\forall \varphi \in H_{0}^{1}\left(\Omega_{3} ; L^{2}\left(\Omega_{2}\right)\right)\right\},
\end{aligned}
$$

where the bracket in the last definition has to be understood in the sense of the duality $H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right) \times H_{0}^{1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)$.

Let $\left(u^{\varepsilon}\right)$ be the sequence of solutions to problems (6). From (7) and assumption (8) it follows that

$$
\begin{equation*}
\sup _{\varepsilon}\left\|E^{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)}<+\infty \tag{16}
\end{equation*}
$$

Hence, possibly passing to a subsequence, we have that

$$
E^{\varepsilon}\left(u^{\varepsilon}\right) \rightharpoonup E \quad \text { in } L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)
$$

for some $E \in L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$.
In this section we characterize the limit strain $E$. For clarity we state several lemmas.

LEMMA 5.1 (component 33). There exists a function $\bar{u}$ in the set of the so-called Bernoulli-Navier displacements

$$
\mathscr{U}:=\left\{u \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right): E_{\alpha i}(u)=0\right\}
$$

such that

$$
E_{33}=\frac{\partial \bar{u}_{3}}{\partial x_{3}}=E_{33}(\bar{u})
$$

Proof. From (16), the structure of $E^{\varepsilon}$, and Korn's inequality, we have that

$$
C \geq\left\|E^{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \geq\left\|E\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \geq C_{K}\left\|u^{\varepsilon}\right\|_{H^{1}(\Omega)}
$$

where $C$ is a constant independent of $\varepsilon$ and $C_{K}$ is Korn's constant. Hence, up to a subsequence $u^{\varepsilon} \rightharpoonup \bar{u}$ in $H^{1}\left(\Omega ; \mathbb{R}^{3}\right)$, for some $\bar{u} \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$. The claim follows by noticing that $\left\|E_{\alpha i}\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C \varepsilon$, and $E_{33}^{\varepsilon}\left(u^{\varepsilon}\right)=\partial u_{3}^{\varepsilon} / \partial x_{3}$. In fact it follows that $\bar{u} \in\left\{u \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right): E_{\alpha i}(u)=0\right\}$.

Remark 5.1 (representation of the space $\mathscr{U}$ ). It is well known (see, for instance, Le Dret [5]) that the space of Bernoulli-Navier displacements admits the following representation:

$$
\begin{array}{r}
\mathscr{U}:=\left\{u \in H_{d n}^{2}(\Omega)^{2} \times H_{d n}^{1}(\Omega): \text { exists } \zeta \in H_{d n}^{2}\left(\Omega_{3}\right)^{2} \times H_{d n}^{1}\left(\Omega_{3}\right)\right. \text { such that } \\
\left.u_{1}=\zeta_{1}, u_{2}=\zeta_{2}, u_{3}=\zeta_{3}-x_{1} \frac{d \zeta_{1}}{d x_{3}}-x_{2} \frac{d \zeta_{2}}{d x_{3}}\right\} .
\end{array}
$$

Moreover, $\mathscr{U}$ is a Hilbert space with the norm

$$
\|u\|_{\mathscr{U}}:=\left\|E_{33}(u)\right\|_{L^{2}(\Omega)},
$$

which is equivalent to that induced by $H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$ (see [8]).

Lemma 5.2 (component 23). There exists a function $\bar{v}$ in the space

$$
\begin{aligned}
& \mathscr{V}:=\left\{v \in H_{d n}^{1}(\Omega)^{2} \times L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right): \text { exist } \vartheta \in H^{1}\left(\Omega_{3}\right) \text { such that } \vartheta(0)=0\right. \\
& \text { and } \varrho \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right) \text { such that } v_{1}(x)=-x_{2} \vartheta\left(x_{3}\right), v_{2}(x)=x_{1} \vartheta\left(x_{3}\right) \\
& \left.v_{3}(x)=x_{1} x_{2} \frac{d \vartheta}{d x_{3}}\left(x_{3}\right)+\varrho\left(x_{2}, x_{3}\right)\right\}
\end{aligned}
$$

such that

$$
E_{23}=E_{23}(\bar{v})
$$

Proof. Let $v_{i}^{\varepsilon}:=\frac{1}{\varepsilon} u_{i}^{\varepsilon}$ and $\vartheta^{\varepsilon}:=\vartheta\left(v^{\varepsilon}\right)$ (see (9)).
First of all, by adapting an argument of [4] and Lemmas 4.4 and 4.5, we prove that there exists $\vartheta \in H^{1}\left(\Omega_{3}\right)$ with $\vartheta(0)=0$, such that, up to subsequences,

$$
\begin{equation*}
\vartheta^{\varepsilon} \rightarrow \vartheta \text { in } L^{2}\left(\Omega_{3}\right) \tag{17}
\end{equation*}
$$

Applying Lemma 4.1, there exists a constant $C$ such that

$$
\begin{equation*}
\left\|\tilde{v}^{\varepsilon}\right\|_{L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)} \leq C \sum_{\alpha, \beta}\left\|E_{\alpha \beta}\left(v^{\varepsilon}\right)\right\|_{L^{2}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)} \tag{18}
\end{equation*}
$$

Since, furthermore,

$$
E_{11}\left(v^{\varepsilon}\right)_{11}=\varepsilon^{3} E_{11}^{\varepsilon}\left(u^{\varepsilon}\right), E_{12}\left(v^{\varepsilon}\right)=\varepsilon^{2} E_{12}^{\varepsilon}\left(u^{\varepsilon}\right), E_{22}\left(v^{\varepsilon}\right)=\varepsilon E_{22}^{\varepsilon}\left(u^{\varepsilon}\right)
$$

and using (16) we have

$$
\begin{equation*}
\left\|E_{\alpha \beta}\left(v^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq \varepsilon\left\|E_{\alpha \beta}^{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C \varepsilon \tag{19}
\end{equation*}
$$

From (18) we get

$$
\begin{equation*}
\left\|\tilde{v}^{\varepsilon}\right\|_{L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)} \leq C \varepsilon \tag{20}
\end{equation*}
$$

hence

$$
\begin{equation*}
\tilde{v}^{\varepsilon} \rightarrow 0 \text { in } L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right) \tag{21}
\end{equation*}
$$

Now let $\eta \in C_{c}^{\infty}\left(\Omega_{12}\right)$ be such that

$$
\int_{\Omega_{12}} \eta d x^{\prime}=-\frac{I_{O}}{2}
$$

Then, taking into account (14), we have

$$
\begin{aligned}
I_{O} \vartheta^{\varepsilon} & =-2 \vartheta^{\varepsilon} \int_{\Omega_{12}} \eta d x^{\prime}=-\vartheta^{\varepsilon} \int_{\Omega_{12}} \eta D_{\alpha} x_{\alpha} d x^{\prime} \\
& =\vartheta^{\varepsilon} \int_{\Omega_{12}} D_{\alpha} \eta x_{\alpha} d x^{\prime}=\vartheta^{\varepsilon} \int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} \mathcal{E}_{\beta \gamma} D_{\alpha} \eta x_{\beta} d x^{\prime} \\
& =\int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta \mathcal{E}_{\beta \gamma} x_{\beta} \vartheta^{\varepsilon} d x^{\prime} \\
& =\int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta\left(\wp_{\gamma}\left(v^{\varepsilon}\right)-\frac{1}{\left|\Omega_{12}\right|} \int_{\Omega_{12}} v_{\gamma}^{\varepsilon} d x^{\prime}\right) d x^{\prime} \\
& =\int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta \wp_{\gamma}\left(v^{\varepsilon}\right) d x^{\prime} \\
& =\int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta v_{\gamma}^{\varepsilon} d x^{\prime}-\int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta\left(v^{\varepsilon}-\wp_{\gamma}\left(v^{\varepsilon}\right)\right) d x^{\prime}
\end{aligned}
$$

Hence, denoting by

$$
\tilde{\vartheta}^{\varepsilon}=\frac{1}{I_{O}} \int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta w_{\gamma}^{\varepsilon} d x^{\prime}
$$

and recalling (21), we find

$$
\begin{equation*}
\vartheta^{\varepsilon}-\tilde{\vartheta}^{\varepsilon} \rightarrow 0 \text { in } L^{2}\left(\Omega_{3}\right) \tag{22}
\end{equation*}
$$

We now show that $D_{3} \tilde{\vartheta}^{\varepsilon}$ is bounded in $L^{2}$. Since $\mathcal{E}_{\alpha \gamma} D_{\alpha} D_{\gamma} \eta=0$ everywhere in $\Omega_{3}$ and $D_{\alpha} \eta=0$ on $\partial \Omega_{3}$, we have

$$
I_{O} D_{3} \tilde{\vartheta}^{\varepsilon}=\int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta D_{3} v_{\gamma}^{\varepsilon} d x^{\prime}=2 \int_{\Omega_{12}} \mathcal{E}_{\alpha \gamma} D_{\alpha} \eta E_{\gamma 3}\left(v^{\varepsilon}\right) d x^{\prime}
$$

but $E_{13}\left(v^{\varepsilon}\right)=\varepsilon E_{13}^{\varepsilon}\left(u^{\varepsilon}\right)$ and $E_{23}\left(v^{\varepsilon}\right)=E_{23}^{\varepsilon}\left(u^{\varepsilon}\right)$, and therefore $D_{3} \tilde{\vartheta}^{\varepsilon}$ is bounded in $L^{2}\left(\Omega_{3}\right)$. Since $\tilde{\vartheta}^{\varepsilon}(0)=0, \tilde{\vartheta}^{\varepsilon}$ is then bounded in $H^{1}\left(\Omega_{3}\right)$ so that there exists $\vartheta \in H^{1}\left(\Omega_{3}\right)$ with $\vartheta(0)=0$, such that, up to subsequences,

$$
\tilde{\vartheta}^{\varepsilon} \rightharpoonup \vartheta \text { in } H^{1}\left(\Omega_{3}\right)
$$

Thus, from (22) we obtain (17).
Let us now set

$$
\bar{v}_{1}^{\varepsilon}:=v_{1}^{\varepsilon}-f_{\Omega_{12}} v_{1}^{\varepsilon} d x^{\prime}, \quad \bar{v}_{2}^{\varepsilon}:=v_{2}^{\varepsilon}-f_{\Omega_{12}} v_{2}^{\varepsilon} d x^{\prime}
$$

and

$$
\bar{v}_{3}^{\varepsilon}:=v_{3}^{\varepsilon}-\left(f_{\Omega_{12}} v_{3}^{\varepsilon} d x^{\prime}-x_{\alpha} \frac{d}{d x_{3}} f_{\Omega_{12}} v_{\alpha}^{\varepsilon} d x^{\prime}\right)
$$

Observing that, by the definitions,

$$
\bar{v}_{1}^{\varepsilon}=\tilde{v}_{1}^{\varepsilon}-x_{2} \vartheta^{\varepsilon}, \quad \bar{v}_{2}^{\varepsilon}=\tilde{v}_{2}^{\varepsilon}+x_{1} \vartheta^{\varepsilon}
$$

from (17) and (21) we have that

$$
\bar{v}_{1}^{\varepsilon} \rightarrow-x_{2} \vartheta, \quad \bar{v}_{2}^{\varepsilon} \rightarrow+x_{1} \vartheta \quad \text { in } L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12}\right)\right)
$$

By Theorem 4.4, we have that

$$
\left\|\bar{v}_{3}^{\varepsilon}\right\|_{H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)} \leq C
$$

and hence there exists $\bar{v}_{3} \in H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)$ such that, up to subsequences,

$$
\begin{equation*}
\bar{v}_{3}^{\varepsilon} \rightharpoonup: \bar{v}_{3} \text { in } H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right) \tag{23}
\end{equation*}
$$

Moreover, let us set

$$
\bar{v}_{1}=-x_{2} \vartheta, \quad \bar{v}_{2}=+x_{1} \vartheta,
$$

and check that the vector field $\bar{v}$ so defined satisfies the properties claimed in the statement of Lemma 4.1. A simple computation shows that

$$
E_{13}\left(\bar{v}^{\varepsilon}\right)=E_{13}\left(v^{\varepsilon}\right) \quad \text { and } \quad E_{23}\left(\bar{v}^{\varepsilon}\right)=E_{23}\left(v^{\varepsilon}\right)
$$

Noticing that $E_{13}\left(v^{\varepsilon}\right)=\varepsilon E_{13}^{\varepsilon}\left(u^{\varepsilon}\right) \rightarrow 0$ in $L^{2}(\Omega)$ and $E_{13}\left(\bar{v}^{\varepsilon}\right) \rightarrow E_{13}(\bar{v})$ in $\mathscr{D}^{\prime}(\Omega)$, we obtain that $E_{13}(\bar{v})=0$. Hence,

$$
\frac{\partial \bar{v}_{3}}{\partial x_{1}}=-\frac{\partial \bar{v}_{1}}{\partial x_{3}}=x_{2} \frac{d \vartheta}{d x_{3}}
$$

and, integrating with respect to $x_{1}$,

$$
\bar{v}_{3}=x_{1} x_{2} \frac{d \vartheta}{d x_{3}}+\varrho\left(x_{2}, x_{3}\right)
$$

for some function $\varrho \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right)$. Moreover, $\bar{v}_{3} \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12}\right)\right)$ and, from (23) and the fact that $\bar{v}_{3}, \bar{v}_{3}^{\varepsilon} \in L^{2}(\Omega)$, we then obtain easily that $f_{\Omega_{12}} \bar{v}_{3} d x^{\prime}=0$, which concludes the proof.

Lemma 5.3 (characterization of the space $\mathscr{V}$ ). The space $\mathscr{V}$ admits the following characterization:

$$
\begin{array}{r}
\mathscr{V}=\left\{v \in H_{d n}^{1}(\Omega)^{2} \times L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right): E_{\alpha \beta}(v)=0, E_{13}(v)=0\right. \\
\left.E_{23}(v) \in L^{2}(\Omega) \text { and } \int_{\Omega_{12}} v_{\alpha} d x^{\prime}=0 \text { a.e. }\right\} \tag{24}
\end{array}
$$

Moreover, it is a Hilbert space with the norm

$$
\|v\|_{\mathscr{V}}:=\left\|W_{13}(v)\right\|_{L^{2}(\Omega)}+\left\|E_{23}(v)\right\|_{L^{2}(\Omega)}
$$

where

$$
W_{13}(v)=\frac{1}{2}\left(\frac{\partial v_{1}}{\partial x_{3}}-\frac{\partial v_{3}}{\partial x_{1}}\right)
$$

Proof. Let us call $V$ the space at the right-hand side of equality (24) and let $\mathscr{V}$ be as in the statement of Lemma 5.2. It is trivial to check that $\mathscr{V} \subseteq V$. Let us prove the opposite inclusion. Let $v \in V$. Since $v_{\alpha} \in H_{d n}^{1}(\Omega)$ and $E_{\alpha \beta}(v)=0$, by integration there exists $\vartheta \in L^{2}\left(\Omega_{3}\right)$ such that

$$
v_{1}=-x_{2} \vartheta\left(x_{3}\right)+a_{1}\left(x_{3}\right), \quad v_{2}=x_{1} \vartheta\left(x_{3}\right)+a_{2}\left(x_{3}\right),
$$

and since $\int_{\Omega_{12}} v_{\alpha} d x^{\prime}=0$, we have $a_{1}=a_{2}=0$ a.e.. From the resulting expression of $v_{\alpha}$ it follows that $\vartheta \in H_{d n}^{1}(\Omega)$ and $\vartheta(0)=0$.

Since $E_{13}(v)=0$ we obtain that $\partial v_{3} / \partial x_{1}=x_{2} \vartheta^{\prime}\left(x_{3}\right)$. Then there exists $\varrho \in$ $L^{2}\left(\Omega_{23}\right)$ such that

$$
v_{3}=x_{1} x_{2} \vartheta^{\prime}\left(x_{3}\right)+\varrho\left(x_{2}, x_{3}\right)
$$

from which it follows also that $\varrho \in L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{2}\right)\right)$ and that $E_{23}(v) \in L^{2}(\Omega)$.
The last part of the claim follows from the fact that $L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right.$ is a Hilbert space with the scalar product

$$
\left\langle u_{3}, v_{3}\right\rangle_{L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right)}=\int_{\Omega_{3}}\left\langle u_{3}\left(x_{3}\right), v_{3}\left(x_{3}\right)\right\rangle_{H_{m}^{1}\left(\Omega_{12}\right)} d x_{3}
$$

and $\mathscr{V}$ is a closed subspace of $H_{d n}^{1}(\Omega)^{2} \times L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right)$ which is Hilbert with the product norm

$$
\left\|v_{1}\right\|_{H_{d n}^{1}(\Omega)}+\left\|v_{2}\right\|_{H_{d n}^{1}(\Omega)}+\left\|v_{3}\right\|_{L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right)}
$$

induced by $H_{d n}^{1}(\Omega)^{2} \times L^{2}\left(\Omega_{3} ; H_{m}^{1}\left(\Omega_{12}\right)\right)$. The proof that this norm is equivalent to $\|v\|_{\mathscr{V}}$ is an easy consequence of the Poincaré inequality, the representation lemma, Lemma 5.2, and the characterization of the space $\mathscr{V}$ proved above.

Lemma 5.4 (components 22 and 13). There exists a function $\bar{w}$ in the space

$$
\mathscr{W}=\left\{w \in R D_{2}^{\perp}(\Omega) \times H_{m_{1}}^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right): \quad E_{11}(w)=E_{12}(w)=0, ~\left(E_{13}(w) \in L^{2}(\Omega)\right\}\right.
$$

such that

$$
E_{22}=\frac{\partial \bar{w}_{2}}{\partial x_{2}}=E_{22}(\bar{w}), \quad E_{13}=\frac{1}{2}\left(\frac{\partial \bar{w}_{1}}{\partial x_{3}}+\frac{\partial \bar{w}_{3}}{\partial x_{1}}\right)=E_{13}(\bar{w})
$$

Moreover, $\mathscr{W}$ is a Hilbert space with the norm

$$
\|w\|_{\mathscr{W}}:=\left\|E_{22}(w)\right\|_{L^{2}(\Omega)}+\left\|E_{13}(w)\right\|_{L^{2}(\Omega)}+\left\|w_{3}\right\|_{H_{m_{1}}^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)}
$$

Proof. Let

$$
w^{\varepsilon}:=\frac{1}{\varepsilon^{2}} u^{\varepsilon}
$$

then

$$
\begin{align*}
\left\|E_{11}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{2}, & & \left\|E_{12}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C \varepsilon \\
\left\|E_{22}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C, & & \left\|E_{13}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C \tag{25}
\end{align*}
$$

Let us recall that $\tilde{w}_{\alpha}^{\varepsilon}:=w_{\alpha}^{\varepsilon}-\wp_{\alpha}\left(w^{\varepsilon}\right)$. By Lemma 4.1 and using (25), we have

$$
\left\|\tilde{w}^{\varepsilon}\right\|_{L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12} ; \mathbb{R}^{2}\right)\right)} \leq C \sum_{\alpha, \beta}\left\|E_{\alpha \beta}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C,
$$

$f_{\Omega_{12}} \tilde{w}^{\varepsilon} d x^{\prime}=0$, and $\vartheta\left(\tilde{w}^{\varepsilon}\right)=0$. Thus, up to a subsequence,

$$
\begin{equation*}
\tilde{w}_{\alpha}^{\varepsilon} \rightharpoonup \bar{w}_{\alpha} \quad \text { in } L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12}\right)\right) \text { for } \alpha=1,2 \tag{26}
\end{equation*}
$$

moreover, a.e.,

$$
\begin{equation*}
f_{\Omega_{12}} \bar{w}_{\alpha} d x^{\prime}=0, \vartheta(\bar{w})=0 \tag{27}
\end{equation*}
$$

Hence $\left(\bar{w}_{1}, \bar{w}_{2}\right) \in R D_{2}^{\perp}(\Omega)$ (see (12)). Using (25) we also obtain

$$
E_{11}(\bar{w})=E_{12}(\bar{w})=0
$$

Moreover,

$$
E_{22}^{\varepsilon}\left(u^{\varepsilon}\right)=E_{22}\left(w^{\varepsilon}\right)=E_{22}\left(\tilde{w}^{\varepsilon}\right) \rightharpoonup E_{22}(\bar{w}) \text { in } L^{2}(\Omega)
$$

Let

$$
\tilde{w}_{3}^{\varepsilon}:=w_{3}^{\varepsilon}-\left(x_{1} x_{2} \frac{d \vartheta\left(w^{\varepsilon}\right)}{d x_{3}}-x_{1} \frac{d}{d x_{3}} \int_{\Omega_{12}} w_{1}^{\varepsilon} d x^{\prime}+f_{\Omega_{1}} w_{3}^{\varepsilon} d x_{1}\right)
$$

By Theorem 4.3 we have that

$$
\left\|\tilde{w}_{3}^{\varepsilon}\right\|_{H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)} \leq C\left(\sum_{\alpha, \beta}\left\|E_{\alpha \beta}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)}+\left\|E_{13}\left(w^{\varepsilon}\right)\right\|_{L^{2}(\Omega)}\right) \leq C
$$

Hence, up to a subsequence,

$$
\tilde{w}_{3}^{\varepsilon} \rightharpoonup w_{3} \quad \text { in } H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)
$$

Taking into account that (see (16))

$$
\wp_{1}\left(w^{\varepsilon}\right)=f_{\Omega_{12}} w_{1}^{\varepsilon} d x^{\prime}-x_{2} \vartheta\left(w^{\varepsilon}\right), \quad \wp_{2}\left(w^{\varepsilon}\right)=f_{\Omega_{12}} w_{2}^{\varepsilon} d x^{\prime}+x_{1} \vartheta\left(w^{\varepsilon}\right)
$$

we easily deduce that $E_{13}^{\varepsilon}\left(u^{\varepsilon}\right)=E_{13}\left(w^{\varepsilon}\right)=E_{13}\left(\tilde{w}^{\varepsilon}\right)$ and hence that

$$
E_{13}=\frac{1}{2}\left(\frac{\partial \bar{w}_{1}}{\partial x_{3}}+\frac{\partial \bar{w}_{3}}{\partial x_{1}}\right)
$$

Finally, since $f_{\Omega_{1}} \tilde{w}_{3}^{\varepsilon} d x_{1}=0$, we have that

$$
\left\langle\bar{w}_{3}, \varphi\right\rangle_{H^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right) \times H_{0}^{1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)}=0
$$

for all $\varphi \in H_{0}^{1}\left(\Omega_{3} ; L^{2}\left(\Omega_{2}\right)\right)$.
The last part of the claim follows from the fact that $\mathscr{W}$ is a closed subspace of

$$
\left\{z \in R D_{2}^{\perp}(\Omega) \times H_{m_{1}}^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right): E_{13}(z) \in L^{2}(\Omega)\right\}
$$

which, in turn, is a Hilbert space under the scalar product

$$
\langle z, \zeta\rangle:=\langle z, \zeta\rangle_{R D_{2}^{\perp}(\Omega) \times H_{m_{1}^{-1}}^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right)}+\int_{\Omega} E_{13}(z) E_{13}(\zeta) d x
$$

and from an application of Proposition 4.1.

Lemma 5.5 (representation of the space $\mathscr{W}$ ). The space $\mathscr{W}$ admits the following representation:

$$
\mathscr{W}=\left\{w \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{12}\right)\right)^{2} \times H_{m_{1}}^{-1}\left(\Omega_{3} ; L^{2}\left(\Omega_{12}\right)\right): E_{13}(w) \in L^{2}(\Omega)\right.
$$ there exists $\eta_{1} \in L^{2}\left(\Omega_{3} ; H^{2}\left(\Omega_{2}\right)\right)$ and $\eta_{2} \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right)$ such that

$$
\begin{align*}
& w_{1}(x)=\eta_{1}\left(x_{2}, x_{3}\right), \quad w_{2}(x)=-x_{1} \frac{\partial \eta_{1}}{\partial x_{2}}\left(x_{2}, x_{3}\right)+\eta_{2}\left(x_{2}, x_{3}\right),  \tag{28}\\
& \left.\int_{\Omega_{2}} \eta_{\alpha} d x_{2}=0, \quad \int_{\Omega_{2}}\left(\frac{a_{1}^{2}}{12} \frac{\partial \eta_{1}}{\partial x_{2}}+x_{2} \eta_{1}\right) d x_{2}=0\right\}
\end{align*}
$$

Proof. Let us call $W$ the set on the right-hand side of equality (28), and let $\mathscr{W}$ be as in the statement of Lemma 5.4. Then it is trivial to check that $W \subseteq \mathscr{W}$. Let us prove the converse inequality. Let $w \in \mathscr{W}$ as in Lemma 5.4. Since $E_{11}(w)=E_{12}(w)=0$, by integration we deduce that there exist $\eta_{1} \in L^{2}\left(\Omega_{3} ; H^{2}\left(\Omega_{2}\right)\right)$ and $\eta_{2} \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right)$ such that

$$
w_{1}(x)=\eta_{1}\left(x_{2}, x_{3}\right), \quad w_{2}(x)=-x_{1} \frac{\partial \eta_{1}}{\partial x_{2}}\left(x_{2}, x_{3}\right)+\eta_{2}\left(x_{2}, x_{3}\right)
$$

Since

$$
\begin{equation*}
f_{\Omega_{12}} w_{\alpha} d x^{\prime}=0, \quad \vartheta(w)=0 \tag{29}
\end{equation*}
$$

we have that

$$
\int_{\Omega_{2}} \eta_{\alpha} d x_{2}=0 \quad \text { a.e. for } \alpha=1,2
$$

and

$$
\int_{\Omega_{2}}\left(\frac{a_{1}^{2}}{12} \frac{\partial \eta_{1}}{\partial x_{2}}+x_{2} \eta_{1}\right) d x_{2}=0
$$

a.e..

Lemma 5.6 (component 12). There exists a vector function $\bar{p}$ in the set

$$
\mathscr{P}=\{0\} \times H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right) \times\{0\}
$$

such that

$$
\begin{equation*}
E_{12}=\frac{1}{2} \frac{\partial \bar{p}_{2}}{\partial x_{1}}=E_{12}(\bar{p}) . \tag{30}
\end{equation*}
$$

Moreover, $\mathscr{P}$ is a Hilbert space with the norm

$$
\|p\|_{\mathscr{P}}:=\left\|E_{12}(p)\right\|
$$

Proof. Let

$$
p_{\alpha}^{\varepsilon}:=\frac{1}{\varepsilon^{3}} u_{\alpha}^{\varepsilon} \quad \text { for } \alpha=1,2,
$$

and

$$
\bar{p}_{1}^{\varepsilon}:=p_{1}^{\varepsilon}-\int_{\Omega_{1}} p_{1}^{\varepsilon} d x_{1}, \quad \bar{p}_{2}^{\varepsilon}:=p_{2}^{\varepsilon}-\int_{\Omega_{1}} p_{2}^{\varepsilon} d x_{1}+x_{1} \frac{\partial}{\partial x_{2}} \int_{\Omega_{1}} p_{1}^{\varepsilon} d x_{1}
$$

Then $E_{11}\left(\bar{p}^{\varepsilon}\right)=E_{11}\left(p^{\varepsilon}\right)=\varepsilon E_{11}^{\varepsilon}\left(u^{\varepsilon}\right)$; hence, by Theorem 4.1 we have

$$
\bar{p}_{1}^{\varepsilon} \rightarrow 0, \quad \frac{\partial \bar{p}_{1}^{\varepsilon}}{\partial x_{1}} \rightarrow 0 \quad \text { in } L^{2}(\Omega)
$$

Since $E_{12}\left(\bar{p}^{\varepsilon}\right)=E_{12}\left(p^{\varepsilon}\right)=E_{12}^{\varepsilon}\left(u^{\varepsilon}\right)$, by Theorem 4.2 we also have that, up to subsequences,

$$
\bar{p}_{2}^{\varepsilon} \rightharpoonup \bar{p}_{2} \text { in } H^{-1}\left(\Omega_{2} ; L^{2}\left(\Omega_{13}\right)\right)
$$

Setting $\bar{p}:=\left(0, \bar{p}_{2}, 0\right)$, we have

$$
E_{12}=E_{12}(\bar{p})=\frac{1}{2} \frac{\partial \bar{p}_{2}}{\partial x_{1}}
$$

that is, (30). It remains then to prove that $\bar{p}_{2} \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$ and that $f_{\Omega_{1}}$ $\bar{p}_{2} d x_{1}=0$.

Since $\bar{p}_{2} \in H^{-1}\left(\Omega_{2} ; L^{2}\left(\Omega_{13}\right)\right)$, for any $\varphi \in H_{0}^{1}\left(\Omega_{2}\right)$ and any $\psi \in L^{2}\left(\Omega_{13}\right)$ the product $\varphi \otimes \psi$ belongs to $H_{0}^{1}\left(\Omega_{2} ; L^{2}\left(\Omega_{13}\right)\right)$, and the linear map

$$
P_{\varphi}: L^{2}\left(\Omega_{13}\right) \rightarrow \mathbb{R}, \quad\left\langle P_{\varphi}, \psi\right\rangle:=\left\langle\bar{p}_{2}, \varphi \otimes \psi\right\rangle
$$

satisfies the estimate

$$
\left|\left\langle P_{\varphi}, \psi\right\rangle\right| \leq\left\|\bar{p}_{2}\right\|_{H^{-1}}\|\varphi\|_{H_{0}^{1}}\|\psi\|_{L^{2}} .
$$

Thus $P_{\varphi} \in L^{2}\left(\Omega_{13}\right)$. Moreover, from the definition of $P_{\varphi}$ and the fact that $\frac{\partial \bar{p}_{2}}{\partial x_{1}} \in$ $L^{2}(\Omega)$, we obtain that $\frac{\partial P_{\varphi}}{\partial x_{1}} \in L^{2}\left(\Omega_{13}\right)$ and also that

$$
\begin{equation*}
\frac{\partial P_{\varphi}}{\partial x_{1}}=\int_{\Omega_{2}} \frac{\partial \bar{p}_{2}}{\partial x_{1}} \varphi d x_{2} . \tag{31}
\end{equation*}
$$

Since $f_{\Omega_{1}} \bar{p}_{2}^{\varepsilon} d x_{1}=0$ it follows from the definitions that

$$
\begin{equation*}
f_{\Omega_{1}} P_{\varphi}\left(s, x_{3}\right) d s=\left\langle\bar{p}_{2}, \varphi\right\rangle=0 \tag{32}
\end{equation*}
$$

for almost every $x_{3} \in \Omega_{3}$; using this fact, the following Poincaré inequality holds:

$$
\left\|P_{\varphi}\left(\cdot, x_{3}\right)\right\|_{L^{2}\left(\Omega_{1}\right)} \leq C\left\|\frac{\partial P_{\varphi}}{\partial x_{1}}\left(\cdot, x_{3}\right)\right\|_{L^{2}\left(\Omega_{1}\right)}
$$

where the constant $C$ depends only on the domain $\Omega_{1}$ and is therefore independent of $x_{3}$. By substituting (31) inside the Poincaré inequality, we obtain that

$$
\begin{equation*}
\left\|P_{\varphi}\right\|_{L^{2}\left(\Omega_{13}\right)} \leq C\left\|\frac{\partial \bar{p}_{2}}{\partial x_{1}}\right\|_{L^{2}(\Omega)}\|\varphi\|_{L^{2}\left(\Omega_{2}\right)} \tag{33}
\end{equation*}
$$

Using the density of $C_{c}^{\infty}\left(\Omega_{2}\right) \otimes C_{c}^{\infty}\left(\Omega_{13}\right)$ in $L^{2}(\Omega)$ (see, for instance, Treves [10, Theorem 39.2 and subsequent Corollary 3]), the fact that $P_{\varphi} \in L^{2}\left(\Omega_{13}\right)$, and inequality (33), we have that

$$
\begin{aligned}
\left\|\bar{p}_{2}\right\|_{L^{2}(\Omega)} & =\sup _{\varphi \in C_{c}^{\infty}\left(\Omega_{2}\right), \psi \in C_{c}^{\infty}\left(\Omega_{13}\right)} \frac{\left|\left\langle\bar{p}_{2}, \varphi \psi\right\rangle\right|}{\|\varphi\|_{L^{2}\left(\Omega_{2}\right)}\|\psi\|_{L^{2}\left(\Omega_{13}\right)}} \\
& =\sup _{\varphi \in C_{c}^{\infty}\left(\Omega_{2}\right), \psi \in C_{c}^{\infty}\left(\Omega_{13}\right)} \frac{\left|\left\langle P_{\varphi}, \psi\right\rangle\right|}{\|\varphi\|_{L^{2}\left(\Omega_{2}\right)}\|\psi\|_{L^{2}\left(\Omega_{13}\right)}} \\
& \leq \sup _{\varphi \in C_{c}^{\infty}\left(\Omega_{2}\right)} \frac{\left\|P_{\varphi}\right\|_{L^{2}\left(\Omega_{13}\right)}^{\|\varphi\|_{L^{2}\left(\Omega_{2}\right)}} \leq C\left\|\frac{\partial \bar{p}_{2}}{\partial x_{1}}\right\|_{L^{2}(\Omega)} ;}{} ;
\end{aligned}
$$

hence $\bar{p}_{2} \in L^{2}(\Omega)$. Thus $\bar{p}_{2} \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$, and (32) implies $f_{\Omega_{1}} \bar{p}_{2} d x_{1}=0$.
The last part of the claim follows from the fact that $H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$ is a Hilbert space with the norm

$$
\|p\|_{H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)}:=\left\|\frac{\partial p_{2}}{\partial x_{1}}\right\|_{L^{2}(\Omega)},
$$

which, by Theorem 4.1, turns out to be equivalent to the canonical one.
LEMmA 5.7 (component 11). There exists a function $\bar{q}$ in the space

$$
\mathscr{Q}:=H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right) \times\{0\}^{2}
$$

such that

$$
E_{11}=\frac{\partial \bar{q}_{1}}{\partial x_{1}}=E_{11}(\bar{q})
$$

Moreover, $\mathscr{Q}$ is a Hilbert space with the norm

$$
\|q\|_{\mathscr{Q}}:=\left\|E_{11}(q)\right\| .
$$

Proof. Let

$$
q_{1}^{\varepsilon}:=\frac{1}{\varepsilon^{4}}\left(u_{1}^{\varepsilon}-f_{\Omega_{1}} u_{1}^{\varepsilon} d x_{1}\right)
$$

then

$$
\sup _{\varepsilon}\left\|\frac{\partial q_{1}^{\varepsilon}}{\partial x_{1}}\right\|_{L^{2}(\Omega)}=\sup _{\varepsilon}\left\|E_{11}^{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}(\Omega)} \leq C
$$

and by Theorem 4.1 we have $\sup _{\varepsilon}\left\|q_{1}^{\varepsilon}\right\|_{L^{2}(\Omega)} \leq C$. Then, up to a subsequence, $q_{1}^{\varepsilon} \rightharpoonup \bar{q}_{1}$ in $L^{2}(\Omega)$, and $E_{11}^{\varepsilon}\left(u^{\varepsilon}\right)=\partial \bar{q}_{1}^{\varepsilon} / \partial x_{1} \rightharpoonup \partial \bar{q}_{1} / \partial x_{1}$ in $L^{2}(\Omega)$ for some $\bar{q}_{1} \in L^{2}(\Omega)$.

The last part of the claim follows from the fact that $H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$ is a Hilbert space with the norm

$$
\|q\|_{H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)}:=\left\|q_{1,1}\right\|_{L^{2}(\Omega)}
$$

which, by Theorem 4.1, turns out to be equivalent to the canonical one.
6. The limit problem. Let us consider the space $\mathscr{A}:=\mathscr{U} \times \mathscr{V} \times \mathscr{W} \times \mathscr{P} \times \mathscr{Q}$. According to the notation and the results proved in the previous section, $\mathscr{A}$ is a Hilbert space when endowed with the product norm

$$
\|(u, v, w, p, q)\|_{\mathscr{A}}:=\|u\|_{\mathscr{U}}+\|v\|_{\mathscr{V}}+\|w\|_{\mathscr{W}}+\|p\|_{\mathscr{P}}+\|q\|_{\mathscr{Q}} .
$$

Given a 5 -tuple of vector valued distributions $(u, v, w, p, q) \in \mathcal{D}^{\prime}\left(\Omega ; \mathbb{R}^{3}\right)^{5}$, let us define

$$
E(u, v, w, p, q):=\left(\begin{array}{ccc}
E_{11}(q) & E_{12}(p) & E_{13}(w)  \tag{34}\\
& E_{22}(w) & E_{23}(v) \\
\operatorname{Sym} . & & E_{33}(u)
\end{array}\right)
$$

We are now in a position to state the main result of this paper.

Theorem 6.1. Let $\mathbb{C}$ be a positive definite fourth order tensor field on $\Omega$ with the minor symmetries, i.e., $\mathbb{C}_{i j k l}=\mathbb{C}_{j i k l}=\mathbb{C}_{i j l k}$. Let $F^{\varepsilon}$ be a second order symmetric tensor field which belongs to $L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$. Then problem (6), that is,

$$
\left\{\begin{array}{l}
u^{\varepsilon} \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right),  \tag{35}\\
\int_{\Omega} \mathbb{C} E^{\varepsilon}\left(u^{\varepsilon}\right) \cdot E^{\varepsilon}(\varphi) d x=\int_{\Omega} F^{\varepsilon} \cdot E^{\varepsilon}(\varphi) d x \quad \forall \varphi \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right),
\end{array}\right.
$$

admits a unique solution $u^{\varepsilon}$. Moreover, if $F^{\varepsilon} \rightarrow F$ in $L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$, then we have the following:

1. the problem

$$
\begin{array}{r}
\int_{\Omega} \mathbb{C} E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) \cdot E(u, v, w, p, q) d x=\int_{\Omega} F \cdot E(u, v, w, p, q) d x  \tag{36}\\
\forall(u, v, w, p, q) \in \mathscr{A}
\end{array}
$$

admits a unique solution $(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) \in \mathscr{A}$;
2. $u^{\varepsilon} \rightharpoonup \bar{u}$ in $H^{1}\left(\Omega ; \mathbb{R}^{3}\right)$;
3. $E^{\varepsilon}\left(u^{\varepsilon}\right) \rightarrow E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})$ in $L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$.

The following corollary can be seen as a corrector result.
Corollary 6.1. If the solution $(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})$ of problem (36) is such that

$$
\begin{equation*}
\frac{\partial \bar{v}_{3}}{\partial x_{3}}, E_{23}(\bar{w}), \frac{\partial \bar{w}_{3}}{\partial x_{3}}, \frac{\partial \bar{q}_{1}}{\partial x_{2}}, \frac{\partial \bar{q}_{1}}{\partial x_{3}}, \frac{\partial \bar{p}_{2}}{\partial x_{2}}, \frac{\partial \bar{p}_{2}}{\partial x_{3}} \in L^{2}(\Omega), \tag{37}
\end{equation*}
$$

then

$$
\left\|E^{\varepsilon}\left(u^{\varepsilon}\right)-E^{\varepsilon}\left(\bar{u}^{\varepsilon}\right)\right\|_{L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)} \rightarrow 0
$$

where

$$
\bar{u}^{\varepsilon}:=\bar{u}+\varepsilon \bar{v}+\varepsilon^{2} \bar{w}+\varepsilon^{3} \bar{p}+\varepsilon^{4} \bar{q} .
$$

Proof. Since

$$
E^{\varepsilon}\left(\bar{u}^{\varepsilon}\right)=E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})+\varepsilon\left(\begin{array}{ccc}
0 & E_{12}(\bar{q}) & 0 \\
& E_{22}(\bar{p}) & E_{23}(\bar{w}) \\
\text { Sym. } & & E_{33}(\bar{v})
\end{array}\right)+\varepsilon^{2}\left(\begin{array}{ccc}
0 & 0 & E_{13}(\bar{q}) \\
& 0 & E_{23}(\bar{p}) \\
\text { Sym. } & E_{33}(\bar{w})
\end{array}\right)
$$

the additional regularity assumptions imply that $E^{\varepsilon}\left(\bar{u}^{\varepsilon}\right) \in L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$ and

$$
\left\|E^{\varepsilon}\left(\bar{u}^{\varepsilon}\right)-E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})\right\|_{L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)} \rightarrow 0
$$

Then the claim follows from step 3 of Theorem 6.1.
In order to prove Theorem 6.1, we introduce the subspaces of $H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$,

$$
\begin{aligned}
& \hat{\mathscr{U}}:=\left\{u \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right): E_{\alpha \beta}(u)=E_{\alpha 3}(u)=0\right\}, \\
& \hat{\mathscr{V}}:=\left\{v \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right): E_{\alpha \beta}(v)=E_{13}(v)=0\right\}, \\
& \hat{\mathscr{W}}:=\left\{w \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right): E_{1 \beta}(w)=0\right\}, \\
& \hat{\mathscr{P}}:=\left\{p \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right): E_{11}(p)=0\right\}, \\
& \hat{\mathscr{Q}}:=H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right),
\end{aligned}
$$

and define $\hat{\mathscr{A}}:=\hat{\mathscr{U}} \times \hat{\mathscr{V}} \times \hat{\mathscr{V}} \times \hat{\mathscr{P}} \times \hat{\mathscr{Q}}$.
Let us note that $\mathscr{U}=\hat{\mathscr{U}}$, but similar equalities are not true for the spaces $\mathscr{V}, \mathscr{W}$, $\mathscr{P}$, and $\mathscr{Q}$. Nevertheless, for such spaces we can prove the following approximation lemma.

Lemma 6.1. For every $v \in \mathscr{V}, w \in \mathscr{W}, p \in \mathscr{P}$, and $q \in \mathscr{Q}$ there exist sequences $\left(\hat{v}^{n}\right)$ in $\hat{\mathscr{V}},\left(\hat{w}^{n}\right)$ in $\hat{\mathscr{W}},\left(\hat{p}^{n}\right)$ in $\hat{\mathscr{P}}$, and $\left(\hat{q}^{n}\right)$ in $\hat{\mathscr{Q}}$ such that the following convergences hold in the norm of $L^{2}(\Omega)$ :
(i) $E_{23}\left(\hat{v}^{n}\right) \rightarrow E_{23}(v)$,
(ii) $E_{13}\left(\hat{w}^{n}\right) \rightarrow E_{13}(w)$ and $E_{22}\left(\hat{w}^{n}\right) \rightarrow E_{22}(w)$,
(iii) $E_{12}\left(\hat{p}^{n}\right) \rightarrow E_{12}(p)$,
(iv) $E_{11}\left(\hat{q}^{n}\right) \rightarrow E_{11}(q)$.

Proof. Let us prove (i). Since $v \in \mathscr{V}$ (see Lemma 5.2), there exist $\vartheta \in H^{1}\left(\Omega_{3}\right)$ with $\vartheta(0)=0$ and $\varrho \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right)$ such that

$$
\begin{aligned}
& v_{1}(x)=-x_{2} \vartheta\left(x_{3}\right), \quad v_{2}(x)=x_{1} \vartheta\left(x_{3}\right), \\
& v_{3}(x)=x_{1} x_{2} \frac{d \vartheta}{d x_{3}}\left(x_{3}\right)+\varrho\left(x_{2}, x_{3}\right) .
\end{aligned}
$$

Then there exist sequences $\vartheta_{n} \in H_{d n}^{2}\left(\Omega_{3}\right)$ and $\varrho_{n} \in H_{d n}^{1}\left(\Omega_{23}\right)$ such that

$$
\vartheta_{n} \rightarrow \vartheta \text { in } H^{1}\left(\Omega_{3}\right), \quad \varrho_{n} \rightarrow \varrho \text { in } L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right) .
$$

Setting

$$
\begin{aligned}
& \hat{v}_{1}^{n}(x)=-x_{2} \vartheta_{n}\left(x_{3}\right), \quad \hat{v}_{2}^{n}(x)=x_{1} \vartheta_{n}\left(x_{3}\right) \\
& \hat{v}_{3}^{n}(x)=x_{1} x_{2} \frac{d \vartheta_{n}}{d x_{3}}\left(x_{3}\right)+\varrho_{n}\left(x_{2}, x_{3}\right)
\end{aligned}
$$

we obtain the claim.
Let us prove (ii). As $w \in \mathscr{W}$ (see Lemma 5.4), there exist $\eta_{1} \in L^{2}\left(\Omega_{3} ; H^{2}\left(\Omega_{2}\right)\right)$ and $\eta_{2} \in L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right)$ such that

$$
w_{1}(x)=\eta_{1}\left(x_{2}, x_{3}\right), \quad w_{2}(x)=-x_{1} \frac{\partial \eta_{1}}{\partial x_{2}}\left(x_{2}, x_{3}\right)+\eta_{2}\left(x_{2}, x_{3}\right)
$$

Then, there exist a sequence $\eta_{1}^{n} \in H_{d n}^{2}(\Omega)$ with $\partial \eta_{1}^{n} / \partial x_{1}=0$ such that

$$
\eta_{1}^{n} \rightarrow \eta_{1} \quad \text { in } L^{2}\left(\Omega_{3} ; H^{2}\left(\Omega_{2}\right)\right)
$$

and a sequence $\eta_{2}^{n} \in H_{d n}^{1}(\Omega)$ with $\partial \eta_{2}^{n} / \partial x_{1}=0$ such that

$$
\eta_{2}^{n} \rightarrow \eta_{2} \quad \text { in } L^{2}\left(\Omega_{3} ; H^{1}\left(\Omega_{2}\right)\right)
$$

Since $\partial w_{3} / \partial x_{1}=2 E_{13}(w)-\partial \eta_{1} / \partial x_{3}$ and $E_{13}(w) \in L^{2}(\Omega)$, by integration, there exists $G_{13} \in H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$ such that

$$
\frac{\partial G_{13}}{\partial x_{1}}=E_{13}(w) \quad \text { and } \quad w_{3}=2 G_{13}-x_{1} \frac{\partial \eta_{1}}{\partial x_{3}}
$$

where we have also used the fact that $\eta_{1}$ does not depend on $x_{1}$.
We may also find a sequence $G_{13}^{n} \in H_{d n}^{1}(\Omega)$ such that

$$
G_{13}^{n} \rightarrow G_{13} \quad \text { in } H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)
$$

and define

$$
\hat{w}_{1}^{n}:=\eta_{1}^{n}, \quad \hat{w}_{2}^{n}:=-x_{1} \frac{\partial \eta_{1}^{n}}{\partial x_{2}}+\eta_{2}^{n}, \quad \hat{w}_{3}^{n}:=G_{13}^{n}-x_{1} \frac{\partial \eta_{1}^{n}}{\partial x_{3}} .
$$

Then $\hat{w}^{n} \in H_{d n}^{1}(\Omega), E_{11}\left(\hat{w}^{n}\right)=\partial \eta_{1}^{n} / \partial x_{1}=0$, and $E_{12}\left(\hat{w}^{n}\right)=0$ so that $\hat{w}^{n} \in \hat{\mathscr{W}}$. Moreover,

$$
E_{13}\left(\hat{w}^{n}\right)=\frac{\partial G_{13}^{n}}{\partial x_{1}} \rightarrow \frac{\partial G_{13}}{\partial x_{1}}=E_{13}(w) \quad \text { in } L^{2}(\Omega)
$$

and

$$
E_{22}\left(\hat{w}^{n}\right)=\frac{\partial \hat{w}_{2}^{n}}{\partial x_{2}}=-x_{1} \frac{\partial^{2} \eta_{1}^{n}}{\partial x_{2}^{2}}+\frac{\partial \eta_{2}^{n}}{\partial x_{2}} \rightarrow \frac{\partial \hat{w}_{2}}{\partial x_{2}}=E_{22}(\hat{w}) \quad \text { in } L^{2}(\Omega)
$$

To prove (iii) it is enough to consider, for a given $p=\left(0, p_{2}, 0\right) \in \mathscr{P}$, a sequence $\hat{p}_{2}^{n} \in H_{d n}^{1}(\Omega)$, which converges to $p_{2}$ in the norm of $H^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$, and set $\hat{p}^{n}$ $=\left(0, \hat{p}_{2}^{n}, 0\right)$. Finally, claim (iv) simply follows from the density of $H_{d n}^{1}(\Omega)$ in $H_{m_{1}}^{1}\left(\Omega_{1} ; L^{2}\left(\Omega_{23}\right)\right)$.

Proof of Theorem 6.1. The existence and uniqueness of the solution of problem (36) follows from an application of the Lax-Milgram lemma to the symmetric bilinear form defined on $\mathscr{A}$ by

$$
a[(u, v, w, p, q),(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q})]:=\int_{\Omega} \mathbb{C} E(u, v, w, p, q) \cdot E(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q}) d x
$$

which is continuous and coercive with respect to the Hilbertian norm on $\mathscr{A}$ defined at the beginning of this section.

Part 2 of the statement of Theorem 6.1 is actually a consequence of step 3 . Let us now prove part 3. According to the results proved in the previous section, we have

$$
\begin{equation*}
E^{\varepsilon}\left(u^{\varepsilon}\right) \rightharpoonup E \text { in } L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right) \tag{38}
\end{equation*}
$$

and there exists a $(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) \in \mathscr{A}$ such that

$$
E=\left(\begin{array}{ccc}
E_{11}(\bar{q}) & E_{12}(\bar{p}) & E_{13}(\bar{w}) \\
& E_{22}(\bar{w}) & E_{23}(\bar{v}) \\
\text { Sym. } & & E_{33}(\bar{u})
\end{array}\right)=E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})
$$

The result will be achieved in two steps: (i) we prove that $(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})$ satisfies equality (36) and therefore coincides with the unique solution of the variational problem, and (ii) we show that the convergence in (38) is indeed strong.

Let $(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q}) \in \hat{\mathscr{A}}$ and set

$$
\hat{\varphi}^{\varepsilon}:=\hat{u}+\varepsilon \hat{v}+\varepsilon^{2} \hat{w}+\varepsilon^{3} \hat{p}+\varepsilon^{4} \hat{q}
$$

then $\hat{\varphi}^{\varepsilon} \in H_{d n}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$ and an easy computation shows that, as $\varepsilon \rightarrow 0$,

$$
E^{\varepsilon}\left(\hat{\varphi}^{\varepsilon}\right) \rightarrow\left(\begin{array}{ccc}
E_{11}(\hat{q}) & E_{12}(\hat{p}) & E_{13}(\hat{w})  \tag{39}\\
& E_{22}(\hat{w}) & E_{23}(\hat{v}) \\
\text { Sym. } & & E_{33}(\hat{u})
\end{array}\right)=E(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q})
$$

in the norm convergence of $L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$. Taking $\varphi=\hat{\varphi}^{\varepsilon}$ in (35) and passing to the limit we find

$$
\int_{\Omega} \mathbb{C} E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) \cdot E(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q}) d x=\int_{\Omega} F \cdot E(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q}) d x
$$

for every $(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q}) \in \hat{\mathscr{A}}$. This equality holds in fact for any $(u, v, w, p, q) \in \mathscr{A}$ in place of $(\hat{u}, \hat{v}, \hat{w}, \hat{p}, \hat{q}) \in \hat{\mathscr{A}}$ because of the approximation Lemma 6.1 which ensures that there exists a sequence $\left(u, \hat{v}^{n}, \hat{w}^{n}, \hat{p}^{n}, \hat{q}^{n}\right) \in \hat{\mathscr{A}}$ such that

$$
\left\|\left(u, \hat{v}^{n}, \hat{w}^{n}, \hat{p}^{n}, \hat{q}^{n}\right)-(u, v, w, p, q)\right\|_{\mathscr{A}} \rightarrow 0
$$

To show that the convergence in (38) is indeed strong, it suffices to prove that $\lim _{\varepsilon \rightarrow 0}\left\|E^{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)}=\|E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q})\|_{L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)}$ or, equivalently, that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \mathbb{C} E^{\varepsilon}\left(u^{\varepsilon}\right) \cdot E^{\varepsilon}\left(u^{\varepsilon}\right) d x & =\lim _{\varepsilon \rightarrow 0} \int_{\Omega} F^{\varepsilon} \cdot E^{\varepsilon}\left(u^{\varepsilon}\right) d x \\
& =\int_{\Omega} F \cdot E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) d x \\
& =\int_{\Omega} \mathbb{C} E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) \cdot E(\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{q}) d x
\end{aligned}
$$

where we passed to the limit thanks to the strong convergence of $F^{\varepsilon}$.
7. Equilibrium differential equations. In this last section we derive the differential formulation of the limit problem. For simplicity we assume here that the elasticity tensor also satisfies the major symmetries; that is, $\mathbb{C}_{i j k l}=\mathbb{C}_{k l i j}$ for any $i, j, k, l$. Nevertheless, the same computation can be performed also in the general case.

To make (36) more explicit and to keep the notation compact, in writing the elasticity tensor components $\mathbb{C}_{i j k l}$ we associate to a pair of components $i j$ a single component $s$ following the rule $11 \mapsto 1,22 \mapsto 2,33 \mapsto 3,23 \mapsto 4,13 \mapsto 5,12 \mapsto 6$, and we write, for instance, $c_{14}$ for $\mathbb{C}_{1123}$; see Auld [1] for more details on the notation used. Clearly $c_{i j}=c_{j i}$. Still, for brevity, define $\bar{e}_{1}=E_{11}(\bar{q}), \bar{e}_{2}=E_{22}(\bar{w}), \bar{e}_{3}=E_{33}(\bar{u})$, $\bar{e}_{4}=2 E_{23}(\bar{v}), \bar{e}_{5}=2 E_{13}(\bar{w}), \bar{e}_{6}=2 E_{12}(\bar{p})$. Letting

$$
\mathscr{L}(u, v, w, p, q):=\int_{\Omega} F \cdot E(u, v, w, p, q) d x
$$

we can then rewrite (36) as

$$
\begin{array}{r}
\int_{\Omega} \sum_{j=1}^{6}\left[c_{1 j} \bar{e}_{j} E_{11}(q)+c_{2 j} \bar{e}_{j} E_{22}(w)+c_{3 j} \bar{e}_{j} E_{33}(u)+2 c_{4 j} \bar{e}_{j} E_{23}(v)\right. \\
\left.+2 c_{5 j} \bar{e}_{j} E_{13}(w)+2 c_{6 j} \bar{e}_{j} E_{12}(p)\right] d x=\mathscr{L}(u, v, w, p, q)
\end{array}
$$

for every $(u, v, w, p, q) \in \mathscr{A}$. Thus

$$
\begin{align*}
& \int_{\Omega} \sum_{j=1}^{6} c_{1 j} \bar{e}_{j} E_{11}(q) d x=\mathscr{L}(0,0,0,0, q),  \tag{40}\\
& \int_{\Omega} \sum_{j=1}^{6} 2 c_{6 j} \bar{e}_{j} E_{12}(p) d x=\mathscr{L}(0,0,0, p, 0),  \tag{41}\\
& \int_{\Omega} \sum_{j=1}^{6}\left[c_{2 j} \bar{e}_{j} E_{22}(w)+2 c_{5 j} \bar{e}_{j} E_{13}(w)\right] d x=\mathscr{L}(0,0, w, 0,0), \tag{42}
\end{align*}
$$

$$
\begin{align*}
& \int_{\Omega} \sum_{j=1}^{6} 2 c_{4 j} \bar{e}_{j} E_{23}(v) d x=\mathscr{L}(0, v, 0,0,0)  \tag{43}\\
& \int_{\Omega} \sum_{j=1}^{6} c_{3 j} \bar{e}_{j} E_{33}(u) d x=\mathscr{L}(u, 0,0,0,0) \tag{44}
\end{align*}
$$

In this section, for simplicity, we assume

$$
\begin{gather*}
\mathscr{L}(0,0, \cdot, \cdot, \cdot)=0, \quad \mathscr{L}(0, v, 0,0,0)=\int_{0}^{\ell} m\left(x_{3}\right) \vartheta\left(x_{3}\right) d x_{3}  \tag{45}\\
\mathscr{L}(u, 0,0,0,0)=\int_{\Omega} b \cdot u d x+\int_{\Gamma_{\ell}} s \cdot u d \mathscr{H}^{2}
\end{gather*}
$$

where $\Gamma_{\ell}=\partial \Omega \cap\left\{x_{3}=\ell\right\} ; u \in \mathscr{U} ; b \in L^{2}(\Omega) ; s \in L^{2}\left(\Gamma_{\ell}\right) ; v \in \mathscr{V} ; \vartheta \in H^{1}\left(\Omega_{3}\right)$, $\vartheta(0)=0$, is related to $v$ as in Lemma 5.2 ; and $m \in L^{2}\left(\Omega_{3}\right)$. Such assumptions are quite often satisfied in engineering applications.

We now derive the equilibrium equations in differential form. Let $\psi \in L^{2}(\Omega)$ and define

$$
q_{1}:=\int_{-a_{1} / 2}^{x_{1}} \psi(s, \cdot, \cdot) d s-f_{\Omega_{1}} \int_{-a_{1} / 2}^{x_{1}} \psi(s, \cdot, \cdot) d s d x_{1}
$$

Then $q:=\left(q_{1}, 0,0\right) \in \mathscr{Q}$ and $E_{11}(q)=\psi$; hence, from (40) and (45) we deduce

$$
\begin{equation*}
\sum_{j=1}^{6} c_{1 j} \bar{e}_{j}=0 \quad \text { a.e.. } \tag{46}
\end{equation*}
$$

With the same argument it follows from (41) that

$$
\begin{equation*}
\sum_{j=1}^{6} c_{6 j} \bar{e}_{j}=0 \quad \text { a.e.. } \tag{47}
\end{equation*}
$$

From (46) and (47) we deduce, since $c_{11} c_{66}-c_{16}^{2}>0$, that

$$
\begin{align*}
& \bar{e}_{1}=E_{11}(\bar{q})=-\sum_{j=2}^{5} \frac{c_{66} c_{1 j}-c_{16} c_{6 j}}{c_{11} c_{66}-c_{16}^{2}} \bar{e}_{j} \quad \text { a.e., }  \tag{48}\\
& \bar{e}_{6}=2 E_{12}(\bar{p})=-\sum_{j=2}^{5} \frac{c_{11} c_{6 j}-c_{16} c_{1 j}}{c_{11} c_{66}-c_{16}^{2}} \bar{e}_{j} \quad \text { a.e.. } \tag{49}
\end{align*}
$$

Using (45), (48), and (49) we can rewrite (42), after setting

$$
\tilde{c}_{i j}=c_{i j}-c_{i 1} \frac{c_{66} c_{1 j}-c_{16} c_{6 j}}{c_{11} c_{66}-c_{16}^{2}}-c_{i 6} \frac{c_{11} c_{6 j}-c_{16} c_{1 j}}{c_{11} c_{66}-c_{16}^{2}}
$$

for $i, j=2, \ldots, 5$, as

$$
\begin{equation*}
\int_{\Omega} \sum_{j=2}^{5}\left[\tilde{c}_{2 j} \bar{e}_{j} E_{22}(w)+2 \tilde{c}_{5 j} \bar{e}_{j} E_{13}(w)\right] d x=\mathscr{L}(0,0, w, 0,0)=0 \tag{50}
\end{equation*}
$$

Since $w \in \mathscr{W}$, it then admits the representation given in Lemma 5.5 in terms of functions $\eta_{1}$ and $\eta_{2}$. Choosing $\eta_{1}=\eta_{2}=0$, so that $E_{22}(w)=0$, and $w_{3}$ like it has been chosen $q_{1}$ previously, we find from (50) that

$$
\begin{equation*}
\sum_{j=2}^{5} \tilde{c}_{5 j} \bar{e}_{j}=0 \quad \text { a.e.. } \tag{51}
\end{equation*}
$$

Let $\psi \in L^{2}\left(\Omega_{23}\right)$. Taking $\eta_{1}=w_{3}=0$ and

$$
\eta_{2}:=\int_{-a_{2} / 2}^{x_{2}} \psi(s, \cdot) d s-f_{\Omega_{2}} \int_{-a_{2} / 2}^{x_{2}} \psi(s, \cdot) d s d x_{2}
$$

so that $E_{22}(w)=\psi$, we find from (50) that

$$
\begin{equation*}
\sum_{j=2}^{5} \int_{\Omega_{1}} \tilde{c}_{2 j} \bar{e}_{j} d x_{1}=0 \quad \text { a.e.. } \tag{52}
\end{equation*}
$$

Taking instead $\eta_{2}=w_{3}=0$ and

$$
\eta_{1}:=\int_{-a_{2} / 2}^{x_{2}} \int_{-a_{2} / 2}^{t} \psi(s, \cdot) d s d t-K_{1} x_{2}-K_{2}
$$

where the constants $K_{1}$ and $K_{2}$ are chosen in order to satisfy the mean integral conditions required on $\eta_{1}$ by (28), we have $E_{22}(w)=-x_{1} \psi$, and hence, from (50) we deduce

$$
\begin{equation*}
\sum_{j=2}^{5} \int_{\Omega_{1}} x_{1} \tilde{c}_{2 j} \bar{e}_{j} d x_{1}=0 \quad \text { a.e.. } \tag{53}
\end{equation*}
$$

From (51), and observing that the positive definiteness of the elastic tensor implies $\tilde{c}_{55}>0$, we find

$$
\begin{equation*}
\bar{e}_{5}=2 E_{13}(\bar{w})=-\sum_{j=2}^{4} \frac{\tilde{c}_{5 j}}{\tilde{c}_{55}} \bar{e}_{j} \quad \text { a.e.. } \tag{54}
\end{equation*}
$$

To solve (52) and (53) we need to write explicitly $\bar{e}_{2}=E_{22}(\bar{w})$. Since $\bar{w} \in \mathscr{W}$, by Lemma 5.5, we can write

$$
\bar{w}_{1}(x)=\bar{\eta}_{1}\left(x_{2}, x_{3}\right), \quad \bar{w}_{2}(x)=-x_{1} \frac{\partial \bar{\eta}_{1}}{\partial x_{2}}\left(x_{2}, x_{3}\right)+\bar{\eta}_{2}\left(x_{2}, x_{3}\right)
$$

where $\bar{\eta}_{1}$ and $\bar{\eta}_{2}$ belong to the appropriate spaces. Since

$$
\begin{equation*}
\bar{e}_{2}=-x_{1} \frac{\partial^{2} \bar{\eta}_{1}}{\partial x_{2}^{2}}+\frac{\partial \bar{\eta}_{2}}{\partial x_{2}} \tag{55}
\end{equation*}
$$

and using (54), we can rewrite (52) and (53) as

$$
\begin{aligned}
& s_{1 ; 22} \frac{\partial^{2} \bar{\eta}_{1}}{\partial x_{2}^{2}}-s_{0 ; 22} \frac{\partial \bar{\eta}_{2}}{\partial x_{2}}=\sum_{j=3}^{4} f_{\Omega_{1}} \hat{c}_{2 j} \bar{e}_{j} d x_{1} \\
& s_{2 ; 22} \frac{\partial^{2} \bar{\eta}_{1}}{\partial x_{2}^{2}}-s_{1 ; 22} \frac{\partial \bar{\eta}_{2}}{\partial x_{2}}=\sum_{j=3}^{4} f_{\Omega_{1}} x_{1} \hat{c}_{2 j} \bar{e}_{j} d x_{1}
\end{aligned}
$$

where we have set

$$
\begin{equation*}
\hat{c}_{i j}:=\frac{\tilde{c}_{55} \tilde{c}_{i j}-\tilde{c}_{i 5} \tilde{c}_{j 5}}{\tilde{c}_{55}}, \quad s_{k ; i j}:=f_{\Omega_{1}} x_{1}^{k} \hat{c}_{i j} d x_{1} \tag{56}
\end{equation*}
$$

for $i, j=2,3,4$ and $k=0,1,2$. From these equations we find

$$
\begin{aligned}
& \frac{\partial^{2} \bar{\eta}_{1}}{\partial x_{2}^{2}}=\frac{1}{s_{0 ; 22} s_{2 ; 22}-s_{1 ; 22}^{2}}\left(s_{0 ; 22} \sum_{j=3}^{4} f_{\Omega_{1}} x_{1} \hat{c}_{2 j} \bar{e}_{j} d x_{1}-s_{1 ; 22} \sum_{j=3}^{4} f_{\Omega_{1}} \hat{c}_{2 j} \bar{e}_{j} d x_{1}\right) \\
& \frac{\partial \bar{\eta}_{2}}{\partial x_{2}}=\frac{1}{s_{0 ; 22} s_{2 ; 22}-s_{1 ; 22}^{2}}\left(s_{1 ; 22} \sum_{j=3}^{4} f_{\Omega_{1}} x_{1} \hat{c}_{2 j} \bar{e}_{j} d x_{1}-s_{2 ; 22} \sum_{j=3}^{4} f_{\Omega_{1}} \hat{c}_{2 j} \bar{e}_{j} d x_{1}\right)
\end{aligned}
$$

and then by integration $\bar{\eta}_{1}$ and $\bar{\eta}_{2}$ (the fact that $s_{0 ; 22} s_{2 ; 22}-s_{1 ; 22}^{2}>0$ can be checked, for instance, by using Hölder's inequality; see Wheeden and Zygmund [13, Chapter 8, Exercise 4]).

According to Remark 5.1 and Lemma 5.2, we let

$$
\begin{equation*}
\bar{e}_{3}=\bar{\zeta}_{3}^{\prime}-x_{1} \bar{\zeta}_{1}^{\prime \prime}-x_{2} \bar{\zeta}_{2}^{\prime \prime}, \quad \bar{e}_{4}=2 x_{1} \bar{\vartheta}^{\prime}+\frac{\partial \bar{\varrho}}{\partial x_{2}} \tag{57}
\end{equation*}
$$

Setting

$$
S_{m p q r}^{i j k l}:=\frac{s_{i ; 2 j} s_{k ; 2 l}-s_{m ; 2 p} s_{q ; 2 r}}{s_{0 ; 22} s_{2 ; 22}-s_{1 ; 22}^{2}}
$$

we then have

$$
\begin{aligned}
\frac{\partial^{2} \bar{\eta}_{1}}{\partial x_{2}^{2}} & =S_{0312}^{0213}\left(\bar{\zeta}_{3}^{\prime}-x_{2} \bar{\zeta}_{2}^{\prime \prime}\right)-S_{1213}^{0223} \bar{\zeta}_{1}^{\prime \prime}+2 S_{1214}^{0224} \bar{\vartheta}^{\prime}+S_{0412}^{0214} \frac{\partial \bar{\varrho}}{\partial x_{2}} \\
\frac{\partial \bar{\eta}_{2}}{\partial x_{2}} & =S_{0322}^{1213}\left(\bar{\zeta}_{3}^{\prime}-x_{2} \bar{\zeta}_{2}^{\prime \prime}\right)-S_{2213}^{1223} \bar{\zeta}_{1}^{\prime \prime}+2 S_{1422}^{1224} \bar{\vartheta}^{\prime}+S_{0422}^{1214} \frac{\partial \bar{\varrho}}{\partial x_{2}}
\end{aligned}
$$

and taking into account the relations (48), (49), (54), (55), and (57), we find

$$
\begin{align*}
\sum_{j=1}^{6} c_{i j} \bar{e}_{j}= & \left(\hat{c}_{i 3}-x_{1} \hat{c}_{i 2} S_{0312}^{0213}+\hat{c}_{i 2} S_{0322}^{1213}\right)\left(\bar{\zeta}_{3}^{\prime}-x_{2} \bar{\zeta}_{2}^{\prime \prime}\right) \\
& -\left(x_{1} \hat{c}_{i 3}-x_{1} \hat{c}_{i 2} S_{1213}^{0223}+\hat{c}_{i 2} S_{2213}^{1223}\right) \bar{\zeta}_{1}^{\prime \prime}  \tag{58}\\
& +2\left(x_{1} \hat{c}_{i 4}-x_{1} \hat{c}_{i 2} S_{1214}^{0224}+\hat{c}_{i 2} S_{1422}^{1224}\right) \bar{\vartheta}^{\prime} \\
& +\left(\hat{c}_{i 4}-x_{1} \hat{c}_{i 2} S_{0412}^{0214}+\hat{c}_{i 2} S_{0422}^{1214}\right) \frac{\partial \bar{\varrho}}{\partial x_{2}}
\end{align*}
$$

for $i=3,4$. Now let $v \in \mathscr{V}$ and $\vartheta$ and $\varrho$ be as in Lemma 5.2. With $\psi \in L^{2}\left(\Omega_{23}\right)$ and $\vartheta=0$ and

$$
\varrho:=\int_{-a_{2} / 2}^{x_{2}} \psi(s, \cdot) d s-f_{\Omega_{2}} \int_{-a_{2} / 2}^{x_{2}} \psi(s, \cdot) d s d x_{2}
$$

we find from (43) that

$$
f_{\Omega_{1}} \sum_{j=1}^{6} c_{4 j} \bar{e}_{j} d x_{1}=0
$$

It then follows that

$$
\begin{aligned}
0= & \left(s_{0 ; 43}-s_{1 ; 42} S_{0312}^{0213}+s_{0 ; 42} S_{0322}^{1213}\right)\left(\bar{\zeta}_{3}^{\prime}-x_{2} \bar{\zeta}_{2}^{\prime \prime}\right) \\
& -\left(s_{1 ; 43}-s_{1 ; 42} S_{1213}^{0223}+s_{0 ; 42} S_{2213}^{1223}\right) \bar{\zeta}_{1}^{\prime \prime} \\
& +2\left(s_{1 ; 44}-s_{1 ; 42} S_{1214}^{0224}+s_{0 ; 42} S_{1422}^{1224}\right) \bar{\vartheta}^{\prime} \\
& +\left(s_{0 ; 44}-s_{1 ; 42} S_{0412}^{0214}+s_{0 ; 42} S_{0422}^{1214}\right) \frac{\partial \bar{\varrho}}{\partial x_{2}}
\end{aligned}
$$

and provided that the last coefficient $s_{0 ; 44}-s_{1 ; 42} S_{0412}^{0214}+s_{0 ; 42} S_{0422}^{1214} \neq 0$, one finds

$$
\begin{aligned}
& \frac{\partial \bar{\varrho}}{\partial x_{2}}= \frac{-1}{s_{0 ; 44}-s_{1 ; 42} S_{0412}^{0214}+s_{0 ; 42} S_{0422}^{1214}} \\
& \quad \cdot\left[\left(s_{0 ; 43}-s_{1 ; 42} S_{0312}^{0213}+s_{0 ; 42} S_{0322}^{1213}\right)\left(\bar{\zeta}_{3}^{\prime}-x_{2} \bar{\zeta}_{2}^{\prime \prime}\right)\right. \\
& \quad-\left(s_{1 ; 43}-s_{1 ; 42} S_{1213}^{0223}+s_{0 ; 42} S_{2213}^{1223}\right) \bar{\zeta}_{1}^{\prime \prime} \\
&\left.\quad+\left(s_{1 ; 44}-s_{1 ; 42} S_{1214}^{0224}+s_{0 ; 42} S_{1422}^{1224}\right) 2 \bar{\vartheta}^{\prime}\right]
\end{aligned}
$$

We may rewrite (58) as

$$
\begin{equation*}
\sum_{j=1}^{6} c_{i j} \bar{e}_{j}=F_{i 3} \bar{\zeta}_{3}^{\prime}-F_{i 2} \bar{\zeta}_{2}^{\prime \prime}-F_{i 1} \bar{\zeta}_{1}^{\prime \prime}+F_{i 4} \bar{\vartheta}^{\prime} \tag{59}
\end{equation*}
$$

for $i=3,4$, where

$$
\begin{aligned}
F_{i 1}= & \left(x_{1} \hat{c}_{i 3}-x_{1} \hat{c}_{i 2} S_{1213}^{0223}+\hat{c}_{i 2} S_{2213}^{1223}\right) \\
& -\frac{\left(\hat{c}_{i 4}-x_{1} \hat{c}_{i 2} S_{0412}^{0214}+\hat{c}_{i 2} S_{0422}^{1214}\right)\left(s_{1,43}-s_{1,42} S_{1213}^{0223}+s_{0,42} S_{2213}^{1223}\right)}{s_{0,44}-s_{1,42} S_{0412}^{0214}+s_{0,42} S_{0422}^{1214}}, \\
F_{i 2}= & x_{2} F_{i 3}, \\
F_{i 3}= & \left(\hat{c}_{i 3}-x_{1} \hat{c}_{i 2} S_{0312}^{0213}+\hat{c}_{i 2} S_{0322}^{1213}\right) \\
& -\frac{\left(\hat{c}_{i 4}-x_{1} \hat{c}_{i 2} S_{0412}^{0214}+\hat{c}_{i 2} S_{0422}^{1214}\right)\left(s_{0,43}-s_{1,42} S_{0312}^{0213}+s_{0,42} S_{0322}^{1213}\right)}{s_{0,44}-s_{1,42} S_{0412}^{0014}+s_{0,42} S_{0422}^{1214}}, \\
F_{i 4}= & 2\left(x_{1} \hat{c}_{i 4}-x_{1} \hat{c}_{i 2} S_{1214}^{0024}+\hat{c}_{i 2} S_{1422}^{1224}\right) \\
& -2 \frac{\left(\hat{c}_{i 4}-x_{1} \hat{c}_{i 2} S_{0412}^{0214}+\hat{c}_{i 2} S_{0422}^{1214}\right)\left(s_{1,44}-s_{1,42} S_{1214}^{0224}+s_{0,42} S_{1422}^{1224}\right)}{s_{0,44}-s_{1,42} S_{0412}^{0214}+s_{0,42} S_{0422}^{1214}} .
\end{aligned}
$$

Let

$$
A_{i j}\left(x_{3}\right):=\int_{\Omega_{12}} F_{i j}\left(\cdot, \cdot, x_{3}\right) d x_{1} d x_{2}
$$

and

$$
K_{i j}\left(x_{3}\right):=\int_{\Omega_{12}} x_{1} F_{i j}\left(\cdot, \cdot, x_{3}\right) d x_{1} d x_{2}, \quad L_{i j}\left(x_{3}\right):=\int_{\Omega_{12}} x_{2} F_{i j}\left(\cdot, \cdot, x_{3}\right) d x_{1} d x_{2}
$$

Then, from (43), (44), and (59) we finally deduce the following system of equilibrium differential equations:

$$
\left\{\begin{array}{l}
\left(A_{33} \bar{\zeta}_{3}^{\prime}-A_{31} \bar{\zeta}_{1}^{\prime \prime}-A_{32} \bar{\zeta}_{2}^{\prime \prime}+A_{34} \bar{\vartheta}^{\prime}\right)^{\prime}=-p_{3}  \tag{60}\\
\left(K_{33} \bar{\zeta}_{3}^{\prime}-K_{31} \bar{\zeta}_{1}^{\prime \prime}-K_{32} \bar{\zeta}_{2}^{\prime \prime}+K_{34} \bar{\vartheta}^{\prime}\right)^{\prime \prime}=-p_{1} \\
\left(L_{33} \bar{\zeta}_{3}^{\prime}-L_{31} \bar{\zeta}_{1}^{\prime \prime}-L_{32} \bar{\zeta}_{2}^{\prime \prime}+L_{34} \bar{\vartheta}^{\prime}\right)^{\prime \prime}=-p_{2} \\
2\left(K_{43} \bar{\zeta}_{3}^{\prime}-K_{41} \bar{\zeta}_{1}^{\prime \prime}-K_{42} \bar{\zeta}_{2}^{\prime \prime}+K_{44} \bar{\vartheta}^{\prime}\right)^{\prime}=-m
\end{array}\right.
$$

where

$$
\begin{aligned}
& p_{1}=\left(\int_{\Omega_{12}} x_{1} b_{3} d x_{1} d x_{2}\right)^{\prime}+\int_{\Omega_{12}} b_{1} d x_{1} d x_{2} \\
& p_{2}=\left(\int_{\Omega_{12}} x_{2} b_{3} d x_{1} d x_{2}\right)^{\prime}+\int_{\Omega_{12}} b_{2} d x_{1} d x_{2} \\
& p_{3}=\int_{\Omega_{12}} b_{3} d x_{1} d x_{2}
\end{aligned}
$$

The system (60) should then be completed with the suitable boundary conditions.
7.1. The homogeneous beam. In the general inhomogeneous and anisotropic case, the torsional, flexional, and extensional problems are all coupled together in the equilibrium differential system (60). A partial decoupling occurs already in the homogeneous fully anisotropic case. Indeed, in this case, from (56), we have

$$
s_{0 ; i j}=\hat{c}_{i j}, \quad s_{1 ; i j}=0, \quad s_{2 ; i j}=\frac{a_{1}^{3}}{12} \hat{c}_{i j}
$$

and therefore
$S_{0312}^{0213}=S_{2213}^{1223}=S_{0412}^{0214}=S_{1422}^{1224}=0, \quad S_{1213}^{0223}=\frac{\hat{c}_{23}}{\hat{c}_{22}}, \quad S_{0322}^{1213}=-\frac{\hat{c}_{23}}{\hat{c}_{22}}, \quad S_{1422}^{1214}=\frac{\hat{c}_{24}}{\hat{c}_{22}}$,
which causes many of the coefficients of the system $A_{i j}, K_{i j}$, and $L_{i j}$ to be zero. In this case, the system (60) simply rewrites as

$$
\left\{\begin{array}{l}
A_{33} \bar{\zeta}_{3}^{\prime \prime}=-p_{3}  \tag{61}\\
\left(-K_{31} \bar{\zeta}_{1}^{\prime \prime}+K_{34} \bar{\vartheta}^{\prime}\right)^{\prime \prime}=-p_{1} \\
-L_{32} \bar{\zeta}_{2}^{(i v)}=-p_{2} \\
2\left(-K_{41} \bar{\zeta}_{1}^{\prime \prime}+K_{44} \bar{\vartheta}^{\prime}\right)^{\prime}=-m
\end{array}\right.
$$

where

$$
\begin{gathered}
A_{33}=a_{1} a_{2}\left[\frac{\hat{c}_{22} \hat{c}_{33}-\hat{c}_{23}^{2}}{\hat{c}_{22}}+\frac{\left(\hat{c}_{22} \hat{c}_{34}-\hat{c}_{23} \hat{c}_{24}\right)^{2}}{\hat{c}_{22}\left(\hat{c}_{22} \hat{c}_{44}-\hat{c}_{24}^{2}\right)}\right], \\
K_{31}=\frac{a_{1}^{3} a_{2}}{12} \frac{\hat{c}_{22} \hat{c}_{33}-\hat{c}_{23}^{2}}{\hat{c}_{22}}, K_{34}=\frac{a_{1}^{3} a_{2}}{6} \frac{\hat{c}_{22} \hat{c}_{34}-\hat{c}_{23} \hat{c}_{24}}{\hat{c}_{22}}, \\
K_{41}=\frac{a_{1}^{3} a_{2}}{12} \frac{\hat{c}_{22} \hat{c}_{34}-\hat{c}_{23} \hat{c}_{24}}{\hat{c}_{22}}, K_{44}=\frac{a_{1}^{3} a_{2}}{6} \frac{\hat{c}_{22} \hat{c}_{44}-\hat{c}_{24}^{2}}{\hat{c}_{22}}, \\
L_{32}=\frac{a_{1} a_{2}^{3}}{12}\left[\frac{\hat{c}_{22} \hat{c}_{33}-\hat{c}_{23}^{2}}{\hat{c}_{22}}+\frac{\left(\hat{c}_{22} \hat{c}_{34}-\hat{c}_{23} \hat{c}_{24}\right)^{2}}{\hat{c}_{22}\left(\hat{c}_{22} \hat{c}_{44}-\hat{c}_{24}^{2}\right)}\right] .
\end{gathered}
$$

Thus for a fully anisotropic but homogeneous beam there is only coupling between twisting and bending in direction 1.
7.2. The homogeneous orthotropic/isotropic beam. When the material is orthotropic a complete decoupling occurs. Indeed, for orthotropic material we have that $c_{k i}=0$ for $k=1,2,3$ and $i=4,5,6$, and $c_{45}=c_{46}=c_{56}=0$. It then follows that $K_{34}=K_{41}=0$ and the system (61) reduces to

$$
\left\{\begin{array}{l}
A_{33} \bar{\zeta}_{3}^{\prime \prime}=-p_{3}  \tag{62}\\
-K_{31} \bar{\zeta}_{1}^{(i v)}=-p_{1} \\
-L_{32} \bar{\zeta}_{2}^{(i v)}=-p_{2} \\
2 K_{44} \bar{\vartheta}^{\prime \prime}=-m
\end{array}\right.
$$

Finally, if the material is isotropic, that is, if it is orthotropic and $c_{12}=c_{23}=c_{13}=: \lambda$, $c_{44}=c_{55}=c_{66}=: \mu$, and $c_{11}=c_{22}=c_{33}=\lambda+2 \mu$, where $\lambda$ and $\mu$ are the Lamé moduli, then we have that

$$
A_{33}=a_{1} a_{2} E, \quad K_{31}=\frac{a_{1}^{3} a_{2}}{12} E, \quad 2 K_{44}=\frac{a_{1}^{3} a_{2}}{3} \mu, \quad L_{32}=\frac{a_{1} a_{2}^{3}}{12} E
$$

where $E:=\mu \frac{3 \lambda+2 \mu}{\lambda+\mu}$ is the Young modulus of the material. Hence, in the isotropic and homogeneous case we recover the usual form of the differential system of equilibrium equations.
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#### Abstract

We present here some corrector results for the homogenization of the wave equation in a two-component composite with $\varepsilon$-periodic connected inclusions which complete the homogenization results proved in [P. Donato, L. Faella, and S. Monsurrò, J. Math. Pures Appl., 87 (2007), pp. 119143] by the authors. On the interface separating the two components we prescribe a jump of the solution proportional to the conormal derivatives via a function of order $\varepsilon^{\gamma}$, with $-1<\gamma \leq 1$. Due to different expressions of the energies of the limit problems, the cases $-1<\gamma<1$ and $\gamma=1$ need to be treated separately. The second one, where a memory effect appears in the homogenized problem, is the most interesting. For this critical case, displaying lack of compactness, we in particulur establish the central upper semicontinuity type inequalities by splitting a related energy term into a compact part and a part vanishing in appropriate norms.
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1. Introduction. In this paper we prove some corrector results for the homogenization of a linear hyperbolic problem in a domain $\Omega$ of $\mathbb{R}^{n}$ made up of two components, a connected one $\Omega_{1 \varepsilon}$ and a disconnected one $\Omega_{2 \varepsilon}$, which is a union of $\varepsilon$-periodic connected inclusions of size $\varepsilon$. The conditions prescribed on the interface $\Gamma^{\varepsilon}:=\partial \Omega_{2 \varepsilon}$ between the two components are the continuity of the conormal derivatives and a jump of the solution proportional to the conormal derivatives via a function of order $\varepsilon^{\gamma}$. We suppose here that $-1<\gamma \leq 1$. This work completes the corresponding homogenization results proved by the authors in [9].

Let $A$ be a periodic, symmetric, bounded, and elliptic matrix field and $h$ a bounded and periodic function. We consider the following problem:

$$
\left\{\begin{array}{l}
\left.u_{\varepsilon}^{\prime \prime}-\operatorname{div}\left(A^{\varepsilon} \nabla u_{\varepsilon}\right)=f_{\varepsilon} \quad \text { in }\left(\Omega_{1 \varepsilon} \times \Omega_{2 \varepsilon}\right) \times\right] 0, T[,  \tag{1.1}\\
\left.\left[A^{\varepsilon} \nabla u_{\varepsilon}\right] \cdot n_{1 \varepsilon}=0 \quad \text { on } \Gamma^{\varepsilon} \times\right] 0, T[, \\
\left.A^{\varepsilon} \nabla u_{1 \varepsilon} \cdot n_{1 \varepsilon}=-\varepsilon^{\gamma} h^{\varepsilon}\left[u_{\varepsilon}\right] \quad \text { on } \Gamma^{\varepsilon} \times\right] 0, T[, \\
\left.u_{\varepsilon}=0 \quad \text { on } \partial \Omega \times\right] 0, T[, \\
u_{\varepsilon}(0)=U_{\varepsilon}^{0} \quad \text { in } \Omega, \\
u_{\varepsilon}^{\prime}(0)=U_{\varepsilon}^{1} \quad \text { in } \Omega,
\end{array}\right.
$$

where $A^{\varepsilon}(x):=A(x / \varepsilon), h^{\varepsilon}(x):=h(x / \varepsilon), u_{\varepsilon}=\left(u_{1 \varepsilon}, u_{2 \varepsilon}\right)$ is defined in $\Omega_{1 \varepsilon} \times \Omega_{2 \varepsilon},[\cdot]$ denotes the jump trough $\Gamma^{\varepsilon}$, and $n_{i \varepsilon}$ is the unitary outward normal to $\Omega_{i \varepsilon}, i=1,2$.

[^99]This problem models the wave propagation in a medium made up of two materials with very different coefficients of propagation, which gives rise to the jump in the boundary condition on the interface. For the physical model we refer to [4], where these kinds of interface conditions are derived.

The homogenization results proved in [9] (recalled in section 2) show two different asymptotic behaviors for $-1<\gamma<1$ and $\gamma=1$, the last case being the most interesting one, since a memory effect appears at the limit (see also Remark 2.7).

When $-1<\gamma<1$, under suitable assumptions on the data (see Theorem 2.3), we have, as $\varepsilon \rightarrow 0$, the following convergences:

$$
\begin{cases}P_{1}^{\varepsilon} u_{1 \varepsilon} \rightharpoonup u_{1} & \text { weakly* in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \\ P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime} \rightharpoonup u_{1}^{\prime} & \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right)\end{cases}
$$

while

$$
\begin{cases}\widetilde{u_{2 \varepsilon}} \rightharpoonup \theta_{2} u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\ \widetilde{u_{2 \varepsilon}^{\prime}} \rightharpoonup \theta_{2} u_{1}^{\prime} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),\end{cases}
$$

and

$$
\left\{\begin{array}{l}
A^{\varepsilon} \widetilde{\nabla u_{1 \varepsilon}} \rightharpoonup A^{0} \nabla u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right)  \tag{1.2}\\
A^{\varepsilon} \widetilde{\nabla u_{2 \varepsilon}} \rightharpoonup 0 \quad \text { weakly* in } L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right)
\end{array}\right.
$$

where $P_{1}^{\varepsilon}$ is a suitable extension operator, $\theta_{2}$ is the proportion of material occupying the inclusions, $\sim$ denotes the zero extension to the whole of $\Omega$, and $u_{1}$ is the solution of the homogenized problem

$$
\begin{cases}\left.u_{1}^{\prime \prime}-\operatorname{div}\left(A^{0} \nabla u_{1}\right)=f_{1}+f_{2} \quad \text { in } \Omega \times\right] 0, T[ \\ u_{1}=0 & \text { on } \partial \Omega \times] 0, T[ \\ u_{1}(0)=U_{0} & \text { in } \Omega, \\ u_{1}^{\prime}(0)=U_{1} & \text { in } \Omega\end{cases}
$$

The matrix field $A^{0}$ is the same constant positive definite matrix obtained by Cioranescu and Saint Jean Paulin (see [7] and also [6]) for the homogenization of the elliptic problem in the perforated domain $\Omega_{1 \varepsilon}$, with a Neumann condition on the boundary of the holes.

All of these convergences are weak, but sufficient, to obtain the homogenized problem. At this point, the question is how to improve them, in particular give more information on the gradient and on the first time derivative of the solution. Such results are known in standard homogenization as corrector results. The aim of this paper is precisely to answer the above questions.

The corrector result given in Theorem 2.4 states that, under some additional assumptions,

$$
\left\{\begin{array}{l}
\widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}} \rightarrow u_{1}^{\prime} \text { strongly in } C^{0}\left(0, T ; L^{2}(\Omega)\right) \\
\lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla u_{1}\right\|_{C^{0}\left(0, T ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}=0 \\
\lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left(0, T ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}=0
\end{array}\right.
$$

where $C^{\varepsilon}$ is the same corrector matrix of the problem studied in [7].

The additional assumptions concern the data. We assume strong convergence for both $f_{\varepsilon}$ and $U_{\varepsilon}^{1}$, and we suppose that $U_{\varepsilon}^{0}$ solves the particular elliptic equation given by (2.10). These assumptions are needed for the convergence of the energy of problem (1.1) to that of the homogenized one. This convergence is necessary to prove the corrector results, as already evidenced in the classical homogenization of the wave equation (see [2]) or in a perforated domain with a Neumann condition on the boundaries of the holes (see [18]).

If $\gamma=1$, the situation is more complicated since the limit problem consists in a p.d.e. coupled with an o.d.e., as proved in [9]. One still has the convergences

$$
\begin{cases}P_{1}^{\varepsilon} u_{1 \varepsilon} \rightharpoonup u_{1} & \text { weakly* in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \\ P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime} \rightharpoonup u_{1}^{\prime} & \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right)\end{cases}
$$

and

$$
\begin{cases}\widetilde{u_{2 \varepsilon}} \rightharpoonup u_{2} & \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \\ \widetilde{u_{2 \varepsilon}^{\prime}} \rightharpoonup u_{2}^{\prime} & \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right)\end{cases}
$$

but $u_{2}$ is not $\theta_{2} u_{1}^{\prime}$ anymore. In this case (see Theorem 2.6), $\left(u_{1}, u_{2}\right)$ is the unique solution of the coupled problem

$$
\left\{\begin{array}{l}
\left.\theta_{1} u_{1}^{\prime \prime}-\operatorname{div}\left(A^{0} \nabla u_{1}\right)+c_{h}\left(\theta_{2} u_{1}-u_{2}\right)=f_{1} \quad \text { in } \Omega \times\right] 0, T[, \\
\left.u_{2}^{\prime \prime}-c_{h}\left(\theta_{2} u_{1}-u_{2}\right)=f_{2} \quad \text { in } \Omega \times\right] 0, T[, \\
\left.u_{1}=0 \quad \text { on } \partial \Omega \times\right] 0, T[, \\
u_{1}(x, 0)=U^{0}, \quad u_{2}(x, 0)=\theta_{2} U^{0} \quad \text { in } \Omega, \\
u_{1}^{\prime}(x, 0)=U^{1}, \quad u_{2}^{\prime}(x, 0)=\theta_{2} U^{1} \quad \text { in } \Omega,
\end{array}\right.
$$

where $\theta_{1}=1-\theta_{2}$ and $c_{h}$ is a constant depending on the function $h$. Furthermore, convergences (1.2) still hold. Let us mention that in [9, Remark 2.11] the limit function $u_{2}$ is explicitly computed in terms of $u_{1}$ and it is shown that $u_{1}$ is the solution of a linear hyperbolic problem with a linear memory effect.

Under the same assumptions as in the previous case, the corrector result for $\gamma=1$ (Theorem 2.8) states the convergences

$$
\left\{\begin{array}{l}
\lim _{\varepsilon \rightarrow 0}\left\|u_{1 \varepsilon}^{\prime}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right)}=0 \\
\lim _{\varepsilon \rightarrow 0}\left\|u_{2 \varepsilon}^{\prime}-\theta_{2}^{-1} u_{2}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}=0 \\
\lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla u_{1}\right\|_{C^{0}\left(0, T ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}=0, \\
\lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left(0, T ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}=0
\end{array}\right.
$$

The corrector results are proved in section 5 for $-1<\gamma<1$ and in section 6 for $\gamma=1$.

Let us point out the main difficulties of our situation due to the presence of the interface. The first concerns the study of the convergence of the energy associated to problem (1.1). This is in general straightforward, but here the expression of the energy of problem (1.1) is more complicated than usual, since it contains a boundary term. Moreover, for $\gamma=1$, the energy of the homogenized coupled system contains also a zero order term which is a linear combination of $u_{1}$ and $u_{2}$. This can be seen comparing formulas (4.5) (case $-1<\gamma<1$ ) and (4.8) (case $\gamma=1$ ). We can prove in section 4 (Theorems 4.3 and 4.4) that in both cases the energy converges to those of the homogenized problems.

The second and more difficult point consists in proving two upper semicontinuity type inequalities given for the two cases in Propositions 5.1 and 6.1, respectively. They require specific arguments and are crucial, since they allow us to end, by a density argument, the proof of the corrector result. Let us mention that usually in the literature one obtains a convergence, which gives rise to an equality for the limit (see Remark 5.2), but here we can only obtain an inequality on an upper limit. Nevertheless, this is enough to conclude.

Let us briefly describe Proposition 6.1 concerning the case $\gamma=1$, which is the most interesting one. It states that if we set, for $\Phi, \Psi \in C^{\infty}([0, T], \mathcal{D}(\Omega))$,

$$
\begin{aligned}
\hat{X}_{\varepsilon}= & \frac{1}{2}\left[\int_{\Omega_{1 \varepsilon}}\left|u_{1 \varepsilon}^{\prime}-\Phi^{\prime}\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|u_{2 \varepsilon}^{\prime}-\Psi^{\prime}\right|^{2} d x\right. \\
& \left.+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon}\left(\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right)\left(\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right) d x+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon} \nabla u_{2 \varepsilon} d x\right],
\end{aligned}
$$

then

$$
\begin{equation*}
\underset{\varepsilon \rightarrow 0}{\limsup }\left\|\hat{X}_{\varepsilon}\right\|_{C^{o}([0, T])} \leq\|\hat{X}\|_{C^{o}([0, T])}, \tag{1.3}
\end{equation*}
$$

where
$\hat{X}=\frac{1}{2}\left[\theta_{1}\left\|u_{1}^{\prime}-\Phi^{\prime}\right\|_{L^{2}(\Omega)}^{2}+\theta_{2}^{-1}\left\|u_{2}^{\prime}-\theta_{2} \Psi^{\prime}\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} A^{0}\left(\nabla u_{1}-\nabla \Phi\right)\left(\nabla u_{1}-\nabla \Phi\right) d x\right]$.
The main difficulty when proving this result is due to the boundary term in the energy associated to problem (1.1). Indeed, we cannot have estimates for the time derivative of $\hat{X}_{\varepsilon}$ so that we cannot derive any compactness of $\hat{X}_{\varepsilon}$ in $C^{0}([0, T])$. To overcome this difficulty, in Step 4 of the proof of Proposition 6.1 we decompose $\hat{X}_{\varepsilon}$ as a sum of two terms and we show that the first one is compact and the second one goes to zero in $C^{0}([0, T])$ (see also Remarks 6.2 and 6.3 for details). This allows us to prove (1.3).

The correctors for the corresponding elliptic case have been studied by the first author in [8]. The first homogenization result for these kinds of boundary conditions was done in the elliptic case, for some values of the parameter $\gamma$, by Auriault and Ene [1] by the multiple scales method. We refer to Lipton [15] for the study of the limit problem when $\gamma=0$, to $S$. Monsurrò [17] for the case $\gamma \leq-1$, and to [10] for the case $\gamma>-1$. For similar elliptic homogenization problems we refer also to [3], [12], [13], [16], [19].
2. Formulation of the problem and main results. Along this paper, $\Omega$ will denote an open bounded subset of $\mathbb{R}^{n}$ and $\{\varepsilon\}$ a sequence of positive real numbers converging to zero.

Let $Y=] 0, l_{1}[\times \cdots \times] 0, l_{n}\left[\right.$ be a reference cell in $\mathbb{R}^{n}$ and $Y_{1}$ and $Y_{2}$ be two nonempty open and disjoint subsets of $Y$ such that

$$
Y=Y_{1} \cup \overline{Y_{2}},
$$

with $Y_{1}$ connected and $\Gamma:=\partial Y_{2}$ of class $C^{2}$.
For any $k \in Z^{n}$ we denote

$$
Y_{i}^{k}:=k_{l}+Y_{i}, \quad \Gamma_{k}:=k_{l}+\Gamma,
$$

where $k_{l}=\left(k_{1} l_{1}, \ldots, k_{n} l_{n}\right)$ and $i=1,2$, and we suppose that

$$
\begin{equation*}
\partial \Omega \cap\left(\cup_{k \in Z^{n}}\left(\varepsilon \Gamma_{k}\right)\right):=\emptyset . \tag{2.1}
\end{equation*}
$$

We introduce then, for any $\varepsilon$, the two components of $\Omega$ and the interface, respectively, by

$$
\Omega_{i \varepsilon}:=\Omega \cap\left\{\cup_{k \in K_{\varepsilon}} \varepsilon Y_{i}^{k}\right\}, i=1,2, \quad \text { and } \quad \Gamma^{\varepsilon}:=\partial \Omega_{2 \varepsilon}
$$

where $K_{\varepsilon}$ is the set of the n-tuples such that $\varepsilon \Gamma_{k}$ is included in $\Omega$, namely,

$$
K_{\varepsilon}:=\left\{k \in Z^{n} \mid \varepsilon \Gamma_{k} \cap \Omega \neq \emptyset\right\},
$$

so that $\partial \Omega \cap \Gamma^{\varepsilon}=\emptyset$.
Due to (2.1), the set $\Omega_{1 \varepsilon}$ is connected while $\Omega_{2 \varepsilon}$ is a union of $c \varepsilon^{-n}$ disjoint translated sets of $\varepsilon Y_{2}, c$ being a constant independent of $\varepsilon$.

In what follows, we will denote by $\chi_{\omega}$ the characteristic function of any open set $\omega \subset \mathbb{R}^{n}$. We know that (see, for instance, [6])

$$
\begin{equation*}
\chi_{\Omega_{i \varepsilon}} \rightharpoonup \theta_{i}:=\frac{\left|Y_{i}\right|}{|Y|} \quad \text { weakly in } L^{2}(\Omega), \quad i=1,2 \tag{2.2}
\end{equation*}
$$

We define the normed space $V^{\varepsilon}$ by

$$
V^{\varepsilon}:=\left\{v_{1} \in H^{1}\left(\Omega_{1 \varepsilon}\right) \mid v_{1}=0\right\}
$$

endowed with the norm

$$
\left\|v_{1}\right\|_{V^{\varepsilon}}:=\left\|\nabla v_{1}\right\|_{L^{2}\left(\Omega_{1 \varepsilon}\right)}
$$

Remark 2.1. Since we do not assume any regularity on $\partial \Omega$, the condition on $\partial \Omega$ in the definition of $V^{\varepsilon}$ has to be understood in a density sense. More precisely, $V^{\varepsilon}$ is the closure with respect to the $H^{1}\left(\Omega_{1 \varepsilon}\right)$-norm of the set of the functions of $C^{\infty}\left(\Omega_{1 \varepsilon}\right)$ with a compact support contained in $\Omega$. This make sense because of (2.1).

As in [9], we also define, for every $\gamma \in \mathbb{R}$,

$$
H_{\gamma}^{\varepsilon}:=\left\{v=\left(v_{1}, v_{2}\right) \mid v_{1} \in V^{\varepsilon} \quad \text { and } \quad v_{2} \in H^{1}\left(\Omega_{2 \varepsilon}\right)\right\}
$$

equipped with the norm

$$
\|v\|_{H_{\gamma}^{\varepsilon}}^{2}:=\left\|\nabla v_{1}\right\|_{L^{2}\left(\Omega_{1 \varepsilon}\right)}^{2}+\left\|\nabla v_{2}\right\|_{L^{2}\left(\Omega_{2 \varepsilon}\right)}^{2}+\varepsilon^{\gamma}\left\|v_{1}-v_{2}\right\|_{L^{2}\left(\Gamma^{\varepsilon}\right)}^{2} .
$$

Obviously, if $0<\varepsilon<1$ and $\gamma_{1} \leq \gamma_{2}$, then

$$
\|v\|_{H_{\gamma_{2}}^{\varepsilon}} \leq\|v\|_{H_{\gamma_{1}}^{\varepsilon}}
$$

Moreover, as shown in [17, Lemmas 2.7 and 2.8 and their proofs], for every fixed $\varepsilon$ the norms of $H_{\gamma}^{\varepsilon}$ and $V^{\varepsilon} \times H^{1}\left(\Omega_{2 \varepsilon}\right)$ are equivalent.

To introduce the coefficient matrix, we define, for $\alpha, \beta \in \mathbb{R}$ with $0<\alpha<\beta$, the set $M(\alpha, \beta, Y)$ of the $n \times n$ Y-periodic matrix-valued functions in $L^{\infty}(Y)$ such that

$$
(A(x) \lambda, \lambda) \geq \alpha|\lambda|^{2}, \quad|A(x) \lambda| \leq \beta \lambda
$$

for any $\lambda \in \mathbb{R}^{n}$ and a.e. in $Y$.
We assume that

$$
\begin{equation*}
A \in M(\alpha, \beta, Y), \quad A \text { symmetric } \tag{2.3}
\end{equation*}
$$

and we set, for any $\varepsilon>0$,

$$
\begin{equation*}
A^{\varepsilon}(x):=A(x / \varepsilon) \tag{2.4}
\end{equation*}
$$

Moreover, we consider a Y-periodic function $h$ such that

$$
h \in L^{\infty}(\Gamma) \text { and } \exists h_{0} \in \mathbb{R} \text { such that } 0<h_{0}<h(y) \text { a.e. in } \Gamma
$$

and set

$$
\begin{equation*}
h^{\varepsilon}(x):=h\left(\frac{x}{\varepsilon}\right) \tag{2.5}
\end{equation*}
$$

Throughout this work, we suppose $T>0$ be given and $-1<\gamma \leq 1$. We consider the following problem:

$$
\begin{cases}u_{1 \varepsilon}^{\prime \prime}-\operatorname{div}\left(A^{\varepsilon} \nabla u_{1 \varepsilon}\right)=f_{1 \varepsilon} & \text { in } \left.\Omega_{1 \varepsilon} \times\right] 0, T[,  \tag{2.6}\\ u_{2 \varepsilon}^{\prime \prime}-\operatorname{div}\left(A^{\varepsilon} \nabla u_{2 \varepsilon}\right)=f_{2 \varepsilon} & \text { in } \left.\Omega_{2 \varepsilon} \times\right] 0, T[, \\ \left.A^{\varepsilon} \nabla u_{1 \varepsilon} \cdot n_{1 \varepsilon}=-A^{\varepsilon} \nabla u_{2 \varepsilon} \cdot n_{2 \varepsilon} \quad \text { on } \Gamma^{\varepsilon} \times\right] 0, T[, \\ \left.A^{\varepsilon} \nabla u_{1 \varepsilon} \cdot n_{1 \varepsilon}=-\varepsilon^{\gamma} h^{\varepsilon}\left(u_{1 \varepsilon}-u_{2 \varepsilon}\right) \quad \text { on } \Gamma^{\varepsilon} \times\right] 0, T[, \\ \left.u_{1 \varepsilon}=0 \quad \text { on } \partial \Omega \times\right] 0, T[, & \\ u_{1 \varepsilon}(0)=U_{1 \varepsilon}^{0} \quad \text { in } \Omega_{1 \varepsilon}, \quad u_{2 \varepsilon}(0)=U_{2 \varepsilon}^{0} \quad \text { in } \Omega_{2 \varepsilon}, \\ u_{1 \varepsilon}^{\prime}(0)=U_{\varepsilon \mid \Omega_{1 \varepsilon}}^{1} \quad \text { in } \Omega_{1 \varepsilon}, \quad u_{2 \varepsilon}^{\prime}(0)=U_{\varepsilon \mid \Omega_{2 \varepsilon}}^{1} \quad \text { in } \Omega_{2 \varepsilon},\end{cases}
$$

where $n_{i \varepsilon}$ is the unitary outward normal to $\Omega_{i \varepsilon}, i=1,2$, and

$$
\left\{\begin{array}{l}
\text { (i) } f_{\varepsilon}:=\left(f_{1 \varepsilon \mid \Omega_{1 \varepsilon}}, f_{2 \varepsilon \mid \Omega_{2 \varepsilon}}\right) \text { with } f_{i \varepsilon} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), i=1,2  \tag{2.7}\\
\text { (ii) } U_{\varepsilon}^{0}:=\left(U_{1 \varepsilon}^{0}, U_{2 \varepsilon}^{0}\right) \in V^{\varepsilon} \times H^{1}\left(\Omega_{2 \varepsilon}\right) \\
\text { (iii) } U_{\varepsilon}^{1} \in L^{2}(\Omega)
\end{array}\right.
$$

Its variational (weak) formulation is

$$
\left\{\begin{array}{l}
\text { find } u_{\varepsilon}=\left(u_{1 \varepsilon}, u_{2 \varepsilon}\right) \text { in } L^{2}\left(0, T ; V^{\varepsilon}\right) \times L^{2}\left(0, T ; H^{1}\left(\Omega_{2 \varepsilon}\right)\right) \\
\text { such that } u_{1 \varepsilon}^{\prime} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right), u_{2 \varepsilon}^{\prime} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right) \text { and } \\
\left\langle u_{1 \varepsilon}^{\prime \prime}, v_{1}\right\rangle_{\left(V^{\varepsilon}\right)^{\prime}, V^{\varepsilon}}+\left\langle u_{2 \varepsilon}^{\prime \prime}, v_{2}\right\rangle_{\left(H^{1}\left(\Omega_{2 \varepsilon}\right)\right)^{\prime}, H^{1}\left(\Omega_{2 \varepsilon}\right)}  \tag{2.8}\\
+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon} \cdot \nabla v_{1} d x+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon} \cdot \nabla v_{2} d x \\
+\varepsilon^{\gamma} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left(u_{1 \varepsilon}-u_{2 \varepsilon}\right)\left(v_{1}-v_{2}\right) d \sigma_{x}=\int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon} v_{1} d x+\int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon} v_{2} d x \\
\text { for every }\left(v_{1}, v_{2}\right) \in V^{\varepsilon} \times H^{1}\left(\Omega_{2 \varepsilon}\right) \text { in } \mathcal{D}^{\prime}(0, T), \\
u_{1 \varepsilon}(0)=U_{1 \varepsilon}^{0} \quad \text { in } \Omega_{1 \varepsilon}, \quad u_{2 \varepsilon}(0)=U_{2 \varepsilon}^{0} \quad \text { in } \Omega_{2 \varepsilon}, \\
u_{1 \varepsilon}^{\prime}(0)=U_{\varepsilon \mid \Omega_{1 \varepsilon}}^{1} \quad \text { in } \Omega_{1 \varepsilon}, \quad u_{2 \varepsilon}^{\prime}(0)=U_{\varepsilon \mid \Omega_{2 \varepsilon}}^{1} \quad \text { in } \Omega_{2 \varepsilon}
\end{array}\right.
$$

The homogenization of this problem has been studied in [9] under more general assumptions than (2.7), obtaining different limit problems according to different values of $\gamma$. We prove here some corrector results for the two cases $-1<\gamma<1$ and $\gamma=1$.

It is well known that (see, for instance, [2] and [18]) corrector results for the wave equation need stronger assumptions than that of the convergence results. In particular, we suppose that

$$
\left\{\begin{array}{l}
\left(\text { i) }\left(f_{1 \varepsilon}, f_{2 \varepsilon}\right) \rightarrow\left(\theta_{1}^{-1} f_{1}, \theta_{2}^{-1} f_{2}\right) \text { strongly in }\left[L^{2}\left(0, T ; L^{2}(\Omega)\right)\right]^{2}\right.  \tag{2.9}\\
\text { (ii) } U_{\varepsilon}^{1} \rightarrow U^{1} \text { strongly in } L^{2}(\Omega)
\end{array}\right.
$$

and, concerning the initial condition $U_{\varepsilon}^{0}$, we assume that it is the unique solution of the problem

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A^{\varepsilon} \nabla U_{1 \varepsilon}^{0}\right)=Q_{1}^{\varepsilon *}\left(-\operatorname{div}\left(A^{0} \nabla U^{0}\right)\right) \quad \text { in } \Omega_{1 \varepsilon},  \tag{2.10}\\
-\operatorname{div}\left(A^{\varepsilon} \nabla U_{2 \varepsilon}^{0}\right)=0 \quad \text { in } \Omega_{2 \varepsilon}, \\
A^{\varepsilon} \nabla U_{1 \varepsilon}^{0} \cdot n_{1 \varepsilon}=-A^{\varepsilon} \nabla U_{2 \varepsilon}^{0} \cdot n_{2 \varepsilon} \quad \text { on } \Gamma^{\varepsilon}, \\
A^{\varepsilon} \nabla U_{1 \varepsilon}^{0} \cdot n_{1 \varepsilon}=-\varepsilon^{\gamma} h^{\varepsilon}\left(U_{1 \varepsilon}^{0}-U_{2 \varepsilon}^{0}\right) \quad \text { on } \Gamma^{\varepsilon}, \\
U_{1 \varepsilon}^{0}=0 \quad \text { on } \partial \Omega,
\end{array}\right.
$$

where $U^{0}$ is given in $H_{0}^{1}(\Omega)$ and $Q_{1}^{\varepsilon *}$ is the adjoint of a suitable extension operator $Q_{1}^{\varepsilon}$, defined in section 3 .

Remark 2.2. The homogenization result proved in [8] for the elliptic case (recalled in section 3 for the reader's convenience) applies to (2.10) and gives (see the proof of Lemma 4.2 for details) the following convergences:

$$
\left\{\begin{array}{l}
\text { (i) } Q_{1}^{\varepsilon} U_{1 \varepsilon}^{0} \rightharpoonup U^{0} \quad \text { weakly in } H_{0}^{1}(\Omega)  \tag{2.11}\\
\text { (ii) } A^{\varepsilon} \widetilde{\nabla U_{1 \varepsilon}^{0}} \rightharpoonup A^{0} \nabla U^{0} \quad \text { weakly in }\left[L^{2}(\Omega)\right]^{n} \\
\text { (iii) } A^{\varepsilon} \widetilde{\nabla U_{2 \varepsilon}^{0}} \rightharpoonup 0 \quad \text { weakly in }\left[L^{2}(\Omega)\right]^{n} \\
\text { (iv) }\left\|U_{\varepsilon}^{0}\right\|_{H_{\gamma}^{\varepsilon}} \leq C \text { with } C \text { independent of } \varepsilon \\
\text { (v) } \widetilde{U_{2 \varepsilon}^{0}} \rightharpoonup \theta_{2} U^{0} \quad \text { weakly in } H_{0}^{1}(\Omega)
\end{array}\right.
$$

where ${ }^{\sim}$ denotes the zero extension to the whole of $\Omega$ and the homogenized matrix $A^{0}$ is defined by

$$
\begin{equation*}
A^{0} \lambda=\frac{1}{|Y|} \int_{Y_{1}} A \nabla w_{\lambda} d y \tag{2.12}
\end{equation*}
$$

with $w_{\lambda} \in H^{1}\left(Y_{1}\right)$ solution, for any $\lambda \in \mathbb{R}^{n}$, of

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A \nabla w_{\lambda}\right)=0 \quad \text { in } Y_{1}  \tag{2.13}\\
\left(A \nabla w_{\lambda}\right) \cdot n_{1}=0 \quad \text { on } \Gamma \\
w_{\lambda}-\lambda \cdot y \quad Y \text {-periodic } \\
\frac{1}{\left|Y_{1}\right|} \int_{Y_{1}}\left(w_{\lambda}-\lambda \cdot y\right) d y=0
\end{array}\right.
$$

Moreover, from (2.9) and (2.11)(i) and (v) one has

$$
\left\{\begin{array}{l}
(\text { i })\left(\chi_{\Omega_{1 \varepsilon}} f_{1 \varepsilon}, \chi_{\Omega_{2 \varepsilon}} f_{2 \varepsilon}\right) \rightharpoonup\left(f_{1}, f_{2}\right) \text { weakly in }\left[L^{2}\left(0, T ; L^{2}(\Omega)\right)\right]^{2}, \\
\text { (ii) }\left(\chi_{\Omega_{1 \varepsilon}} U_{\varepsilon}^{1}, \chi_{\Omega_{2 \varepsilon}} U_{\varepsilon}^{1}\right) \rightharpoonup\left(\theta_{1} U^{1}, \theta_{2} U^{1}\right) \text { weakly in } L^{2}(\Omega) \times L^{2}(\Omega), \\
\text { (iii) }\left(\widetilde{U_{1 \varepsilon}^{0}}, \widetilde{U_{2 \varepsilon}^{0}}\right) \rightharpoonup\left(\theta_{1} U^{0}, \theta_{2} U^{0}\right) \quad \text { weakly in } L^{2}(\Omega) \times L^{2}(\Omega)
\end{array}\right.
$$

Let us describe first the case $-1<\gamma<1$, for which the homogenization result proved in [9] applies and, under the above assumptions, reads as follows.

Theorem 2.3 (see [9]). For $-1<\gamma<1$, let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, suppose that (2.7), (2.9), and (2.10) hold, and let $u_{\varepsilon}$ be the solution of problem (2.6). Then, there exist a constant $C>0$ (independent of $\varepsilon$ ) and an
extension operator $P_{1}^{\varepsilon} \in \mathcal{L}\left(L^{\infty}\left(0, T ; H^{k}\left(\Omega_{1 \varepsilon}\right)\right) ; L^{\infty}\left(0, T ; H^{k}(\Omega)\right)\right)$, for $k=1,2$, such that

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { (i) } P_{1}^{\varepsilon} u_{1 \varepsilon} \rightharpoonup u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \\
\text { (ii) } \widetilde{u_{2 \varepsilon}} \rightharpoonup u_{2}:=\theta_{2} u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\
\text { (iii) } \varepsilon^{\gamma / 2}\left\|u_{1 \varepsilon}-u_{2 \varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Gamma^{\varepsilon}\right)\right)}<C,
\end{array}\right. \\
& \left\{\begin{array}{l}
\left(\text { (i) } P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime} \rightharpoonup u_{1}^{\prime} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),\right. \\
\left(\text { ii) } \widetilde{u_{2 \varepsilon}^{\prime}} \rightharpoonup u_{2}^{\prime}=\theta_{2} u_{1}^{\prime} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),\right.
\end{array}\right.  \tag{2.14}\\
& \left\{\begin{array}{l}
\text { (i) } A^{\varepsilon} \widetilde{\nabla u_{1 \varepsilon}} \rightharpoonup A^{0} \nabla u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right), \\
\text { (ii) } A^{\varepsilon} \widetilde{\nabla u_{2 \varepsilon}} \rightharpoonup 0 \quad \text { weakly* in } L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right),
\end{array}\right. \tag{2.15}
\end{align*}
$$

where $\theta_{2}$ is given by (2.2) and $u_{1}$ is the unique solution in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$, with $u_{1}^{\prime}$ in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$, of the problem

$$
\left\{\begin{array}{l}
\left.u_{1}^{\prime \prime}-\operatorname{div}\left(A^{0} \nabla u_{1}\right)=f_{1}+f_{2} \quad \text { in } \Omega \times\right] 0, T[,  \tag{2.17}\\
\left.u_{1}=0 \quad \text { on } \partial \Omega \times\right] 0, T[, \\
u_{1}(0)=U^{0} \quad \text { in } \Omega, \\
u_{1}^{\prime}(0)=U^{1} \quad \text { in } \Omega,
\end{array}\right.
$$

with $A^{0}$ defined in (2.12).
Let $\left(e_{j}\right)_{j=1, \ldots, n}$ be the canonical basis and $w_{j} \in H^{1}\left(Y_{1}\right)$ be the solution of problem (2.13), written for $\lambda=e_{j}$, for $j=1, \ldots, n$. The corrector matrix $C^{\varepsilon}$ is defined, for any $\varepsilon$, by

$$
\begin{equation*}
C^{\varepsilon}(x)=\widetilde{C}\left(\frac{x}{\varepsilon}\right) \tag{2.18}
\end{equation*}
$$

where

$$
C_{i j}(y):=\frac{\partial w_{j}}{\partial y_{i}}(y), \quad \text { for } i, j=1, \ldots, n
$$

and ${ }^{\sim}$ denotes the zero extension to the whole reference cell $Y$. Let us mention that, as in the elliptic case (see [8]), $C^{\varepsilon}$ is the same corrector obtained in the case of a periodic perforated domain with an homogeneous Neumann condition on the holes studied in [7]. Here, due to the symmetry of $A$, the matrix $C^{\varepsilon}$ is symmetric too.

Our first corrector result is as follows.
THEOREM 2.4 (correctors for $-1<\gamma<1$ ). Let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and suppose that (2.7), (2.9), and (2.10) hold. If $u_{\varepsilon}$ is the solution of problem (2.6) with $-1<\gamma<1$ and $u_{1}$ is the solution of problem (2.17), then

$$
\left\{\begin{array}{l}
\text { (i) } \widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}} \rightarrow u_{1}^{\prime} \quad \text { strongly in } C^{0}\left(0, T ; L^{2}(\Omega)\right),  \tag{2.19}\\
\text { (ii) } \lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla u_{1}\right\|_{C^{0}\left(0, T ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}=0 \\
\text { (iii) } \lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left(0, T ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}=0
\end{array}\right.
$$

This theorem will be proved in section 5 .
Remark 2.5. Convergence (2.19)(i) is equivalent to

$$
\lim _{\varepsilon \rightarrow 0}\left\|u_{i \varepsilon}^{\prime}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{i \varepsilon}\right)\right)}=0, i=1,2
$$

since

$$
\int_{\Omega}\left|\widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}}-u_{1}^{\prime}\right|^{2} d x=\int_{\Omega_{1 \varepsilon}}\left|u_{1 \varepsilon}^{\prime}-u_{1}^{\prime}\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|u_{2 \varepsilon}^{\prime}-u_{1}^{\prime}\right|^{2} d x
$$

$\Omega_{1 \varepsilon}$ and $\Omega_{2 \varepsilon}$ being disjoint sets.
We present now the more complicated case $\gamma=1$, which is also the more interesting, since the limit function $u_{2}$ is not $\theta_{2} u_{1}$ anymore and the limit problem satisfied by $\left(u_{1}, u_{2}\right)$ is a coupled system consisting in a p.d.e. and an o.d.e. Indeed, we have the following theorem.

Theorem 2.6 (see [9]). For $\gamma=1$, let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, suppose that (2.7), (2.10), and (2.9) hold, and let $u_{\varepsilon}$ be the solution of the problem (2.6). Then, there exist a constant $C>0$ (independent of $\varepsilon$ ) and an extension operator $P_{1}^{\varepsilon} \in \mathcal{L}\left(L^{\infty}\left(0, T ; H^{k}\left(\Omega_{1 \varepsilon}\right)\right) ; L^{\infty}\left(0, T ; H^{k}(\Omega)\right)\right.$, for $k=1,2$, such that

$$
\begin{gather*}
\left\{\begin{array}{l}
\text { (i) } P_{1}^{\varepsilon} u_{1 \varepsilon} \rightharpoonup u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \\
\text { (ii) } \widetilde{u_{2 \varepsilon}} \rightharpoonup u_{2} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\
\left(\text { (ii) } \varepsilon^{1 / 2}\left\|u_{1 \varepsilon}-u_{2 \varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Gamma^{\varepsilon}\right)\right)}<C,\right.
\end{array}\right.  \tag{2.20}\\
\left\{\begin{array}{l}
\left(\text { i) } P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime} \rightharpoonup u_{1}^{\prime} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),\right. \\
\left(\text { ii) } \widetilde{u_{2 \varepsilon}^{\prime}} \rightharpoonup u_{2}^{\prime} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),\right.
\end{array}\right.  \tag{2.21}\\
\left\{\begin{array}{l}
\text { (i) } A^{\varepsilon} \widetilde{\nabla u_{1 \varepsilon}} \rightharpoonup A^{0} \nabla u_{1} \quad \text { weakly* in } L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right), \\
\text { (ii) } A^{\varepsilon} \widetilde{\nabla u_{2 \varepsilon}} \rightharpoonup 0 \quad \text { weakly* in } L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right),
\end{array}\right. \tag{2.22}
\end{gather*}
$$

where the couple $\left(u_{1}, u_{2}\right)$ is the unique solution $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)$, with $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$ in $L^{2}\left(0, T ; L^{2}(\Omega)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)$, of the problem

$$
\left\{\begin{array}{l}
\left.\theta_{1} u_{1}^{\prime \prime}-\operatorname{div}\left(A^{0} \nabla u_{1}\right)+c_{h}\left(\theta_{2} u_{1}-u_{2}\right)=f_{1} \quad \text { in } \Omega \times\right] 0, T[,  \tag{2.23}\\
\left.u_{2}^{\prime \prime}-c_{h}\left(\theta_{2} u_{1}-u_{2}\right)=f_{2} \quad \text { in }\right] 0, T[\text { for a.e. } x \in \Omega, \\
\left.u_{1}=0 \quad \text { on } \partial \Omega \times\right] 0, T[, \\
u_{1}(0)=U^{0}, \quad u_{2}(0)=\theta_{2} U^{0} \quad \text { in } \Omega, \\
u_{1}^{\prime}(0)=U^{1}, \quad u_{2}^{\prime}(0)=\theta_{2} U^{1} \quad \text { in } \Omega,
\end{array}\right.
$$

where $\theta_{i}$, for $i=1,2$, are given by (2.2), $c_{h}=\frac{1}{\left|Y_{2}\right|} \int_{\Gamma} h(y) d \sigma_{y}>0$, and the homogenized matrix $A^{0}$ is defined by (2.12).

Remark 2.7. (i) In [9], it is shown that $u_{1}$ is the solution of the equation

$$
\left.\theta_{1} u_{1}^{\prime \prime}-\operatorname{div}\left(A^{0} \nabla u_{1}\right)+c_{h} \theta_{2} u_{1}-c_{h}^{2} \theta_{2} \int_{0}^{t} \mathcal{K}(t, s) u_{1}(s) d s=F \text { in } \Omega \times\right] 0, T[
$$

containing a periodic memory kernel $\mathcal{K}$; moreover, the limit solution $u_{2}$ and the function $F$ are explicitly computed. In this paper we will need only to use the limit problem under the form (2.23), which is well adapted to the study of the energies.
(ii) Observe that convergences (2.14)-(2.15) and (2.20)-(2.21) imply that for $-1<$ $\gamma \leq 1$

$$
\chi_{\Omega_{1 \varepsilon}} P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime} \rightharpoonup \theta_{1} u_{1}^{\prime} \quad \text { weakly* in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right)
$$

Moreover, from classical compactness results (see [14])

$$
P_{1}^{\varepsilon} u_{1 \varepsilon} \rightarrow u_{1} \quad \text { strongly in } C^{0}\left(0, T ; L^{2}(\Omega)\right)
$$

Let us state the corrector result associated to the case $\gamma=1$.
THEOREM 2.8 (correctors for $\gamma=1$ ). Let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and suppose that (2.7), (2.9), and (2.10) hold. If $u_{\varepsilon}$ is the solution of problem (2.6) with $\gamma=1$ and $\left(u_{1}, u_{2}\right)$ is the solution of problem (2.23), then

$$
\left\{\begin{array}{l}
\text { (i) } \lim _{\varepsilon \rightarrow 0}\left\|u_{1 \varepsilon}^{\prime}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right)}=0 \\
\text { (ii) } \lim _{\varepsilon \rightarrow 0}\left\|u_{2 \varepsilon}^{\prime}-\theta_{2}^{-1} u_{2}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}=0  \tag{2.24}\\
\text { (iii) } \lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla u_{1}\right\|_{C^{0}\left(0, T ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}=0 \\
\text { (iv) } \lim _{\varepsilon \rightarrow 0}\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left(0, T ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}=0
\end{array}\right.
$$

Remark 2.9. Observe that in both cases, due to convergences (2.19)(iii) and (2.24)(iv), respectively, the additional assumptions (2.9) and (2.10) imply that convergences (2.16)(ii) and (2.22)(ii) are actually strong.

Theorem 2.4 will be proved in section 6 . Its proof is more delicate than that of the case $-1<\gamma<1$, due to the particular form of the limit problem, and requires specific arguments (see Remark 6.3 for details).
3. Some preliminary results. In this section we will recall some technical results needed in the proofs of Theorems 2.4 and 2.8 as well as the homogenization result proved in [8] and [10] for the elliptic problem.

Lemma 3.1 (see [7]). (i) There exists a linear continuous extension operator $Q_{1}$ belonging to $\mathcal{L}\left(H^{1}\left(Y_{1}\right) ; H^{1}(Y)\right) \cap \mathcal{L}\left(L^{2}\left(Y_{1}\right) ; L^{2}(Y)\right)$ such that, for some positive constant $C$,

$$
\left\|\nabla Q_{1} v_{1}\right\|_{L^{2}(Y)} \leq C\left\|\nabla v_{1}\right\|_{L^{2}\left(Y_{1}\right)}
$$

for every $v_{1} \in H^{1}\left(Y_{1}\right)$.
(ii) There exists an extension operator $Q_{1}^{\varepsilon}$ belonging to $\mathcal{L}\left(L^{2}\left(\Omega_{1 \varepsilon}\right) ; L^{2}(\Omega)\right) \cap \mathcal{L}\left(V^{\varepsilon} ;\right.$ $\left.H_{0}^{1}(\Omega)\right)$ such that, for some positive constant $C$ (independent of $\varepsilon$ ),

$$
\left\|Q_{1}^{\varepsilon} v_{1}\right\|_{L^{2}(\Omega)} \leq C\left\|v_{1}\right\|_{L^{2}\left(\Omega_{1 \varepsilon}\right)}
$$

and

$$
\left\|\nabla Q_{1}^{\varepsilon} v_{1}\right\|_{L^{2}(\Omega)} \leq C\left\|\nabla v_{1}\right\|_{L^{2}\left(\Omega_{1 \varepsilon}\right)}
$$

for every $v_{1} \in V^{\varepsilon}$.
Lemma 3.2 (see [5]). There exists a linear continuous extension operator $P_{1}^{\varepsilon}$ belonging to $\mathcal{L}\left(L^{\infty}\left(0, T ; H^{k}\left(\Omega_{1 \varepsilon}\right)\right) ; L^{\infty}\left(0, T ; H^{k}(\Omega)\right)\right.$, $k=1,2$, such that, for some positive constant $C$ (independent of $\varepsilon$ ),

$$
\left\{\begin{array}{l}
\text { (i) } \left.P_{1}^{\varepsilon} \varphi=\varphi \text { in } \Omega_{1 \varepsilon} \times\right] 0, T[, \\
\text { (ii) } \left.P_{1}^{\varepsilon} \varphi^{\prime}=\left(P^{\varepsilon} \varphi\right)^{\prime} \text { in } \Omega \times\right] 0, T[, \\
\text { (iii) }\left\|P_{1}^{\varepsilon} \varphi\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right),} \\
\text { (iv) }\left\|P_{1}^{\varepsilon} \varphi^{\prime}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left\|\varphi^{\prime}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right),} \\
\left(\text { v) }\left\|\nabla\left(P_{1}^{\varepsilon} \varphi\right)\right\|_{L^{\infty}\left(0, T ;\left[L^{2}(\Omega)\right]^{n}\right)} \leq C\|\nabla \varphi\|_{L^{\infty}\left(0, T ;\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}\right.
\end{array}\right.
$$

for any $\varphi \in L^{\infty}\left(0, T ; H^{k}\left(\Omega_{1 \varepsilon}\right)\right)$.

The following homogenization result concerns the elliptic problem associated to problem (2.6).

Theorem 3.3 (see [6] and [8]). Let $-1<\gamma \leq 1, A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and $u_{\varepsilon}$ be the solution of problem

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A^{\varepsilon} \nabla u_{1 \varepsilon}\right)=b_{1}^{\varepsilon}+Q_{1}^{\varepsilon *}(g) \quad \text { in } \Omega_{1 \varepsilon}, \\
-\operatorname{div}\left(A^{\varepsilon} \nabla u_{2 \varepsilon}\right)=b_{2}^{\varepsilon} \quad \text { in } \Omega_{2 \varepsilon}, \\
A^{\varepsilon} \nabla u_{1 \varepsilon} \cdot n_{1 \varepsilon}=-A^{\varepsilon} \nabla u_{2 \varepsilon} \cdot n_{2 \varepsilon} \quad \text { on } \Gamma^{\varepsilon}, \\
A^{\varepsilon} \nabla u_{1 \varepsilon} \cdot n_{1 \varepsilon}=-\varepsilon^{\gamma} h^{\varepsilon}\left(u_{1 \varepsilon}-u_{2 \varepsilon}\right) \quad \text { on } \Gamma^{\varepsilon}, \\
u_{1 \varepsilon}=0 \quad \text { on } \partial \Omega,
\end{array}\right.
$$

where $Q_{1}^{\varepsilon} \in \mathcal{L}\left(H^{-1}(\Omega) ; V^{\varepsilon}\right)$ is the adjoint of the extension operator given in Lemma 3.1(ii). Suppose that $b_{1}^{\varepsilon} \in L^{2}\left(\Omega_{1 \varepsilon}\right)$ and $b_{2}^{\varepsilon} \in L^{2}\left(\Omega_{2 \varepsilon}\right)$ satisfy

$$
\left\{\begin{array}{l}
\widetilde{b_{1}^{\varepsilon}} \rightharpoonup \theta_{1} b_{1} \quad \text { weakly in } L^{2}(\Omega) \\
\widetilde{b_{2}^{\varepsilon}} \rightharpoonup \theta_{2} b_{2} \quad \text { weakly in } L^{2}(\Omega)
\end{array}\right.
$$

and let $g$ be given in $L^{2}(\Omega)$. Then, there exists a positive constant $C$ (independent of ع) such that

$$
\left\{\begin{array}{l}
Q_{1}^{\varepsilon} u_{1 \varepsilon} \rightharpoonup u_{1} \quad \text { weakly in } H_{0}^{1}(\Omega) \\
A^{\varepsilon} \nabla u_{1 \varepsilon} \rightharpoonup A^{0} \nabla u_{1} \quad \text { weakly in }\left[L^{2}(\Omega)\right]^{n} \\
\left\|u_{1 \varepsilon}-u_{2 \varepsilon}\right\|_{L^{2}\left(\Gamma^{\varepsilon}\right)}<C \varepsilon^{-\gamma / 2}
\end{array}\right.
$$

and the following convergences hold:

$$
\left\{\begin{array}{l}
\widetilde{u_{2 \varepsilon}} \rightharpoonup u_{2} \quad \text { weakly in } L^{2}(\Omega) \\
A^{\varepsilon} \widetilde{\nabla u_{2 \varepsilon}} \rightharpoonup 0 \quad \text { weakly in }\left[L^{2}(\Omega)\right]^{n}
\end{array}\right.
$$

The function $u_{1}$ is the unique solution in $H_{0}^{1}(\Omega)$ of the problem

$$
\begin{cases}-\operatorname{div}\left(A^{0} \nabla u_{1}\right)= & \theta_{1} b_{1}+\theta_{2} b_{2}+g \\ u_{1}=0 & \text { in } \Omega \\ \text { on } \partial \Omega\end{cases}
$$

with $\theta_{i}, i=1,2$, given by (2.2) and $A^{0}$ by (2.12).
Moreover, for $-1<\gamma<1$, one has

$$
\left\{\begin{array}{l}
u_{2}=\theta_{2} u_{1} \\
\left\|Q_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right\|_{L^{2}\left(\Omega_{2 \varepsilon}\right)}^{2} \rightarrow 0
\end{array}\right.
$$

while, for $\gamma=1$,

$$
u_{2}=\theta_{2}\left(u_{1}+c_{h}^{-1} b_{2}\right)
$$

where $c_{h}=\frac{1}{\left|Y_{2}\right|} \int_{\Gamma} h(y) d \sigma_{y}$.
The following lemma is a straightforward adaptation of Lemma 3.3 of [8] to the time-dependent case.

Lemma 3.4. Suppose that $\Gamma$ is of class $C^{2}$. Let $g \in L^{\infty}(\Gamma)$, and set $c_{g}:=$ $\frac{1}{\left|Y_{2}\right|} \int_{\Gamma} g(y) d \sigma_{y}$.
(i) There exists $\psi_{g} \in W^{1, \infty}\left(Y_{2}\right)$ such that for every $v_{\varepsilon} \in L^{2}\left(0, T ; W^{1,1}\left(\Omega_{2 \varepsilon}\right)\right)$ one has

$$
\varepsilon \int_{\Gamma^{\varepsilon}} g(x / \varepsilon) v_{\varepsilon}(x, t) d \sigma_{x}=c_{g} \int_{\Omega_{2 \varepsilon}} v_{\varepsilon}(x, t) d x+\varepsilon \int_{\Omega_{2 \varepsilon}} \nabla_{y} \psi_{g}(x / \varepsilon) \nabla_{x} v_{\varepsilon}(x, t) d x
$$

for all $t \in[0, T]$.
(ii) If for some positive constant $C$ (independent of $\varepsilon$ ) one has

$$
\left\|v_{\varepsilon}\right\|_{L^{2}\left(0, T ; W^{1,1}\left(\Omega_{2 \varepsilon}\right)\right)} \leq C
$$

then

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \int_{\Gamma^{\varepsilon}} g(x / \varepsilon) v_{\varepsilon}(x, t) d \sigma_{x}=\liminf _{\varepsilon \rightarrow 0} c_{g} \int_{\Omega_{2 \varepsilon}} v_{\varepsilon}(x, t) d x
$$

We will also need the following result.
Lemma 3.5 (see [11]). Let $\mathcal{O}$ be an open set of $\mathbb{R}^{n}$ and $\left\{\mathcal{O}_{\varepsilon}\right\}_{\varepsilon} \subset \mathcal{O}$ a sequence of open subsets of $\mathcal{O}$. Suppose that $\left\{v_{\varepsilon}\right\}_{\varepsilon} \subset L^{p}\left(0, T ; L^{p}\left(\mathcal{O}_{\varepsilon}\right)\right), p>1$, is such that

$$
\begin{cases}\chi_{\mathcal{O}_{\varepsilon}} \rightharpoonup \chi_{0} & \text { in } L^{\infty}(\mathcal{O}) \text { weakly } * \\ \widetilde{v_{\varepsilon}} \rightharpoonup \chi_{0} v & \text { weakly in } L^{p}\left(0, T ; L^{p}(\mathcal{O})\right)\end{cases}
$$

Then,

$$
\liminf _{\varepsilon \rightarrow 0} \int_{\mathcal{O}_{\varepsilon}}\left|v_{\varepsilon}(t)\right|^{p} d x \geq \int_{\mathcal{O}} \chi_{0}|v(t)|^{p} d x
$$

4. Asymptotic behavior of the energy. In this section we study the convergence of the energy associated to problem (2.6) which, for every $\varepsilon$, is defined by

$$
\begin{align*}
E^{\varepsilon}(t):=\frac{1}{2} & {\left[\int_{\Omega_{1 \varepsilon}}\left|u_{1 \varepsilon}^{\prime}(t)\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|u_{2 \varepsilon}^{\prime}(t)\right|^{2} d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \nabla u_{1 \varepsilon}(t) d x\right.}  \tag{4.1}\\
& \left.+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x+\varepsilon^{\gamma} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d \sigma_{x}\right]
\end{align*}
$$

Lemma 4.1. For $-1<\gamma \leq 1$, let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and suppose that (2.7) holds. If $u_{\varepsilon}$ is the solution of problem (2.6), then

$$
\begin{align*}
E^{\varepsilon}(t)= & \frac{1}{2}\left[\int_{\Omega_{1 \varepsilon}}\left|U_{\varepsilon}^{1}\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|U_{\varepsilon}^{1}\right|^{2} d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla U_{1 \varepsilon}^{0} \nabla U_{1 \varepsilon}^{0} d x\right. \\
& \left.+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla U_{2 \varepsilon}^{0} \nabla U_{2 \varepsilon}^{0} d x+\varepsilon^{\gamma} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|U_{1 \varepsilon}^{0}-U_{2 \varepsilon}^{0}\right|^{2} d \sigma_{x}\right]  \tag{4.2}\\
& +\int_{0}^{t} \int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon} u_{1 \varepsilon}^{\prime} d x d \tau+\int_{0}^{t} \int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon} u_{2 \varepsilon}^{\prime} d x d \tau \forall t \in[0, T]
\end{align*}
$$

Proof. If we take $\left(u_{1 \varepsilon}^{\prime}, u_{2 \varepsilon}^{\prime}\right)$ as test functions in the variational formulation of problem (2.6) (actually a standard density argument has to be used, see, for instance,
[4] and [20]) we get

$$
\begin{gather*}
\int_{0}^{t}\left\langle u_{1 \varepsilon}^{\prime \prime}, u_{1 \varepsilon}^{\prime}\right\rangle_{\left(V^{\varepsilon}\right)^{\prime}, V^{\varepsilon}} d \tau+\int_{0}^{t}\left\langle u_{2 \varepsilon}^{\prime \prime}, u_{2 \varepsilon}^{\prime}\right\rangle_{\left(H^{1}\left(\Omega_{2 \varepsilon}\right)\right)^{\prime}, H^{1}\left(\Omega_{2 \varepsilon}\right)} d \tau \\
+\int_{0}^{t} \int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon} \nabla u_{1 \varepsilon}^{\prime} d x d \tau+\int_{0}^{t} \int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon} \nabla u_{2 \varepsilon}^{\prime} d x d \tau  \tag{4.3}\\
\quad+\varepsilon^{\gamma} \int_{0}^{t} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left(u_{1 \varepsilon}-u_{2 \varepsilon}\right)\left(u_{1 \varepsilon}^{\prime}-u_{2 \varepsilon}^{\prime}\right) d \sigma_{x} d \tau \\
=\int_{0}^{t} \int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon} u_{1 \varepsilon}^{\prime} d x d \tau+\int_{0}^{t} \int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon} u_{2 \varepsilon}^{\prime} d x d \tau
\end{gather*}
$$

Moreover,

$$
\int_{0}^{t}\left\langle u_{i \varepsilon}^{\prime \prime}, u_{i \varepsilon}^{\prime}\right\rangle_{\left(V^{\varepsilon}\right)^{\prime}, V^{\varepsilon}} d \tau=\frac{1}{2} \int_{0}^{t} \frac{d}{d \tau} \int_{\Omega_{i \varepsilon}}\left|u_{i \varepsilon}^{\prime}\right|^{2} d x d \tau, i=1,2
$$

Similarly, since the matrix $A$ is symmetric we get

$$
\int_{0}^{t} \int_{\Omega_{i \varepsilon}} A^{\varepsilon} \nabla u_{i \varepsilon} \cdot \nabla u_{i \varepsilon}^{\prime} d x d \tau=\frac{1}{2} \int_{0}^{t} \frac{d}{d \tau} \int_{\Omega_{i \varepsilon}} A^{\varepsilon} \nabla u_{i \varepsilon} \cdot \nabla u_{i \varepsilon} d x d \tau, \quad i=1,2
$$

On the other hand,

$$
\varepsilon^{\gamma} \int_{0}^{t} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left(u_{1 \varepsilon}-u_{2 \varepsilon}\right)\left(u_{1 \varepsilon}^{\prime}-u_{2 \varepsilon}^{\prime}\right) d \sigma_{x} d \tau=\frac{\varepsilon^{\gamma}}{2} \int_{0}^{t} \frac{d}{d \tau} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}-u_{2 \varepsilon}\right|^{2} d \sigma_{x} d \tau
$$

Therefore, identity (4.3) can be rewritten, using (4.1), as

$$
E^{\varepsilon}(t)-E^{\varepsilon}(0)=\int_{0}^{t} \frac{d E^{\varepsilon}}{d \tau} d \tau=\int_{0}^{t} \int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon} u_{1 \varepsilon}^{\prime} d x d \tau+\int_{0}^{t} \int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon} u_{2 \varepsilon}^{\prime} d x d \tau
$$

Hence, again by (4.1) and (2.6), we have (4.2).
Lemma 4.2. For $-1<\gamma \leq 1$, let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and suppose that (2.7), (2.9), and (2.10) hold. If $u_{\varepsilon}$ is the solution of problem (2.6), then

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} E^{\varepsilon}(t)=\frac{1}{2} & {\left[\int_{\Omega}\left|U^{1}\right|^{2} d x+\int_{\Omega} A^{0} \nabla U^{0} \nabla U^{0} d x\right] } \\
& +\int_{0}^{t} \int_{\Omega} f_{1} u_{1}^{\prime} d x d \tau+\theta_{2}^{-1} \int_{0}^{t} \int_{\Omega} f_{2} u_{2}^{\prime} d x d \tau \quad \forall t \in[0, T]
\end{aligned}
$$

where we have $u_{2}^{\prime}=\theta_{2} u_{1}^{\prime}$, if $-1<\gamma<1$.
Proof. We make use of Lemma 4.1, passing to the limit in (4.2) for any fixed $t \in[0, T]$.

For the first two integrals, using (2.9), we have

$$
\lim _{\varepsilon \rightarrow 0}\left(\int_{\Omega_{1 \varepsilon}}\left|U_{\varepsilon}^{1}\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|U_{\varepsilon}^{1}\right|^{2} d x\right)=\int_{\Omega}\left|U^{1}\right|^{2} d x
$$

Observe now that (2.11) holds in both cases $-1<\gamma<1$ and $\gamma=1$. Indeed, Theorem 3.3 written for $u_{1 \varepsilon}=U_{1 \varepsilon}^{0}, u_{2 \varepsilon}=U_{2 \varepsilon}^{0}, b_{1 \varepsilon}=b_{2 \varepsilon}=0$, and $g=-\operatorname{div} A^{0} \nabla U^{0}$
gives, by the uniqueness of the solution of the limit problem, $u_{1}=U^{0}$. Hence, if we take $\left(U_{1 \varepsilon}^{0}, U_{2 \varepsilon}^{0}\right)$ as test functions in (2.10), in view of (2.11)(i) we have

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0}\left[\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla U_{1 \varepsilon}^{0} \nabla U_{1 \varepsilon}^{0} d x\right. & \left.+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla U_{2 \varepsilon}^{0} \nabla U_{2 \varepsilon}^{0} d x+\varepsilon^{\gamma} \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left(U_{1 \varepsilon}^{0}-U_{2 \varepsilon}^{0}\right)^{2} d \sigma_{x}\right] \\
& =\lim _{\varepsilon \rightarrow 0}\left\langle-\operatorname{div}\left(A^{0} \nabla U^{0}\right), Q_{1}^{\varepsilon} U_{1 \varepsilon}^{0}\right\rangle=\int_{\Omega} A^{0} \nabla U^{0} \nabla U^{0} d x
\end{aligned}
$$

On the other hand, (2.9) and Remark 2.7(ii) imply that

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \int_{0}^{t} \int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon} u_{1 \varepsilon}^{\prime} d x d \tau+\int_{0}^{t} \int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon} u_{2 \varepsilon}^{\prime} d x d \tau \\
&=\int_{0}^{t} \int_{\Omega} f_{1} u_{1}^{\prime} d x d \tau+\theta_{2}^{-1} \int_{0}^{t} \int_{\Omega} f_{2} u_{2}^{\prime} d x d \tau
\end{aligned}
$$

where for $-1<\gamma<1$ and $\gamma=1$ we used convergences (2.15) and (2.21), respectively.

From now on, the convergence of the energy in the two cases $-1<\gamma<1$ and $\gamma=1$ need to be studied separately.

ThEOREM 4.3 (convergence of energy for $-1<\gamma<1$ ). Let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and suppose that (2.7), (2.9), and (2.10) hold. If $u_{\varepsilon}$ is the solution of problem (2.6) with $-1<\gamma<1$, then

$$
\begin{equation*}
E^{\varepsilon} \rightarrow E \text { in } C^{0}([0, T]) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
E(t):=\frac{1}{2}\left[\int_{\Omega}\left|u_{1}^{\prime}(t)\right|^{2} d x+\int_{\Omega} A^{0} \nabla u_{1}(t) \nabla u_{1}(t) d x\right] \tag{4.5}
\end{equation*}
$$

is the energy associated to problem (2.17).
Proof. Taking $u_{1}^{\prime}$ as test function in problem (2.17) and arguing as in the proof of Lemma 4.1, we obtain

$$
E(t)=\frac{1}{2}\left[\int_{\Omega}\left|U^{1}\right|^{2} d x+\int_{\Omega} A^{0} \nabla U^{0} \nabla U^{0} d x\right]+\int_{0}^{t} \int_{\Omega}\left(f_{1}+f_{2}\right) u_{1}^{\prime} d x d \tau
$$

Hence, by Lemma 4.2 we obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} E^{\varepsilon}(t)=E(t) \quad \forall t \in[0, T] \tag{4.6}
\end{equation*}
$$

since in this case $u_{2}^{\prime}=\theta_{2} u_{1}^{\prime}$.
Using Lemma 4.1, Theorem 2.3, (2.7), (2.9), and (2.10) we deduce that there exists a constant $C$ (independent of $\varepsilon$ ) such that

$$
\left|E^{\varepsilon}(t)\right| \leq C \quad \forall t \in[0, T]
$$

and, from the Hölder inequality,

$$
\begin{aligned}
& \left|E^{\varepsilon}(t+\sigma)-E^{\varepsilon}(t)\right| \\
& \quad=\left|\int_{t}^{t+\sigma} \int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon} u_{1 \varepsilon}^{\prime} d x d \tau+\int_{t}^{t+\sigma} \int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon} u_{2 \varepsilon}^{\prime} d x d \tau\right| \leq \sigma^{1 / 2} C
\end{aligned}
$$

Consequently, by the Ascoli-Arzelà theorem, there exist a subsequence, still denoted by $E^{\varepsilon}$, and a function $\zeta$ in $C^{0}([0, T])$ such that

$$
\begin{equation*}
E^{\varepsilon} \rightarrow \zeta \text { in } C^{0}([0, T]) \tag{4.7}
\end{equation*}
$$

Hence, from (4.6) and (4.7), by uniqueness, one has $\zeta=E$, which concludes the proof.

ThEOREM 4.4 (convergence of energy for $\gamma=1$ ). Let $A^{\varepsilon}$ and $h^{\varepsilon}$ be defined by (2.4) and (2.5), respectively, and suppose that (2.7), (2.9), and (2.10) hold. If $u_{\varepsilon}$ is the solution of problem (2.6) with $\gamma=1$, then

$$
E^{\varepsilon} \rightarrow \hat{E} \text { in } C^{0}([0, T])
$$

where

$$
\begin{align*}
\hat{E}(t):= & \frac{1}{2}\left[\theta_{1} \int_{\Omega}\left|u_{1}^{\prime}(t)\right|^{2} d x+\theta_{2}^{-1} \int_{\Omega}\left|u_{2}^{\prime}(t)\right|^{2} d x\right.  \tag{4.8}\\
& \left.+\int_{\Omega} A^{0} \nabla u_{1}(t) \nabla u_{1}(t) d x+c_{h} \theta_{2}^{-1} \int_{\Omega}\left|\theta_{2} u_{1}(t)-u_{2}(t)\right|^{2} d x\right]
\end{align*}
$$

is the energy associated to problem (2.23).
Proof. Let us prove first that

$$
\begin{align*}
\hat{E}(t)= & \frac{1}{2}\left[\int_{\Omega}\left|U^{1}\right|^{2} d x+\int_{\Omega} A^{0} \nabla U^{0} \nabla U^{0} d x\right]  \tag{4.9}\\
& +\int_{0}^{t} \int_{\Omega} f_{1} u_{1}^{\prime} d x d \tau+\theta_{2}^{-1} \int_{0}^{t} \int_{\Omega} f_{2} u_{2}^{\prime} d x d \tau \quad \forall t \in[0, T]
\end{align*}
$$

Let us take $u_{1}^{\prime}$ as test function in the first equation of (2.23). Multiplying the second equation by $\theta_{2}^{-1} u_{2}^{\prime}$ and integrating over $\Omega \times[0, t]$ we have by summation

$$
\begin{align*}
\int_{0}^{t}\left\langle\theta_{1} u_{1}^{\prime \prime}, u_{1}^{\prime}\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} d \tau & +\int_{0}^{t}\left\langle u_{2}^{\prime \prime}, \theta_{2}^{-1} u_{2}^{\prime}\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} d \tau  \tag{4.10}\\
& +\int_{0}^{t} \int_{\Omega} A^{0} \nabla u_{1} \nabla u_{1}^{\prime} d x d \tau+c_{h} \int_{0}^{t} \int_{\Omega}\left(\theta_{2} u_{1}-u_{2}\right) u_{1}^{\prime} d x d \tau \\
& -c_{h} \int_{0}^{t} \int_{\Omega}\left(\theta_{2} u_{1}-u_{2}\right) \theta_{2}^{-1} u_{2}^{\prime} d x d \tau \\
= & \int_{0}^{t} \int_{\Omega} f_{1} u_{1}^{\prime} d x d \tau+\theta_{2}^{-1} \int_{0}^{t} \int_{\Omega} f_{2} u_{2}^{\prime} d x d \tau \quad \forall t \in[0, T]
\end{align*}
$$

Now, observe that

$$
\begin{aligned}
\int_{0}^{t}\left\langle\theta_{1} u_{1}^{\prime \prime}, u_{1}^{\prime}\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} d \tau & =\frac{1}{2} \theta_{1} \int_{0}^{t} \frac{d}{d \tau} \int_{\Omega}\left|u_{1}^{\prime}\right|^{2} d x d \tau \\
\int_{0}^{t}\left\langle u_{2}^{\prime \prime}, \theta_{2}^{-1} u_{2}^{\prime}\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} d \tau & =\frac{1}{2} \theta_{2}^{-1} \int_{0}^{t} \frac{d}{d \tau} \int_{\Omega}\left|u_{2}^{\prime}\right|^{2} d x d \tau
\end{aligned}
$$

Similarly, taking into account that the matrix $A^{0}$ is symmetric we get

$$
\int_{0}^{t} \int_{\Omega} A^{0} \nabla u_{1} \nabla u_{1}^{\prime} d x d \tau=\frac{1}{2} \int_{0}^{t} \frac{d}{d \tau} \int_{\Omega} A^{0} \nabla u_{1} \cdot \nabla u_{1} d x d \tau
$$

On the other hand,

$$
\begin{aligned}
& c_{h} \int_{0}^{t} \int_{\Omega}\left(\theta_{2} u_{1}-u_{2}\right) u_{1}^{\prime} d x d \tau-c_{h} \int_{0}^{t} \int_{\Omega}\left(\theta_{2} u_{1}-u_{2}\right) \theta_{2}^{-1} u_{2}^{\prime} d x d \tau \\
= & c_{h} \theta_{2}^{-1} \int_{0}^{t} \int_{\Omega}\left(\theta_{2} u_{1}-u_{2}\right)\left(\theta_{2} u_{1}^{\prime}-u_{2}^{\prime}\right) d x d \tau=\frac{c_{h} \theta_{2}^{-1}}{2} \int_{0}^{t} \frac{d}{d \tau} \int_{\Omega}\left(\theta_{2} u_{1}-u_{2}\right)^{2} d x d \tau
\end{aligned}
$$

Therefore, taking into account (4.8) and identity (4.10) we obtain

$$
\hat{E}(t)-\hat{E}(0)=\int_{0}^{t} \frac{d \hat{E}}{d \tau} d \tau=\int_{0}^{t} \int_{\Omega} f_{1} u_{1}^{\prime} d x d \tau+\theta_{2}^{-1} \int_{0}^{t} \int_{\Omega} f_{2} u_{2}^{\prime} d x d \tau \quad \forall t \in[0, T]
$$

Using (2.23) and again (2.8), we deduce that

$$
\begin{aligned}
\hat{E}(0)= & \frac{1}{2}\left[\theta_{1} \int_{\Omega}\left|U^{1}\right|^{2} d x+\theta_{2}^{-1} \int_{\Omega}\left|\theta_{2} U^{1}\right|^{2} d x+\int_{\Omega} A^{0} \nabla U^{0} \nabla U^{0} d x\right] \\
& +c_{h} \theta_{2}^{-1} \int_{\Omega}\left|\theta_{2} U^{0}-\theta_{2} U^{0}\right|^{2} d x \\
= & \frac{1}{2}\left[\int_{\Omega}\left|U^{1}\right|^{2} d x+\int_{\Omega} A^{0} \nabla U^{0} \nabla U^{0} d x\right]
\end{aligned}
$$

This gives (4.9) which, together with Lemma 4.2, implies that

$$
\lim _{\varepsilon \rightarrow 0} E^{\varepsilon}(t) \rightarrow \hat{E}(t) \quad \forall t \in[0, T]
$$

Now, arguing as in the proof of Theorem 4.3, but using here Theorem 2.6 instead of Theorem 2.3, we conclude the proof.
5. Proof of the corrector result in the case $-1<\gamma<1$. Let $Q_{1}$ be defined by Lemma 3.1 and introduce the test functions associated to the solution $w_{\lambda}$ of problem (2.13) by

$$
\begin{equation*}
\chi_{1 \lambda}=\lambda \cdot y-w_{\lambda}(y), w_{\lambda}^{\varepsilon}(x):=\lambda \cdot x-\varepsilon\left(Q_{1}\left(\chi_{1 \lambda}\right)(x / \varepsilon)\right) \tag{5.1}
\end{equation*}
$$

A simple change of scale gives that

$$
\begin{equation*}
\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{\lambda}^{\varepsilon} \cdot \nabla v_{1} d x=0 \tag{5.2}
\end{equation*}
$$

for every $v_{1} \in V^{\varepsilon}$ and (see [7]) the following convergences hold true:

$$
\left\{\begin{array}{l}
w_{\lambda}^{\varepsilon} \rightarrow \lambda \cdot x \quad \text { weakly in } H^{1}(\Omega)  \tag{5.3}\\
w_{\lambda}^{\varepsilon} \rightarrow \lambda \cdot x \quad \text { strongly in } L^{2}(\Omega) \\
\chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{\lambda}^{\varepsilon} \rightharpoonup A^{0} \lambda \quad \text { weakly in }\left[L^{2}(\Omega)\right]^{n}
\end{array}\right.
$$

where $A^{0}$ is given by (2.12).
From now on, we will adopt the Einstein summation convention. The proof of the corrector result is based on the following proposition.

Proposition 5.1. Suppose that the assumptions of Theorem 2.4 are fulfilled. Set for any $\Phi \in C^{\infty}([0, T], \mathcal{D}(\Omega))$

$$
\begin{aligned}
& \quad X_{\varepsilon}(t)=\frac{1}{2}\left[\int_{\Omega}\left|\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)-\Phi^{\prime}(t)\right|^{2} d x\right. \\
& \left.+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon}\left(\nabla u_{1 \varepsilon}(t)-C^{\varepsilon} \nabla \Phi(t)\right)\left(\nabla u_{1 \varepsilon}(t)-C^{\varepsilon} \nabla \Phi(t)\right) d x+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x\right]
\end{aligned}
$$

where $C^{\varepsilon}$ is given in (2.18). Then

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left\|X_{\varepsilon}\right\|_{C^{0}([0, T])} \leq\|X\|_{C^{0}([0, T])} \tag{5.4}
\end{equation*}
$$

where

$$
X(t)=\frac{1}{2}\left[\left\|u_{1}^{\prime}(t)-\Phi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} A^{0}\left(\nabla u_{1}(t)-\nabla \Phi(t)\right)\left(\nabla u_{1}(t)-\nabla \Phi(t)\right) d x\right]
$$

Remark 5.2. Observe that in general in literature (see, for instance, [5], [17], [18]) one can introduce suitable quantities $X_{\varepsilon}$ and $X$ such that

$$
X_{\varepsilon} \rightarrow X \quad \text { in } C^{0}([0, T])
$$

Here, we can prove only (5.4), which is just an inequality on the upper limit of $\left\|X_{\varepsilon}\right\|_{C^{0}([0, T])}$. Nevertheless, this will be sufficient to prove the corrector result.

Proof of Proposition 5.1. Using the symmetry of $A^{\varepsilon}$ and $C^{\varepsilon}$, one has

$$
\begin{aligned}
X_{\varepsilon}(t)=\frac{1}{2} & {\left[\int_{\Omega}\left|\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)-\Phi^{\prime}(t)\right|^{2}\right.} \\
& +\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \nabla u_{1 \varepsilon}(t) d x-2 \int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) \nabla u_{1 \varepsilon}(t) d x \\
& \left.+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) C^{\varepsilon} \nabla \Phi(t) d x+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x\right]
\end{aligned}
$$

Set, for $t \in[0, T]$,

$$
\begin{aligned}
X_{1 \varepsilon}(t)=\frac{1}{2} & {\left[\int_{\Omega}\left|\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right|^{2}+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \nabla u_{1 \varepsilon}(t) d x\right.} \\
& \left.+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x\right] \\
X_{2 \varepsilon}(t)= & \int_{\Omega}\left(\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right) \Phi^{\prime}(t) d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) \nabla u_{1 \varepsilon}(t) d x
\end{aligned}
$$

and

$$
X_{3 \varepsilon}(t)=\frac{1}{2}\left[\int_{\Omega}\left|\Phi^{\prime}(t)\right|^{2}+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) C^{\varepsilon} \nabla \Phi(t) d x\right]
$$

so that

$$
X_{\varepsilon}=X_{1 \varepsilon}-X_{2 \varepsilon}+X_{3 \varepsilon}
$$

For $X_{1 \varepsilon}$, recalling (4.1), we have

$$
\begin{equation*}
X_{1 \varepsilon}(t) \leq E^{\varepsilon}(t) \quad \forall t \in[0, T] \tag{5.5}
\end{equation*}
$$

For $X_{2 \varepsilon}$, taking into account (2.18), (5.1) written for $\lambda=e_{i}$, and (5.2) we obtain

$$
\begin{align*}
X_{2 \varepsilon}(t)= & \int_{\Omega}\left(\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right) \Phi^{\prime}(t) d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \frac{\partial \Phi}{\partial x_{i}}(t) \nabla u_{1 \varepsilon}(t) d x \\
= & \int_{\Omega}\left(\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right) \Phi^{\prime}(t) d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t) u_{1 \varepsilon}(t)\right] d x \\
& -\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] u_{1 \varepsilon}(t) d x  \tag{5.6}\\
= & \left.\int_{\Omega} \widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right) \Phi^{\prime}(t) d x \\
& -\int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}(t) d x \forall t \in[0, T]
\end{align*}
$$

Hence, by (2.14), (2.15), and (5.3) we conclude that

$$
\begin{align*}
X_{2 \varepsilon} & \rightarrow \int_{\Omega}\left(\theta_{1} u_{1}^{\prime}+\theta_{2} u_{1}^{\prime}\right) \Phi^{\prime} d x-\int_{\Omega} A^{0} e_{i} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}\right] u_{1} d x  \tag{5.7}\\
& =\int_{\Omega} u_{1}^{\prime} \Phi^{\prime} d x+\int_{\Omega} A^{0} \nabla \Phi \nabla u_{1} d x \text { in } \mathcal{D}^{\prime}(0, T)
\end{align*}
$$

Moreover, taking into account (5.6), by Theorem 2.3, (5.2), and (5.3) we obtain that there exists a constant $C$ (independent of $\varepsilon$ ) such that

$$
\begin{equation*}
\left\|X_{2 \varepsilon}\right\|_{L^{\infty}(0, T)} \leq C \tag{5.8}
\end{equation*}
$$

Consequently, to prove that convergence (5.7) takes place in $C^{0}([0, T])$ it is enough to show that

$$
\begin{equation*}
\left\|\frac{\partial X_{2 \varepsilon}}{\partial t}\right\|_{L^{2}(0, T)} \leq C \tag{5.9}
\end{equation*}
$$

Using the variational formulation (2.8), we have

$$
\begin{aligned}
& \frac{\partial}{\partial t} \int_{\Omega}\left(\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right) \Phi^{\prime}(t) d x=\int_{\Omega}\left(\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)\right) \Phi^{\prime \prime}(t) \\
& \quad-\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \cdot \nabla \Phi^{\prime}(t) d x-\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \cdot \nabla \Phi^{\prime}(t) d x \\
& \quad+\int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon}(t) \Phi^{\prime}(t) d x+\int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon}(t) \Phi^{\prime}(t) d x
\end{aligned}
$$

which is bounded in $L^{2}(0, T)$ due to (2.15), (2.16), and (2.7).
Moreover, we have

$$
\begin{aligned}
\frac{\partial}{\partial t} \int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}(t) d x= & \int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi^{\prime}}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}(t) d x \\
& +\int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime}(t) d x
\end{aligned}
$$

which is bounded in $L^{2}(0, T)$ as a consequence of (5.3) and Theorem 2.3.

Thus, from (5.6) we obtain (5.9). Due to classical compactness results, from this inequality and (5.8) it turns out that $X_{2 \varepsilon}$ is relatively compact in $C^{0}([0, T])$. This, together with (5.7), gives

$$
\begin{equation*}
X_{2 \varepsilon} \rightarrow X_{2}:=\int_{\Omega} u_{1}^{\prime} \Phi^{\prime} d x+\int_{\Omega} A^{0} \nabla \Phi \nabla u_{1} d x \text { strongly in } C^{0}([0, T]) \tag{5.10}
\end{equation*}
$$

For $X_{3 \varepsilon}$, by the smoothness of $\Phi$ we have that it is bounded in $L^{\infty}(0, T)$ as well as its time derivative. Moreover, by (5.2) we deduce that

$$
\begin{aligned}
\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) C^{\varepsilon} \nabla \Phi(t) d x & =\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \frac{\partial \Phi}{\partial x_{i}}(t) \nabla w_{j}^{\varepsilon} \frac{\partial \Phi}{\partial x_{j}}(t) d x \\
& =-\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} w_{j}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t) \frac{\partial \Phi}{\partial x_{j}}(t)\right] d x
\end{aligned}
$$

Thus, from (5.3)

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} X_{3 \varepsilon}(t) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{2}\left[\left\|\Phi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) C^{\varepsilon} \nabla \Phi(t) d x\right] \\
& =\frac{1}{2}\left[\left\|\Phi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}-\int_{\Omega} A^{0} e_{i} x_{j} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t) \frac{\partial \Phi}{\partial x_{j}}(t)\right] d x\right] \\
& =\frac{1}{2}\left[\left\|\Phi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} A^{0} \nabla \Phi(t) \nabla \Phi(t) d x\right] \forall t \in[0, T]
\end{aligned}
$$

which gives

$$
\begin{equation*}
X_{3 \varepsilon} \rightarrow X_{3}:=\frac{1}{2}\left[\left\|\Phi^{\prime}\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} A^{0} \nabla \Phi \nabla \Phi d x\right] \text { strongly in } C^{0}([0, T]) \tag{5.11}
\end{equation*}
$$

Convergence (5.11), together with (5.10), (4.4), and (4.5), gives

$$
\begin{equation*}
E^{\varepsilon}-X_{2 \varepsilon}+X_{3 \varepsilon} \rightarrow E-X_{2}+X_{3}=X \quad \text { strongly in } C^{0}([0, T]) \tag{5.12}
\end{equation*}
$$

Since from (5.5) one has

$$
0 \leq X_{\varepsilon}(t) \leq E^{\varepsilon}(t)-X_{2 \varepsilon}(t)+X_{3 \varepsilon}(t) \quad \forall t \in[0, T]
$$

by (5.12) we conclude that

$$
\limsup _{\varepsilon \rightarrow 0}\left\|X_{\varepsilon}\right\|_{C^{0}([0, T])} \leq \lim _{\varepsilon \rightarrow 0}\left\|E^{\varepsilon}-X_{2 \varepsilon}+X_{3 \varepsilon}\right\|_{C^{0}([0, T])}=\|X\|_{C^{0}([0, T])}
$$

Remark 5.3. Let us point out that the main difficulty when proving Proposition 5.1 is due to the fact that, as a consequence of the presence of the boundary term in the energy, we have only $X_{1 \varepsilon} \leq E^{\varepsilon}$ and not $X_{1 \varepsilon}=E^{\varepsilon}$ as in the classical cases.

Nevertheless, the fact that $E^{\varepsilon}-X_{2 \varepsilon}+X_{3 \varepsilon} \rightarrow X$ in $C^{0}([0, T])$ allows us to prove the result.

Proof of Theorem 2.4. The function $u_{1} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap C^{0}\left([0, T] ; L^{2}(\Omega)\right)$ and its derivative $u_{1}^{\prime} \in C^{0}\left([0, T] ; L^{2}(\Omega)\right)$; thus, from classical density results, for any $\delta>0$ there exists $\Phi \in C^{\infty}([0, T] ; \mathcal{D}(\Omega))$ such that

$$
\left\{\begin{array}{l}
\left\|u_{1}^{\prime}-\Phi^{\prime}\right\|_{C^{0}\left([0, T] ; L^{2}(\Omega)\right)} \leq \delta  \tag{5.13}\\
\left\|\nabla u_{1}-\nabla \Phi\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq \delta
\end{array}\right.
$$

Therefore,

$$
\begin{align*}
& \left\|\widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
& \quad \leq 2\left(\left\|\widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}}-\Phi^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|\Phi^{\prime}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right)  \tag{5.14}\\
& \quad \leq 2\left\|\widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}}-\Phi^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}(\Omega)\right)}^{2}+2 \delta^{2}
\end{align*}
$$

On the other hand, due to the Cauchy-Schwarz inequality, definition (2.18) of $C^{\varepsilon}$, and (5.13) there exist two constants $C_{1}, C_{2}$ such that

$$
\begin{align*}
& \| \nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla u_{1}\left\|_{C^{0}\left([0, T] ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\right\| \nabla u_{2 \varepsilon} \|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2}  \tag{5.15}\\
& \leq 2\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right\|_{C^{0}\left([0, T] ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2} \\
& \quad+2\left\|C^{\varepsilon}\left(\nabla \Phi-\nabla u_{1}\right)\right\|_{C^{0}\left([0, T] ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2}+2 C_{2} \delta^{2}
\end{align*}
$$

From properties (2.3) and definition (2.4) of $A^{\varepsilon}$, we have

$$
\begin{aligned}
& \frac{1}{2}\left\|\widetilde{u_{1 \varepsilon}^{\prime}}(t)+\widetilde{u_{2 \varepsilon}^{\prime}}(t)-\Phi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2} \\
& \quad+\frac{\alpha}{2}\left(\left\|\nabla u_{1 \varepsilon}(t)-C^{\varepsilon} \nabla \Phi(t)\right\|_{\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]^{n}}^{2}+\left\|\nabla u_{2 \varepsilon}(t)\right\|_{\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}}^{2}\right) \leq X_{\varepsilon}(t) \quad \forall t \in[0, T]
\end{aligned}
$$

moreover, there exists a constant $C_{3}$

$$
\|X\|_{C^{0}([0, T])} \leq C_{3} \delta^{2}
$$

where $X_{\varepsilon}$ and $X$ are defined in Proposition 5.1 and are applied to the function $\Phi$, given by (5.13).

From this last inequality and by Proposition 5.1, we conclude that

$$
\begin{aligned}
& \limsup _{\varepsilon \rightarrow 0}\left\{\frac{1}{2}\left\|\widetilde{u_{1 \varepsilon}^{\prime}}+\widetilde{u_{2 \varepsilon}^{\prime}}-\Phi^{\prime}\right\|_{C^{0}\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right. \\
& \left.+\frac{\alpha}{2}\left(\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2}\right)\right\} \\
& \quad \leq \limsup _{\varepsilon \rightarrow 0}\left\|X_{\varepsilon}\right\|_{C^{0}([0, T])} \leq\|X\|_{C^{0}([0, T])} \leq C_{3} \delta^{2}
\end{aligned}
$$

This, together with (5.14) and (5.15), gives convergences (2.19), $\delta$ being arbitrary. $\quad$ ]
6. Proof of the corrector result in the case $\gamma=1$. The proof is based on the result below, which is analogous to that shown for $-1<\gamma<1$ in Proposition 5.1. Let us emphasize that here the proof is more delicate and contains some technically specific parts.

Proposition 6.1. Suppose that the assumptions of Theorem 2.8 are fulfilled. Set for any $\Phi, \Psi \in C^{\infty}([0, T], \mathcal{D}(\Omega))$

$$
\begin{aligned}
\hat{X}_{\varepsilon}(t)= & \frac{1}{2} \int_{\Omega_{1 \varepsilon}}\left|u_{1 \varepsilon}^{\prime}(t)-\Phi^{\prime}(t)\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|u_{2 \varepsilon}^{\prime}(t)-\Psi^{\prime}(t)\right|^{2} d x \\
& +\int_{\Omega_{1 \varepsilon}} A^{\varepsilon}\left(\nabla u_{1 \varepsilon}(t)-C^{\varepsilon} \nabla \Phi(t)\right)\left(\nabla u_{1 \varepsilon}(t)-C^{\varepsilon} \nabla \Phi(t)\right) d x \\
& \left.+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x\right] .
\end{aligned}
$$

Then,

$$
\limsup _{\varepsilon \rightarrow 0}\left\|\hat{X}_{\varepsilon}\right\|_{C^{0}([0, T])} \leq\|\hat{X}\|_{C^{0}([0, T])}
$$

where

$$
\begin{align*}
\hat{X}(t)=\frac{1}{2} & {\left[\theta_{1} \mid\left\|u_{1}^{\prime}(t)-\Phi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}+\theta_{2}^{-1}\left\|u_{2}^{\prime}(t)-\theta_{2} \Psi^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}\right.}  \tag{6.1}\\
& \left.+\int_{\Omega} A^{0}\left(\nabla u_{1}(t)-\nabla \Phi(t)\right)\left(\nabla u_{1}(t)-\nabla \Phi(t)\right) d x\right]
\end{align*}
$$

Remark 6.2. Here also (see Remark 5.2) we have only an inequality on the upper limit of $\left\|\hat{X}_{\varepsilon}\right\|_{C^{0}([0, T])}$. Due to the special form of the energy, to prove Proposition 6.1 we need to introduce more complex arguments than those used in the proof of Proposition 5.1.

Proof of Proposition 6.1. By the symmetry of $A^{\varepsilon}$ and $C^{\varepsilon}$, one has

$$
\begin{aligned}
\hat{X}_{\varepsilon}(t)=\frac{1}{2} & {\left[\int_{\Omega_{1 \varepsilon}}\left|u_{1 \varepsilon}^{\prime}(t)-\Phi^{\prime}(t)\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|u_{2 \varepsilon}^{\prime}(t)-\Psi^{\prime}(t)\right|^{2} d x\right.} \\
& +\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \nabla u_{1 \varepsilon}(t) d x-2 \int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) \nabla u_{1 \varepsilon}(t) d x \\
& \left.+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) C^{\varepsilon} \nabla \Phi(t) d x+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x\right]
\end{aligned}
$$

Decompose $\hat{X}_{\varepsilon}$ as

$$
\hat{X}_{\varepsilon}=X_{1 \varepsilon}-\hat{X}_{2 \varepsilon}+\hat{X}_{3 \varepsilon}
$$

where, as in the previous case,

$$
\begin{aligned}
X_{1 \varepsilon}(t)=\frac{1}{2} & {\left[\int_{\Omega_{1 \varepsilon}}\left|u_{1 \varepsilon}^{\prime}(t)\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|u_{2 \varepsilon}^{\prime}(t)\right|^{2} d x\right.} \\
& \left.+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \nabla u_{1 \varepsilon}(t) d x+\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla u_{2 \varepsilon}(t) d x\right]
\end{aligned}
$$

while

$$
\begin{aligned}
\hat{X}_{2 \varepsilon}(t)= & \int_{\Omega_{1 \varepsilon}} u_{1 \varepsilon}^{\prime}(t) \Phi^{\prime}(t) d x+\int_{\Omega_{2 \varepsilon}} u_{2 \varepsilon}^{\prime}(t) \Psi^{\prime}(t) d x \\
& +\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi(t) \nabla u_{1 \varepsilon}(t) d x
\end{aligned}
$$

and

$$
\hat{X}_{3 \varepsilon}(t)=\frac{1}{2}\left[\int_{\Omega_{1 \varepsilon}}\left|\Phi^{\prime}(t)\right|^{2} d x+\int_{\Omega_{2 \varepsilon}}\left|\Psi^{\prime}(t)\right|^{2} d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} C^{\varepsilon} \nabla \Phi C^{\varepsilon} \nabla \Phi d x\right] .
$$

We proceed in several steps.
Step 1. Let us prove that

$$
\begin{align*}
\limsup _{\varepsilon \rightarrow 0} X_{1 \varepsilon}(t) \leq \hat{X}_{1}:=\frac{1}{2} & {\left[\theta_{1} \int_{\Omega}\left|u_{1}^{\prime}(t)\right|^{2} d x+\theta_{2}^{-1} \int_{\Omega}\left|u_{2}^{\prime}(t)\right|^{2} d x\right.} \\
& \left.+\int_{\Omega} A^{0} \nabla u_{1}(t) \nabla u_{1}(t) d x\right] \quad \forall t \in[0, T] . \tag{6.2}
\end{align*}
$$

Since from (4.1) we have

$$
\begin{equation*}
X_{1 \varepsilon}=E^{\varepsilon}-\frac{1}{2}\left(\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}-u_{2 \varepsilon}\right|^{2} d \sigma_{x}\right), \tag{6.3}
\end{equation*}
$$

following the same ideas of [8] we show first that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0}\left(\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d \sigma_{x}\right) \geq c_{h} \theta_{2}^{-1} \int_{\Omega}\left|\theta_{2} u_{1}(t)-u_{2}(t)\right|^{2} d x \tag{6.4}
\end{equation*}
$$

for any $t \in[0, T]$.
To do that, we apply Lemma 3.4(ii) with $g=h$ and $v_{\varepsilon}=\left(P_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right)^{2}$ getting

$$
\begin{align*}
& \liminf _{\varepsilon \rightarrow 0}\left(\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d \sigma_{x}\right) \\
& \quad=\liminf _{\varepsilon \rightarrow 0}\left(\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|P_{1}^{\varepsilon} u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d \sigma_{x}\right)  \tag{6.5}\\
& \quad=\liminf _{\varepsilon \rightarrow 0} c_{h} \int_{\Omega_{2 \varepsilon}}\left|P_{1}^{\varepsilon} u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d x \quad \forall t \in[0, T] .
\end{align*}
$$

Observe now that, thanks to (2.2), (2.20), and Remark 2.7(ii), we have $\widetilde{P_{1}^{\varepsilon} u_{1 \varepsilon} \mid \Omega_{2 \varepsilon}}(t)-\widetilde{u_{2 \varepsilon}}(t)=\chi_{\mid \Omega_{2 \varepsilon}} P_{1}^{\varepsilon} u_{1 \varepsilon}(t)-\widetilde{u_{2 \varepsilon}}(t) \rightharpoonup \theta_{2}\left(u_{1}(t)-\theta_{2}^{-1} u_{2}(t)\right)$ weakly in $L^{2}(\Omega)$ for any $t \in[0, T]$.

Hence, we can apply Lemma 3.5 with $p=2, \mathcal{O}_{\varepsilon}=\Omega_{2 \varepsilon}, \chi_{0}=\theta_{2}, v_{\varepsilon}=P_{1}^{\varepsilon} u_{1 \varepsilon} \mid \Omega_{2 \varepsilon}-$ $u_{2 \varepsilon}$, and $v=\left(u_{1}-\theta_{2}^{-1} u_{2}\right)$. We have
$\liminf _{\varepsilon \rightarrow 0} c_{h} \int_{\Omega_{2 \varepsilon}}\left|P_{1}^{\varepsilon} u_{1 \varepsilon}\right| \Omega_{2 \varepsilon}(t)-\left.u_{2 \varepsilon}(t)\right|^{2} d x \geq c_{h} \int_{\Omega} \theta_{2}\left|u_{1}(t)-\theta_{2}^{-1} u_{2}(t)\right|^{2} d x \forall t \in[0, T]$,
which, together with (6.5), gives (6.4).

By (6.3), (6.4), and Theorem 4.4 we conclude that

$$
\begin{aligned}
\underset{\varepsilon \rightarrow 0}{\limsup } X_{1 \varepsilon}(t)= & \limsup _{\varepsilon \rightarrow 0}\left[E^{\varepsilon}(t)-\frac{1}{2}\left(\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d \sigma_{x}\right)\right] \\
= & \lim _{\varepsilon \rightarrow 0} E^{\varepsilon}(t)-\liminf _{\varepsilon \rightarrow 0}\left[\frac{1}{2}\left(\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left|u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d \sigma_{x}\right)\right] \\
\leq & \frac{1}{2}\left[\theta_{1} \int_{\Omega}\left|u_{1}^{\prime}(t)\right|^{2} d x+\theta_{2}^{-1} \int_{\Omega}\left|u_{2}^{\prime}(t)\right|^{2} d x\right. \\
& \quad+\int_{\Omega} A^{0} \nabla u_{1}(t) \nabla u_{1}(t) d x+c_{h} \theta_{2}^{-1} \int_{\Omega}\left|\theta_{2} u_{1}(t)-u_{2}(t)\right|^{2} d x \\
& \left.\quad-c_{h} \theta_{2}^{-1} \int_{\Omega}\left|\theta_{2} u_{1}(t)-u_{2}(t)\right|^{2} d x\right] \forall t \in[0, T],
\end{aligned}
$$

which proves (6.2).
Step 2. Observe now that, due to the presence of the boundary term in (6.3), we cannot have a priori estimates on the time derivative of $X_{1 \varepsilon}$. Hence, we cannot deduce any compactness of $X_{1 \varepsilon}$ in $C^{0}([0, T])$. To overcome this difficulty, we decompose $X_{1 \varepsilon}$ as a sum of a compact part $E^{\varepsilon}-Y_{\varepsilon}$ and a rest $\hat{Y}_{\varepsilon}$, which goes to zero in $C^{0}([0, T])$ as $\varepsilon \rightarrow 0$. To do that we use Lemma 3.4(i) in (6.3) to obtain

$$
X_{1 \varepsilon}=E^{\varepsilon}-Y_{\varepsilon}-\hat{Y}_{\varepsilon},
$$

where

$$
Y_{\varepsilon}(t):=c_{h} \int_{\Omega_{2 \varepsilon}}\left|P_{1}^{\varepsilon} u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d x
$$

and

$$
\begin{equation*}
\hat{Y}_{\varepsilon}(t):=\varepsilon \int_{\Omega_{2 \varepsilon}} \nabla_{y} \psi_{h}(x / \varepsilon) \nabla_{x}\left|P_{1}^{\varepsilon} u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right|^{2} d x \forall t \in[0, T] . \tag{6.6}
\end{equation*}
$$

Let us show first that

$$
\begin{equation*}
E^{\varepsilon}-Y_{\varepsilon} \text { is compact in } C^{0}([0, T]) . \tag{6.7}
\end{equation*}
$$

Indeed, from Theorem 4.4 $E^{\varepsilon}$ converges in $C^{0}([0, T])$. Moreover, $Y_{\varepsilon}$ is bounded in $L^{\infty}(0, T)$ and

$$
\left\|\frac{\partial Y_{\varepsilon}}{\partial t}\right\|_{L^{\infty}(0, T)} \leq C\left\|P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime}-u_{2 \varepsilon}^{\prime}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}\left\|P_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)} \leq C .
$$

This gives (6.7).
To conclude this step, let us prove that

$$
\begin{equation*}
\hat{Y}_{\varepsilon} \rightarrow 0 \text { in } C^{0}([0, T]) . \tag{6.8}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& \varepsilon\left|\int_{\Omega_{2 \varepsilon}} \nabla_{y} \psi_{h}(x / \varepsilon) \nabla_{x}\right| P_{1}^{\varepsilon} u_{1 \varepsilon}(t)-\left.u_{2 \varepsilon}(t)\right|^{2} d x \mid \\
& \quad \leq 2 \varepsilon\left\|\nabla_{y} \psi_{h}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\left\|\nabla\left(P_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right)\left(P_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right)\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\Omega_{2 \varepsilon}\right)\right)} \\
& \quad \leq C_{3} \varepsilon\left\|P_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right\|_{C^{0}\left(0, T ; H^{1}\left(\Omega_{2 \varepsilon}\right)\right)} \leq C \varepsilon \forall t \in[0, T]
\end{aligned}
$$

with $C$ independent of $\varepsilon$ and $t$. Therefore,

$$
\varepsilon\left|\int_{\Omega_{2 \varepsilon}} \nabla_{y} \psi_{h}(x / \varepsilon) \nabla_{x}\left(P_{1}^{\varepsilon} u_{1 \varepsilon}-u_{2 \varepsilon}\right)^{2} d x\right| \rightarrow 0 \text { in } C^{0}([0, T])
$$

which gives (6.8).
Step 3. We prove here the convergences of $\hat{X}_{2 \varepsilon}$ and $\hat{X}_{3 \varepsilon}$ in $C^{0}([0, T])$.
Consider first $\hat{X}_{2 \varepsilon}$. From (2.18), (5.1) written for $\lambda=e_{i}$, and (5.2) we have (6.9)

$$
\begin{aligned}
\hat{X}_{2 \varepsilon}(t)= & \int_{\Omega_{1 \varepsilon}} u_{1 \varepsilon}^{\prime}(t) \Phi^{\prime}(t) d x+\int_{\Omega_{2 \varepsilon}} u_{2 \varepsilon}^{\prime}(t) \Psi^{\prime}(t) d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla u_{1 \varepsilon}(t) \frac{\partial \Phi}{\partial x_{i}}(t) d x \\
= & \int_{\Omega} \widetilde{u_{1 \varepsilon}^{\prime}}(t) \Phi^{\prime}(t) d x+\int_{\Omega} \widetilde{u_{2 \varepsilon}^{\prime}}(t) \Psi^{\prime}(t) d x+\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[u_{1 \varepsilon}(t) \frac{\partial \Phi}{\partial x_{i}}(t)\right] d x \\
& -\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] u_{1 \varepsilon}(t) d x=\int_{\Omega} \widetilde{u_{1 \varepsilon}^{\prime}}(t) \Phi^{\prime}(t) d x+\int_{\Omega} \widetilde{u_{2 \varepsilon}^{\prime}}(t) \Psi^{\prime}(t) d x \\
& -\int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}(t) d x
\end{aligned}
$$

Due to Theorem 2.6, Remark 2.7(ii), and (5.3) one concludes that

$$
\begin{align*}
\hat{X}_{2 \varepsilon} & \rightarrow \int_{\Omega} \theta_{1} u_{1}^{\prime} \Phi^{\prime} d x+\int_{\Omega} u_{2}^{\prime} \Psi^{\prime} d x-\int_{\Omega} A^{0} e_{i} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}\right] u_{1} d x  \tag{6.10}\\
& =\int_{\Omega} \theta_{1} u_{1}^{\prime} \Phi^{\prime} d x+\int_{\Omega} u_{2}^{\prime} \Psi^{\prime} d x+\int_{\Omega} A^{0} \nabla \Phi \nabla u_{1} d x \text { in } \mathcal{D}^{\prime}(0, T)
\end{align*}
$$

We have to prove that this convergence takes place in $C^{0}([0, T])$. From (6.9), Theorem $2.6,(5.2)$, and (5.3) there exists a constant $C$ (independent of $\varepsilon$ ) such that

$$
\begin{equation*}
\left\|\hat{X}_{2 \varepsilon}\right\|_{L^{\infty}(0, T)} \leq C \tag{6.11}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
\left\|\frac{\partial \hat{X}_{2 \varepsilon}}{\partial t}\right\|_{L^{2}(0, T)} \leq C \tag{6.12}
\end{equation*}
$$

The variational formulation (2.8) written for $v_{1}=\Phi$ and $v_{2}=\Psi$ reads

$$
\begin{aligned}
\frac{\partial}{\partial t}( & \left.\int_{\Omega} u_{1 \varepsilon}^{\prime}(t) \Phi^{\prime}(t) d x+\int_{\Omega} u_{2 \varepsilon}^{\prime}(t) \Psi^{\prime}(t) d x\right) \\
= & \int_{\Omega} \widetilde{u_{1 \varepsilon}^{\prime}}(t) \Phi^{\prime \prime}(t)+\int_{\Omega} \widetilde{u_{2 \varepsilon}^{\prime}}(t) \Psi^{\prime \prime}(t)-\int_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla u_{1 \varepsilon}(t) \cdot \nabla \Phi^{\prime}(t) d x \\
& -\int_{\Omega_{2 \varepsilon}} A^{\varepsilon} \nabla u_{2 \varepsilon}(t) \nabla \Psi^{\prime}(t) d x-\varepsilon \int_{\Gamma^{\varepsilon}} h^{\varepsilon}\left(u_{1 \varepsilon}(t)-u_{2 \varepsilon}(t)\right)\left(\Phi^{\prime}(t)-\Psi^{\prime}(t)\right) d \sigma_{x} \\
& +\int_{\Omega_{1 \varepsilon}} f_{1 \varepsilon}(t) \Phi^{\prime}(t) d x+\int_{\Omega_{2 \varepsilon}} f_{2 \varepsilon}(t) \Psi^{\prime}(t) d x
\end{aligned}
$$

which is bounded in $L^{2}(0, T)$ due to Theorems 2.6 and (2.9)(i).

Moreover, we have

$$
\begin{aligned}
\frac{\partial}{\partial t} \int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}(t) d x= & \int_{\Omega} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi^{\prime}}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}(t) d x \\
& +\int_{\Omega^{\prime}} \chi_{\Omega_{1 \varepsilon}} A^{\varepsilon} \nabla w_{i}^{\varepsilon} \nabla\left[\frac{\partial \Phi}{\partial x_{i}}(t)\right] P_{1}^{\varepsilon} u_{1 \varepsilon}^{\prime}(t) d x
\end{aligned}
$$

and the right-hand side of this equality is bounded in $L^{2}(0, T)$ in view of (5.3) and Theorem 2.6. Hence (6.12) holds; this, together with (6.11), shows that $\hat{X}_{2 \varepsilon}$ is relatively compact in $C^{0}([0, T])$ so that from (6.10) we obtain (6.13)
$\hat{X}_{2 \varepsilon} \rightarrow \hat{X}_{2}:=\int_{\Omega} \theta_{1} u_{1}^{\prime} \Phi^{\prime} d x+\int_{\Omega} u_{2}^{\prime} \Psi^{\prime} d x+\int_{\Omega} A^{0} \nabla \Phi \nabla u_{1} d x$ strongly in $C^{0}([0, T])$.
Concerning $\hat{X}_{3 \varepsilon}$, a similar argument to that used in the proof of Proposition 5.1 to show (5.11) gives

$$
\begin{align*}
\hat{X}_{3 \varepsilon} \rightarrow \hat{X}_{3}:=\frac{1}{2}\left[\theta_{1}\left\|\Phi^{\prime}\right\|_{L^{2}(\Omega)}^{2}+\theta_{2}\left\|\Psi^{\prime}\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} A^{0} \nabla \Phi \nabla \Phi d x\right]  \tag{6.14}\\
\text { strongly in } C^{0}([0, T])
\end{align*}
$$

Step 4. Observe first that from (6.2), (6.13), and (6.14) we have

$$
\begin{equation*}
0 \leq \limsup _{\varepsilon \rightarrow 0} \hat{X}_{\varepsilon}(t) \leq \hat{X}_{1}(t)-\hat{X}_{2}(t)+\hat{X}_{3}(t)=\hat{X}(t) \quad \forall t \in[0, T] \tag{6.15}
\end{equation*}
$$

where $\hat{X}$ is given by (6.1).
On the other hand, if we write $\hat{X}_{\varepsilon}$ as

$$
\begin{equation*}
\hat{X}_{\varepsilon}=Z_{\varepsilon}-\hat{Y}_{\varepsilon} \tag{6.16}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{\varepsilon}:=E^{\varepsilon}-Y_{\varepsilon}-\hat{X}_{2 \varepsilon}+\hat{X}_{3 \varepsilon} \tag{6.17}
\end{equation*}
$$

and $\hat{Y}_{\varepsilon}$ is given by (6.6), due to (6.8) we have
(6.18) $\limsup \underset{\varepsilon \rightarrow 0}{ }\left\|\hat{X}_{\varepsilon}\right\|_{C^{0}([0, T])} \leq \limsup _{\varepsilon \rightarrow 0}\left\|Z_{\varepsilon}\right\|_{C^{0}([0, T])}+\lim _{\varepsilon \rightarrow 0}\left|\hat{Y}_{\varepsilon}\right|=\limsup _{\varepsilon \rightarrow 0}\left\|Z_{\varepsilon}\right\|_{C^{0}([0, T])}$.

Consequently, to conclude, it is enough to prove that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left\|Z_{\varepsilon}\right\|_{C^{0}([0, T])} \leq\|\hat{X}\|_{C^{0}([0, T])} \tag{6.19}
\end{equation*}
$$

which together with (6.18) will give the claimed result.
Let $\left\{\varepsilon^{\prime}\right\}$ be a subsequence such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left\|Z_{\varepsilon}\right\|_{C^{0}([0, T])}=\lim _{\varepsilon^{\prime} \rightarrow 0}\left\|Z_{\varepsilon^{\prime}}\right\|_{C^{0}([0, T])} \tag{6.20}
\end{equation*}
$$

From (6.7), (6.13), and (6.14) it follows that $Z_{\varepsilon}$ is compact in $C^{0}([0, T])$. Therefore, there exists a subsequence (still denoted $\left\{\varepsilon^{\prime}\right\}$ ) such that

$$
\begin{equation*}
Z_{\varepsilon^{\prime}} \rightarrow Z \text { strongly in } C^{0}([0, T]) \tag{6.21}
\end{equation*}
$$

But, from (6.16), (6.15), and (6.8) we have

$$
0 \leq Z(t)=\lim _{\varepsilon^{\prime} \rightarrow 0}\left[\hat{X}_{\varepsilon^{\prime}}(t)+\hat{Y}_{\varepsilon^{\prime}}(t)\right]=\lim _{\varepsilon^{\prime} \rightarrow 0} \hat{X}_{\varepsilon^{\prime}}(t) \leq X(t) \quad \forall t \in[0, T]
$$

so that from (6.21) one has

$$
\lim _{\varepsilon^{\prime} \rightarrow 0}\left\|Z_{\varepsilon^{\prime}}\right\|_{C^{0}([0, T])}=\|Z\|_{C^{0}([0, T])} \leq\|\hat{X}\|_{C^{0}([0, T])}
$$

which together with (6.20) gives (6.19) and ends the proof.
Remark 6.3. Let us emphasize the main difficulties in the proof of Proposition 6.1. First, as in the previous case (see Remark 5.3), due to the presence of the boundary term in the energy, we have only $X_{1 \varepsilon} \leq E^{\varepsilon}$ and not $X_{1 \varepsilon}=E^{\varepsilon}$, as usual. Moreover, here the limit of $E^{\varepsilon}-\hat{X}_{2 \varepsilon}+\hat{X}_{3 \varepsilon}$ is bigger than $\hat{X}$ so that we cannot conclude as in the previous case. On the other hand, since we have no estimates for the time derivative of the boundary term of $X_{1 \varepsilon}$, we cannot derive any compactness of $X_{1 \varepsilon}$ in $C^{0}([0, T])$. This is why we introduced in Step 4 of the proof a more technical argument, which relies on the decomposition (6.17) of $\hat{X}_{\varepsilon}$ as a sum of a compact term $Z_{\varepsilon}-Y_{\varepsilon}$ and a rest $\hat{Y}_{\varepsilon}$, which goes to zero in $C^{0}([0, T])$ as $\varepsilon \rightarrow 0$.

Proof of Theorem 2.8. Since $u_{1} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap C^{0}\left([0, T] ; L^{2}(\Omega)\right)$, $u_{1}^{\prime} \in$ $C^{0}\left([0, T] ; L^{2}(\Omega)\right)$, and $u_{2}^{\prime} \in C^{0}\left([0, T] ; L^{2}(\Omega)\right)$, from classical density results, we have that for any $\delta>0$ there exist $\Phi, \Psi \in C^{\infty}([0, T] ; \mathcal{D}(\Omega))$ such that

$$
\left\{\begin{array}{l}
\text { (i) }\left\|u_{1}^{\prime}-\Phi^{\prime}\right\|_{C^{0}\left([0, T] ; L^{2}(\Omega)\right)} \leq \delta  \tag{6.22}\\
\text { (ii) }\left\|\theta_{2}^{-1} u_{2}^{\prime}-\Psi^{\prime}\right\|_{C^{0}\left([0, T] ; L^{2}(\Omega)\right)} \leq \delta \\
\text { (iii) }\left\|\nabla u_{1}-\nabla \Phi\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq \delta
\end{array}\right.
$$

Therefore,

$$
\begin{align*}
& \left\|u_{1 \varepsilon}^{\prime}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right)}^{2}+\left\|u_{2 \varepsilon}^{\prime}-\theta_{2}^{-1} u_{2}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}^{2} \\
\leq & 2\left(\left\|u_{1 \varepsilon}^{\prime}-\Phi^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right)}^{2}+\left\|\Phi^{\prime}-u_{1}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right)}^{2}\right. \\
& \left.+\left\|u_{2 \varepsilon}^{\prime}-\Psi^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}^{2}+\left\|\Psi^{\prime}-\theta_{2}^{-1} u_{2}^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}^{2}\right)  \tag{6.23}\\
\leq & 2\left(\left\|u_{1 \varepsilon}^{\prime}-\Phi^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{1 \varepsilon}\right)\right)}^{2}+\left\|u_{2 \varepsilon}^{\prime}-\Psi^{\prime}\right\|_{C^{0}\left(0, T ; L^{2}\left(\Omega_{2 \varepsilon}\right)\right)}^{2}\right)+2 \delta^{2}
\end{align*}
$$

The same argument used to prove (5.15) gives that there exists a constant $C_{1}$ such that

$$
\begin{align*}
& \left(\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla u_{1}\right\|_{C^{0}\left([0, T] ;\left[L^{1}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2}\right)  \tag{6.24}\\
& \leq C_{1}\left(\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2}+\delta^{2}\right)
\end{align*}
$$

On the other hand, from the properties of $A^{\varepsilon}$,

$$
\begin{aligned}
& \frac{1}{2}\left[\left\|u_{1 \varepsilon}^{\prime}(t)-\Phi^{\prime}(t)\right\|_{L^{2}\left(\Omega_{1 \varepsilon}\right)}^{2}+\left\|u_{2 \varepsilon}^{\prime}(t)-\Psi^{\prime}(t)\right\|_{L^{2}\left(\Omega_{2 \varepsilon}\right)}^{2}\right. \\
& \left.\quad+\alpha\left(\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right\|_{\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]^{n}}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}}^{2}\right)\right] \leq \hat{X}_{\varepsilon} \quad \forall t \in[0, T]
\end{aligned}
$$

and there exists a constant $C_{2}$ such that

$$
\|\hat{X}\|_{C^{0}([0, T])} \leq C_{2} \delta^{2}
$$

where $\hat{X}_{\varepsilon}$ and $\hat{X}$, defined in Proposition 6.1, are applied to the function $\Phi$ and $\Psi$, given by (6.22).

Therefore, from Proposition 6.1 we conclude

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0}\{ & \frac{1}{2}\left[\left\|u_{1 \varepsilon}^{\prime}-\Phi^{\prime}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]\right)}^{2}+\left\|u_{2 \varepsilon}^{\prime}-\Psi^{\prime}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]\right)}^{2}\right] \\
& \left.+\frac{\alpha}{2}\left(\left\|\nabla u_{1 \varepsilon}-C^{\varepsilon} \nabla \Phi\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{1 \varepsilon}\right)\right]^{n}\right)}^{2}+\left\|\nabla u_{2 \varepsilon}\right\|_{C^{0}\left([0, T] ;\left[L^{2}\left(\Omega_{2 \varepsilon}\right)\right]^{n}\right)}^{2}\right)\right\} \\
\leq & \limsup _{\varepsilon \rightarrow 0}\left\|\hat{X}_{\varepsilon}\right\|_{C^{0}([0, T])} \leq\|\hat{X}\|_{C^{0}([0, T])} \leq C_{2} \delta^{2}
\end{aligned}
$$

which, together with (6.23) and (6.24), gives (2.24), since $\delta$ is arbitrary.
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#### Abstract

This work is concerned with the relaxation-time limit in the multidimensional isothermal hydrodynamic model for semiconductors in the critical Besov space. As the initial data are sufficiently close to equilibrium, the uniform (global) classical solutions are constructed by the high- and low-frequency decomposition methods. Furthermore, it is shown that the scaled classical solutions strongly converge towards that of a drift-diffusion model, as the relaxation time tends to zero.
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1. Introduction and main results. In this work, we are interested in the isothermal hydrodynamic model for semiconductors, which is of the form

$$
\left\{\begin{array}{l}
n_{t}+\nabla \cdot(n \mathbf{u})=0  \tag{1.1}\\
(n \mathbf{u})_{t}+\nabla \cdot(n \mathbf{u} \otimes \mathbf{u})+a^{2} \nabla n=n \nabla \Phi-\frac{n \mathbf{u}}{\tau} \\
\Delta \Phi=n-\bar{n}, \quad \Phi \rightarrow 0 \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

for $(t, x) \in[0,+\infty) \times \mathbf{R}^{N}(N \geq 2)$. Here $n, \mathbf{u}=\left(u^{1}, u^{2}, \ldots, u^{N}\right)^{\top}(\top$ transpose $)$, and $\Phi$ stand for the electron density, the electron velocity, and the electrostatic potential, respectively; $a>0$ is the sound speed; and $0<\tau \leq 1$ is the (small) momentum relaxation time for electrons. The symbols $\nabla, \Delta$, and $\otimes$ are the gradient operator, Laplacian operator, and the tensor products of two vectors, respectively. The positive constant $\bar{n}$ stands for the density of positively charged background ions.

The system (1.1) is supplemented with the initial data

$$
\begin{equation*}
(n, \mathbf{u})(x, 0)=\left(n_{0}, \mathbf{u}_{0}\right)(x), \quad x \in \mathbf{R}^{N} \tag{1.2}
\end{equation*}
$$

Concerning the small relaxation-time analysis, we define the scaled variables as in [12]:

$$
\begin{equation*}
\left(n^{\tau}, \mathbf{u}^{\tau}, \mathbf{e}^{\tau}\right)(x, s)=\left(n, \frac{1}{\tau} \mathbf{u}, \mathbf{e}\right)\left(x, \frac{s}{\tau}\right), \quad(\mathbf{e}=\nabla \Phi) \tag{1.3}
\end{equation*}
$$

Then the new variables satisfy the equations

$$
\left\{\begin{array}{l}
n_{s}^{\tau}+\nabla \cdot\left(n^{\tau} \mathbf{u}^{\tau}\right)=0  \tag{1.4}\\
\tau^{2} \mathbf{u}_{s}^{\tau}+\tau^{2}\left(\mathbf{u}^{\tau} \cdot \nabla\right) \mathbf{u}^{\tau}+\mathbf{u}^{\tau}=\mathbf{e}^{\tau}-a^{2} \frac{\nabla n^{\tau}}{n^{\tau}} \\
\nabla \cdot \mathbf{e}^{\tau}=n^{\tau}-\bar{n}
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
\left(n^{\tau}, \tau \mathbf{u}^{\tau}\right)(x, 0)=\left(n_{0}, \mathbf{u}_{0}\right) \tag{1.5}
\end{equation*}
$$

[^100]Let $\tau \rightarrow 0$; then, formally, we arrive at the classical drift-diffusion model

$$
\left\{\begin{array}{l}
\mathcal{N}_{s}+\nabla \cdot\left(\mathcal{N E}-a^{2} \nabla \mathcal{N}\right)=0  \tag{1.6}\\
\nabla \cdot \mathcal{E}=\mathcal{N}-\bar{n} \\
\mathcal{N}(x, 0)=n_{0}
\end{array}\right.
$$

This relaxation-time limit for the system (1.1)-(1.2) was first studied by Marcati and Natalini [12]. They obtained the uniform weak solutions with respect to $\tau$ and proved that the scaled weak solutions converged towards that of the driftdiffusion model (1.6). Subsequently, some rigorous results related to the relaxation limit have appeared (we refer the reader to $[1,3,7,8,9,10]$ ); however, these results are restricted to one space dimension. Physically, it is more important and more interesting to study this asymptotic limit in several space dimensions; unfortunately, due to the serious difficulties in establishing the global existence of weak or smooth solutions to (1.1)-(1.2), up to now, only partial relaxation limit results are available in several space dimensions. In [11], Lattanzio and Marcati considered the threedimensional isentropic hydrodynamic model, assuming the existence of $L^{\infty}$-solutions in an $\tau$-independent time interval, and justified the relaxation limit. Inspired by the Maxwell iteration, Yong [15] dealt with the periodic initial-value problem for the multidimensional isentropic hydrodynamic model in the Sobolev space $H^{\ell}\left(\mathbf{T}^{N}\right)$; however, the regularity index is required to be high $(\ell>1+N / 2$, an integer $)$.

Recently, in [6], we first established the global existence and exponential stability of classical solutions to the (isentropic and isothermal) hydrodynamic model for semiconductors in the critical Besov space $B_{2,1}^{1+N / 2}\left(\mathbf{R}^{N}\right)$, but it is not clear whether the results are independent of the relaxation time $\tau$. In this paper, we construct the uniform classical solutions (close to equilibrium) to the isothermal hydrodynamic model (1.1)-(1.2) and justify the above formal limit rigorously. For the proof of the global result, different from that in [6], we add some "new" ideas. More concretely speaking, we take full advantage of the special structure (skew-symmetry) of (1.1)-(1.2), which can help us avoid differentiating the system with respect to variable $t$ once, and develop some "new" frequency-localization estimates; for details, see Lemmas 4.3, 4.4, and 4.5. In this sense, the proof of the global result is shortened heavily. Here, we first state the main results as follows.

THEOREM 1.1. Let $\bar{n}>0$ be a constant reference density. Suppose that $n_{0}-\bar{n}, \boldsymbol{u}_{0}$, and $\boldsymbol{e}_{0} \in B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)(\sigma=1+N / 2)$. There exists a positive constant $\delta_{0}$ independent of $\tau$, such that if

$$
\left\|\left(n_{0}-\bar{n}, \boldsymbol{u}_{0}, \boldsymbol{e}_{0}\right)\right\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)} \leq \delta_{0}
$$

then the system (1.1)-(1.2) admits a unique global solution ( $n, \boldsymbol{u}, \boldsymbol{e}$ ) satisfying

$$
(n-\bar{n}, \boldsymbol{u}, \boldsymbol{e}) \in \mathcal{C}\left([0, \infty), B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)\right)
$$

Moreover, the uniform energy estimate holds:

$$
\begin{align*}
& \quad \sup _{t \geq 0}\left(\|(n-\bar{n}, \boldsymbol{u}, \boldsymbol{e})(\cdot, t)\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)}\right) \\
& \quad+\mu_{0} \int_{0}^{\infty}\left(\tau\|(n-\bar{n}, \boldsymbol{e})(\cdot, t)\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)}+\|\boldsymbol{u}(\cdot, t)\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)}\right) d t \\
& \leq C_{0}\left\|\left(n_{0}-\bar{n}, \boldsymbol{u}_{0}, \boldsymbol{e}_{0}\right)\right\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)} \tag{1.7}
\end{align*}
$$

where $\mu_{0}, C_{0}$ are the positive constants independent of $\tau$, and $\boldsymbol{e}_{0}:=\nabla \Delta^{-1}\left(n_{0}-\bar{n}\right)$.

Remark 1.1. From the energy estimate (1.7) and the smallness of $\tau(0<\tau \leq 1)$, we can obtain the uniform exponential decay of classical solution ( $n, \mathbf{u}, \mathbf{e}$ ) near to equilibrium $(\bar{n}, 0,0)$ in [6]:

$$
\|(n-\bar{n}, \mathbf{u}, \mathbf{e})(\cdot, t)\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)} \leq C_{0}\left\|\left(n_{0}-\bar{n}, \mathbf{u}_{0}, \mathbf{e}_{0}\right)\right\|_{B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)} \exp \left(-\mu_{0} \tau t\right), t \geq 0
$$

Remark 1.2. To our knowledge, Theorem 1.1 cannot directly be applied to the generally isentropic hydrodynamic model for semiconductors. As a matter of fact, for the isentropic model, we can establish a similar relaxation-limit result in stronger Besov space $B_{2,2}^{\sigma+\epsilon}\left(\mathbf{R}^{N}\right)(\epsilon>0)$.

Then, by considering an " $\mathcal{O}(1 / \tau)$ time scale" in (1.3), we justify the following convergence to the drift-diffusion model (1.6) by the standard weak convergence methods and the application of the compactness theorem in [14].

Theorem 1.2. Let $(n, \boldsymbol{u}, \boldsymbol{e})$ be the global solution of (1.1)-(1.2) given by Theorem 1.1. Then there exists some function $(\mathcal{N}, \mathcal{E})$ which is a global weak solution to (1.6) satisfying $(\mathcal{N}-\bar{n}, \mathcal{E}) \in \mathcal{C}\left([0, \infty), B_{2,1}^{\sigma}\left(\mathbf{R}^{N}\right)\right)$ such that as $\tau \rightarrow 0$, it yields the following $\left(1 \leq p<+\infty, \sigma^{\prime}<\sigma\right)$ :

$$
(n, \boldsymbol{e})\left(x, \frac{s}{\tau}\right) \rightarrow(\mathcal{N}, \mathcal{E})(x, s) \quad \text { strongly in } \quad L^{p}\left(0, T ;\left(B_{2,1}^{\sigma^{\prime}}\left(\mathbf{R}^{N}\right)\right)_{\mathrm{loc}}\right) \quad \text { for any } T>0
$$

Remark 1.3. Let us mention that this strong convergence result is weaker than that obtained in $[1,4]$, which can be regarded as a supplement to the theory of diffusive limit for hyperbolic problems.

The rest of this paper is organized as follows. In section 2, we present some definitions and basic facts on the Littlewood-Paley decomposition theory and Besov space. In section 3, we rewrite the isothermal hydrodynamic model as a symmetric hyperbolic system and recall the local existence result of classical solutions. Then in section 4, we establish the uniform a priori estimate, which is used to derive the global existence of uniform classical solutions. Finally, in section 5, we perform the relaxation-time limit.

Throughout this paper, $f \approx g$ means that $f \leq C g$ and $g \leq C f$, where $C>0$ is a uniform constant with respect to $\tau$. All functional spaces are considered in $\mathbf{R}^{N}$, so we may omit the space dependence for simplicity.
2. Littlewood-Paley analysis. In this section, we review briefly the Littlewood-Paley decomposition theory and the characterization of Besov space; see also, e.g., [2] or [6].

Let $\mathcal{S}$ be the Schwarz class. $(\varphi, \chi)$ is a couple of smooth functions valued in $[0,1]$ such that $\varphi$ is supported in the shell $\mathbf{C}\left(0, \frac{3}{4}, \frac{8}{3}\right)=\left\{\xi \in \mathbf{R}^{N}\left|\frac{3}{4} \leq|\xi| \leq \frac{8}{3}\right\}\right.$, $\chi$ is supported in the ball $\mathbf{B}\left(0, \frac{4}{3}\right)=\left\{\xi \in \mathbf{R}^{N}| | \xi \left\lvert\, \leq \frac{4}{3}\right.\right\}$, and

$$
\chi(\xi)+\sum_{q=0}^{\infty} \varphi\left(2^{-q} \xi\right)=1, \quad q \in \mathbf{Z}, \quad \xi \in \mathbf{R}^{N}
$$

For $f \in \mathcal{S}^{\prime}$ (denote the set of temperate distributions which is the dual of $\mathcal{S}$ ), one can define the nonhomogeneous dyadic blocks as follows:

$$
\begin{gathered}
\Delta_{-1} f:=\chi(D) f=\tilde{h} * f \quad \text { with } \quad \tilde{h}=\mathcal{F}^{-1} \chi \\
\Delta_{q} f:=\varphi\left(2^{-q} D\right) f=2^{q N} \int h\left(2^{q} y\right) f(x-y) d y \quad \text { with } \quad h=\mathcal{F}^{-1} \varphi \quad \text { if } q \geq 0
\end{gathered}
$$

where $*, \mathcal{F}^{-1}$ represent the convolution operator and the inverse Fourier transform, respectively. The nonhomogeneous Littlewood-Paley decomposition is

$$
f=\sum_{q \geq-1} \Delta_{q} f \quad \text { in } \quad \mathcal{S}^{\prime}
$$

Define the low-frequency cut-off by

$$
S_{q} f:=\sum_{p \leq q-1} \Delta_{p} f
$$

Of course, $S_{0} f=\Delta_{-1} f$. The above Littlewood-Paley decomposition is almost orthogonal in $L^{2}$.

Proposition 2.1. For any $f, g \in \mathcal{S}^{\prime}$, the following properties hold:

$$
\begin{gathered}
\Delta_{p} \Delta_{q} f \equiv 0 \quad \text { if } \quad|p-q| \geq 2 \\
\Delta_{q}\left(S_{p-1} f \Delta_{p} g\right) \equiv 0 \quad \text { if } \quad|p-q| \geq 5
\end{gathered}
$$

Besov space can be characterized in virtue of the Littlewood-Paley decomposition.
Definition 2.2. Let $1 \leq p \leq \infty$ and $s \in \mathbf{R}$. For $1 \leq r<\infty$, the Besov spaces $B_{p, r}^{s}$ are defined by

$$
f \in B_{p, r}^{s} \Leftrightarrow\left(\sum_{q \geq-1}\left(2^{q s}\left\|\Delta_{q} f\right\|_{L^{p}}\right)^{r}\right)^{\frac{1}{r}}<\infty
$$

and $B_{p, \infty}^{s}$ are defined by

$$
f \in B_{p, \infty}^{s} \Leftrightarrow \sup _{q \geq-1} 2^{q s}\left\|\Delta_{q} f\right\|_{L^{p}}<\infty
$$

Lemma 2.3 (Bernstein's inequality). Let $k \in \mathbf{N}$ and $0<R_{1}<R_{2}$. There exists a constant $C$ depending only on $R_{1}, R_{2}$, and $N$ such that for all $1 \leq a \leq b \leq \infty$ and $f \in L^{a}$, we have

$$
\text { Supp } \mathcal{F} f \subset \boldsymbol{B}\left(0, R_{1} \lambda\right) \Rightarrow \sup _{|\alpha|=k}\left\|\partial^{\alpha} f\right\|_{L^{b}} \leq C^{k+1} \lambda^{k+N\left(\frac{1}{a}-\frac{1}{b}\right)}\|f\|_{L^{a}}
$$

$$
\text { Supp } \mathcal{F} f \subset \boldsymbol{C}\left(0, R_{1} \lambda, R_{2} \lambda\right) \Rightarrow C^{-k-1} \lambda^{k}\|f\|_{L^{a}} \leq \sup _{|\alpha|=k}\left\|\partial^{\alpha} f\right\|_{L^{a}} \leq C^{k+1} \lambda^{k}\|f\|_{L^{a}}
$$

Here, $\mathcal{F} f\left(\right.$ or $\left.\widehat{f}=\int_{\mathbf{R}^{N}} f(x) \exp (-i x \cdot \xi) d x\right)$ represents the Fourier transform on $f$.
There is a compactness result in Besov space, which we show in the following proposition.

Proposition 2.4. Let $1 \leq p, r \leq \infty, s \in \mathbf{R}$, and $\varepsilon>0$. For all $\phi \in C_{c}^{\infty}$, the map $f \mapsto \phi f$ is compact from $B_{p, r}^{s+\varepsilon}$ to $B_{p, r}^{s}$.

Finally, we state a result of continuity for the composition to end this section.
Proposition 2.5. Let $1 \leq p, r \leq \infty$, and $I$ be an open interval of $\mathbf{R}$. Let $s>0$ and let $n$ be the smallest integer such that $n \geq s$. Let $F: I \rightarrow \mathbf{R}$ satisfy $F(0)=0$ and $F^{\prime} \in W^{n, \infty}(I ; \mathbf{R})$. Assume that $v \in B_{p, r}^{s}$ takes values in $J \subset \subset I$. Then $F(v) \in B_{p, r}^{s}$ and there exists a constant $C$ depending only on $s, I, J$, and $N$ such that

$$
\|F(v)\|_{B_{p, r}^{s}} \leq C\left(1+\|v\|_{L^{\infty}}\right)^{n}\left\|F^{\prime}\right\|_{W^{n, \infty}(I)}\|v\|_{B_{p, r}^{s}}
$$

3. Reformulation and local existence. Let us introduce the enthalpy $\mathcal{H}(\varrho)=$ $a^{2} \ln \varrho(\varrho>0)$, and set

$$
\begin{equation*}
m(t, x)=(\mathcal{H}(n(t, x))-\mathcal{H}(\bar{n})) / a \tag{3.1}
\end{equation*}
$$

Then (1.1) can be transformed into the symmetric hyperbolic form

$$
\begin{equation*}
\partial_{t} U+\sum_{j=1}^{N} A_{j}(\mathbf{u}) \partial_{x_{j}} U=\binom{0}{-\frac{1}{\tau} \mathbf{u}+\mathbf{e}} \tag{3.2}
\end{equation*}
$$

coupled with the dynamic electron field equation

$$
\begin{equation*}
\operatorname{dive}=h(m) \tag{3.3}
\end{equation*}
$$

where

$$
U=\binom{m}{\mathbf{u}}, \quad A_{j}(\mathbf{u})=\left(\begin{array}{cc}
u^{j} & a e_{j}^{\top} \\
a e_{j} & u^{j} I_{N}
\end{array}\right)
$$

$\left(I_{N}\right.$ denotes the unit matrix of order $\left.N\right)$,
and $h(m)=\bar{n}\{\exp (m / a)-1\}$ is a smooth function on the domain $\{m \mid-\infty<m<$ $+\infty\}$ satisfying $h(0)=0$. The initial data (1.2) become

$$
\begin{equation*}
\left.(m, \mathbf{u}, \mathbf{e})\right|_{t=0}=\left(a\left(\ln n_{0}-\ln \bar{n}\right), \mathbf{u}_{0}, \mathbf{e}_{0}\right) \tag{3.4}
\end{equation*}
$$

Remark 3.1. The variable change is from the open set $\{(n, \mathbf{u}, \mathbf{e}) \in(0,+\infty) \times$ $\left.\mathbf{R}^{N} \times \mathbf{R}^{N}\right\}$ to the whole space $\left\{(m, \mathbf{u}, \mathbf{e}) \in \mathbf{R} \times \mathbf{R}^{N} \times \mathbf{R}^{N}\right\}$. It is easy to show that for classical solutions ( $n, \mathbf{u}, \mathbf{e}$ ) away from the vacuum, (1.1)-(1.2) is equivalent to (3.2)-(3.4).

Now, we recall a local existence and uniqueness result of the classical solutions to (3.2)-(3.4) which has been established in [6].

Proposition 3.1. For any fixed relaxation time $\tau>0$, assume that $\left(m_{0}, \boldsymbol{u}_{0}, \boldsymbol{e}_{0}\right) \in$ $B_{2,1}^{\sigma}$; then, there exist a time $T_{0}>0$ (depending only on the initial data) and a unique solution $(m, \boldsymbol{u}, \boldsymbol{e})$ to (3.2)-(3.4) such that $(m, \boldsymbol{u}, \boldsymbol{e}) \in \mathcal{C}^{1}\left(\left[0, T_{0}\right] \times \mathbf{R}^{N}\right)$ and $(m, \boldsymbol{u}, \boldsymbol{e}) \in \mathcal{C}\left(\left[0, T_{0}\right], B_{2,1}^{\sigma}\right) \cap \mathcal{C}^{1}\left(\left[0, T_{0}\right], B_{2,1}^{\sigma-1}\right)$.
4. A uniform estimate and global existence. In this section, we shall establish a uniform a priori estimate, which is used to derive the global existence of classical solutions to (3.2)-(3.4).

Proposition 4.1. There exist three positive constants $\delta_{1}, C_{1}$, and $\mu_{1}$ independent of $\tau$ such that for any $T>0$, if

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|(m, \boldsymbol{u}, \boldsymbol{e})(\cdot, t)\|_{B_{2,1}^{\sigma}} \leq \delta_{1} \tag{4.1}
\end{equation*}
$$

then

$$
\begin{align*}
& \|(m, \boldsymbol{u}, \boldsymbol{e})(\cdot, t)\|_{B_{2,1}^{\sigma}}+\mu_{1} \int_{0}^{t}\left(\tau\|(m, \boldsymbol{e})(\cdot, \varsigma)\|_{B_{2,1}^{\sigma}}+\|\boldsymbol{u}(\cdot, \varsigma)\|_{B_{2,1}^{\sigma}}\right) d \varsigma \\
\leq & C_{1}\|(m, \boldsymbol{u}, \boldsymbol{e})(\cdot, 0)\|_{B_{2,1}^{\sigma}}, \quad t \in[0, T] \tag{4.2}
\end{align*}
$$

The main ingredients in the proof of Proposition 4.1 are the high-frequency $(q \geq 0)$ estimates and low-frequency $(q=-1)$ estimates on $(m, \mathbf{u}, \mathbf{e})$. To do this, we need to establish some lemmas.

Lemma 4.2. If $(m, \boldsymbol{u}, \boldsymbol{e}) \in \mathcal{C}\left([0, T], B_{2,1}^{\sigma}\right) \cap \mathcal{C}^{1}\left([0, T], B_{2,1}^{\sigma-1}\right)$ is a solution of $(3.2)-$ (3.4) for any given $T>0$, then the following estimate holds $(q \geq-1)$ :

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{q} \boldsymbol{e}\right\|_{L^{2}}^{2}\right)+\frac{1}{\tau}\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}^{2} \\
\leq & \frac{1}{2}\|\nabla \boldsymbol{u}\|_{L^{\infty}}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}^{2}\right)+\left\|\left[\boldsymbol{u}, \Delta_{q}\right] \cdot \nabla m\right\|_{L^{2}}\left\|\Delta_{q} m\right\|_{L^{2}} \\
& +\left\|\left[\boldsymbol{u}, \Delta_{q}\right] \cdot \nabla \boldsymbol{u}\right\|_{L^{2}}\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}+\frac{1}{\bar{n}}\left\|\Delta_{q}(h(m) \boldsymbol{u})\right\|_{L^{2}}\left\|\Delta_{q} \boldsymbol{e}\right\|_{L^{2}} \tag{4.3}
\end{align*}
$$

where the commutator $[f, g]=f g-g f$.
Remark 4.1. By applying the operator $\Delta_{q}$ to (3.2), then multiplying the resulting equations by the conjugator of $\Delta_{q} m\left(\overline{\Delta_{q} m}\right)$ and $\overline{\Delta_{q} \mathbf{u}}$, respectively, we can directly achieve (4.3) without extra trouble; see [6].

Below, we formulate an important skew-symmetry lemma which was developed in $[4,13,16]$.

Lemma 4.3 (Shizuta-Kawashima). For all $\xi \in \mathbf{R}^{N}, \xi \neq 0$, the system (3.2) admits a real skew-symmetric smooth matrix $K(\xi)$ which is defined in the unit sphere $S^{N-1}$ :

$$
K(\xi)=\left(\begin{array}{cc}
0 & \frac{\xi^{\top}}{|\xi|}  \tag{4.4}\\
-\frac{\xi}{|\xi|} & 0
\end{array}\right)
$$

and then

$$
K(\xi) \sum_{j=1}^{N} \xi_{j} A_{j}(0)=\left(\begin{array}{cc}
a|\xi| & 0  \tag{4.5}\\
0 & -a \frac{\xi \otimes \xi}{|\xi|}
\end{array}\right) .
$$

Thanks to the skew-symmetry of the system (3.2), we can develop some "new" frequency-localization estimates and avoid performing the $t$-derivative to (3.2), which is different from the estimates in [6].

Lemma 4.4. If $(m, \boldsymbol{u}, \boldsymbol{e}) \in \mathcal{C}\left([0, T], B_{2,1}^{\sigma}\right) \cap \mathcal{C}^{1}\left([0, T], B_{2,1}^{\sigma-1}\right)$ is a solution of (3.2)(3.4) for any given $T>0$, then the following estimates hold:

$$
\begin{align*}
& \frac{\tau}{2} \frac{d}{d t} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi+\tau \frac{a}{2} 2^{2 q}\left\|\Delta_{q} m\right\|_{L^{2}}^{2} \\
\leq & \frac{C}{\tau} 2^{2 q}\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}^{2}+C \tau 2^{q}\left\|\Delta_{q} U\right\|_{L^{2}}\left\|\Delta_{q} \mathcal{G}\right\|_{L^{2}} \\
& +C \tau\left\|\Delta_{q}(\tilde{h}(m) m)\right\|_{L^{2}}\left\|\Delta_{q} m\right\|_{L^{2}}(q \geq 0)  \tag{4.6}\\
& \frac{\tau}{2} \frac{d}{d t} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{-1} U}\right)^{*} K(\xi) \widehat{\Delta_{-1} U}\right) d \xi+\tau \frac{\bar{n}}{a}\left\|\Delta_{-1} m\right\|_{L^{2}}^{2} \\
\leq & \frac{C}{\tau}\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}^{2}+C \tau\left\|\Delta_{-1} U\right\|_{L^{2}}\left\|\Delta_{-1} \mathcal{G}\right\|_{L^{2}} \\
& +C \tau\left\|\Delta_{-1}(\tilde{h}(m) m)\right\|_{L^{2}}\left\|\Delta_{-1} m\right\|_{L^{2}} \tag{4.7}
\end{align*}
$$

where the function $\mathcal{G}$ is given in $(4.9), \tilde{h}(m)=\int_{0_{\tilde{\sim}}}^{1} h^{\prime}(\varsigma m) d \varsigma-\frac{\bar{n}}{a}$ is a smooth function on $\{m \mid-\infty<\varsigma m<\infty, \varsigma \in[0,1]\}$ satisfying $\tilde{h}(0)=0$, and $C>0$ is a uniform constant independent of $\tau$.

Proof. The system (3.2) can be written as the linearized form

$$
\begin{equation*}
\partial_{t} U+\sum_{j=1}^{N} A_{j}(0) \partial_{x_{j}} U=\mathcal{G}+\binom{0}{-\frac{1}{\tau} \mathbf{u}+\mathbf{e}} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}=\sum_{j=1}^{N}\left\{A_{j}(0)-A_{j}(\mathbf{u})\right\} \partial_{x_{j}} U \tag{4.9}
\end{equation*}
$$

Applying the operator $\Delta_{q}$ to the system (4.8) gives

$$
\begin{equation*}
\partial_{t} \Delta_{q} U+\sum_{j=1}^{N} A_{j}(0) \partial_{x_{j}} \Delta_{q} U=\Delta_{q} \mathcal{G}+\binom{0}{-\frac{1}{\tau} \Delta_{q} \mathbf{u}+\Delta_{q} \mathbf{e}} \tag{4.10}
\end{equation*}
$$

By performing the Fourier transform with respect to the space variable $x$ for (4.10) and multiplying the resulting equation by $-i \tau\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi)$ (* represents transpose and conjugator), then taking the real part of each term in the equality, we can obtain

$$
\begin{gathered}
\tau \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \frac{d}{d t} \widehat{\Delta_{q} U}\right)+\tau\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi)\left(\sum_{j=1}^{N} \xi_{j} A_{j}(0)\right) \widehat{\Delta_{q} U} \\
(4.11)= \\
\tau \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi)\left(\widehat{\Delta_{q} \mathcal{G}}\right)\right)-\operatorname{Im}\left(\left(\overline{\left(\widehat{\Delta_{q} m}\right)} \frac{\xi^{\top}}{|\xi|} \widehat{\Delta_{q} \mathbf{u}}\right)+\tau \operatorname{Im}\left(\left(\overline{\left(\overline{\Delta_{q} m}\right)} \frac{\xi^{\top}}{|\xi|} \widehat{\Delta_{q} \mathbf{e}}\right) .\right.\right.
\end{gathered}
$$

Using the skew-symmetry of $K(\xi)$, we have

$$
\begin{equation*}
\operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \frac{d}{d t} \widehat{\Delta_{q} U}\right)=\frac{1}{2} \frac{d}{d t} \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) \tag{4.12}
\end{equation*}
$$

Substituting (4.5) into the second term on the left-hand side of (4.11), it is not difficult to get

$$
\begin{align*}
& \tau \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \frac{d}{d t} \widehat{\Delta_{q} U}\right)+\tau\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi)\left(\sum_{j=1}^{N} \xi_{j} A_{j}(0)\right) \widehat{\Delta_{q} U} \\
\geq & \frac{\tau}{2} \frac{d}{d t} \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right)+a \tau|\xi|\left|\widehat{\Delta_{q} U}\right|^{2}-2 a \tau|\xi|\left|\widehat{\Delta_{q} \mathbf{u}}\right|^{2} \tag{4.13}
\end{align*}
$$

With the help of Young's inequality, the right-hand side of (4.11) can be estimated as

$$
\begin{align*}
& \tau \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi)\left(\widehat{\Delta_{q} \mathcal{G}}\right)\right)-\operatorname{Im}\left(\left(\overline{\left(\widehat{\Delta_{q} m}\right)}\right) \frac{\xi^{\top}}{|\xi|} \widehat{\Delta_{q} \mathbf{u}}\right)+\tau \operatorname{Im}\left(\left(\overline{\left(\widehat{\Delta_{q} m}\right)} \frac{\xi^{\top}}{|\xi|} \widehat{\Delta_{q} \mathbf{e}}\right)\right. \\
\leq & \tau \frac{a}{2}|\xi|\left|\widehat{\Delta_{q} U}\right|^{2}+\frac{C}{\tau|\xi|}\left|\widehat{\Delta_{q} \mathbf{u}}\right|^{2}+\tau\left|\widehat{\Delta_{q} U}\right|\left|\widehat{\Delta_{q} \mathcal{G}}\right|+\tau \operatorname{Im}\left(\left(\widehat{\left(\widehat{\Delta_{q} m}\right)} \frac{\xi^{\top}}{|\xi|} \widehat{\Delta_{q} \mathbf{e}}\right)\right. \tag{4.14}
\end{align*}
$$

where we have used the uniform boundedness of the matrix $K(\xi)(\xi \neq 0)$; the positive constant $C$ is independent of $\tau$. Combining this with the equality (4.11) and the inequality (4.13)-(4.14), we deduce that

$$
\begin{align*}
& \frac{\tau}{2} \frac{d}{d t} \operatorname{Im}\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right)+\tau \frac{a}{2}|\xi|\left|\widehat{\Delta_{q} U}\right|^{2} \\
\leq & \frac{C}{\tau}\left(|\xi|+\frac{1}{|\xi|}\right)\left|\widehat{\Delta_{q}} \mathbf{u}\right|^{2}+\tau\left|\widehat{\Delta_{q} U}\right|\left|\widehat{\Delta_{q} \mathcal{G}}\right|+\tau \operatorname{Im}\left(\left(\overline{\left(\widehat{\Delta_{q} m}\right.}\right) \frac{\xi^{\top}}{|\xi|} \widehat{\Delta_{q} \mathbf{e}}\right) \tag{4.15}
\end{align*}
$$

Multiplying (4.15) by $|\xi|$ and integrating it over $\mathbf{R}^{N}$, from Plancherel's theorem, we obtain

$$
\begin{align*}
& \frac{\tau}{2} \frac{d}{d t} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi+\tau \frac{a}{2}\left\|\Delta_{q} \nabla U\right\|_{L^{2}}^{2} \\
\leq & \frac{C}{\tau} 2^{2 q}\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+C \tau 2^{q}\left\|\Delta_{q} U\right\|_{L^{2}}\left\|\Delta_{q} \mathcal{G}\right\|_{L^{2}}+\tau \operatorname{Im} \int\left(\left(\widehat{\Delta_{q} m}\right) \xi^{\top} \widehat{\Delta_{q} \mathbf{e}}\right) d \xi \tag{4.16}
\end{align*}
$$

For the third term on the right-hand side of (4.16), we have

$$
\begin{equation*}
\tau \operatorname{Im} \int\left(\left(\overline{\Delta_{q} m}\right) \xi^{\top} \widehat{\Delta_{q}} \mathbf{e}\right) d \xi=\tau(J+\bar{J}) \tag{4.17}
\end{equation*}
$$

where

$$
\begin{align*}
J+\bar{J} & =-\frac{i}{2} \int\left(\left(\overline{\left(\widehat{\Delta_{q} m}\right.}\right) \xi^{\top} \widehat{\Delta_{q} \mathbf{e}}\right) d \xi+\frac{i}{2} \int\left(\left(\widehat{\Delta_{q} m}\right) \xi^{\top} \overline{\widehat{\Delta_{q}} \mathbf{e}}\right) d \xi \\
& =\frac{1}{2} \int\left(\overline{\Delta_{q} \widehat{\nabla} m}\right) \cdot \widehat{\Delta_{q}} \mathbf{e} d \xi+\frac{1}{2} \int\left(\widehat{\Delta_{q} \nabla m}\right) \cdot \overline{\widehat{\Delta_{q}}} d \xi \\
& =\frac{1}{2}(2 \pi)^{N}\left(\int \overline{\Delta_{q} \nabla m} \cdot \Delta_{q} \mathbf{e} d x+\int \Delta_{q} \nabla m \cdot \overline{\Delta_{q}} \mathbf{e} d x\right) \\
= & -\frac{1}{2}(2 \pi)^{N}\left(\int \overline{\Delta_{q} m} \Delta_{q} \operatorname{dive} d x+\int \Delta_{q} m \overline{\Delta_{q} \operatorname{div}} d x\right) \\
= & -\frac{1}{2}(2 \pi)^{N}\left(\int \overline{\Delta_{q} m} \Delta_{q}(h(m)-h(0)) d x+\int \Delta_{q} m \overline{\Delta_{q}(h(m)-h(0))} d x\right) \\
= & -\frac{(2 \pi)^{N} \bar{n}}{a}\left\|\Delta_{q} m\right\|_{L^{2}}^{2}-\frac{(2 \pi)^{N}}{2}\left(\int \overline{\Delta_{q} m} \Delta_{q}(\tilde{h}(m) m) d x\right. \\
& \left.\quad+\int \Delta_{q} m \overline{\Delta_{q}(\tilde{h}(m) m)} d x\right) . \tag{4.18}
\end{align*}
$$

Here, $\tilde{h}(m)=\int_{0}^{1} h^{\prime}(\varsigma m) d \varsigma-\bar{n} / a$ is a smooth function on $\{m \mid-\infty<\varsigma m<\infty, \varsigma \in$ $[0,1]\}$ satisfying $\tilde{h}(0)=0$. Therefore, from (4.16)-(4.18), we arrive at

$$
\begin{align*}
& \frac{\tau}{2} \frac{d}{d t} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi+\tau \frac{a}{2}\left\|\Delta_{q} \nabla U\right\|_{L^{2}}^{2}+\tau \frac{(2 \pi)^{N} \bar{n}}{a}\left\|\Delta_{q} m\right\|_{L^{2}}^{2} \\
\leq & \frac{C}{\tau} 2^{2 q}\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+C \tau 2^{q}\left\|\Delta_{q} U\right\|_{L^{2}}\left\|\Delta_{q} \mathcal{G}\right\|_{L^{2}}+C \tau\left\|\Delta_{q}(\tilde{h}(m) m)\right\|_{L^{2}}\left\|\Delta_{q} m\right\|_{L^{2}} . \tag{4.19}
\end{align*}
$$

In view of Lemma 2.3,

$$
\left\|\Delta_{q} \nabla m\right\|_{L^{2}} \approx 2^{q}\left\|\Delta_{q} m\right\|_{L^{2}}(q \geq 0)
$$

follows, so we get the estimates (4.6) and (4.7) immediately.
From the proof of Lemma 4.4, we see that the Poisson equation remedies the lowfrequency estimate on $\left\|\Delta_{-1} m\right\|_{L^{2}}^{2}$, which plays a key role in the uniform exponential decay of classical solutions (see Remark 1.1). This is essentially different from the Euler equations studied in [5]. On the electron field $\mathbf{e}$, we also have some "new" a priori estimates.

LEMMA 4.5. If $(m, \boldsymbol{u}, \boldsymbol{e}) \in \mathcal{C}\left([0, T], B_{2,1}^{\sigma}\right) \cap \mathcal{C}^{1}\left([0, T], B_{2,1}^{\sigma-1}\right)$ is a solution of $(3.2)-$ (3.4) for any given $T>0$, then

$$
\begin{equation*}
2^{q}\left\|\Delta_{q} \boldsymbol{e}\right\|_{L^{2}}^{2} \leq C\left(\frac{\bar{n}}{a}\left\|\Delta_{q} m\right\|_{L^{2}}+\left\|\Delta_{q}(\tilde{h}(m) m)\right\|_{L^{2}}\right)\left\|\Delta_{q} \boldsymbol{e}\right\|_{L^{2}}(q \geq 0) \tag{4.20}
\end{equation*}
$$

$$
\begin{aligned}
& -\frac{d}{d t} \int \Delta_{-1} \boldsymbol{e} \cdot \overline{\Delta_{-1} \boldsymbol{u}} d x+\left\|\Delta_{-1} \boldsymbol{e}\right\|_{L^{2}}^{2} \\
\leq & C\left(\bar{n}\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}+\left\|\Delta_{-1}(h(m) \boldsymbol{u})\right\|_{L^{2}}\right)\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}+C\left(a\left\|\Delta_{-1} \nabla m\right\|_{L^{2}}\right. \\
& \left.+\frac{1}{\tau}\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}+\|\boldsymbol{u}\|_{L^{\infty}}\left\|\Delta_{-1} \nabla \boldsymbol{u}\right\|_{L^{2}}+\left\|\left[\boldsymbol{u}, \Delta_{-1}\right] \cdot \nabla \boldsymbol{u}\right\|_{L^{2}}\right)\left\|\Delta_{-1} \boldsymbol{e}\right\|_{L^{2}}
\end{aligned}
$$

where $C>0$ is a uniform constant independent of $\tau$.
Proof. (I) By applying the operator $\Delta_{q}$ to both sides of dive $=h(m)(q \geq 0)$, integrating it over $\mathbf{R}^{N}$ after multiplying $\Delta_{q}$ dive, and noticing the irrotationality of e, we can obtain (4.20) in virtue of Hölder's inequality.
(II) From (1.1) and (3.1), we get

$$
\begin{equation*}
\mathbf{e}_{t}=-\nabla \Delta^{-1} \nabla \cdot\{h(m) \mathbf{u}+\bar{n} \mathbf{u}\} \tag{4.22}
\end{equation*}
$$

where the nonlocal term $\nabla \Delta^{-1} \nabla \cdot f$ is the product of Riesz transforms on $f$. From (3.2) and (4.22), we have

$$
\begin{align*}
& -\frac{d}{d t} \int \Delta_{q} \mathbf{e} \cdot \overline{\Delta_{q}} \mathbf{u} d x \\
= & -\int \Delta_{q} \mathbf{e}_{t} \overline{\Delta_{q} \mathbf{u}} d x-\int \Delta_{q} \mathbf{e} \overline{\Delta_{q} \mathbf{u}_{t}} d x \\
= & \int \nabla \Delta^{-1} \nabla \cdot \Delta_{q}\{h(m) \mathbf{u}+\bar{n} \mathbf{u}\} \overline{\Delta_{q} \mathbf{u}} d x \\
& -\int \Delta_{q} \mathbf{e} \cdot\left(-a \overline{\Delta_{q} \nabla m}-\frac{1}{\tau} \overline{\Delta_{q} \mathbf{u}}-\mathbf{u} \overline{\Delta_{q} \nabla \mathbf{u}}+\overline{\left[\mathbf{u}, \Delta_{q}\right] \cdot \nabla \mathbf{u}}+\overline{\Delta_{q} \mathbf{e}}\right) d x . \tag{4.23}
\end{align*}
$$

Using the $L^{2}$-boundedness of the Riesz transform and Hölder's inequality, we derive (4.21) immediately.

For those estimates of the commutators in (4.3) and (4.21), we have the following fact.

Lemma 4.6 (see [6]). Let $s>0$ and $1<p<\infty$; then the following inequalities are true:

$$
\begin{align*}
& 2^{q s}\left\|\left[f, \Delta_{q}\right] \mathcal{A} g\right\|_{L^{p}} \\
\leq & \left\{\begin{array}{lc}
C c_{q}\|f\|_{B_{p, 1}^{s}}\|g\|_{B_{p, 1}^{s}}, & f, g \in B_{p, 1}^{s}, \quad s=1+N / p \\
C c_{q}\|f\|_{B_{p, 1}^{s}}\|g\|_{B_{p, 1}^{s+1},}, & f \in B_{p, 1}^{s}, \quad g \in B_{p, 1}^{s+1}, \quad s=N / p \\
C c_{q}\|f\|_{B_{p, 1}^{s+1}}\|g\|_{B_{p, 1}^{s}}, & f \in B_{p, 1}^{s+1}, \quad g \in B_{p, 1}^{s}, \quad s=N / p
\end{array}\right. \tag{4.24}
\end{align*}
$$

In particular, if $f=g$, then

$$
\begin{equation*}
2^{q s}\left\|\left[f, \Delta_{q}\right] \mathcal{A} g\right\|_{L^{p}} \leq C c_{q}\|\nabla f\|_{L^{\infty}}\|g\|_{B_{p, 1}^{s}}, s>0 \tag{4.25}
\end{equation*}
$$

where the operator $\mathcal{A}=\operatorname{div}$ or $\nabla, C$ is a harmless constant, and $c_{q}$ denotes a sequence such that $\left\|\left(c_{q}\right)\right\|_{l^{1}} \leq 1$.

In addition, in the proof of Proposition 4.1, an elementary algebra inequality will be used. For clarity, we put it into a lemma.

Lemma 4.7. Assume that $f, g, h>0$ and $0<\tau \leq 1$; then the following inequality is true:

$$
\begin{equation*}
f+\tau g+\tau h \leq C \frac{\frac{1}{\tau} f^{2}+\tau g^{2}+\tau h^{2}}{\left(f^{2}+g^{2}+h^{2}\right)^{1 / 2}} \tag{4.26}
\end{equation*}
$$

where $C>0$ is a uniform constant independent of $\tau$.

Proof. Note that

$$
\begin{equation*}
\left(f^{2}+g^{2}+h^{2}\right)^{1 / 2} \approx f+g+h \tag{4.27}
\end{equation*}
$$

We need only show

$$
\begin{equation*}
(f+\tau g+\tau h)(f+g+h) \leq C\left(\frac{1}{\tau} f^{2}+\tau g^{2}+\tau h^{2}\right) \tag{4.28}
\end{equation*}
$$

which is obvious in virtue of the smallness of $\tau(0<\tau \leq 1)$ and Young's inequality.

Proof of Proposition 4.1. From the a priori estimate assumption (4.1), we have

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(\|(m, \mathbf{u}, \mathbf{e})(\cdot, t)\|_{W^{1, \infty}}\right) \leq C \delta_{1} \tag{4.29}
\end{equation*}
$$

In what follows, we are going to divide the proof into some lemmas.
Lemma $4.8(q \geq 0)$. There exist some positive constants $K_{1}, K_{2}, \mu_{2}$ independent of $\tau$ such that the following estimate holds:

$$
\begin{aligned}
& 2^{q(\sigma-1)} \frac{d}{d t}\left\{\frac{K_{1}}{2} 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{q} \boldsymbol{e}\right\|_{L^{2}}^{2}\right)\right. \\
& \left.+\frac{K_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi\right\}^{1 / 2} \\
& +\mu_{2} 2^{q \sigma}\left(\tau\left\|\Delta_{q} m\right\|_{L^{2}}+\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}+\tau\left\|\Delta_{q} \boldsymbol{e}\right\|_{L^{2}}\right) \\
& \leq C\left\{2^{q \sigma}\|\nabla \boldsymbol{u}\|_{L^{\infty}}\left(\left\|\Delta_{q} m\right\|_{L^{2}}+\left\|\Delta_{q} \boldsymbol{u}\right\|_{L^{2}}\right)+c_{q}\|\boldsymbol{u}\|_{B_{2,1}^{\sigma}}\left(\|m\|_{B_{2,1}^{\sigma}}+\|\boldsymbol{u}\|_{B_{2,1}^{\sigma}}\right)\right. \\
& \left.+\tau 2^{q(\sigma-1)}\left\|\Delta_{q} \mathcal{G}\right\|_{L^{2}}+2^{q \sigma}\left(\left\|\Delta_{q}(h(m) \boldsymbol{u})\right\|_{L^{2}}+\tau\left\|\Delta_{q}(\tilde{h}(m) m)\right\|_{L^{2}}\right)\right\}
\end{aligned}
$$

where $K_{1}, K_{2}$ are given in (4.32), and $C>0$ is a uniform constant independent of $\tau$.

Proof. Combining (4.3), (4.6), and (4.20), we have

$$
\begin{align*}
& \frac{d}{d t}\left\{\frac{K_{1}}{2} 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}^{2}\right)\right. \\
& \left.+\frac{K_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi\right\} \\
& +\frac{K_{1}}{\tau} 2^{2 q}\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+\tau \frac{a}{2} K_{2} 2^{2 q}\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+K_{3} \tau 2^{2 q}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}^{2} \\
\leq & K_{1} 2^{2 q}\left\{\frac{1}{2}\|\nabla \mathbf{u}\|_{L^{\infty}}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}\right)\right. \\
& +\left\|\left[\mathbf{u}, \Delta_{q}\right] \cdot \nabla m\right\|_{L^{2}}\left\|\Delta_{q} m\right\|_{L^{2}}+\left\|\left[\mathbf{u}, \Delta_{q}\right] \cdot \nabla \mathbf{u}\right\|_{L^{2}}\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}} \\
& \left.+\frac{1}{\bar{n}}\left\|\Delta_{q}(h(m) \mathbf{u})\right\|_{L^{2}}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}\right\}+K_{2}\left\{\frac{C}{\tau} 2^{2 q}\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}\right. \\
& \left.+C \tau 2^{q}\left\|\Delta_{q} U\right\|_{L^{2}}\left\|\Delta_{q} \mathcal{G}\right\|_{L^{2}}+C \tau\left\|\Delta_{q}(\tilde{h}(m) m)\right\|_{L^{2}}\left\|\Delta_{q} m\right\|_{L^{2}}\right\} \\
& +K_{3} 2^{q} \tau C\left\{\left(\frac{\bar{n}}{a}\left\|\Delta_{q} m\right\|_{L^{2}}+\left\|\Delta_{q}(\tilde{h}(m) m)\right\|_{L^{2}}\right)\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}\right\} \tag{4.31}
\end{align*}
$$

where these positive constants $K_{1}, K_{2}$, and $K_{3}$ (independent of $\tau$ ) satisfy

$$
\begin{equation*}
K_{2}=\frac{K_{1}}{4 C}, \quad K_{3}=\frac{a^{3}}{2 C^{2} \bar{n}^{2}} K_{2} \tag{4.32}
\end{equation*}
$$

We introduce them in order to ensure that

$$
\begin{align*}
& \frac{K_{1}}{2} 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}^{2}\right) \\
& +\frac{K_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi \\
\approx & 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}^{2}\right) \tag{4.33}
\end{align*}
$$

since

$$
\begin{equation*}
\left|\frac{K_{2} \tau}{2} \operatorname{Im} \int\right| \xi\left|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi\right| \leq \frac{C K_{2}}{2} 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}\right) \tag{4.34}
\end{equation*}
$$

and we eliminate the quadratic term $\frac{C}{\tau} 2^{2 q}\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}, K_{3} 2^{q} \tau C \frac{\bar{n}}{a}\left\|\Delta_{q} m\right\|_{L^{2}}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}$ in the right-hand side of (4.31) with the aid of Young's inequality; for similar details, see [6]. Then, dividing the resulting inequality by
$\left\{\frac{K_{1}}{2} 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}^{2}\right)+\frac{K_{2}}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi\right\}^{1 / 2}$
and after eliminating the quadratic terms and multiplying the factor $2^{q(\sigma-1)}$ on both sides of the inequality, we arrive at (4.30) immediately with the help of Lemmas 4.6 and 4.7.

Similarly, for the case of low frequency $(q=-1)$, we have the following a priori estimate.

Lemma $4.9(q=-1)$. There exist some positive constants $\bar{K}_{1}, \bar{K}_{2}, \bar{K}_{3}$, and $\mu_{3}$ independent of $\tau$ such that the following estimate holds:

$$
\begin{aligned}
& 2^{-(\sigma-1)} \frac{d}{d t}\left\{\frac{\bar{K}_{1}}{2} 2^{-2}\left(\left\|\Delta_{-1} m\right\|_{L^{2}}^{2}+\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{-1} \boldsymbol{e}\right\|_{L^{2}}^{2}\right)\right. \\
& +\frac{\bar{K}_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\left.\left.\left.\Delta_{-1} U\right)^{*} K(\xi) \widehat{\Delta_{-1} U}\right) d \xi-\bar{K}_{3} \tau \int \Delta_{-1} \boldsymbol{e} \cdot \overline{\Delta_{-1} \boldsymbol{u}} d x\right\}^{1 / 2}} \begin{array}{l}
\text { }+\mu_{3} 2^{-\sigma}\left(\tau\left\|\Delta_{-1} m\right\|_{L^{2}}+\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}+\tau\left\|\Delta_{-1} \boldsymbol{e}\right\|_{L^{2}}\right) \\
\leq\left\{2^{-\sigma}\left(\|\nabla \boldsymbol{u}\|_{L^{\infty}}+\|\boldsymbol{u}\|_{L^{\infty}}\right)\left(\left\|\Delta_{-1} m\right\|_{L^{2}}+\left\|\Delta_{-1} \boldsymbol{u}\right\|_{L^{2}}\right)\right. \\
\quad+c_{-1}\|\boldsymbol{u}\|_{B_{2,1}^{\sigma}}\left(\|m\|_{B_{2,1}^{\sigma}}+\|\boldsymbol{u}\|_{B_{2,1}^{\sigma}}\right)+\tau 2^{-(\sigma-1)}\left\|\Delta_{-1} \mathcal{G}\right\|_{L^{2}} \\
\left.\quad+2^{-\sigma}\left(\left\|\Delta_{-1}(h(m) \boldsymbol{u})\right\|_{L^{2}}+\tau\left\|\Delta_{-1}(\tilde{h}(m) m)\right\|_{L^{2}}\right)\right\}
\end{array}\right.\right. \text {, }
\end{aligned}
$$

where $C>0$ is a uniform constant independent of $\tau$.
Remark 4.2. Similar to the proof of Lemma 4.8, the constants $\bar{K}_{1}, \bar{K}_{2}, \bar{K}_{3}$ are used to ensure that

$$
\begin{align*}
& \frac{\bar{K}_{1}}{2} 2^{-2}\left(\left\|\Delta_{-1} m\right\|_{L^{2}}^{2}+\left\|\Delta_{-1} \mathbf{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{-1} \mathbf{e}\right\|_{L^{2}}^{2}\right) \\
& +\frac{\bar{K}_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{-1}} U\right)^{*} K(\xi) \widehat{\Delta_{-1} U}\right) d \xi-\bar{K}_{3} \tau \int \Delta_{-1} \mathbf{e} \cdot \widehat{\Delta_{-1} \mathbf{u}} d x \\
\approx & 2^{-2}\left(\left\|\Delta_{-1} m\right\|_{L^{2}}^{2}+\left\|\Delta_{-1} \mathbf{u}\right\|_{L^{2}}^{2}+\left\|\Delta_{-1} \mathbf{e}\right\|_{L^{2}}^{2}\right) \tag{4.36}
\end{align*}
$$

and to eliminate some quadratic terms in the right-hand side of inequality (4.35).

Summing (4.30) on $q \in \mathbf{N} \cup\{0\}$ and adding with (4.35), then, according to the smallness of $\tau(0<\tau \leq 1$ ), a priori assumption (4.1), (4.29), and Moser's estimates (Proposition 2.5), we obtain the following differential inequality:

$$
\begin{align*}
& \frac{d}{d t} Q+\mu_{4}\left(\tau\|m\|_{B_{2,1}^{\sigma}}+\|\mathbf{u}\|_{B_{2,1}^{\sigma}}+\tau\|\mathbf{e}\|_{B_{2,1}^{\sigma}}\right) \\
\leq & C \delta_{1}\left(\tau\|m\|_{B_{2,1}^{\sigma}}+\|\mathbf{u}\|_{B_{2,1}^{\sigma}}+\tau\|\mathbf{e}\|_{B_{2,1}^{\sigma}}\right) \tag{4.37}
\end{align*}
$$

where

$$
\begin{align*}
Q= & \sum_{q \geq 0} 2^{q(\sigma-1)}\left\{\frac{K_{1}}{2} 2^{2 q}\left(\left\|\Delta_{q} m\right\|_{L^{2}}^{2}+\left\|\Delta_{q} \mathbf{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{q} \mathbf{e}\right\|_{L^{2}}^{2}\right)\right. \\
& \left.+\frac{K_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{q} U}\right)^{*} K(\xi) \widehat{\Delta_{q} U}\right) d \xi\right\}^{1 / 2} \\
& +\left\{\frac{\bar{K}_{1}}{2} 2^{-2}\left(\left\|\Delta_{-1} m\right\|_{L^{2}}^{2}+\left\|\Delta_{-1} \mathbf{u}\right\|_{L^{2}}^{2}+\frac{1}{\bar{n}}\left\|\Delta_{-1} \mathbf{e}\right\|_{L^{2}}^{2}\right)\right. \\
88) & \left.+\frac{\bar{K}_{2} \tau}{2} \operatorname{Im} \int|\xi|\left(\left(\widehat{\Delta_{-1} U}\right)^{*} K(\xi) \widehat{\Delta_{-1} U}\right) d \xi-\bar{K}_{3} \tau \int \Delta_{-1} \mathbf{e} \cdot \widehat{\Delta_{-1} \mathbf{u}} d x\right\}^{1 / 2} \tag{4.38}
\end{align*}
$$

and $\mu_{4}>0$ is a uniform constant independent of $\tau$. Note that

$$
\begin{equation*}
Q \approx\|(m, \mathbf{u}, \mathbf{e})(\cdot, t)\|_{B_{2,1}^{\sigma}}, \quad t \geq 0 \tag{4.39}
\end{equation*}
$$

and by choosing $\delta_{1}=\frac{\mu_{4}}{2 C}, \mu_{1}=\frac{\mu_{4}}{2}$, we conclude the proof of Proposition 4.1.
Based on Propositions 3.1 and 4.1, we establish the global existence of classical solutions to the system (3.2)-(3.4) by virtue of the standard continuation argument. Using the imbedding property in Besov space $B_{2,1}^{\sigma},(m, \mathbf{u}, \mathbf{e}) \in \mathcal{C}^{1}\left([0, \infty) \times \mathbf{R}^{N}\right)$ solves (3.2)-(3.4). From Remark 3.1, we know $(n, \mathbf{u}, \mathbf{e}) \in \mathcal{C}^{1}\left([0, \infty) \times \mathbf{R}^{N}\right)$ is a solution of (1.1)-(1.2) with $n>0$. Furthermore, we attain Theorem 1.1.
5. Relaxation-time limit. In this section, we give the proof of Theorem 1.2.

Proof. From the uniform energy estimate (1.7) in Theorem 1.1 and the scaled variables (1.3), we have

$$
\begin{align*}
& \sup _{s \geq 0}\left(\left\|\left(n^{\tau}-\bar{n}, \tau \mathbf{u}^{\tau}, \mathbf{e}^{\tau}\right)(\cdot, s)\right\|_{B_{2,1}^{\sigma}}\right)+\mu_{0} \int_{0}^{\infty}\left(\left\|\left(n^{\tau}-\bar{n}, \mathbf{u}^{\tau}, \mathbf{e}^{\tau}\right)(\cdot, s)\right\|_{B_{2,1}^{\sigma}}\right) d s \\
\leq & C_{0}\left\|\left(n_{0}-\bar{n}, \mathbf{u}_{0}, \mathbf{e}_{0}\right)\right\|_{B_{2,1}^{\sigma}} . \tag{5.1}
\end{align*}
$$

According to Proposition 2.4 and the compactness theorem in [14], there exists a function $(\mathcal{N}, \mathcal{E}) \in \mathcal{C}\left([0, \infty), \bar{n}+B_{2,1}^{\sigma}\right) \times \mathcal{C}\left([0, \infty), B_{2,1}^{\sigma}\right)$ such that, for any $T>0$, the sequence (up to a subsequence)

$$
\left\{n^{\tau}\right\} \rightarrow \mathcal{N} \quad \text { strongly in } \quad L^{p}\left(0, T ;\left(B_{2,1}^{\sigma^{\prime}}\right)_{\mathrm{loc}}\right)\left(1 \leq p<+\infty, \sigma^{\prime}<\sigma\right)
$$

$\left\{\mathbf{e}^{\tau}\right\} \rightarrow \mathcal{E} \quad$ strongly in $\quad L^{p}\left(0, T ;\left(B_{2,1}^{\sigma^{\prime}}\right)_{\mathrm{loc}}\right)\left(1 \leq p<+\infty, \sigma^{\prime}<\sigma\right)$, as $\tau \rightarrow 0$.
From (5.1), we can derive that
$\mathbf{u}^{\tau}$ is uniformly bounded in $L^{1}\left(0, T ; B_{2,1}^{\sigma}\right)$
and $\tau\left(\mathbf{u}^{\tau} \cdot \nabla\right) \mathbf{u}^{\tau} \quad$ is uniformly bounded in $L^{1}\left(0, T ; B_{2,1}^{\sigma-1}\right)$.

Hence, in the system (1.4)-(1.5), the above convergence properties allow us to pass to the limit $\tau \rightarrow 0$ in the sense of distributions, which implies that $(\mathcal{N}, \mathcal{E})$ is a global weak solution to the drift-diffusion model (1.6).
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#### Abstract

We consider here a $2 \pi$-periodic and two-dimensional Hele-Shaw flow modelling the motion of a viscous and incompressible fluid. The free surface is moving under the influence of gravity and is modelled by a modified Darcy law for Stokesian fluids. The bottom of the cell is assumed to be impermeable. We prove the existence of a unique classical solution if the initial data is near a constant, identify the equilibria of the flow, and study their stability.
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## 1. Introduction.

1.1. The mathematical model. Using a fluid model with a shear-rate dependent viscosity, the authors in [12] derive a Darcy law coupling the pressure $p$ and the velocity field $v$ of the bulk fluid situated between the parallel plates of a Hele-Shaw cell:

$$
\begin{equation*}
v=-\frac{D p}{\bar{\mu}\left(|D p|^{2}\right)} \tag{1}
\end{equation*}
$$

Here $\bar{\mu}$ is the so-called effective viscosity. In the situation studied in [12] the cell is horizontal and the gap $d$ between the plates is small in relation to the other two dimensions of the cell. Having averaged over the gap $d$ they consider (1) for a twodimensional fluid. From the conservation of mass one concludes that the pressure $p$ of a finite patch $\Omega$ of fluid with boundary $\Gamma$ must solve the Dirichlet problem

$$
\begin{equation*}
\operatorname{div}\left(\frac{D p}{\bar{\mu}\left(|D p|^{2}\right)}\right)=0 \quad \text { in } \quad \Omega, \quad p=-\sigma \kappa \quad \text { on } \quad \Gamma, \tag{2}
\end{equation*}
$$

where $\sigma$ is the surface tension parameter and $\kappa$ the curvature of $\Gamma$. The solvability of (2) is discussed in terms of the monotonicity of $\bar{\mu}$. It should be emphasized that in [12] only problems on temporal fixed domains are rigorously investigated. However, the full problem describing the more complex situation in which the boundary $\Gamma$ moves and which is obtained by coupling (2) with an evolution equation describing the motion of the fluid molecules situated on $\Gamma$ is not addressed by the authors in [12].

In this paper we study the general Cauchy problem of the full system describing the flow of a non-Newtonian fluid in a vertical Hele-Shaw cell with an impermeable bottom and laterals (see Figure 1). Hence, effects caused by gravity must be incorporated into our setting. As in [12] the gap $d$ is again small compared to the height and length of the cell. In order to avoid the contact angle problem a two-dimensional,
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FIG. 1.
strip-like geometry will be considered. Given a positive function $f \in C^{1}(\mathbb{R})$, bounded away from 0 , we define the set

$$
\widetilde{\Omega}_{f}:=\left\{(x, y) \in \mathbb{R}^{2}: 0<y<f(x)\right\}
$$

identified as the fluid domain, and denote the components of its boundary $\partial \widetilde{\Omega}_{f}$ by

$$
\widetilde{\Gamma}_{f}:=\{(x, f(x)): x \in \mathbb{R}\}, \quad \widetilde{\Gamma}_{0}:=\mathbb{R} \times\{0\}
$$

We denote by $\nu$ the outward-pointing normal of $\partial \widetilde{\Omega}_{f}$. The motion of the fluid is modelled using the Darcy law (1):

$$
v=-\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}
$$

with $p$ replaced by the velocity potential $u$ defined by

$$
u(x, y)=\frac{p(x, y)}{g \cdot \rho}+y, \quad(x, y) \in \widetilde{\Omega}_{f}
$$

Here $g$ is the gravity acceleration constant, $\rho$ is the density constant, and $D u=$ $\left(\partial_{1} u, \partial_{2} u\right)$ is the gradient of $u$. Also called piezometric head, $u$ expresses the mechanical energy due to gravity and pressure of the fluid, per unit weight of fluid (see [3]).

The viscosity $\mu \in C^{\infty}([0, \infty),(0, \infty))$ is assumed to satisfy $\mu(r)+2 r \mu^{\prime}(r)>0$ for $r \geq 0$. Particularly, this implies that the mapping $[0, \infty) \ni r \longmapsto h(r):=r \mu^{2}(r)$ is invertible. The effective viscosity $\bar{\mu}$ (see [12]) is defined by

$$
\frac{1}{\bar{\mu}(r)}:=c \int_{-1}^{1} \frac{s^{2}}{\widetilde{\mu}\left(r s^{2}\right)} d s
$$

where $c$ is a positive constant and $\widetilde{\mu}:=\mu \circ h^{-1}$. The free surface $\widetilde{\Gamma}_{f}$ separating the fluid from air, at pressure normalized to be zero, is moving under the influence of gravity. Surface tension effects are neglected. Consequently, $p=0$ on $\widetilde{\Gamma}_{f}$ and

$$
u=f \quad \text { on } \quad \tilde{\Gamma}_{f}
$$

On the fixed boundary $\widetilde{\Gamma}_{0}$ we have no flux, i.e.,

$$
\partial_{\nu} u=0 \quad \text { on } \quad \widetilde{\Gamma}_{0}
$$

Furthermore, the interface $\widetilde{\Gamma}_{f}$ is implicitly given by $F(t, z)=0$, where $z=(x, y)$ and $F(t, z)=y-f(t, x)$. Assuming that a particle located on the interface remains there, we obtain by differentiating this equation with respect to $t$ the relation

$$
0=\frac{d}{d t} F(t, z)=-f_{t}(t, x)+\left(-f_{x}, 1\right) z^{\prime}
$$

Finally, we shall make the following periodicity requirement on $f$ and $u$ :

$$
\begin{array}{ll}
f(t, x+2 \pi)=f(t, x) & \forall x \in \mathbb{R}, t \geq 0 \\
u(x+2 \pi, y)=u(x, y) & \forall(x, y) \in \widetilde{\Omega}_{f(t)}, t \geq 0
\end{array}
$$

Summarizing, we arrive at the following system:

$$
\begin{align*}
& \operatorname{div}\left(\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}\right)=0 \quad \text { in } \quad \Omega_{f(t)}, \quad t \geq 0, \\
& \partial_{\nu} u=0 \quad \text { on } \quad \Gamma_{0}, \quad t \geq 0, \\
& u=f \quad \text { on } \quad \Gamma_{f(t)}, \quad t \geq 0,  \tag{3}\\
& \partial_{t} f(t, \cdot)+\frac{\sqrt{1+\partial_{x} f^{2}(t, \cdot)}}{\overline{\mu\left(\mid D u\left(\cdot,\left.f(t, \cdot)\right|^{2}\right)\right.}} \partial_{\nu} u(\cdot, f(t, \cdot)) \quad=\quad 0 \quad \text { on } \quad \mathbb{S}^{1}, \quad t>0, \\
& f(0, \cdot)=f_{0} \quad \text { on } \quad \mathbb{S}^{1},
\end{align*}
$$

where, given $t \geq 0$, we use the notation

$$
\begin{aligned}
\Omega_{f(t)} & :=\left\{(x, y) \in \mathbb{S}^{1} \times \mathbb{R}: 0<y<f(t, x)\right\} \\
\Gamma_{f(t)} & :=\left\{(x, f(t, x)): x \in \mathbb{S}^{1}\right\}, \quad \Gamma_{0}=\mathbb{S}^{1} \times\{0\}
\end{aligned}
$$

and where $\mathbb{S}^{1}$ stands for the unit circle. For the sake of simplicity, we identify periodic functions on $\mathbb{R}$ with functions on $\mathbb{S}^{1}$, and periodic functions in the $x$ variable in $\widetilde{\Omega}_{f}$ with functions in $\Omega_{f}$, for positive functions $f$ on $\mathbb{S}^{1}$, respectively. Given $k \in \mathbb{N}$ and $\alpha \in(0,1)$, we define the so-called little Hölder spaces $h^{k+\alpha}\left(\mathbb{S}^{1}\right)$ as the closure of $C^{\infty}\left(\mathbb{S}^{1}\right)$ in $C^{k+\alpha}\left(\mathbb{S}^{1}\right)$.

For our analysis we fix $\alpha \in(0,1)$ and define

$$
\mathcal{U}:=\left\{f \in C^{2+\alpha}\left(\mathbb{S}^{1}\right): \min _{x \in \mathbb{S}^{1}} f(x)>0\right\}
$$

respectively, $\mathcal{V}:=\mathcal{U} \cap h^{2+\alpha}\left(\mathbb{S}^{1}\right)$. For $f \in \mathcal{U}$ we denote by buc ${ }^{k+\alpha}\left(\Omega_{f}\right)$ the closure of $B U C^{\infty}\left(\Omega_{f}\right)$ in the Hölder space $B U C^{k+\alpha}\left(\Omega_{f}\right)$.

A pair $(u, f)$ is called a classical Hölder solution of (3) on $[0, T]$, with $T>0$, if

$$
\begin{aligned}
& f \in C([0, T], \mathcal{V}) \cap C^{1}\left([0, T], h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right) \\
& u(\cdot, t) \in b u c^{2+\alpha}\left(\Omega_{f(t)}\right), t \in[0, T]
\end{aligned}
$$

and if $(u, f)$ satisfies the equations in (3) pointwise.
For simplicity we denote

$$
\mathcal{Q} u:=\operatorname{div}\left(\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}\right)
$$

Then $\mathcal{Q} u=a_{i j}(D u) u_{i j}$, with

$$
a_{i j}\left(q_{1}, q_{2}\right)=\frac{\delta_{i j}}{\bar{\mu}\left(|q|^{2}\right)}-\frac{2 q_{i} q_{j} \bar{\mu}^{\prime}\left(|q|^{2}\right)}{\bar{\mu}^{2}\left(|q|^{2}\right)}, \quad 1 \leq i, j \leq 2, q=\left(q_{1}, q_{2}\right) \in \mathbb{R}^{2}
$$

The eigenvalues of the matrix $\left[a_{i j}(q)\right]_{1 \leq i, j \leq 2}, q \in \mathbb{R}^{2}$, are

$$
\lambda_{1}(q)=\frac{1}{\bar{\mu}\left(|q|^{2}\right)}, \quad \lambda_{2}(q)=\frac{1}{\bar{\mu}\left(|q|^{2}\right)}-\frac{2|q|^{2} \bar{\mu}^{\prime}\left(|q|^{2}\right)}{\bar{\mu}^{2}\left(|q|^{2}\right)}
$$

and we have

$$
c|\xi|^{2} \leq a_{i j}\left(q_{1}, q_{2}\right) \xi_{i} \xi_{j} \leq C|\xi|^{2} \quad \forall \xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2},\left(q_{1}, q_{2}\right) \in \mathbb{R}^{2}
$$

if we assume that there exist positive constants $c$ and $C$ such that

$$
\begin{aligned}
& \left(\mathrm{A}_{1}\right) \quad c \leq \frac{1}{\bar{\mu}(r)} \leq C \quad \forall r \geq 0 \\
& \left(\mathrm{~A}_{2}\right) \quad c \leq \frac{1}{\bar{\mu}(r)}-\frac{2 r \bar{\mu}^{\prime}(r)}{\bar{\mu}^{2}(r)} \leq C \quad \forall r \geq 0
\end{aligned}
$$

It can be shown (cf. [6]) that $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$ hold true, provided the viscosity $\mu$ satisfies

$$
\begin{array}{ll}
\left(\mathrm{V}_{1}\right) & m \leq \mu(r) \leq M \\
\left(\mathrm{~V}_{2}\right) & m \leq \mu(r)+2 r \mu^{\prime}(r) \leq M
\end{array}
$$

for all $r \geq 0$, where $m$ and $M$ are positive constants. If the viscosity $\mu$ is constant, then the fluid is called Newtonian. Results regarding this situation can be found in [4] and [7], [8], [9], [10]. The class of Stokesian, sometimes also called non-Newtonian, fluids satisfying $\left(\mathrm{V}_{1}\right)$ and $\left(\mathrm{V}_{2}\right)$ is quite large; see [6]. This class includes particularly numerous Oldroyd-B and power law fluids.

Under the above assumptions $\mathcal{Q}$ is a uniformly elliptic operator in $\mathbb{R}^{2}$. Consider now the problem

$$
\begin{align*}
\operatorname{div}\left(\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}\right) & =0 \quad \text { in } \quad G_{f(t)}, \quad t \geq 0 \\
u & =f \quad \text { on } \quad \partial G_{f(t)}, \quad t \geq 0 \\
\partial_{t} f(t, \cdot)+\frac{\sqrt{1+\partial_{x} f^{2}(t, \cdot)}}{\mu\left(|D u(\cdot, f(t, \cdot))|^{2}\right)} \partial_{\nu} u(\cdot, f(t, \cdot)) & =0 \quad \text { on } \quad \mathbb{S}^{1}, \tag{4}
\end{align*} \quad t>0,
$$

where

$$
G_{f(t)}:=\left\{(x, y) \in \mathbb{S}^{1} \times \mathbb{R}:-f(t, x)<y<f(t, x)\right\}
$$

for $t \geq 0$. A pair $(u, f)$ is called a classical Hölder solution of $(4)$ on $[0, T]$ if

$$
\begin{aligned}
& f \in C([0, T], \mathcal{V}) \cap C^{1}\left([0, T], h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right), \\
& u(\cdot, t) \in b u c^{2+\alpha}\left(G_{f(t)}\right), t \in[0, T]
\end{aligned}
$$

and if $(u, f)$ satisfies the equations in (4) pointwise.
Given $f \in \mathcal{V}$, let $u \in b u c^{2+\alpha}\left(G_{f}\right)$ be the unique solution (existence will be discussed later) of the quasi-linear Dirichlet problem

$$
\begin{align*}
\mathcal{Q} u & =0 \quad \text { in } \quad G_{f}, \\
u & =f \quad \text { on } \partial G_{f} . \tag{5}
\end{align*}
$$

Because of the symmetry of the domain $G_{f}$ and of the boundary conditions we obtain

$$
u(x,-y)=u(x, y)
$$

for all $(x, y) \in G_{f}$. Consequently, $\partial_{\nu} u=0$ on $\Gamma_{0}$; thus the restriction of $u$ to $\Omega_{f}$ is the unique solution of

$$
\begin{align*}
\mathcal{Q} u & =0 \quad \text { in } \Omega_{f} \\
\partial_{\nu} u & =0 \text { on } \Gamma_{0}  \tag{6}\\
u & =f \text { on } \Gamma_{f} .
\end{align*}
$$

We deduce that there exists a one-to-one correspondence between solutions to (3) and (4). Namely, if $(u, f)$ is a solution to (3) on the interval $[0, T], T>0$, then for each $t \in[0, T]$ the velocity potential $u(\cdot, t) \in b u c^{2+\alpha}\left(\Omega_{f(t)}\right)$ can be extended by reflection on the entire domain $G_{f(t)}$. We obtain in this manner a solution to (4). Moreover, if $(\widetilde{u}, f)$ is a solution to (4) on the interval $[0, T], T>0$, then we can restrict for $t \in[0, T]$ the function $\widetilde{u}(\cdot, t)$ to $\Omega_{f(t)}$, and so obtain a solution to (3).

It is more convenient to treat (4), because we have in this case a Dirichlet problem for the velocity potential, which can be solved using the techniques presented in [11].

We state now the first main result of this work.
Theorem 1.1. Assume that $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$ hold true.
(a) Let $c$ be a positive constant. Then we find an open neighborhood $\mathcal{O}$ of $c$ in $\mathcal{V}$ such that for each $f_{0} \in \mathcal{O}$, problem (3) has a classical Hölder solution $(u, f)$ on an interval $[0, T]$ with $T>0$. Moreover, there exists a constant $\gamma \in(0,1)$ such that $f \in C_{\gamma}^{\gamma}\left((0, T], h^{2+\alpha}\left(\mathbb{S}^{1}\right)\right)$.
(b) Let $\left(u_{1}, f_{1}\right)$ and $\left(u_{2}, f_{2}\right)$ be solutions of (3) with $f_{1} \in C_{\gamma}^{\gamma}\left((0, T], h^{2+\alpha}\left(\mathbb{S}^{1}\right)\right), \gamma \in$ $(0,1)$, and $f_{2} \in C_{\delta}^{\delta}\left((0, T], h^{2+\alpha}\left(\mathbb{S}^{1}\right)\right), \delta \in(0,1)$. If $f_{1}([0, T]) \subset \mathcal{O}$ and $f_{2}([0, T]) \subset \mathcal{O}$, then $\left(u_{1}, f_{1}\right)=\left(u_{2}, f_{2}\right)$.

For a definition of the weighted Hölder spaces $C_{\gamma}^{\gamma}\left((0, T], h^{2+\alpha}\left(\mathbb{S}^{1}\right)\right), \gamma \in(0,1)$, see [13].

In section 3 we prove that each pair $(c, c) \in b u c^{2+\alpha}\left(\Omega_{c}\right) \times \mathcal{V}$, with $c>0$, is a stationary solution of the flow (3). Furthermore, we prove that if the initial data $f_{0} \in \mathcal{O}$ is close enough to $c$ in $h^{2+\alpha}\left(\mathbb{S}^{1}\right)$ and if $\Omega_{f_{0}}$ and $\Omega_{c}$ enclose the same fluid volume, then the solution corresponding to $f_{0}$ exists globally in time and is attracted at an exponential rate by $c$ (see Theorem 3.3).
1.2. The transformed problem. In order to solve the problem we transform it on a fixed reference manifold $G:=\mathbb{R} \times(0,2)$. In order to do so we define for each $f \in \mathcal{U}$ a diffeomorphism $\phi_{f} \in \operatorname{Diff}{ }^{2+\alpha}\left(G, G_{f}\right)$ by

$$
\phi_{f}(x, y):=(x,(1-y) f(x)),(x, y) \in G
$$

and the push-forward and pull-back operators induced by $\phi_{f}$ :

$$
\begin{aligned}
\phi_{f}^{*}: B U C\left(G_{f}\right) \rightarrow B U C(G), & u \longmapsto u \circ \phi_{f} \\
\phi_{*}^{f}: B U C(G) \rightarrow B U C\left(G_{f}\right), & v \longmapsto v \circ \phi_{f}^{-1} .
\end{aligned}
$$

The transformed operators $\mathcal{A}(f)$ and $\mathcal{B}$, acting on $B U C^{2}(G)$, respectively, $\mathcal{U} \times B U C^{2+\alpha}$ $(G)$, are defined by

$$
\begin{aligned}
& \mathcal{A}(f):=\phi_{f}^{*} \circ \mathcal{Q} \circ \phi_{*}^{f}, \\
& \mathcal{B}(f, v)(x):=\frac{D\left(\phi_{*}^{f} v\right)}{\bar{\mu}\left(\left|D\left(\phi_{*}^{f} v\right)\right|^{2}\right)}(x, f(x)) \cdot n(x), \quad x \in \mathbb{S}^{1},
\end{aligned}
$$

with $n(x):=\left(-f^{\prime}(x), 1\right), x \in \mathbb{S}^{1}$. Transformation of (4) to $G$ yields

$$
\begin{align*}
\mathcal{A}(f) v & =0 \quad \text { in } \quad G \times[0, \infty), \\
v & =f \quad \text { on } \quad \partial G \times[0, \infty), \\
\partial_{t} f+\mathcal{B}(f, v) & =0 \quad \text { on } \quad \mathbb{S}^{1} \times(0, \infty),  \tag{7}\\
f(0) & =f_{0},
\end{align*}
$$

where $v:=\phi_{f}^{*} u$. A pair $(v, f)$ is called a classical Hölder solution of (7) on $[0, T]$, with $T>0$, if

$$
\begin{aligned}
& f \in C([0, T], \mathcal{V}) \cap C^{1}\left([0, T], h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right) \\
& v(\cdot, t) \in b u c^{2+\alpha}(G), t \in[0, T]
\end{aligned}
$$

and if $(v, f)$ satisfies the equations in (7) pointwise. It is obvious that problems (4) and (7) are equivalent in the following sense.

Lemma 1.2. Let $f_{0} \in \mathcal{V}$ be given.
(a) If $(u, f)$ is a classical Hölder solution of $(4)$, then $\left(\phi_{f}^{*} u, f\right)$ is a classical Hölder solution of (7).
(b) If $(v, f)$ is a classical Hölder solution of $(7)$, then $\left(\phi_{*}^{f} v, f\right)$ is a classical Hölder solution of (4).

Proof. See, for example, [6].
Lemma 1.3. Given $f \in \mathcal{U}$, we have

$$
\mathcal{A}(f) v=b_{i j}(y, f, D v) v_{i j}+b(y, f, D v) v_{2} \quad \text { for } \quad v \in B U C^{2}(G)
$$

where, using the notation $D_{f} v:=\left(v_{1}+\frac{(1-y) f^{\prime}}{f} v_{2},-\frac{1}{f} v_{2}\right)$ for $f \in \mathcal{U}, v \in B U C^{2}(G)$, and $y \in[0,2]$, we have

$$
\begin{aligned}
b_{11}(y, f, D v) & =a_{11}\left(D_{f} v\right) \\
b_{12}(y, f, D v) & =b_{21}(y, f, D v)=\frac{(1-y) f^{\prime}}{f} a_{11}\left(D_{f} v\right)-\frac{1}{f} a_{12}\left(D_{f} v\right) \\
b_{22}(y, f, D v) & =\frac{(1-y)^{2} f^{\prime 2}}{f^{2}} a_{11}\left(D_{f} v\right)-\frac{2(1-y) f^{\prime}}{f^{2}} a_{12}\left(D_{f} v\right)+\frac{1}{f^{2}} a_{22}\left(D_{f} v\right) \\
b(y, f, D v) & =(1-y)\left(\frac{f^{\prime \prime}}{f}-\frac{2 f^{\prime 2}}{f^{2}}\right) a_{11}\left(D_{f} v\right)+\frac{2 f^{\prime}}{f^{2}} a_{12}\left(D_{f} v\right)
\end{aligned}
$$

Proof. This follows by direct computation. $\quad$ ]
We have the following existence and uniqueness theorem. The proof is similar to that of Lemma 2.2 in [6].

Theorem 1.4. Let $f \in \mathcal{V}$ be given. There exists a unique solution $v \in b^{2+\alpha}(G)$ of the quasi-linear Dirichlet problem

$$
\begin{align*}
\mathcal{A}(f) v & =0 \quad \text { in } \quad G  \tag{8}\\
v & =f \quad \text { on } \quad \partial G .
\end{align*}
$$

Given $f \in \mathcal{V}$, we denote by $\mathcal{T}(f) \in \operatorname{buc}^{2+\alpha}(G)$ the solution to (8). The mapping $\left[\mathcal{V} \ni f \mapsto \mathcal{T}(f) \in\right.$ buc $\left.^{2+\alpha}(G)\right]$ is smooth.
2. The nonlinear Cauchy problem. Due to Theorem 1.4 we can reduce problem (4) to an abstract, fully nonlinear Cauchy problem on $\mathbb{S}^{1}$ :

$$
\begin{equation*}
\partial_{t} f+\Phi(f)=0, \quad f(0)=f_{0} \tag{9}
\end{equation*}
$$

where

$$
\Phi(f):=\mathcal{B}(f, \mathcal{T}(f))
$$

Note that the mapping $f \longmapsto \Phi(f)$ is a nonlinear and nonlocal operator of first order. It carries also a fully nonlinear structure in the sense that there is no leading linear part in $\mathcal{Q}$. We solve the Cauchy problem (9) by applying the theory of maximal regularity; cf. [13]. Further on we verify that the assumption in Theorem 8.1.1 in [13] are satisfied.

We first restrict our attention to the operator $\mathcal{B}$. Let $(f, v) \in \mathcal{V} \times b u c^{2+\alpha}(G)$ be given. The function $\mathcal{B}(f, v)$ is given by

$$
\mathcal{B}(f, v)=-\frac{1}{\bar{\mu}\left(\left|\gamma_{0} D_{f} v\right|^{2}\right)}\left(f^{\prime} \gamma_{0} v_{1}+\frac{1}{f}\left(1+f^{\prime 2}\right) \gamma_{0} v_{2}\right)
$$

with $\gamma_{0}$ denoting the trace operator on $\Gamma_{0}$. Together with the relation

$$
\left|\gamma_{0} D_{f} v\right|^{2}=\gamma_{0} v_{1}^{2}+2 \frac{f^{\prime}}{f} \gamma_{0} v_{1} v_{2}+\frac{1+f^{\prime 2}}{f^{2}} \gamma_{0} v_{2}^{2}
$$

we obtain that the operator $\mathcal{B}$ defined above is smooth.
Lemma 2.1. The mapping $\mathcal{B}: \mathcal{V} \times b u c^{2+\alpha}(G) \rightarrow h^{1+\alpha}\left(\mathbb{S}^{1}\right)$ is smooth. Given $(f, v) \in \mathcal{V} \times \operatorname{buc}^{2+\alpha}(G)$, we have

$$
\begin{aligned}
\partial \mathcal{B}(f, v)[h, u]= & -\frac{1}{\bar{\mu}}\left(\left|\gamma_{0} D_{f} v\right|^{2}\right)\left[f^{\prime} \gamma_{0} u_{1}+h^{\prime} \gamma_{0} v_{1}+\frac{1}{f}\left(1+f^{\prime 2}\right) \gamma_{0} u_{2}\right. \\
& \left.-\left(\frac{h}{f^{2}}-\frac{2 f^{\prime} h^{\prime}}{f}+\frac{h f^{\prime 2}}{f^{2}}\right) \gamma_{0} v_{2}\right] \\
& -2\left(\frac{1}{\bar{\mu}}\right)^{\prime}\left(\left|\gamma_{0} D_{f} v\right|^{2}\right)\left(f^{\prime} \gamma_{0} v_{1}+\frac{1}{f}\left(1+f^{\prime 2}\right) \gamma_{0} v_{2}\right)\left[\gamma_{0} v_{1} u_{1}\right. \\
& +\frac{h^{\prime}}{f} \gamma_{0} v_{1} v_{2}+\frac{f^{\prime}}{f} \gamma_{0} u_{1} v_{2}+\frac{f^{\prime}}{f} \gamma_{0} v_{1} u_{2}-\frac{f^{\prime} h}{f^{2}} \gamma_{0} v_{1} v_{2}+\frac{f^{\prime} h^{\prime}}{f^{2}} \gamma_{0} v_{2}^{2} \\
& \left.+\frac{f^{\prime 2}}{f^{2}} \gamma_{0} v_{2} u_{2}-\frac{h f^{\prime 2}}{f^{3}} \gamma_{0} v_{2}^{2}+\frac{1}{f^{2}} \gamma_{0} v_{2} u_{2}-\frac{h}{f^{3}} \gamma_{0} v_{2}^{2}\right]
\end{aligned}
$$

for all $[h, u] \in h^{2+\alpha}\left(\mathbb{S}^{1}\right) \times b u c^{2+\alpha}(G)$.

Lemma 2.2. Given $f \in \mathcal{V}$ and $h \in h^{2+\alpha}\left(\mathbb{S}^{1}\right)$, the function $\partial \mathcal{T}(f)[h]$ is the unique solution of the linear Dirichlet problem

$$
\begin{aligned}
& b_{i j} w_{i j}+b w_{2}+D_{f} w\left[u_{11} \partial a_{11}\left(D_{f} u\right)+2 u_{12}\left(\frac{(1-y) f^{\prime}}{f} \partial a_{11}\left(D_{f} u\right)-\frac{1}{f} \partial a_{12}\left(D_{f} u\right)\right)\right. \\
& +u_{22}\left(\frac{(1-y)^{2} f^{\prime 2}}{f^{2}} \partial a_{11}\left(D_{f} u\right)-2 \frac{(1-y) f^{\prime}}{f^{2}} \partial a_{12}\left(D_{f} u\right)+\frac{1}{f^{2}} \partial a_{22}\left(D_{f} u\right)\right) \\
& \left.+u_{2}\left((1-y)\left(\frac{f^{\prime \prime}}{f}-2 \frac{f^{\prime 2}}{f^{2}}\right) \partial a_{11}\left(D_{f} u\right)+2 \frac{f^{\prime}}{f^{2}} \partial a_{12}\left(D_{f} u\right)\right)\right] \\
& =-u_{2}\left((1-y) \frac{f h^{\prime}-f^{\prime} h}{f^{2}}, \frac{h}{f^{2}}\right) \cdot\left[u_{11} \partial a_{11}\left(D_{f} u\right)\right. \\
& +2 u_{12}\left(\frac{(1-y) f^{\prime}}{f} \partial a_{11}\left(D_{f} u\right)-\frac{1}{f} \partial a_{12}\left(D_{f} u\right)\right)+u_{22}\left(\frac{(1-y)^{2} f^{\prime 2}}{f^{2}} \partial a_{11}\left(D_{f} u\right)\right. \\
& \left.-2 \frac{(1-y) f^{\prime}}{f^{2}} \partial a_{12}\left(D_{f} u\right)+\frac{1}{f^{2}} \partial a_{22}\left(D_{f} u\right)\right)+u_{2}\left((1-y)\left(\frac{f^{\prime \prime}}{f}-2 \frac{f^{\prime 2}}{f^{2}}\right) \partial a_{11}\left(D_{f} u\right)\right. \\
& \left.\left.+2 \frac{f^{\prime}}{f^{2}} \partial a_{12}\left(D_{f} u\right)\right)\right]-2 u_{12}\left((1-y) \frac{f h^{\prime}-f^{\prime} h}{f^{2}} a_{11}\left(D_{f} u\right)+\frac{h}{f^{2}} a_{12}\left(D_{f} u\right)\right) \\
& -2 u_{22}\left(\frac{(1-y)^{2}\left(f f^{\prime} h^{\prime}-f^{\prime 2} h\right)}{f^{3}} a_{11}\left(D_{f} u\right)-(1-y) \frac{f h^{\prime}-2 f^{\prime} h}{f^{3}} a_{12}\left(D_{f} u\right)\right. \\
& \left.-\frac{h}{f^{3}} a_{22}\left(D_{f} u\right)\right)-u_{2}\left((1-y)\left(\frac{f h^{\prime \prime}-f^{\prime \prime} h}{f^{2}}-4 \frac{f f^{\prime} h^{\prime}-f^{\prime 2} h}{f^{3}}\right) a_{11}\left(D_{f} u\right)\right. \\
& \left.+2 \frac{f h^{\prime}-2 f^{\prime} h}{f^{3}} a_{12}\left(D_{f} u\right)\right) \quad \text { in } \quad G, \\
& w=h \quad \text { on } \quad \partial G,
\end{aligned}
$$

where $u:=\mathcal{T}(f)$ and $b_{i j}=b_{i j}(y, f, D u), b=b(y, f, D u)$ are the coefficients computed in Lemma 1.3.

Proof. The proof follows using standard arguments and we omit it.
Consequently, we obtain from Lemma 2.1 and Theorem 1.4 that the operator $\Phi$ is smooth. We can use the chain rule to compute its derivative. More precisely, we have the following result.

Theorem 2.3. The map $\Phi$ belongs to $C^{\infty}\left(\mathcal{V}, h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)$ and

$$
\partial \Phi(f)=\partial \mathcal{B}(f, \mathcal{T}(f)) \circ\left(\operatorname{id}_{h^{2+\alpha}\left(\mathbb{S}^{1}\right)}, \partial \mathcal{T}(f)\right) \quad \forall f \in \mathcal{V}
$$

Our goal is to show that for $c \in \mathbb{R}_{>0}$ the Fréchet derivative $-\partial \Phi(c)$ generates a strongly continuous analytic semigroup in $\mathcal{L}\left(h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)$. Then, using general results from the theory of maximal regularity (cf. [13]), we can prove Theorem 1.1. It is clear that we consider here $-\partial \Phi(c)$ as an unbounded operator in $h^{1+\alpha}\left(\mathbb{S}^{1}\right)$ with domain $h^{2+\alpha}\left(\mathbb{S}^{1}\right)$.

Let $c \in \mathbb{R}_{>0}$ be given. The solution $\mathcal{T}(c)$ to (8) is the constant function $c$ on $G$. Given $h \in h^{2+\alpha}\left(\mathbb{S}^{1}\right)$, the map $\partial \mathcal{T}(c)[h]$ is the solution of the Dirichlet problem

$$
\begin{align*}
c^{2} w_{11}+w_{22} & =0 \quad \text { in } \quad G  \tag{10}\\
w & =h \quad \text { on } \quad \partial G .
\end{align*}
$$

Consequently,

$$
-\partial \Phi(c)[h](x)=\frac{\zeta}{c} w_{2}(x, 0), \quad x \in \mathbb{S}^{1}
$$

where $\zeta:=1 / \bar{\mu}(0)$.
We expand $h$ and $w$ in the following way:

$$
h(x)=\sum_{k \in \mathbb{Z}} c_{k} e^{i k x}, \quad w(x, y)=\sum_{k \in \mathbb{Z}} C_{k}(y) e^{i k x}
$$

and we substitute these expressions into (10). Comparing the coefficients of $e^{i k x}$, $k \in \mathbb{Z}$, we get the following equations for $C_{k}$ :

$$
\begin{align*}
C_{k}^{\prime \prime}-c^{2} k^{2} C_{k} & =0, \quad 0<y<2, \\
C_{k}(0) & =c_{k}  \tag{11}\\
C_{k}(2) & =c_{k}
\end{align*}
$$

for $k \in \mathbb{Z} \backslash\{0\}$, and

$$
\begin{align*}
C_{0}^{\prime \prime} & =0, \quad 0<y<2 \\
C_{0}(0) & =c_{0}  \tag{12}\\
C_{0}(2) & =c_{0}
\end{align*}
$$

The solution to (12) is the constant function $C_{0}=c_{0}$, and for $k \in \mathbb{Z} \backslash\{0\}$ we have

$$
C_{k}(y)=c_{k} d_{k}(y), \quad 0 \leq y \leq 2
$$

where

$$
d_{k}(y):=\frac{e^{2 c k}-1}{e^{4 c k}-1} e^{c k y}+\frac{e^{4 c k}-e^{2 c k}}{e^{4 c k}-1} e^{-c k y}, \quad 0 \leq y \leq 2
$$

Summarizing, we obtain

$$
\begin{equation*}
-\partial \Phi(c)\left[\sum_{k \in \mathbb{Z}} c_{k} e^{i k x}\right]=\sum_{k \in \mathbb{Z}} \lambda_{k} c_{k} e^{i k x} \tag{13}
\end{equation*}
$$

for all $h=\sum_{k \in \mathbb{Z}} c_{k} e^{i k x} \in h^{2+\alpha}\left(\mathbb{S}^{1}\right)$, with

$$
\begin{equation*}
\lambda_{k}:=-\zeta \frac{e^{2 c k}-1}{e^{2 c k}+1} k, \quad k \in \mathbb{Z} \tag{14}
\end{equation*}
$$

The multiplying coefficients $\lambda_{k}$ satisfy $\lambda_{k}=\lambda_{-k}$ for all $k \in \mathbb{Z}$. Furthermore,

$$
0=\lambda_{0}>\lambda_{ \pm 1}>\lambda_{ \pm 2}>\cdots>\lambda_{ \pm k}>\lambda_{ \pm(k+1)}>\cdots
$$

For the purpose of proving that $-\partial \Phi(c)$ generates a strongly continuous analytic semigroup in $\mathcal{L}\left(h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right.$ ), i.e., $\partial \Phi(c) \in \mathcal{H}\left(h^{2+\alpha}\left(\mathbb{S}^{1}\right), h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)$, it is enough (cf. [1]) to find constants $\omega>0$ and $\kappa \geq 1$ such that

$$
\begin{align*}
& \lambda+\partial \Phi(c) \in \mathcal{L} i s\left(h^{2+\alpha}\left(\mathbb{S}^{1}\right), h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right),  \tag{15}\\
& |\lambda| \cdot\|R(\lambda,-\partial \Phi(c))\|_{\mathcal{L}\left(h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)} \leq \kappa \tag{16}
\end{align*}
$$

for all $\operatorname{Re} \lambda \geq \omega$.
For $r \geq 0$ we introduce the Sobolev space

$$
H^{r}\left(\mathbb{S}^{1}\right):=\left\{f \in L^{2}\left(\mathbb{S}^{1}\right): \sum_{n \in \mathbb{Z}}\left(1+n^{2}\right)^{r}|\widehat{f}(n)|^{2}<\infty\right\}
$$

endowed with the scalar product

$$
\langle f, g\rangle:=\sum_{n \in \mathbb{Z}}\left(1+n^{2}\right)^{r} \widehat{f}(n) \overline{\widehat{g}(n)}
$$

The smooth functions are dense in $H^{r}\left(\mathbb{S}^{1}\right)$ and the Sobolev embedding $H^{k+r}\left(\mathbb{S}^{1}\right) \hookrightarrow$ $C^{k}\left(\mathbb{S}^{1}\right)$ holds for all $k \in \mathbb{N}$, provided $r>1 / 2$. Therefore we have

$$
H^{k+s}\left(\mathbb{S}^{1}\right) \stackrel{d}{\hookrightarrow} h^{k+\beta}\left(\mathbb{S}^{1}\right)
$$

for all $k \in \mathbb{N}, \beta \in[0,1]$, and $s>3 / 2$.
We choose $\omega=1$ and prove that relations (15) and (16) hold.
Lemma 2.4. Given $r \geq 0$ and $\operatorname{Re} \lambda \geq \omega$, we have

$$
\lambda+\partial \Phi(c) \in \mathcal{L} i s\left(H^{r+1}\left(\mathbb{S}^{1}\right), H^{r}\left(\mathbb{S}^{1}\right)\right)
$$

Proof. The proof is just a consequence of the fact that

$$
\lim _{k \rightarrow \infty} \frac{\lambda_{k}}{k}=-\zeta
$$

Given $r \geq 0$ and $\operatorname{Re} \lambda \geq \omega$, the inverse of $\lambda+\partial \Phi(c)$ is the operator $R(\lambda,-\partial \Phi(c)) \in$ $\mathcal{L} i s\left(H^{r}\left(\mathbb{S}^{1}\right), H^{r+1}\left(\mathbb{S}^{1}\right)\right)$ defined by

$$
\begin{equation*}
R(\lambda,-\partial \Phi(c))\left[\sum_{k \in \mathbb{Z}} c_{k} e^{i k x}\right]=\sum_{k \in \mathbb{Z}} \frac{1}{\lambda-\lambda_{k}} c_{k} e^{i k x} \tag{17}
\end{equation*}
$$

for all $h:=\sum_{k \in \mathbb{Z}} c_{k} e^{i k x} \in H^{r}\left(\mathbb{S}^{1}\right)$.
In view of the above-mentioned facts, the multiplying operator $R(\lambda,-\partial \Phi(c))$ belongs to $\mathcal{L}\left(h^{1+\alpha}\left(\mathbb{S}^{1}\right), h^{k+\alpha}\left(\mathbb{S}^{1}\right)\right), k \in\{1,2\}$, if it belongs to $\mathcal{L}\left(C^{1+\alpha}\left(\mathbb{S}^{1}\right), C^{k+\alpha}\left(\mathbb{S}^{1}\right)\right)$, $k \in\{1,2\}$. In the next proposition we show that, with our choice of $\omega$, relation (15) holds; i.e., for $\operatorname{Re} \lambda \geq \omega$ it follows that $\lambda$ belongs to the resolvent set $\varrho(-\partial \Phi(c))$ of the operator $-\partial \Phi(c)$.

Proposition 2.5.

$$
\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq \omega\} \subset \varrho(-\partial \Phi(c))
$$

Proof. It is sufficient to prove that $R(\lambda,-\partial \Phi(c)) \in \mathcal{L}\left(C^{1+\alpha}\left(\mathbb{S}^{1}\right), C^{2+\alpha}\left(\mathbb{S}^{1}\right)\right)$ for all $\operatorname{Re} \lambda \geq \omega$. Let $\operatorname{Re} \lambda \geq \omega$. Then $R(\lambda,-\partial \Phi(c)) \in \mathcal{L}\left(C^{1+\alpha}\left(\mathbb{S}^{1}\right), C^{2+\alpha}\left(\mathbb{S}^{1}\right)\right)$, if we have
(i) $\sup _{k \in \mathbb{Z}}|k|\left|M_{k}\right|<\infty$,
(ii) $\sup _{k \in \mathbb{Z}}|k|^{2}\left|M_{k+1}-M_{k}\right|<\infty$,
(iii) $\sup _{k \in \mathbb{Z}}|k|^{3}\left|M_{k+2}-2 M_{k+1}+M_{k}\right|<\infty$,
where $M_{k}:=1 /\left(\lambda-\lambda_{k}\right)$ (see, e.g., [2] and [14]). The relation

$$
\lim _{k \rightarrow \infty} \frac{k}{\lambda-\lambda_{k}}=\frac{1}{\zeta}
$$

implies (i). For $k \geq 1$ we have

$$
k^{2}\left|M_{k+1}-M_{k}\right|=\frac{k}{\lambda-\lambda_{k+1}} \frac{k}{\lambda-\lambda_{k}}\left|\lambda_{k+1}-\lambda_{k}\right| \underset{k \rightarrow \infty}{\longrightarrow} \frac{1}{\zeta},
$$

because of $\lambda_{k}-\lambda_{k+1} \rightarrow \zeta$. Also

$$
\begin{aligned}
k^{3}\left|M_{k+2}-2 M_{k+1}+M_{k}\right|= & \left.\frac{k}{\lambda-\lambda_{k+2}} \frac{k}{\lambda-\lambda_{k+1}} \frac{k}{\lambda-\lambda_{k}} \right\rvert\, \lambda\left(\lambda_{k+2}-2 \lambda_{k+1}+\lambda_{k}\right) \\
& +\lambda_{k}\left(\lambda_{k+1}-\lambda_{k+2}\right)+\lambda_{k+2}\left(\lambda_{k+1}-\lambda_{k}\right) \mid
\end{aligned}
$$

and $\lambda_{k+2}-2 \lambda_{k+1}+\lambda_{k} \rightarrow 0$, respectively, $\lambda_{k}\left(\lambda_{k+1}-\lambda_{k+2}\right)+\lambda_{k+2}\left(\lambda_{k+1}-\lambda_{k}\right) \rightarrow 2 \zeta^{2}$. This completes the proof.

Proposition 2.6. There exists $\kappa \geq 1$ such that

$$
|\lambda| \cdot\|R(\lambda,-\partial \Phi(c))\|_{\mathcal{L}\left(h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)} \leq \kappa
$$

for all $\operatorname{Re} \lambda \geq \omega$.
Proof. Given $h=\sum_{k \in \mathbb{Z}} \widehat{h}(k) e^{i k x} \in h^{1+\alpha}\left(\mathbb{S}^{1}\right)$, we have

$$
|\lambda| R(\lambda,-\partial \Phi(c))\left[\sum_{k \in \mathbb{Z}} \widehat{h}(k) e^{i k x}\right]=\sum_{k \in \mathbb{Z}} M_{k}^{\lambda} \widehat{h}(k) e^{i k x}
$$

where

$$
M_{k}^{\lambda}=\frac{|\lambda|}{\lambda-\lambda_{k}} \quad \forall k \in \mathbb{Z}, \operatorname{Re} \lambda \geq \omega
$$

It suffices to prove (see [2], [14]) that there exist positive constants $s_{1}, s_{2}$, and $s_{3}$ such that
(i) $\sup _{k \in \mathbb{Z}}\left|M_{k}^{\lambda}\right| \leq s_{1}$,
(ii) $\sup _{k \in \mathbb{Z}}|k|\left|M_{k+1}^{\lambda}-M_{k}^{\lambda}\right| \leq s_{2}$,
(iii) $\sup _{k \in \mathbb{Z}}|k|^{2}\left|M_{k+2}^{\lambda}-2 M_{k+1}^{\lambda}+M_{k}^{\lambda}\right| \leq s_{3}$
for all $\operatorname{Re} \lambda \geq \omega$. For $\operatorname{Re} \lambda \geq \omega$ and $k \in \mathbb{Z}$ we have $\operatorname{Re}\left(\lambda-\lambda_{k}\right) \geq 1$ and $\left|\lambda-\lambda_{k}\right| \geq|\lambda|$. Thus, (i) holds with $s_{1}=1$. Moreover, for $k \neq 0$, we have $\left|\lambda-\lambda_{k}\right| \geq\left|\lambda_{k}\right|$ for all $\operatorname{Re} \lambda \geq \omega$; hence

$$
|k|\left|M_{k+1}^{\lambda}-M_{k}^{\lambda}\right|=\frac{|\lambda|}{\left|\lambda-\lambda_{k+1}\right|} \frac{|k|}{\left|\lambda-\lambda_{k}\right|}\left|\lambda_{k+1}-\lambda_{k}\right| \leq \frac{|k|}{\left|\lambda_{k}\right|}\left|\lambda_{k+1}-\lambda_{k}\right|,
$$

and (ii) holds. For $k \geq 1$ we further have

$$
\begin{aligned}
k^{2}\left|M_{k+2}-2 M_{k+1}+M_{k}\right|= & \left.\frac{|\lambda|}{\left|\lambda-\lambda_{k+2}\right|} \frac{k}{\left|\lambda-\lambda_{k+1}\right|} \frac{k}{\left|\lambda-\lambda_{k}\right|} \right\rvert\, \lambda\left(\lambda_{k+2}-2 \lambda_{k+1}+\lambda_{k}\right) \\
& +\lambda_{k}\left(\lambda_{k+1}-\lambda_{k+2}\right)+\lambda_{k+2}\left(\lambda_{k+1}-\lambda_{k}\right) \mid \\
\leq & \frac{k}{\left|\lambda_{k}\right|}\left|k\left(\lambda_{k+2}-2 \lambda_{k+1}+\lambda_{k}\right)\right| \\
& +\frac{k}{\left|\lambda_{k}\right|} \frac{k}{\left|\lambda_{k+1}\right|}\left|\lambda_{k}\left(\lambda_{k+1}-\lambda_{k+2}\right)+\lambda_{k+2}\left(\lambda_{k+1}-\lambda_{k}\right)\right| .
\end{aligned}
$$

Taking into account

$$
k\left(\lambda_{k+2}-2 \lambda_{k+1}+\lambda_{k}\right) \underset{k \rightarrow \infty}{\longrightarrow} 0
$$

and using the symmetry of the coefficients $\lambda_{k}$, we have (iii).
In conclusion, given $c \in \mathbb{R}_{>0}$, we have proved that $-\partial \Phi(c)$ generates a strongly continuous analytic semigroup in $\mathcal{L}\left(h^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)$. The proof of Theorem 1.1 is similar to that of Theorem 8.1.1 in [13], and the assumptions of this theorem are all satisfied (see also Theorem 2.3).
3. Stability of the equilibria. We want to identify the steady states of this moving boundary problem, i.e., solutions which do not depend on time, and to study their stability. A pair $(u, f) \in b u c^{2+\alpha}\left(\Omega_{f}\right) \times \mathcal{V}$ is a stationary solution of the flow (3) iff it is a solution of the free boundary problem

$$
\begin{align*}
& \operatorname{div}\left(\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}\right)=0 \quad \text { in } \quad \Omega_{f}, \\
& \partial_{\nu} u=0 \text { on } \Gamma_{0},  \tag{18}\\
& u=f \text { on } \Gamma_{f}, \\
& \partial_{\nu} u=0 \quad \text { on } \Gamma_{f} .
\end{align*}
$$

If $f \in \mathcal{V}$ is known, then $u \in b u c^{2+\alpha}\left(\Omega_{f}\right)$ is a solution of the Neumann problem

$$
\begin{align*}
\operatorname{div}\left(\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}\right) & =0 \quad \text { in } \quad \Omega_{f}  \tag{19}\\
\partial_{\nu} u & =0 \quad \text { on } \partial \Omega_{f}
\end{align*}
$$

Thus there exists a constant $c \in \mathbb{R}$ such that $u=c$. The condition $u=f$ on $\Gamma_{f}$, together with $f \in \mathcal{V}$, implies $c \in \mathbb{R}_{>0}$. In conclusion, $(c, c) \in b u c^{2+\alpha}\left(\Omega_{c}\right) \times \mathcal{V}, c>0$, are the stationary solutions of the flow (3), or, equivalently, $(c, c) \in b u c^{2+\alpha}(G) \times \mathcal{V}$, $c>0$, are the stationary solutions of the flow (7).

Let $c \in \mathbb{R}_{>0}$ be given. We want to identify the spectrum of the operator $-\partial \Phi(c)$. Of course, we have

$$
\left\{\lambda_{k}: k \in \mathbb{N}\right\} \subset \sigma_{p}(-\partial \Phi(c)) \subset \sigma(-\partial \Phi(c))
$$

Using a similar argument as in Proposition 2.5, one can in fact show that

$$
\left\{\lambda_{k}: k \in \mathbb{N}\right\}=\sigma_{p}(-\partial \Phi(c))=\sigma(-\partial \Phi(c))
$$

Thus, the spectrum of $-\partial \Phi(c)$ contains just eigenvalues. The largest eigenvalue is $\lambda_{0}=0$. This eigenvalue is simple and has a one-dimensional eigenspace consisting of constant functions. All other eigenvalues $\lambda_{k}, k \geq 1$, have a two-dimensional eigenspace spanned by $\left\{e^{i k x}, e^{-i k x}\right\}$. Compared to [5], the analysis is more involved here, since we have to take the eigenvalue $\lambda_{0}=0$ into consideration.

In order to prove the stability we transfer problem (9) into a neighborhood of the origin in $h^{2+\alpha}\left(\mathbb{S}^{1}\right)$. Let $\mathcal{V}_{c}:=\mathcal{V}-c$. Then $\mathcal{V}_{c}$ is an open neighborhood of the origin in $h^{2+\alpha}\left(\mathbb{S}^{1}\right)$. We define $\psi: \mathcal{V}_{c} \rightarrow h^{1+\alpha}\left(\mathbb{S}^{1}\right)$ by $\psi(f):=-\Phi(f+c)$ and consider the following Cauchy problem:

$$
\begin{equation*}
\partial_{t} f=\psi(f), \quad f(0)=f_{0} \tag{20}
\end{equation*}
$$

We have $\psi(0)=-\Phi(c)=0$ and $\partial \psi(0)=-\partial \Phi(c)$. Thus, 0 is a stationary solution of (20), and there exists a one-to-one correspondence between solutions to (9) and (20). Namely, if $f$ is a solution to (20) corresponding to the initial data $f_{0} \in \mathcal{V}_{c}$, then $f+c$ is the solution to (9) corresponding to $f_{0}+c \in \mathcal{V}$. Conversely, if $f$ is a solution to (9) corresponding to the initial data $f_{0} \in \mathcal{V}$, then $f-c$ is the solution to (20) corresponding to $f_{0}-c \in \mathcal{V}_{c}$.

Hence, instead of studying the stability of the steady state $c$ for (9), we study the stability of 0 for (20). Note that 0 is an eigenvalue of the derivative $\partial \psi(0)$. Moreover, the null solution is not asymptotically stable because each neighborhood of 0 in $\mathcal{V}_{c}$ contains constants, which are also steady states of this flow.

However, it is inappropriate to pose the problem in this way because, as the next lemma shows, we have conservation of the fluid volume.

We introduce first some notation. Define by $\widetilde{h}^{k+\alpha}\left(\mathbb{S}^{1}\right), k \in\{1,2\}$, the closure of the set of all smooth functions on $\mathbb{S}^{1}$ with mean 0 in $C^{k+\alpha}\left(\mathbb{S}^{1}\right)$. We have defined in this way closed subspaces of the little Hölder spaces. It is obvious that
$\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right) \stackrel{d}{\hookrightarrow} \widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right) \quad$ and $\quad \widetilde{h}^{k+\alpha}\left(\mathbb{S}^{1}\right)=\left\{f \in h^{k+\alpha}\left(\mathbb{S}^{1}\right): \int_{\mathbb{S}^{1}} f d x=0\right\}, k \in\{1,2\}$.
Further, let $\widetilde{\mathcal{V}}:=\mathcal{V}_{c} \cap \widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$.
Lemma 3.1 (conservation of volume). Given $g \in \widetilde{\mathcal{V}}$, we have $\psi(g) \in \widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)$.
Proof. Let $g+c=f \in \mathcal{V}$ and denote by $u$ the solution of (6). We have

$$
\begin{aligned}
\int_{\mathbb{S}^{1}} \psi(g) d x & =-\int_{\mathbb{S}^{1}} \Phi(f) d x=-\int_{\mathbb{S}^{1}} \mathcal{B}(f, \mathcal{T}(f)) d x \\
& =-\int_{\mathbb{S}^{1}} \frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}(x, f(x)) \cdot n(x) d x=-\int_{\Gamma_{f}} \frac{\partial_{\nu} u}{\bar{\mu}\left(|D u|^{2}\right)} d \sigma \\
& =-\int_{\Omega_{f}} \operatorname{div}\left(\frac{D u}{\bar{\mu}\left(|D u|^{2}\right)}\right) d x+\int_{\Gamma_{0}} \frac{\partial_{\nu} u}{\bar{\mu}\left(|D u|^{2}\right)} d \sigma=0
\end{aligned}
$$

We consider now the restriction $\widetilde{\psi}$ of $\psi$ to $\widetilde{\mathcal{V}}$. From Lemma 3.1 and Theorem 2.3 we conclude that $\widetilde{\psi} \in C^{\infty}\left(\widetilde{\mathcal{V}}, \widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)$. Given $\left.h=\sum_{k \in \mathbb{Z}} \widehat{h}(k) e^{i k x} \in \widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)\right)$ we have

$$
\partial \widetilde{\psi}(0)\left[\sum_{k \in \mathbb{Z}} \widehat{h}(k) e^{i k x}\right]=\sum_{k \in \mathbb{Z}} \lambda_{k} \widehat{h}(k) e^{i k x}
$$

where the coefficients $\left(\lambda_{k}\right)$ are given by (14).
Theorem 3.2. Consider $\partial \widetilde{\psi}(0)$ as an unbounded operator in $\widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)$ with dense domain $\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$. Then

$$
\begin{align*}
& \sigma(\partial \widetilde{\psi}(0))=\left\{\lambda_{k}: k \geq 1\right\}  \tag{21}\\
& |\lambda| \cdot\|R(\lambda,-\partial \widetilde{\psi}(0))\|_{\mathcal{L}\left(\widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)} \leq \kappa \quad \forall \operatorname{Re} \lambda \geq \omega \tag{22}
\end{align*}
$$

where $\kappa$ and $\omega$ are the constants from Proposition 2.6.
Proof. Given $\lambda \in \varrho(\partial \psi(0))$ and $h=\sum_{k \in \mathbb{Z}} \widehat{h}(k) e^{i k x} \in \widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)$ there exists a unique

$$
u=\sum_{k \in \mathbb{Z}} \frac{1}{\lambda-\lambda_{k}} \widehat{h}(k) e^{i k x} \in h^{2+\alpha}\left(\mathbb{S}^{1}\right)
$$

such that $(\lambda-\partial \psi(0)) u=h$. Since $\widehat{h}(0)=0$ we conclude that $\widehat{u}(0)=0$; thus $u \in$ $\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$ and $\lambda \in \varrho(\partial \widetilde{\psi}(0))$. Moreover, $\partial \widetilde{\psi}(0) \in \mathcal{L} i s\left(\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right), \widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)\right)$ and (21) holds. Relation (22) follows from Proposition 2.6, using the fact that

$$
(\lambda-\partial \psi(0))[h]=(\lambda-\partial \widetilde{\psi}(0))[h]
$$

for all $h \in \widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$ and $\operatorname{Re} \lambda \geq \omega$.
In conclusion $-\partial \widetilde{\psi}(0)$ belongs to $\mathcal{H}\left(\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right), \widetilde{h}^{1+\alpha}\left(\mathbb{S}^{1}\right)\right.$, and therefore, if the initial value $f_{0}$ in $(20)$ belongs to $\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$, then the evolution takes place in $\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$. We have the following stability result for the flow (3).

THEOREM 3.3 (exponential stability). For any $\omega<-\lambda_{1}=\tanh c / \bar{\mu}(0)$, there are positive constants $r$ and $C$ such that for any $f_{0} \in c+\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$ with $\left\|f_{0}-c\right\|_{C^{2+\alpha}\left(\mathbb{S}^{1}\right)} \leq r$ the solution to (3) exists globally in time and the estimate

$$
\|f(t)-c\|_{C^{2+\alpha}\left(\mathbb{S}^{1}\right)}+\left\|f^{\prime}(t)\right\|_{C^{1+\alpha}\left(\mathbb{S}^{1}\right)} \leq C e^{-\omega t}\left\|f_{0}-c\right\|_{C^{2+\alpha}\left(\mathbb{S}^{1}\right)} \quad \forall t \geq 0
$$

holds.
Proof. Transferring problem (9) into a neighborhood of 0 in $\widetilde{h}^{2+\alpha}\left(\mathbb{S}^{1}\right)$ we find that all of the assumptions of Theorem 9.1.2 in [13] are satisfied (cf. Theorem 3.2). The result follows directly from this theorem.
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#### Abstract

We consider a Ginzburg-Landau-Maxwell model which describes the behavior of a two-dimensional superconducting material. The state variables are the complex-valued order parameter $\psi$, the magnetic potential $\mathbf{A}$, and the electric potential $\Phi$. Under the choice of Coulomb (i.e., London) gauge, the resulting system is a parabolic-hyperbolic coupled system of nonlinear partial differential equations subject to suitable boundary and initial conditions. Global well-posedness results were proved in [M. Tsutsumi and H. Kasai, Nonlinear Anal., 37 (1999), pp. 187-216], while the existence of global attractor and exponential attractors was proved in [V. Berti and S. Gatti, Quart. Appl. Math., 64 (2006), pp. 617-639]. In this paper we use an extended Łojasiewicz-Simon approach to show that for any initial datum in certain phase space, the corresponding global solution converges to an equilibrium as time goes to infinity. Besides, we also provide an estimate on the convergence rate with respect to the phase space metric.


Key words. Ginzburg-Landau-Maxwell equations, superconductivity, Coulomb gauge, convergence to equilibrium, Łojasiewicz-Simon inequality

AMS subject classifications. Primary, 35B40; Secondary, 82D55
DOI. 10.1137/080717833

1. Introduction. This paper is concerned with the asymptotic behavior of solutions to a two-dimensional Ginzburg-Landau-Maxwell model of superconductivity proposed in $[27]$ (see also $[2,13,32]$ ). When a superconducting material is kept close to a certain critical temperature, its behavior can be macroscopically described, within the Ginzburg-Landau phase transition theory (see [18] and its references, cf. also $[8$, Chapter 11]), by the state variables $(\psi, \tilde{\mathbf{A}}, \Phi)$. Here $\psi$ is the complex order parameter, whose squared modulus represents the concentration of the superconducting electrons, while $\tilde{\mathbf{A}}$ and $\Phi$ are the magnetic and the electric potentials, respectively.

On account of [32], we introduce the equations governing the evolution of $(\psi, \tilde{\mathbf{A}}, \Phi)$. Suppose that the material occupies a bounded domain $\Omega \subset \mathbb{R}^{2}$ with smooth boundary $\Gamma$ for any time $t \geq 0$. Then the state variables $\psi: \Omega \times(0, \infty) \rightarrow \mathbb{C}, \tilde{\mathbf{A}}: \Omega \times(0, \infty) \rightarrow \mathbb{R}^{2}$ and $\Phi: \Omega \times(0, \infty) \rightarrow \mathbb{R}$ satisfy the following equations:
$(1.2) \varepsilon\left(\tilde{\mathbf{A}}_{t}-\nabla \Phi\right)_{t}+\sigma\left(\tilde{\mathbf{A}}_{t}-\nabla \Phi\right)+\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}=0$,
in $\Omega \times(0, \infty)$, subject to the boundary conditions

$$
\begin{equation*}
D_{\tilde{\mathbf{A}}} \psi \cdot \mathbf{n}=0, \quad\left(\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right) \times \mathbf{n}=0, \quad\left(\tilde{\mathbf{A}}_{t}-\nabla \Phi\right) \cdot \mathbf{n}=0, \quad \text { on } \Gamma \times(0, \infty) \tag{1.3}
\end{equation*}
$$

[^102]where
\[

$$
\begin{equation*}
D_{\tilde{\mathbf{A}}} \psi=\nabla \psi-i \tilde{\mathbf{A}} \psi, \quad D_{\tilde{\mathbf{A}}}^{2} \psi=\Delta \psi-2 i \tilde{\mathbf{A}} \cdot \nabla \psi-i \psi \nabla \cdot \tilde{\mathbf{A}}-|\tilde{\mathbf{A}}|^{2} \psi . \tag{1.4}
\end{equation*}
$$

\]

Here $\mathbf{H}_{e x t}$ is the external magnetic field, which is assumed to be time independent for the sake of simplicity throughout this paper; the positive constants $\lambda, \varepsilon$, and $\sigma$ represent the Ginzburg-Landau parameter, the dielectric coefficient, and the electric conductivity, respectively, and $\mathbf{n}$ denotes the unit outward normal to the boundary $\Gamma$.

We recall that (1.2) is derived from Maxwell's equations. In the so-called quasisteady approximation, namely, when the displacement current $\varepsilon\left(\tilde{\mathbf{A}}_{t}-\nabla \Phi\right)_{t}$ is negligible, we obtain the well-known system proposed by Gor'kov and Èliashberg [13], which has been widely studied in the literature (see, e.g., $[7,9,11,18,19,22,23,24,26$, $27,29,30,33]$ and reference therein). However, if surface charge must be taken into account, then the displacement current cannot be neglected (see [2]).

Similarly to the classical time-dependent Ginzburg-Landau equations, the evolution equations (1.1)-(1.2) and the boundary conditions (1.3) are invariant under the gauge transformation:

$$
\begin{equation*}
\mathcal{T}_{\chi}:(\psi, \tilde{\mathbf{A}}, \Phi) \longmapsto\left(\psi e^{i \chi}, \tilde{\mathbf{A}}+\nabla \chi, \Phi+\chi_{t}\right) . \tag{1.5}
\end{equation*}
$$

The gauge $\chi$ can be any (smooth) real scalar-valued function depending on $x$ and $t$. In $[3,32]$, the authors choose the Coulomb gauge (also known as the London gauge). This choice entails that the following identities hold:

$$
\begin{gather*}
\operatorname{div} \tilde{\mathbf{A}}=0 \quad \text { in } \Omega, \quad \int_{\Omega} \Phi d x=0,  \tag{1.6}\\
\tilde{\mathbf{A}} \cdot \mathbf{n}=0, \quad \partial_{\mathbf{n}} \Phi=0, \quad \text { on } \Gamma . \tag{1.7}
\end{gather*}
$$

For the existence of the gauge $\chi$ corresponding to (1.6) and (1.7), one may refer, e.g., to [23, Lemma 2.2, Remark 2.4] where even more general cases have been discussed (see also [18, section 1.4.4]). Using the Coulomb gauge, $\tilde{\mathbf{A}}$ is a solenoidal vector field so that

$$
\begin{equation*}
D_{\tilde{\mathbf{A}}}^{2} \psi=\Delta \psi-2 i \tilde{\mathbf{A}} \cdot \nabla \psi-|\tilde{\mathbf{A}}|^{2} \psi . \tag{1.8}
\end{equation*}
$$

Moreover, system (1.1)-(1.2) is subject to the boundary conditions (cf. (1.3), (1.7))

$$
\begin{equation*}
\partial_{\mathbf{n}} \psi=0, \quad \tilde{\mathbf{A}} \cdot \mathbf{n}=0, \quad\left(\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right) \times \mathbf{n}=0, \quad \text { on } \Gamma \times(0, \infty) . \tag{1.9}
\end{equation*}
$$

It will be more convenient to treat problem (1.1), (1.2), (1.9) in a homogeneous form. For this purpose, we consider the following boundary value problem:

Throughout this paper we always assume that $\mathbf{H}_{e x t} \in H^{1}$. Then, it is easy to see that the convex quadratic functional

$$
\begin{equation*}
J(\mathbf{A})=\int_{\Omega}\left|\operatorname{curl} \mathbf{A}-\mathbf{H}_{e x t}\right|^{2} d x \tag{1.11}
\end{equation*}
$$

on the domain

$$
\begin{equation*}
\mathcal{D}:=\left\{\mathbf{A} \in \mathbf{H}^{1}(\Omega): \operatorname{div} \mathbf{A}=0 \text { in } \Omega,\left.\mathbf{A} \cdot \mathbf{n}\right|_{\Gamma}=0\right\} \tag{1.12}
\end{equation*}
$$

admits a unique minimizer $\mathbf{A}_{\text {ext }} \in \mathcal{D}$, which is the (unique) solution to (1.10). The linear mapping $\mathbf{H}_{\text {ext }} \rightarrow \mathbf{A}_{\text {ext }}$ is continuous from $\mathbf{H}^{\alpha}(\Omega)$ to $\mathbf{H}^{\alpha+1}(\Omega)$ for $0 \leq \alpha \leq 1$ (see [11, Lemma 3, Lemma 4]; cf. also [9]).

Set now

$$
\begin{equation*}
\mathbf{A}=\tilde{\mathbf{A}}+\mathbf{A}_{e x t} \tag{1.13}
\end{equation*}
$$

Then the Ginzburg-Landau-Maxwell equations (1.1) and (1.2) can be reduced to the following homogeneous form in terms of $\psi$ and $\mathbf{A}$ (cf. [3, 32]):

$$
\begin{gather*}
\psi_{t}-i \Phi \psi-D_{\tilde{\mathbf{A}}}^{2} \psi-\lambda^{2}\left(1-|\psi|^{2}\right) \psi=0  \tag{1.14}\\
\varepsilon\left(\mathbf{A}_{t}-\nabla \Phi\right)_{t}+\sigma\left(\mathbf{A}_{t}-\nabla \Phi\right)+\operatorname{curl}^{2} \mathbf{A}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)=0 \tag{1.15}
\end{gather*}
$$

By applying the spatial divergence operator to (1.15) and taking (1.14) into account, we obtain the evolution equation for $\Phi$, namely,

$$
\begin{equation*}
-\varepsilon \Delta \Phi_{t}-\sigma \Delta \Phi+\frac{i}{2}\left(\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right)+|\psi|^{2} \Phi=0 \tag{1.16}
\end{equation*}
$$

Moreover, we have (see (1.5))

$$
\begin{equation*}
\operatorname{div} \mathbf{A}=0 \quad \text { in } \Omega, \quad \int_{\Omega} \Phi d x=0 \tag{1.17}
\end{equation*}
$$

and (1.14)-(1.17) are subject to the homogeneous boundary conditions (cf. (1.7)(1.10))

$$
\begin{equation*}
\partial_{\mathbf{n}} \psi=0, \quad \mathbf{A} \cdot \mathbf{n}=0, \quad \operatorname{curl} \mathbf{A} \times \mathbf{n}=0, \quad \partial_{\mathbf{n}} \Phi=0, \quad \text { on } \Gamma \times(0, \infty) \tag{1.18}
\end{equation*}
$$

as well as to the initial conditions

$$
\begin{equation*}
\left.\psi\right|_{t=0}=\psi_{0},\left.\quad \mathbf{A}\right|_{t=0}=\mathbf{A}_{0},\left.\quad \mathbf{A}_{t}\right|_{t=0}=\mathbf{A}_{1},\left.\quad \Phi\right|_{t=0}=\Phi_{0}, \quad \text { in } \Omega \tag{1.19}
\end{equation*}
$$

for some given initial data.
The main concern of this paper is the convergence to equilibrium of the solution to problem (1.14)-(1.19) as time goes to infinity. In what follows we recall related results in the literature on problem (1.14)-(1.19). The global well-posedness of problem (1.14)-(1.19) has been carefully investigated in [32] in both two and three dimensions, even though, physically speaking, the present model is essentially two-dimensional (see [18, sections $1.5,1.6,1.8]$; cf. also $[5,23]$ ). The results of [32] are also concerned with the case $\varepsilon=0$, which has been studied by many other authors (see, e.g., $[18,23$, $26,29,30,33]$ and references therein). Regarding the large time behavior of solutions, problem (1.14)-(1.19) has recently been analyzed in [3] within the theory of infinitedimensional dissipative dynamical systems. In that paper the authors show that the quoted problem generates a strongly continuous semigroup which possesses the global attractor and an exponential attractor. However, the issue of convergence to equilibrium for single solutions to problem (1.14)-(1.19) has not been studied in [3]. This is the goal of the present contribution. More precisely, we will prove that, for any initial datum in the phase space introduced in [3], the corresponding global solution to (1.14)-(1.19) converges to a single equilibrium as time goes to infinity. Besides, an estimate of the convergence rate in the phase space metric will also be given. The key ingredients of the present paper can be summarized as follows:
(I) Since (1.15) is hyperbolic, we can no longer take advantage of the smoothing effects for solutions to parabolic equations like, e.g., in [9] where the Lorentz gauge is used. Instead, we will use a result proved in [3] to show the precompactness of solutions.
(II) We need to develop an extended Łojasiewicz-Simon approach for which it is necessary to establish a suitable Łojasiewicz-Simon-type inequality. Such an inequality is a suitable adaptation of the one proved in [9] for a problem similar to ours with $\varepsilon=0$ but subject to the Lorentz gauge $\Phi=-\omega(\nabla \cdot \mathbf{A})$, with $\omega$ being a nonnegative constant (for $\omega=0$, see also [24]).
(III) Due to the hyperbolic nature of (1.15), the standard Łojasiewicz-Simon approach used in the parabolic case must be modified by introducing an appropriate auxiliary functional $\mathfrak{F}$ (see section 5 ), which usually depends on the problem under consideration (see, e.g., $[15,19,35]$ and references therein for similar problems).
(IV) In the existing literature the convergence rate in a (lower order) norm is usually obtained directly by using the Łojasiewicz-Simon approach (see, e.g., $[9,17,36]$ ). Then, estimates in higher order norms can be deduced by means of interpolation inequalities (cf. [17]) and, consequently, the decay exponent deteriorates. On the contrary, in this paper and some earlier papers by the authors, using the original equations and suitable energy estimates and constructing proper differential inequalities, we are able to preserve the original convergence rate when we estimate the convergence with respect to the phase space metric. This technique has been successfully applied to other equations as well (see, e.g., $[14,34,35,36]$ ).

In [9] (see also [19]) the convergence to single equilibria for the case $\varepsilon=0$ has been investigated in detail in the hypothesis of a time-dependent applied magnetic field and using the Lorentz gauge. The present contribution is a first step towards a more comprehensive analysis of the case $\varepsilon>0$. The corresponding results for other widely used gauges (e.g., the Lorentz gauge) as well as for the case of a time-dependent applied magnetic field will be considered in the near future. We recall that the choice of the gauge plays an important role in the mathematical treatment of these models (see [10] and references therein).

This paper is organized as follows. In section 2 we introduce the notation and state the main results of this paper. Section 3 contains some preliminary results on the time-dependent Ginzburg-Landau-Maxwell model. In section 4 we state a suitable version of a Lojasiewicz-Simon-type inequality. The last two sections are devoted to the proof of our main results. More precisely, in section 5 we prove the convergence to a single equilibrium, while in section 6 , we establish the convergence rate estimate.
2. Notation and main results. We use the notation introduced in [32] (see also [3]). As usual, $L^{p}(\Omega)$ and $W^{k, p}(\Omega)$ stand for the Lebesgue and the Sobolev spaces of real-valued functions, with the convention that $H^{k}(\Omega)=W^{k, 2}(\Omega)$. We denote by bold letters the spaces of vector-valued functions, whereas a subscript $\mathbb{C}$ characterizes those of complex-valued functions. Without further specifications, $\|\cdot\|$ stands for the norm in $L_{\mathbb{C}}^{2}(\Omega), \mathbf{L}^{2}(\Omega)$, or $L^{2}(\Omega)$, according to the context. This norm is always induced by the scalar inner product

$$
\langle u, v\rangle=\int_{\Omega} u(x) \bar{v}(x) d x
$$

where for a vector-valued function, the product $u \bar{v}$ is replaced by the Euclidean inner product $\mathbf{u} \cdot \overline{\mathbf{v}}$. Next, we introduce the function spaces

$$
\begin{equation*}
\mathbf{X}=\left\{\mathbf{u} \in \mathbf{H}^{2}(\Omega): \operatorname{div} \mathbf{u}=0 \text { in } \Omega,\left.\quad \mathbf{u} \cdot \mathbf{n}\right|_{\Gamma}=0, \quad \operatorname{curl} \mathbf{u} \times\left.\mathbf{n}\right|_{\Gamma}=\mathbf{0}\right\} \tag{2.1}
\end{equation*}
$$

equipped with the usual $\mathbf{H}^{2}(\Omega)$ norm. Let $\mathbf{X}_{0}$ be the completion of $\mathbf{X}$ in $\mathbf{H}^{1}(\Omega)$ and

$$
\begin{gathered}
H_{0 m}^{1}(\Omega)=\left\{u \in H^{1}(\Omega): \int_{\Omega} u d x=0\right\}, \\
H_{0 m}^{2}(\Omega)=\left\{u \in H^{2}(\Omega):\left.\partial_{\mathbf{n}} u\right|_{\Gamma}=0, \int_{\Omega} u d x=0\right\} .
\end{gathered}
$$

We can thus define the phase space we shall work with:

$$
\begin{equation*}
\mathbb{X}_{\infty}^{0}=\left\{\psi \in H_{\mathbb{C}}^{2}(\Omega):\left.\partial_{\mathbf{n}} \psi\right|_{\Gamma}=0,\|\psi\|_{L_{\mathbb{C}}^{\infty}(\Omega)} \leq 1\right\} \times \mathbf{X} \times \mathbf{X}_{0} \times H_{0 m}^{2}(\Omega) \tag{2.2}
\end{equation*}
$$

which is a closed subset of the Banach space

$$
\begin{equation*}
\mathbb{X}^{0}=\left\{\psi \in H_{\mathbb{C}}^{2}(\Omega):\left.\partial_{\mathbf{n}} \psi\right|_{\Gamma}=0\right\} \times \mathbf{X} \times \mathbf{X}_{0} \times H_{0 m}^{2}(\Omega) . \tag{2.3}
\end{equation*}
$$

The norm on $\mathbb{X}^{0}$ is defined by

$$
\begin{equation*}
\|z\|_{0}^{2}=\left\|z_{1}\right\|_{H_{\mathbf{C}}^{2}(\Omega)}^{2}+\left\|\mathbf{z}_{2}\right\|_{\mathbf{H}^{2}(\Omega)}^{2}+\left\|\mathbf{z}_{3}\right\|_{\mathbf{H}^{1}(\Omega)}^{2}+\left\|z_{4}\right\|_{H^{2}(\Omega)}^{2} \tag{2.4}
\end{equation*}
$$

for any $z=\left(z_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, z_{4}\right) \in \mathbb{X}^{0}$. We also introduce the Banach space

$$
\begin{equation*}
\mathbb{X}^{-1}=H_{\mathbb{C}}^{1}(\Omega) \times \mathbf{X}_{0} \times \mathbf{L}^{2}(\Omega) \times H_{0 m}^{1} \supset \mathbb{X}^{0} \tag{2.5}
\end{equation*}
$$

endowed with the norm

$$
\begin{equation*}
\|z\|_{-1}^{2}=\left\|z_{1}\right\|_{H_{\mathrm{C}}^{1}(\Omega)}^{2}+\left\|\mathbf{z}_{2}\right\|_{\mathbf{H}^{1}(\Omega)}^{2}+\left\|\mathbf{z}_{3}\right\|_{\mathbf{L}^{2}(\Omega)}^{2}+\left\|z_{4}\right\|_{H^{1}(\Omega)}^{2} \tag{2.6}
\end{equation*}
$$

for any $z=\left(z_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, z_{4}\right) \in \mathbb{X}^{-1}$.
In what follows, we will make use of the Gagliardo-Nirenberg inequalities in dimension two, namely,

$$
\begin{array}{ll}
\|u\|_{L^{4}(\Omega)}^{2} \leq C\|u\|\|u\|_{H^{1}(\Omega)} & \forall u \in H^{1}(\Omega), \\
\|u\|_{L^{\infty}(\Omega)}^{2} \leq C\|u\|\|u\|_{H^{2}(\Omega)} & \forall u \in H^{2}(\Omega), \tag{2.8}
\end{array}
$$

where $C>0$ depends only on $\Omega$.
We also recall that there exist constants $\kappa>0$ and $c>0$ depending only on $\Omega$ such that (see, e.g., [25, Corollary 3.51])

$$
\begin{equation*}
\|\mathbf{A}\| \leq \kappa\|\operatorname{curl} \mathbf{A}\| \quad \forall \mathbf{A} \in \mathbf{X}_{0}, \tag{2.9}
\end{equation*}
$$

and (cf. [12, Chapter I, (5.45), p. 92] also [32, section 2])

$$
\begin{equation*}
\|\mathbf{A}\|_{\mathbf{H}^{1}(\Omega)} \leq c\|\operatorname{curl} \mathbf{A}\| \quad \forall \mathbf{A} \in \mathbf{X}_{0} . \tag{2.10}
\end{equation*}
$$

In the remaining part of the paper, we always assume that

$$
\begin{equation*}
\mathbf{A}_{e x t} \in \mathbf{X}_{0} \cap \mathbf{H}^{2}(\Omega) . \tag{2.11}
\end{equation*}
$$

We now recall the following result.
Proposition 2.1 ([3, Theorem 2.1, Proposition 3.1]). Denote $z_{0}=\left(\psi_{0}, \mathbf{A}_{0}, \mathbf{A}_{1}\right.$, $\left.\Phi_{0}\right) \in \mathbb{X}^{0}$. Problem (1.14)-(1.19) generates a strongly continuous semigroup $\{S(t)\}_{t \geq 0}$
on the space $\mathbb{X}^{0}$. If $z_{0}=\left(\psi_{0}, \mathbf{A}_{0}, \mathbf{A}_{1}, \Phi_{0}\right) \in \mathbb{X}_{\infty}^{0}$, then $S(t) z_{0} \in \mathbb{X}_{\infty}^{0}$. Moreover, there exists a positive constant $C$ depending only on $\left\|z_{0}\right\|_{0}$ such that

$$
\begin{equation*}
\left\|S(t) z_{0}\right\|_{0} \leq C \quad \forall t \geq 0 \tag{2.12}
\end{equation*}
$$

The stationary problem corresponding to (1.14)-(1.19) is

$$
\begin{gather*}
-\left(\nabla-i\left(\mathbf{A}_{\infty}-\mathbf{A}_{e x t}\right)\right)^{2} \psi_{\infty}-\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}=0  \tag{2.13}\\
\operatorname{curl}^{2} \mathbf{A}_{\infty}+\frac{i}{2}\left(\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}\right)+|\psi|^{2}\left(\mathbf{A}_{\infty}-\mathbf{A}_{e x t}\right)=0  \tag{2.14}\\
\operatorname{div} \mathbf{A}_{\infty}=0  \tag{2.15}\\
\partial_{\mathbf{n}} \psi_{\infty}=0, \quad \mathbf{A}_{\infty} \cdot \mathbf{n}=0, \quad \operatorname{curl} \mathbf{A}_{\infty} \times \mathbf{n}=0, \quad \text { on } \Gamma  \tag{2.16}\\
\Phi_{\infty}=0 \tag{2.17}
\end{gather*}
$$

Set now

$$
\begin{equation*}
\mathbf{A}_{\infty}=\tilde{\mathbf{A}}_{\infty}+\mathbf{A}_{e x t} \tag{2.18}
\end{equation*}
$$

Then problem (2.13)-(2.17) becomes

$$
\begin{gather*}
-\left(\nabla-i \tilde{\mathbf{A}}_{\infty}\right)^{2} \psi_{\infty}-\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}=0  \tag{2.19}\\
\operatorname{curl}^{2} \tilde{\mathbf{A}}_{\infty}+\frac{i}{2}\left(\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}\right)+\left|\psi_{\infty}\right|^{2} \tilde{\mathbf{A}}_{\infty}+\operatorname{curl} \mathbf{H}_{e x t}=0  \tag{2.20}\\
\operatorname{div} \tilde{\mathbf{A}}_{\infty}=0  \tag{2.21}\\
\partial_{\mathbf{n}} \psi_{\infty}=0, \quad \tilde{\mathbf{A}}_{\infty} \cdot \mathbf{n}=0, \quad\left(\operatorname{curl} \tilde{\mathbf{A}}_{\infty}+\mathbf{H}_{e x t}\right) \times \mathbf{n}=0, \quad \text { on } \Gamma \tag{2.22}
\end{gather*}
$$

and

$$
\begin{equation*}
\Phi_{\infty}=0 \tag{2.23}
\end{equation*}
$$

Define the functional

$$
\begin{align*}
\mathcal{E}_{0}\left(\psi_{\infty}, \tilde{\mathbf{A}}_{\infty}\right)=\int_{\Omega} & {\left[\frac{\lambda^{2}}{4}\left(1-\left|\psi_{\infty}\right|^{2}\right)^{2}+\frac{1}{2}\left|\left(\nabla-i \tilde{\mathbf{A}}_{\infty}\right) \psi_{\infty}\right|^{2}\right.}  \tag{2.24}\\
& \left.+\frac{1}{2}\left|\operatorname{curl} \tilde{\mathbf{A}}_{\infty}+\mathbf{H}_{e x t}\right|^{2}\right] d x
\end{align*}
$$

on $H_{\mathbb{C}}^{1} \times \mathbf{X}_{0}$. It is easy to see that a critical point $\left(\psi_{\infty}, \tilde{\mathbf{A}}_{\infty}\right)$ of $\mathcal{E}_{0}$ is a weak solution of (2.19)-(2.22). This stationary problem embodies the macroscopic quantummechanical nature of the superconducting state. There are many works on the stationary Ginzburg-Landau equations. For instance, the existence of vortex-like solutions to the time-independent Ginzburg-Landau equations was proved in [24]. An existence result for the stationary problem of the Ginzburg-Landau-Maxwell equations with Coulomb gauge in the $L^{p}$ framework was recently given in [1]. An equivalence relation between solutions of the time-independent and time-dependent Ginzburg-Landau equations that describe the same physical state of a superconductor was established in [21].

We are now in a position to state our main theorem.

Theorem 2.1. For any initial datum $z_{0}=\left(\psi_{0}, \mathbf{A}_{0}, \mathbf{A}_{1}, \Phi_{0}\right) \in \mathbb{X}_{\infty}^{0}$, the global solution $z(t)=\left(\psi(t), \mathbf{A}(t), \mathbf{A}_{t}(t), \Phi(t)\right)$ to problem (1.14)-(1.19) converges in $\mathbb{X}^{0}$ to a unique equilibrium $z_{\infty}=\left(\psi_{\infty}, \mathbf{A}_{\infty}, \mathbf{0}, 0\right)$, where $\left(\psi_{\infty}, \mathbf{A}_{\infty}\right)$ satisfies (2.13)-(2.16). Moreover, the following estimate holds:

$$
\begin{equation*}
\left\|z(t)-z_{\infty}\right\|_{0} \leq C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{2.25}
\end{equation*}
$$

where $C>0$ is a constant depending only on $\left\|z_{0}\right\|_{0}$ and $\theta \in\left(0, \frac{1}{2}\right)$ depends on $z_{\infty}$.
Remark 2.1. We recall that $\theta$ is the so-called Łojasiewicz exponent (see Lemma 4.2 below). Note that the convergence rate is estimated in the same norm where convergence takes place. This requires some work (see section 6).
3. Preliminaries. In this section we first recall the basic results proven in [3], which entail the precompactness of the trajectory originated from an initial datum in $\mathbb{X}_{\infty}^{0}$.

Let

$$
\begin{equation*}
\mathbb{X}^{1}=H_{\mathbb{C}}^{3}(\Omega) \times\left[\mathbf{X} \cap \mathbf{H}^{3}(\Omega)\right] \times \mathbf{X} \times\left[H_{0 m}^{2}(\Omega) \cap H^{3}(\Omega)\right] \tag{3.1}
\end{equation*}
$$

with the standard norm defined by

$$
\begin{equation*}
\|z\|_{1}^{2}=\left\|z_{1}\right\|_{H_{\mathbb{C}}^{3}(\Omega)}^{2}+\left\|\mathbf{z}_{2}\right\|_{\mathbf{H}^{3}(\Omega)}^{2}+\left\|\mathbf{z}_{3}\right\|_{\mathbf{H}^{2}(\Omega)}^{2}+\left\|z_{4}\right\|_{H^{3}(\Omega)}^{2} \tag{3.2}
\end{equation*}
$$

for any $z=\left(z_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, z_{4}\right) \in \mathbb{X}^{1}$.
For any given $z_{0} \in \mathbb{X}_{\infty}^{0}$, let $z(t)=S(t) z_{0}$ be the solution to problem (1.14)(1.19). Following [3, section 4], in order to prove the precompactness of $z(t)$, we make a decomposition of the solution $z$ into a uniformly stable part $z_{d}$ which decays to zero and a compact part $z_{c}$, that is,

$$
\begin{equation*}
z(t)=z_{d}(t)+z_{c}(t) \tag{3.3}
\end{equation*}
$$

Here $z_{d}(t)=\left(\psi^{d}(t), \mathbf{A}^{d}(t), \mathbf{A}_{t}^{d}(t), \Phi^{d}(t)\right)$ solves

$$
\left\{\begin{array}{l}
\psi_{t}^{d}-\Delta \psi^{d}+\psi^{d}=0  \tag{3.4}\\
\varepsilon\left(\mathbf{A}_{t}^{d}-\nabla \Phi^{d}\right)_{t}+\sigma\left(\mathbf{A}_{t}^{d}-\nabla \Phi^{d}\right)+\operatorname{curl}^{2} \mathbf{A}^{d}=0 \\
-\varepsilon \Delta \Phi_{t}^{d}-\sigma \Delta \Phi^{d}=0 \\
\operatorname{div} \mathbf{A}^{d}=0, \quad \int_{\Omega} \Phi^{d}=0 \\
\left.\partial_{\mathbf{n}} \psi^{d}\right|_{\Gamma}=0,\left.\quad \mathbf{A}^{d} \cdot \mathbf{n}\right|_{\Gamma}=0, \quad \operatorname{curl} \mathbf{A}^{d} \times\left.\mathbf{n}\right|_{\Gamma}=0,\left.\quad \partial_{\mathbf{n}} \Phi^{d}\right|_{\Gamma}=0 \\
\psi^{d}(0)=\psi_{0}, \quad \mathbf{A}^{d}(0)=\mathbf{A}_{0}, \quad \mathbf{A}_{t}^{d}(0)=\mathbf{A}_{1}, \quad \Phi^{d}(0)=\Phi_{0}
\end{array}\right.
$$

and $z_{c}(t)=\left(\psi^{c}(t), \mathbf{A}^{c}(t), \mathbf{A}_{t}^{c}(t), \Phi^{c}(t)\right)$ is the solution to

$$
\left\{\begin{array}{l}
\psi_{t}^{c}-\Delta \psi^{c}+\psi^{c}=F(\psi, \tilde{\mathbf{A}}, \Phi)  \tag{3.5}\\
\varepsilon\left(\mathbf{A}_{t}^{c}-\nabla \Phi^{c}\right)_{t}+\sigma\left(\mathbf{A}_{t}^{c}-\nabla \Phi^{c}\right)+\operatorname{curl}^{2} \mathbf{A}^{c}=\mathbf{G}(\psi, \tilde{\mathbf{A}}), \\
-\varepsilon \Delta \Phi_{t}^{c}-\sigma \Delta \Phi^{c}=H(\psi, \Phi) \\
\operatorname{div} \mathbf{A}^{c}=0, \quad \int_{\Omega} \Phi^{c}=0, \\
\left.\partial_{\mathbf{n}} \psi^{c}\right|_{\Gamma}=0,\left.\quad \mathbf{A}^{c} \cdot \mathbf{n}\right|_{\Gamma}=0, \quad \operatorname{curl} \mathbf{A}^{c} \times\left.\mathbf{n}\right|_{\Gamma}=0,\left.\quad \partial_{\mathbf{n}} \Phi^{c}\right|_{\Gamma}=0, \\
\psi^{c}(0)=0, \quad \mathbf{A}^{c}(0)=\mathbf{0}, \quad \mathbf{A}_{t}^{c}(0)=\mathbf{0}, \quad \Phi^{c}(0)=0
\end{array}\right.
$$

where, in (3.5), we have set

$$
\begin{align*}
F(\psi, \tilde{\mathbf{A}}, \Phi) & =i \Phi \psi-|\tilde{\mathbf{A}}|^{2} \psi-2 i \tilde{\mathbf{A}} \cdot \nabla \psi+\lambda^{2}\left(1-|\psi|^{2}\right) \psi+\psi  \tag{3.6}\\
\mathbf{G}(\psi, \tilde{\mathbf{A}}) & =\frac{i}{2}(\psi \nabla \bar{\psi}-\bar{\psi} \nabla \psi)-\tilde{\mathbf{A}}|\psi|^{2}  \tag{3.7}\\
H(\psi, \Phi) & =-\frac{i}{2}\left(\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right)-|\psi|^{2} \Phi \tag{3.8}
\end{align*}
$$

Then the following lemmas show that the $\mathbb{X}^{0}$-norm of $z_{d}(t)$ exponentially decays to zero as time goes to infinity, while $z_{c}(t)$ remains in a bounded set of $\mathbb{X}^{1}$ which is compact in $\mathbb{X}^{0}$.

Lemma 3.1 (cf. [3, Lemma 4.2]). There exist constants $\gamma>0$ and $\nu>0$ independent of $\left\|z_{0}\right\|_{0}$ such that

$$
\begin{equation*}
\left\|z_{d}(t)\right\|_{0}^{2} \leq \gamma^{2} e^{-2 \nu t}\left\|z_{0}\right\|_{0}^{2} \quad \forall t \geq 0 \tag{3.9}
\end{equation*}
$$

Lemma 3.2 (cf. [3, Lemma 4.3]). There exists a constant $C>0$ depending on $\left\|z_{0}\right\|_{0}$ such that

$$
\begin{equation*}
\left\|z_{c}(t)\right\|_{1} \leq C \quad \forall t \geq 0 \tag{3.10}
\end{equation*}
$$

Let us define

$$
\begin{align*}
\mathcal{E}\left(\psi, \tilde{\mathbf{A}}, \tilde{\mathbf{A}}_{t}, \Phi\right)= & \frac{1}{2}\left\|D_{\tilde{\mathbf{A}}} \psi\right\|^{2}+\frac{\lambda^{2}}{4}\left\|1-|\psi|^{2}\right\|^{2}+\frac{1}{2}\left\|\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right\|^{2} \\
& +\frac{\varepsilon}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\frac{\varepsilon}{2}\|\nabla \Phi\|^{2} . \tag{3.11}
\end{align*}
$$

It is easy to see that $\mathcal{E}$ is well defined and continuous on $\mathbb{X}^{-1}$ (cf. (2.5)). In addition, we have what follows.

LEmma 3.3. $\mathcal{E}$ is a global Lyapunov functional for the dynamical system $\left(\mathbb{X}_{\infty}^{0}, S(t)\right)$.
Proof. We only need to prove that $\mathcal{E}$ decreases along any given trajectory $z(t)=$ $S(t) z_{0}$. Here and in what follows, we will sometimes use formal arguments which can be rigorously justified, e.g., by using a Galerkin approximation scheme (see [32]).

Multiplying (1.1) by $\bar{\psi}_{t}$ and its conjugate by $\psi_{t}$, respectively, integrating on $\Omega$ and adding the results together, we get

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{2}\left\|D_{\tilde{\mathbf{A}}} \psi\right\|^{2}+\frac{\lambda^{2}}{4}\left\|1-|\psi|^{2}\right\|^{2}\right)+\left\|\psi_{t}\right\|^{2}+\frac{i}{2}\left\langle\Phi, \bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right\rangle \\
& \left.\quad-\left.\left\langle\tilde{\mathbf{A}} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle-\frac{i}{2}\left\langle\tilde{\mathbf{A}}_{t}, \bar{\psi} \nabla \psi-\psi \nabla \bar{\psi}\right\rangle=0 \tag{3.12}
\end{align*}
$$

On the other hand, multiplying (1.2) by $\tilde{\mathbf{A}}_{t}$ in $\mathbf{L}^{2}(\Omega)$, we have

$$
\begin{align*}
& \left.\frac{d}{d t}\left(\frac{1}{2}\left\|\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right\|^{2}+\frac{\varepsilon}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}\right)+\sigma\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\left.\left\langle\tilde{\mathbf{A}} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle \\
& \quad+\frac{i}{2}\left\langle\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi}, \tilde{\mathbf{A}}_{t}\right\rangle=0 \tag{3.13}
\end{align*}
$$

Moreover, taking the inner product of (1.16) with $\Phi$ in $L^{2}(\Omega)$ yields

$$
\begin{equation*}
\left.\frac{\varepsilon}{2} \frac{d}{d t}\|\nabla \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}+\left.\left\langle\Phi^{2},\right| \psi\right|^{2}\right\rangle+\frac{i}{2}\left\langle\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}, \Phi\right\rangle=0 \tag{3.14}
\end{equation*}
$$

Hence, we infer from (3.12)-(3.14) that, for all $t \geq 0$,

$$
\begin{align*}
& \frac{d}{d t} \mathcal{E}\left(\psi, \tilde{\mathbf{A}}, \tilde{\mathbf{A}}_{t}, \Phi\right) \\
= & \left.-\left\|\psi_{t}\right\|^{2}-i\left\langle\Phi, \bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right\rangle-\sigma\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}-\sigma\|\nabla \Phi\|^{2}-\left.\left\langle\Phi^{2},\right| \psi\right|^{2}\right\rangle \\
= & -\left\|\psi_{t}-i \Phi \psi\right\|_{L_{\mathbb{C}}^{2}(\Omega)}^{2}-\sigma\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}-\sigma\|\nabla \Phi\|^{2} \\
\leq & 0 \tag{3.15}
\end{align*}
$$

and the assertion follows.
Due to the above lemmas, we can see that $\left(S(t), \mathbb{X}_{\infty}^{0}\right)$ is a gradient system. Furthermore, on account of Lemmas 3.1, 3.2, 3.3, and some well-known results in dynamical systems (see, for instance, [4, Chapter 9]), we deduce the following.

Lemma 3.4. For any $z_{0} \in \mathbb{X}_{\infty}^{0}$, the $\omega$-limit set of $z_{0}$ is a nonempty compact connected subset of $\mathbb{X}^{0}$. Furthermore, we have
(i) $\operatorname{dist}_{\mathbb{X}^{0}}\left(S(t) z_{0}, \omega\left(z_{0}\right)\right) \rightarrow 0$ as $t \rightarrow \infty$;
(ii) $\omega\left(z_{0}\right)$ consists of equilibria of the form $z_{\infty}=\left(\psi_{\infty}, \mathbf{A}_{\infty}, \mathbf{0}, 0\right)$, where $\left(\psi_{\infty}, \mathbf{A}_{\infty}\right)$ satisfies (2.13)-(2.16);
(iii) $S(t) \omega\left(z_{0}\right)=\omega\left(z_{0}\right) \forall t \geq 0$;
(iv) $\mathcal{E}$ is constant on $\omega\left(z_{0}\right)$.

Remark 3.1. If the set of equilibria were discrete, then we could conclude immediately that each solution converges to a single equilibrium (see (i) of Lemma 3.4). However, as is well known, in more than one spatial dimension, the set of stationary solutions can be a continuum for physically reasonable nonlinearity. The reader is referred, for instance, to [16, Remark 2.3.13]), where the following two-dimensional equation $-\Delta u+u^{3}-\lambda u=0, \lambda>0$, endowed with a standard Dirichlet homogeneous boundary condition, is considered.

Remark 3.2. Lemmas 3.1 and 3.2 play a basic role in [3]. In particular, they enable the authors to prove that $\left(S(t), \mathbb{X}_{\infty}^{0}\right)$ has the global attractor $\mathcal{A}_{\varepsilon}$ bounded in $\mathbb{X}^{1}$. In addition, due to Lemma 3.3 , we infer that $\mathcal{A}_{\varepsilon}$ coincides with the unstable manifold of the set of equilibria (see, e.g., [31, Chapter 7 , section 4]).
4. Extended Łojasiewicz-Simon inequality. Let us set $\psi=\psi_{1}+i \psi_{2}$, where $\psi_{1}, \psi_{2}: \Omega \times \mathbb{R}^{+} \rightarrow \mathbb{R}$, and define $\vec{\psi}=\left(\psi_{1}, \psi_{2}\right)$. Recalling (2.24), we rewrite the functional $\mathcal{E}_{0}$ in the real form $E_{0}$ :

$$
\begin{align*}
& E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]=\mathcal{E}_{0}(\psi, \tilde{\mathbf{A}}) \\
=\int_{\Omega} & {\left[\frac{\lambda^{2}}{4}\left(1-|\psi|^{2}\right)^{2}+\frac{1}{2}|(\nabla-i \tilde{\mathbf{A}}) \psi|^{2}+\frac{1}{2}\left|\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right|^{2}\right] d x } \\
=\int_{\Omega} & {\left[\frac{\lambda^{2}}{4}\left(1-\psi_{1}^{2}-\psi_{2}^{2}\right)^{2}+\frac{1}{2}\left|\nabla \psi_{1}+\tilde{\mathbf{A}} \psi_{2}\right|^{2}+\frac{1}{2}\left|\nabla \psi_{2}-\tilde{\mathbf{A}} \psi_{1}\right|^{2}\right.} \\
& \left.\quad+\frac{1}{2}\left|\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right|^{2}\right] d x . \tag{4.1}
\end{align*}
$$

In analogy to [9, Lemma 5.1], we can see that the functional $E_{0}$ is analytic on

$$
\begin{equation*}
\mathcal{X}=\left[H^{1}(\Omega)\right]^{2} \times \mathbf{X}_{0} \tag{4.2}
\end{equation*}
$$

in the sense of Deimling (see [6, Definition 15.1, pp. 150]). Then a direct calculation shows what follows.

Lemma 4.1. The Fréchet derivative $D E_{0}$ of $E_{0}$ is an analytic mapping from $\mathcal{X}$ to its dual $\mathcal{X}^{\prime}$, and it is given by

$$
\begin{equation*}
\left\langle D E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right],\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right]\right\rangle=\left\langle\partial_{\psi_{1}} E_{0}, v_{1}\right\rangle+\left\langle\partial_{\psi_{2}} E_{0}, v_{2}\right\rangle+\left\langle\partial_{\tilde{\mathbf{A}}} E_{0}, \mathbf{V}\right\rangle \tag{4.3}
\end{equation*}
$$

for any $\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right],\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right] \in \mathcal{X}$, where

$$
\begin{aligned}
& \text { (4.4) }\left\langle\partial_{\psi_{1}} E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right], v_{1}\right\rangle \\
& \quad=\int_{\Omega}\left[\left(\nabla \psi_{1}+\tilde{\mathbf{A}} \psi_{2}\right) \cdot \nabla v_{1}-\left(\nabla \psi_{2}-\tilde{\mathbf{A}} \psi_{1}\right) \cdot \tilde{\mathbf{A}} v_{1}\right] d x-\lambda^{2} \int_{\Omega}\left(1-|\psi|^{2}\right) \psi_{1} v_{1} d x \\
& \text { (4.5) }\left\langle\partial_{\psi_{2}} E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right], v_{2}\right\rangle \\
& =\int_{\Omega}\left[\left(\nabla \psi_{2}-\tilde{\mathbf{A}} \psi_{1}\right) \cdot \nabla v_{2}+\left(\nabla \psi_{1}+\tilde{\mathbf{A}} \psi_{2}\right) \cdot \tilde{\mathbf{A}} v_{2}\right] d x-\lambda^{2} \int_{\Omega}\left(1-|\psi|^{2}\right) \psi_{2} v_{2} d x \\
& (4.6)\left\langle\partial_{\tilde{\mathbf{A}}} E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right], \mathbf{V}\right\rangle \\
& =\int_{\Omega}\left(\operatorname{curl} \tilde{\mathbf{A}}+\mathbf{H}_{e x t}\right) \cdot(\operatorname{curl} \mathbf{V}) d x+\int_{\Omega}\left[-\left(\psi_{1} \nabla \psi_{2}-\psi_{2} \nabla \psi_{1}\right)+\tilde{\mathbf{A}}|\psi|^{2}\right] \cdot \mathbf{V} d x
\end{aligned}
$$

Let us introduce now the quadratic form $\mathcal{J}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\mathcal{J}\left(\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right],\left[\left(w_{1}, w_{2}\right), \mathbf{W}\right]\right):=\int_{\Omega}(\nabla \vec{v} \cdot \nabla \vec{w}+\vec{v} \cdot \vec{w}) d x+\int_{\Omega}(\operatorname{curl} \mathbf{V}) \cdot(\operatorname{curl} \mathbf{W}) d x \tag{4.7}
\end{equation*}
$$

$\forall\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right],\left[\left(w_{1}, w_{2}\right), \mathbf{W}\right] \in \mathcal{X}$.
It follows from (2.10) that $\left(\mathcal{J}\left(\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right],\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right]\right)\right)^{1 / 2}$ defines an equivalent norm of $\left[\left(v_{1}, v_{2}\right), \mathbf{V}\right]$ on $\mathcal{X}$. Based on this fact, we can retrace the steps of $[9$, section 6$]$ to prove the following version of the Lojasiewicz-Simon inequality, which is a slight modification of [9, Proposition 6.1]. We thus omit the details. This lemma can be viewed as an extended version of Simon's result [28] for the scalar case under the use of $L^{2}$ norm.

Lemma 4.2 (extended Lojasiewicz-Simon inequality). Let $\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right] \in$ $\mathcal{X}$ be a critical point of $E_{0}$. Then there exist constants $\beta>0$ and $\theta \in\left(0, \frac{1}{2}\right)$ depending on $\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]$ such that, for any $\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right] \in \mathcal{X}$ satisfying

$$
\begin{equation*}
\left\|\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]-\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right\|_{\mathcal{X}}<\beta \tag{4.8}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left|E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right|^{1-\theta} \leq\left\|D E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]\right\|_{\mathcal{X}^{\prime}} \tag{4.9}
\end{equation*}
$$

5. Convergence to equilibrium. In this section we prove the convergence to equilibrium for the global solutions to our Ginzburg-Landau-Maxwell equations. First, we show the convergence for $\tilde{\mathbf{A}}_{t}(t)$ and $\Phi(t)$ to 0 , which is given by the following lemma.

Lemma 5.1. We have

$$
\begin{align*}
& \lim _{t \rightarrow+\infty}\left\|\tilde{\mathbf{A}}_{t}(t)\right\|_{\mathbf{X}_{0}}=0  \tag{5.1}\\
& \lim _{t \rightarrow+\infty}\|\Phi(t)\|_{H^{2}(\Omega)}=0 \tag{5.2}
\end{align*}
$$

Proof. Integrating (3.15) from 0 to $t$, we obtain

$$
\begin{aligned}
& \mathcal{E}(t)+\int_{0}^{t}\left\|\psi_{t}(\tau)-i \Phi(\tau) \psi(\tau)\right\|^{2} d \tau+\sigma \int_{0}^{t}\left\|\tilde{\mathbf{A}}_{t}(\tau)\right\|^{2} d \tau+\sigma \int_{0}^{t}\|\nabla \Phi(\tau)\|^{2} d \tau \\
&\quad \leq 5.3)
\end{aligned}
$$

Since $\mathcal{E}$ is nonnegative, we deduce

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\tilde{\mathbf{A}}_{t}(\tau)\right\|^{2} d \tau<\infty, \quad \int_{0}^{\infty}\|\nabla \Phi(\tau)\|^{2} d \tau<\infty \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\psi_{t}(\tau)-i \Phi(\tau) \psi(\tau)\right\|^{2} d \tau<\infty \tag{5.5}
\end{equation*}
$$

From (1.16), we infer that

$$
\begin{align*}
\varepsilon\left\|\Delta \Phi_{t}\right\| & \leq \sigma\|\Delta \Phi\|+\left\|\frac{i}{2}\left(\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right)\right\|+\left\||\psi|^{2} \Phi\right\| \\
& \leq \sigma\|\Delta \Phi\|+C\left(\left\|\psi_{t}\right\|+\|\nabla \Phi\|\right) \tag{5.6}
\end{align*}
$$

and, on account of (1.17), $\int_{\Omega} \Phi_{t} d x=0$. Thus we have

$$
\begin{equation*}
\left\|\nabla \Phi_{t}\right\| \leq\left\|\Phi_{t}\right\|_{H^{2}(\Omega)} \leq C\left\|\Delta \Phi_{t}\right\| \leq C\left(\|\Delta \Phi\|+\left\|\psi_{t}\right\|+\|\nabla \Phi\|\right) \tag{5.7}
\end{equation*}
$$

On the other hand, from (1.1), (1.8), and the Sobolev embedding theorem, we have

$$
\begin{align*}
\left\|\psi_{t}\right\| \leq & C\left(\|\Phi \psi\|+\|\Delta \psi\|+\|\tilde{\mathbf{A}} \cdot \nabla \psi\|+\left\|\left.\tilde{\mathbf{A}}\right|^{2} \psi\right\|+\left\|\left(1-|\psi|^{2}\right) \psi\right\|\right) \\
\leq & C\left(\|\Phi\|\|\psi\|_{L_{\mathrm{C}}^{\infty}(\Omega)}+\|\psi\|_{H_{\mathrm{C}}^{2}(\Omega)}+\|\tilde{\mathbf{A}}\|_{\mathbf{H}^{2}(\Omega)}\|\nabla \psi\|+\|\tilde{\mathbf{A}}\|_{\mathbf{H}^{2}(\Omega)}^{2}\|\psi\|\right. \\
& \left.+\|\psi\|_{H_{\mathrm{C}}^{1}(\Omega)}^{3}\right) . \tag{5.8}
\end{align*}
$$

Then, it follows from (5.7), (5.8), and the uniform estimate (2.12) that

$$
\begin{equation*}
\left\|\nabla \Phi_{t}(t)\right\| \leq C \quad \forall t \geq 0 \tag{5.9}
\end{equation*}
$$

Similarly, it follows from (1.15) and estimates (2.12) and (5.9) that

$$
\begin{align*}
\left\|\tilde{\mathbf{A}}_{t t}\right\| \leq & C\left(\left\|\nabla \Phi_{t}\right\|+\left\|\tilde{\mathbf{A}}_{t}\right\|+\|\nabla \Phi\|+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}\right\|+\left\|\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)\right\|\right) \\
\leq & C\left(\left\|\nabla \Phi_{t}\right\|+\left\|\tilde{\mathbf{A}}_{t}\right\|+\|\nabla \Phi\|+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}\right\|+\|\psi\|_{L_{\mathbf{C}}^{\infty}(\Omega)}\|\nabla \psi\|\right. \\
& \left.\quad+\|\psi\|_{L_{\mathrm{C}}^{\infty}(\Omega)}^{2}\|\tilde{\mathbf{A}}\|\right) \leq C . \tag{5.10}
\end{align*}
$$

Let $h(t)=\left\|\tilde{\mathbf{A}}_{t}(t)\right\|^{2}$. Then we have

$$
\begin{equation*}
\left|\frac{d h}{d t}\right|=2\left|\left\langle\tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}_{t t}\right\rangle\right| \leq 2\left\|\tilde{\mathbf{A}}_{t}\right\|\left\|\tilde{\mathbf{A}}_{t t}\right\| \leq C . \tag{5.11}
\end{equation*}
$$

From (5.4) and (5.11), we infer that $h \in L^{1}(0, \infty)$, and it is globally Lipschitz on $(0, \infty)$. Hence we have

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left\|\tilde{\mathbf{A}}_{t}(t)\right\|=0 \tag{5.12}
\end{equation*}
$$

Thus, on account of Lemmas 3.1 and 3.2, we deduce (5.1).

We recall that $\left\|\psi_{0}\right\|_{L_{\mathbb{C}}^{\infty}(\Omega)} \leq 1$. Therefore, Proposition 2.1 implies

$$
\begin{equation*}
\|\psi(t)\|_{L_{\mathbb{C}}^{\infty}(\Omega)} \leq 1 \quad \forall t \geq 0 \tag{5.13}
\end{equation*}
$$

Thus, recalling (1.6), the Poincaré inequality for $\Phi$ combined with (5.4) and (5.13) implies that

$$
\begin{equation*}
\int_{0}^{\infty}\|-i \Phi(\tau) \psi(\tau)\|^{2} d \tau \leq C \int_{0}^{\infty}\|\nabla \Phi(\tau)\|^{2} d \tau<\infty \tag{5.14}
\end{equation*}
$$

This, together with (5.5), yields

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\psi_{t}(\tau)\right\|^{2} d \tau<\infty \tag{5.15}
\end{equation*}
$$

Observe now that

$$
\begin{equation*}
\left.\left|i\left\langle\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}, \Phi\right\rangle\right| \leq 2\|\psi \Phi\|\left\|\psi_{t}\right\| \leq\left.\left\langle\Phi^{2},\right| \psi\right|^{2}\right\rangle+\left\|\psi_{t}\right\|^{2} \tag{5.16}
\end{equation*}
$$

Hence, from (3.14), the Hölder inequality, and the Cauchy-Schwarz inequality, we get

$$
\begin{align*}
& \left.\frac{\varepsilon}{2} \frac{d}{d t}\|\nabla \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}+\left.\left\langle\Phi^{2},\right| \psi\right|^{2}\right\rangle \\
\leq & \left.\left|\frac{i}{2}\left\langle\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}, \Phi\right\rangle\right| \leq\|\psi \Phi\|\left\|\psi_{t}\right\| \leq\left.\frac{1}{2}\left\langle\Phi^{2},\right| \psi\right|^{2}\right\rangle+\frac{1}{2}\left\|\psi_{t}\right\|^{2} . \tag{5.17}
\end{align*}
$$

Setting $h_{1}(t)=\|\nabla \Phi(t)\|^{2}$, it follows from (5.4), (5.15), (5.17), and [36, Lemma 6.2.1] that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} h_{1}(t)=0 \tag{5.18}
\end{equation*}
$$

which entails

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\|\Phi(t)\|_{H^{1}(\Omega)}=0 \tag{5.19}
\end{equation*}
$$

Hence, (5.2) is a consequence of Lemma 3.1, Lemma 3.2, and (5.19).
To establish the convergence for $\psi$ and $\tilde{\mathbf{A}}$ (or $\mathbf{A}$ ), it is convenient to rewrite $\mathcal{E}$ in the real form. As before, we denote $\psi=\psi_{1}+i \psi_{2}$, with $\psi_{1}, \psi_{2}$ being real functions. Then we have (cf. (3.11) and (4.1))

$$
\begin{align*}
E\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] & :=\mathcal{E}\left(\psi, \tilde{\mathbf{A}}, \tilde{\mathbf{A}}_{t}, \Phi\right) \\
& =E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]+\frac{\varepsilon}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\frac{\varepsilon}{2}\|\nabla \Phi\|^{2} \tag{5.20}
\end{align*}
$$

and accordingly, (3.15) becomes

$$
\begin{equation*}
\frac{d}{d t} E\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]=-\left\|\psi_{1 t}+\Phi \psi_{2}\right\|^{2}-\left\|\psi_{2 t}-\Phi \psi_{1}\right\|^{2}-\sigma\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}-\sigma\|\nabla \Phi\|^{2} \leq 0 \tag{5.21}
\end{equation*}
$$

$\forall t \geq 0$.
It follows from (2.12) and the Poincaré inequality that

$$
\begin{equation*}
\left\|\psi_{1 t}\right\|^{2} \leq 2\left(\left\|\psi_{1 t}+\Phi \psi_{2}\right\|^{2}+\left\|\Phi \psi_{2}\right\|^{2}\right) \leq C_{1}\left(\left\|\psi_{1 t}+\Phi \psi_{2}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.22}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\psi_{2 t}\right\|^{2} \leq 2\left(\left\|\psi_{2 t}-\Phi \psi_{1}\right\|^{2}+\left\|\Phi \psi_{1}\right\|^{2}\right) \leq C_{1}\left(\left\|\psi_{2 t}-\Phi \psi_{1}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.23}
\end{equation*}
$$

where $C_{1}>0$ is a constant. By choosing

$$
\begin{equation*}
C_{2} \in\left(0, \min \left\{\frac{\sigma}{4 C_{1}}, \frac{1}{2 C_{1}}\right\}\right), \tag{5.24}
\end{equation*}
$$

we infer from (5.21) that

$$
\frac{d}{d t} E\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] \leq-C_{2}\left\|\psi_{1 t}\right\|^{2}-C_{2}\left\|\psi_{2 t}\right\|^{2}-\frac{\sigma}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}-\frac{\sigma}{2}\|\nabla \Phi\|^{2}
$$

Next, we introduce the following auxiliary functional:

$$
\begin{equation*}
\mathcal{G}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]=\left\langle\operatorname{cur}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl}_{\mathbf{H}_{e x t}}, \tilde{\mathbf{A}}_{t}-\nabla \Phi\right\rangle_{\mathbf{x}_{0}^{\prime}} \tag{5.26}
\end{equation*}
$$

Then we have what follows.
Lemma 5.2. The following inequality holds for all $t \geq 0$ :

$$
\begin{align*}
& \frac{d}{d t} \mathcal{G}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] \\
\leq & -\frac{1}{2 \varepsilon}\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{x}_{0}^{\prime}}^{2} \\
& +C_{3}\left(\left\|\psi_{1 t}\right\|^{2}+\left\|\psi_{2 t}\right\|^{2}+\left\|\nabla \psi_{1 t}\right\|^{2}+\left\|\nabla \psi_{2 t}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) . \tag{5.27}
\end{align*}
$$

Proof. By direct calculation and (1.2), we get

$$
\begin{align*}
& \frac{d}{d t} \mathcal{G}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] \\
= & \left\langle\left(\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right)_{t}, \tilde{\mathbf{A}}_{t}-\nabla \Phi\right\rangle_{\mathbf{x}_{0}^{\prime}} \\
& -\frac{1}{\varepsilon}\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{x}_{0}^{\prime}}^{2} \\
& -\frac{\sigma}{\varepsilon}\left\langle\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}, \tilde{\mathbf{A}}_{t}-\nabla \Phi\right\rangle_{\mathbf{x}_{0}^{\prime}} \\
:= & I_{1}+I_{2}+I_{3} . \tag{5.28}
\end{align*}
$$

Let us estimate the right-hand side term by term. Observe first that

$$
\begin{equation*}
\left|\left\langle\operatorname{curl}^{2} \tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}_{t}-\nabla \Phi\right\rangle_{\mathbf{x}_{0}^{\prime}}\right|=\left|\left\langle\tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}_{t}\right\rangle-\left\langle\tilde{\mathbf{A}}_{t}, \nabla \Phi\right\rangle\right| \leq \frac{3}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\frac{1}{2}\|\nabla \Phi\|^{2} . \tag{5.29}
\end{equation*}
$$

Recalling that we are in dimension two, it follows from a well-known Sobolev embedding theorem that

$$
\begin{gather*}
\mathbf{X}_{0} \subset \mathbf{H}^{1}(\Omega) \hookrightarrow \mathbf{L}^{p}(\Omega) \quad \forall p>1,  \tag{5.30}\\
\mathbf{L}^{q}(\Omega) \hookrightarrow\left(\mathbf{H}^{1}(\Omega)\right)^{\prime} \subset \mathbf{X}_{0}^{\prime} \quad \forall q>1 . \tag{5.31}
\end{gather*}
$$

Therefore, using (2.12) and taking $q=\frac{4}{3}$ in (5.31), we have

$$
\begin{align*}
&\left|\left\langle\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}}}\right)_{t}, \tilde{\mathbf{A}}_{t}-\nabla \Phi\right\rangle_{\mathbf{x}_{0}^{\prime}}\right| \\
& \leq\left\|\left[-\left(\psi_{1} \nabla \psi_{2}-\psi_{2} \nabla \psi_{1}\right)+\tilde{\mathbf{A}}|\psi|^{2}\right]_{t}\right\|_{\mathbf{X}_{0}^{\prime}}\left\|\tilde{\mathbf{A}}_{t}-\nabla \Phi\right\|_{\mathbf{X}_{0}^{\prime}} \\
& \leq\left(\left\|\psi_{1 t} \nabla \psi_{2}\right\|_{\mathbf{L}^{\frac{4}{3}}(\Omega)}+\left\|\psi_{1} \nabla \psi_{2 t}\right\|+\left\|\psi_{2 t} \nabla \psi_{1}\right\|_{\mathbf{L}^{\frac{4}{3}(\Omega)}}+\left\|\psi_{2} \nabla \psi_{1 t}\right\|\right. \\
&\left.+\left\|\tilde{\mathbf{A}}_{t}|\psi|^{2}\right\|+2\left\|\tilde{\mathbf{A}}\left(\psi_{1} \psi_{1 t}+\psi_{2} \psi_{2 t}\right)\right\|\right)\left(\left\|\tilde{\mathbf{A}}_{t}\right\|+\|\nabla \Phi\|\right) \\
& \leq\left(\left\|\nabla \psi_{2}\right\|_{\mathbf{L}^{4}(\Omega)}\left\|\psi_{1 t}\right\|+\left\|\nabla \psi_{1}\right\|_{\mathbf{L}^{4}(\Omega)}\left\|\psi_{2 t}\right\|+C\left\|\nabla \psi_{1 t}\right\|+C\left\|\nabla \psi_{2 t}\right\|\right. \\
&\left.\quad+C\left\|\tilde{\mathbf{A}}_{t}\right\|+C\left\|\psi_{1 t}\right\|+C\left\|\psi_{2 t}\right\|\right)\left(\left\|\tilde{\mathbf{A}}_{t}\right\|+\|\nabla \Phi\|\right) \\
& \leq C\left(\left\|\psi_{1 t}\right\|^{2}+\left\|\psi_{2 t}\right\|^{2}+\left\|\nabla \psi_{1 t}\right\|^{2}+\left\|\nabla \psi_{2 t}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) . \tag{5.32}
\end{align*}
$$

As a result, we get

$$
\begin{equation*}
I_{1} \leq C\left(\left\|\psi_{1 t}\right\|^{2}+\left\|\psi_{2 t}\right\|^{2}+\left\|\nabla \psi_{1 t}\right\|^{2}+\left\|\nabla \psi_{2 t}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.33}
\end{equation*}
$$

On the other hand, thanks to the Cauchy-Schwarz inequality, we obtain

$$
\begin{equation*}
I_{3} \leq \frac{1}{2 \varepsilon}\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}^{2}+C\left(\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.34}
\end{equation*}
$$

Thus, (5.27) follows from (5.28), (5.33), and (5.34).
Let

$$
\begin{equation*}
\mathcal{G}_{1}\left[\left(\psi_{1}, \psi_{2}\right), \Phi\right]=\frac{1}{2}\left\|\psi_{1 t}\right\|^{2}+\frac{1}{2}\left\|\psi_{2 t}\right\|^{2}+\frac{\varepsilon}{2}\|\Delta \Phi\|^{2}+\frac{\sigma}{2}\|\nabla \Phi\|^{2} \tag{5.35}
\end{equation*}
$$

Then we have the following.
Lemma 5.3. The following inequality holds for all $t \geq 0$ :

$$
\begin{align*}
\frac{d}{d t} \mathcal{G}_{1}\left[\left(\psi_{1}, \psi_{2}\right), \Phi\right] \leq & -\frac{1}{2}\left\|\nabla \psi_{1 t}\right\|^{2}-\frac{1}{2}\left\|\nabla \psi_{2 t}\right\|^{2}-\frac{\sigma}{2}\|\Delta \Phi\|^{2}-\frac{\varepsilon}{2}\left\|\nabla \Phi_{t}\right\|^{2} \\
& +C_{4}\left(\left\|\psi_{1 t}\right\|^{2}+\left\|\psi_{2 t}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.36}
\end{align*}
$$

Proof. Differentiating (1.14) with respect to time, adding the resulting equation multiplied by $\bar{\psi}_{t}$ to its conjugate multiplied by $\psi_{t}$, then integrating on $\Omega$ yield

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\psi_{t}\right\|^{2}= & \left.-\left\|\nabla \psi_{t}\right\|^{2}+\frac{i}{2}\left\langle\Phi_{t}, \psi \bar{\psi}_{t}-\bar{\psi} \psi_{t}\right\rangle+\left.\lambda^{2}\left\langle\left(1-2|\psi|^{2}\right),\right| \psi_{t}\right|^{2}\right\rangle \\
& \left.-\frac{\lambda^{2}}{2}\left(\left\langle\psi^{2}, \bar{\psi}_{t}^{2}\right\rangle+\left\langle\bar{\psi}^{2}, \psi_{t}^{2}\right\rangle\right)-\left.\langle | \tilde{\mathbf{A}}\right|^{2},\left|\psi_{t}\right|^{2}\right\rangle+i\left\langle\mathbf{A}_{t}, \psi \nabla \bar{\psi}_{t}-\bar{\psi} \nabla \psi_{t}\right\rangle \\
& -\left\langle\tilde{\mathbf{A}} \cdot \mathbf{A}_{t}, \psi \bar{\psi}_{t}+\bar{\psi} \psi_{t}\right\rangle-i\left\langle\tilde{\mathbf{A}}, \bar{\psi}_{t} \nabla \psi_{t}-\psi_{t} \nabla \bar{\psi}_{t}\right\rangle . \tag{5.37}
\end{align*}
$$

It follows from (2.12), standard Sobolev embeddings, and the Poincaré inequality that the terms on the right-hand side of (5.37) can be estimated as follows:

$$
\begin{align*}
& \left.\frac{i}{2}\left\langle\Phi_{t}, \psi \bar{\psi}_{t}-\bar{\psi} \psi_{t}\right\rangle+\left.\lambda^{2}\left\langle\left(1-2|\psi|^{2}\right),\right| \psi_{t}\right|^{2}\right\rangle-\frac{\lambda^{2}}{2}\left(\left\langle\psi^{2}, \bar{\psi}_{t}^{2}\right\rangle+\left\langle\bar{\psi}^{2}, \psi_{t}^{2}\right\rangle\right)  \tag{5.38}\\
\leq & \frac{\varepsilon}{4}\left\|\nabla \Phi_{t}\right\|^{2}+C\left\|\psi_{t}\right\|^{2}
\end{align*}
$$

$$
\begin{align*}
& \left.-\left.\langle | \tilde{\mathbf{A}}\right|^{2},\left|\psi_{t}\right|^{2}\right\rangle+i\left\langle\mathbf{A}_{t}, \psi \nabla \bar{\psi}_{t}-\bar{\psi} \nabla \psi_{t}\right\rangle-\left\langle\tilde{\mathbf{A}} \cdot \mathbf{A}_{t}, \psi \bar{\psi}_{t}+\bar{\psi} \psi_{t}\right\rangle  \tag{5.39}\\
& -i\left\langle\tilde{\mathbf{A}}, \bar{\psi}_{t} \nabla \psi_{t}-\psi_{t} \nabla \bar{\psi}_{t}\right\rangle \\
\leq & \frac{1}{2}\left\|\nabla \psi_{t}\right\|^{2}+C\left\|\psi_{t}\right\|^{2}+C\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}
\end{align*}
$$

Multiplying now (1.16) by $-\Delta \Phi+\Phi_{t}$ and integrating on $\Omega$ yield

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}\right) \\
= & \left.-\sigma\|\Delta \Phi\|^{2}-\varepsilon\left\|\nabla \Phi_{t}\right\|^{2}-\frac{i}{2}\left\langle\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t},-\Delta \Phi\right\rangle-\left.\langle | \psi\right|^{2} \Phi,-\Delta \Phi\right\rangle \\
& \left.-\frac{i}{2}\left\langle\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}, \Phi_{t}\right\rangle-\left.\langle | \psi\right|^{2} \Phi, \Phi_{t}\right\rangle \\
\leq & -\sigma\|\Delta \Phi\|^{2}-\varepsilon\left\|\nabla \Phi_{t}\right\|^{2}+\frac{\sigma}{2}\|\Delta \Phi\|^{2}+\frac{\varepsilon}{4}\left\|\nabla \Phi_{t}\right\|^{2}+C\left\|\psi_{t}\right\|^{2}+C\|\nabla \Phi\|^{2} . \tag{5.40}
\end{align*}
$$

Then from (5.37)-(5.40), it follows that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|\psi_{t}\right\|^{2}+\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}\right) \\
\leq & -\frac{1}{2}\left\|\nabla \psi_{t}\right\|^{2}-\frac{\sigma}{2}\|\Delta \Phi\|^{2}-\frac{\varepsilon}{2}\left\|\nabla \Phi_{t}\right\|^{2}+C\left(\left\|\psi_{t}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.41}
\end{align*}
$$

which gives (5.36).
We are now able to prove that $\psi_{t}$ vanishes at infinity.
Lemma 5.4. There holds

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left\|\psi_{t}(t)\right\|=0 \tag{5.42}
\end{equation*}
$$

Proof. It follows from (5.41) that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left\|\psi_{t}\right\|^{2}+\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}\right)+\frac{\sigma}{2}\|\Delta \Phi\|^{2} \leq C\left(\left\|\psi_{t}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{5.43}
\end{equation*}
$$

Since $z_{0}=\left(\psi_{0}, \mathbf{A}_{0}, \mathbf{A}_{1}, \Phi_{0}\right) \in \mathbb{X}_{\infty}^{0}$, from (1.1) and the Sobolev embedding theorem we infer that $\left\|\left.\psi_{t}\right|_{t=0}\right\| \leq C$, where $C$ is a constant depending on $\left\|z_{0}\right\|_{0}$. Therefore, (5.4), (5.15), and (5.43) yield

$$
\begin{gather*}
\left\|\psi_{t}(t)\right\| \leq C \quad \forall t \geq 0  \tag{5.44}\\
\int_{0}^{\infty}\|\Delta \Phi(\tau)\|^{2} d \tau<\infty \tag{5.45}
\end{gather*}
$$

Denote $h_{2}(t)=\left\|\psi_{t}\right\|^{2}+\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}$. Then (5.43), Lemma 5.1, and (5.44) imply

$$
\begin{equation*}
\frac{d}{d t} h_{2} \leq C \quad \forall t \geq 0 \tag{5.46}
\end{equation*}
$$

On the other hand, we deduce $h_{2}(t) \in L^{1}(0, \infty)$ from (5.4), (5.15), and (5.45). As a consequence of [36, Lemma 6.2.1],

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} h_{2}(t)=0 \tag{5.47}
\end{equation*}
$$

The proof is complete.

As we mentioned in the Introduction, due to the hyperbolic nature of the equation for $\tilde{\mathbf{A}}$, a key point in the proof of convergence result is to construct an appropriate auxiliary functional in order to implement the Lojasiewicz-Simon approach. For this purpose, we introduce the following functional $\mathfrak{F}: \mathbb{X}^{0} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]:=E\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]+\eta \mathcal{G}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]+\eta_{1} \mathcal{G}_{1}\left[\left(\psi_{1}, \psi_{2}\right), \Phi\right], \tag{5.48}
\end{equation*}
$$

where $\eta$ and $\eta_{1}$ are positive constants to be specified later.
Furthermore, it follows from (5.25), Lemma 5.2, and Lemma 5.3 that

$$
\begin{aligned}
& \frac{d}{d t} \mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] \\
\leq & -\left(C_{2}-C_{3} \eta-C_{4} \eta_{1}\right)\left(\left\|\psi_{1 t}\right\|^{2}+\left\|\psi_{2 t}\right\|^{2}\right) \\
& -\left(\frac{\sigma}{2}-C_{3} \eta-C_{4} \eta_{1}\right)\left(\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \\
& -\left(\frac{\eta_{1}}{2}-C_{3} \eta\right)\left(\left\|\nabla \psi_{1 t}\right\|^{2}+\left\|\nabla \psi_{2 t}\right\|^{2}\right)-\frac{\eta_{1} \sigma}{2}\|\Delta \Phi\|^{2}-\frac{\eta_{1} \varepsilon}{2}\left\|\nabla \Phi_{t}\right\|^{2} \\
& -\frac{\eta}{2 \varepsilon}\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{x}_{0}^{\prime}}^{2} .
\end{aligned}
$$

Taking

$$
\begin{equation*}
\eta=\frac{\min \left\{C_{2}, \sigma\right\}}{4 C_{3}\left(1+4 C_{4}\right)}, \quad \eta_{1}=4 C_{3} \eta=\frac{\min \left\{C_{2}, \sigma\right\}}{\left(1+4 C_{4}\right)}, \tag{5.50}
\end{equation*}
$$

we can deduce that

$$
\begin{align*}
& \frac{d}{d t} \mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] \\
\leq & -C\left(\left\|\psi_{1 t}\right\|_{H^{1}}^{2}+\left\|\psi_{2 t}\right\|_{H^{1}}^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}+\|\Delta \Phi\|^{2}+\left\|\nabla \Phi_{t}\right\|^{2}\right. \\
& \left.+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}^{2}\right) \tag{5.51}
\end{align*}
$$

for some $C>0$.
Thanks to Lemma 3.1, Lemma 3.2, and Lemma 3.4, we can find an increasing unbounded sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$ and a pair $\left(\psi_{\infty}, \tilde{\mathbf{A}}_{\infty}\right)$ satisfying (2.19)-(2.22) such that

$$
\begin{align*}
& \lim _{t_{n} \rightarrow+\infty}\left\|\tilde{\mathbf{A}}\left(t_{n}\right)-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{H}^{2}(\Omega)}=0,  \tag{5.52}\\
& \operatorname{tim}_{n \rightarrow+\infty}\left\|\psi\left(t_{n}\right)-\psi_{\infty}\right\|_{H_{\mathrm{C}}^{2}(\Omega)}=0 . \tag{5.53}
\end{align*}
$$

Thus, it follows from (5.52), (5.53), Lemma 5.1, and Lemma 5.4 that

$$
\begin{equation*}
\lim _{t_{n} \rightarrow+\infty} \mathfrak{F}\left(t_{n}\right)=E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right] . \tag{5.54}
\end{equation*}
$$

Since $\mathfrak{F}$ is decreasing in time (see (5.51)), we have

$$
\begin{equation*}
\mathfrak{F}(t) \geq E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right] \quad \forall t \geq 0 \tag{5.55}
\end{equation*}
$$

After these preparations, we proceed to prove the convergence result following a simple argument introduced in [20]. The key observation is that, after a certain time $t_{0}$, the solution $\left[\left(\psi_{1}(t), \psi_{2}(t)\right), \tilde{\mathbf{A}}(t)\right]$ always satisfies the condition of Lemma 4.2, that is, it falls in a neighborhood of $\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]$, where (4.9) holds.

We now consider all the possible cases.
(1) If there is a $t_{0}>0$ such that at this time $\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]=E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right)\right.$, $\left.\tilde{\mathbf{A}}_{\infty}\right]$, then $\forall t>t_{0}$, we deduce from (5.51) that $\left[\left(\psi_{1}(t), \psi_{2}(t)\right), \tilde{\mathbf{A}}(t)\right]$ is independent of $t$. We obtain the convergence for $\psi$ and $\tilde{\mathbf{A}}$ from (5.52) and (5.53).
(2) If $\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \underset{\tilde{\mathbf{A}}]}{\Phi}>E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right] \forall t \geq 0\right.$ and there is $t_{0}>0$ such that $\forall t \geq t_{0},\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]$ satisfies the condition of Lemma 4.2, i.e.,

$$
\begin{equation*}
\left\|\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]-\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right\|_{\mathcal{X}}<\beta \tag{5.56}
\end{equation*}
$$

then, for the Łojasiewicz exponent $\theta \in\left(0, \frac{1}{2}\right)$ (see Lemma 4.2), we calculate

$$
\begin{align*}
& \frac{d}{d t}\left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{\theta} \\
= & \theta\left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{\theta-1} \frac{d}{d t} \mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right] . \tag{5.57}
\end{align*}
$$

Recalling (5.20) and the definitions of $\mathcal{G}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]$ and $\mathcal{G}_{1}\left[\left(\psi_{1}, \psi_{2}\right), \Phi\right]$, we have

$$
\begin{align*}
& \left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{1-\theta} \\
\leq & C\left(\left|E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right|^{1-\theta}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2(1-\theta)}\right. \\
& +\|\nabla \Phi\|^{2(1-\theta)}+\|\Delta \Phi\|^{2(1-\theta)}+\left\|\psi_{1 t}\right\|^{2(1-\theta)}+\left\|\psi_{2 t}\right\|^{2(1-\theta)} \\
& \left.+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}^{2(1-\theta)}\right) \tag{5.58}
\end{align*}
$$

On the other hand, on account of (4.9), Lemma 4.1 (cf. the explicit form of $D E_{0}$ ), Proposition 2.1, and the Poincaré inequality, we deduce that

$$
\begin{align*}
& \left|E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right|^{1-\theta} \leq\left\|D E_{0}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}\right]\right\|_{\mathcal{X}^{\prime}} \\
\leq & C\left(\left\|\psi_{1 t}+\Phi \psi_{2}\right\|+\left\|\psi_{2 t}-\Phi \psi_{1}\right\|+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl}_{\mathbf{H}_{e x t}}\right\|_{\mathbf{X}_{0}^{\prime}}\right) \\
\leq & C\left(\left\|\psi_{1 t}\right\|+\left\|\psi_{2 t}\right\|+\|\nabla \Phi\|+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}\right) \tag{5.59}
\end{align*}
$$

Since $\theta \in\left(0, \frac{1}{2}\right)$, thanks to (5.1) and (5.2), it follows that

$$
\begin{align*}
& \left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{1-\theta} \\
\leq & C\left(\left\|\psi_{1 t}\right\|+\left\|\psi_{2 t}\right\|+\left\|\tilde{\mathbf{A}}_{t}\right\|+\|\nabla \Phi\|+\|\Delta \Phi\|\right. \\
& \left.+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}\right) . \tag{5.60}
\end{align*}
$$

Hence, combining (5.51), (5.57), and (5.60), we infer that, for all $t \geq t_{0}$,

$$
\begin{aligned}
& \frac{d}{d t}\left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{\theta}+C_{5}\left(\left\|\psi_{1 t}\right\|+\left\|\psi_{2 t}\right\|+\left\|\tilde{\mathbf{A}}_{t}\right\|\right. \\
& \left.+\|\nabla \Phi\|+\|\Delta \Phi\|+\left\|\nabla \Phi_{t}\right\|+\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}}} \bar{\psi}\right)+\operatorname{curl}^{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}\right)
\end{aligned}
$$

$\leq 0$.
(5.61)

As a result, we can deduce that

$$
\begin{align*}
& \int_{t_{0}}^{t}\left\|\tilde{\mathbf{A}}_{t}(\tau)\right\| d \tau<\infty  \tag{5.62}\\
& \int_{t_{0}}^{t}\left(\left\|\psi_{1 t}(\tau)\right\|+\left\|\psi_{2 t}(\tau)\right\|\right) d \tau<\infty \tag{5.63}
\end{align*}
$$

$\forall t \geq t_{0}$. This yields

$$
\lim _{t \rightarrow+\infty}\left\|\tilde{\mathbf{A}}(t)-\tilde{\mathbf{A}}_{\infty}\right\|=0, \quad \lim _{t \rightarrow+\infty}\left\|\psi(t)-\psi_{\infty}\right\|=0
$$

From Lemmas 3.1 and 3.2, owing to the uniqueness of the limit, we infer that

$$
\lim _{t \rightarrow+\infty}\left\|\tilde{\mathbf{A}}(t)-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{H}^{2}(\Omega)}=0, \quad \lim _{t \rightarrow+\infty}\left\|\psi(t)-\psi_{\infty}\right\|_{H_{\mathbb{C}}^{2}(\Omega)}=0
$$

Recalling Lemma 5.1, we conclude that $\left(\psi(t), \tilde{\mathbf{A}}(t), \tilde{\mathbf{A}}_{t}(t), \Phi(t)\right)$ converges to $\left(\psi_{\infty}, \tilde{\mathbf{A}}_{\infty}\right.$, $\mathbf{0}, 0)$ in $\mathbb{X}^{0}$ as $t$ goes to infinity.
(3) Combining (5.52), (5.53), and Lemma 5.1, we obtain that, for any $\rho \in(0, \beta)$, there exists an integer $N=N(\rho)$ such that, when $n \geq N$,

$$
\begin{align*}
& \left\|\psi_{1}\left(t_{n}\right)-\psi_{1 \infty}\right\|_{H^{2}(\Omega)}<\frac{\rho}{4}, \quad\left\|\psi_{2}\left(t_{n}\right)-\psi_{2 \infty}\right\|_{H^{2}(\Omega)}<\frac{\rho}{4}  \tag{5.64}\\
& \left\|\tilde{\mathbf{A}}\left(t_{n}\right)-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{H}^{2}(\Omega)}<\frac{\rho}{4}  \tag{5.65}\\
& \frac{1}{C_{5}}\left(\tilde{F}\left[\left(\psi_{1}\left(t_{n}\right), \psi_{2}\left(t_{n}\right)\right), \tilde{\mathbf{A}}\left(t_{n}\right), \Phi\left(t_{n}\right)\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{\theta}<\frac{\rho}{4} \tag{5.66}
\end{align*}
$$

We now define

$$
\begin{align*}
\bar{t}_{n}= & \sup _{t>t_{n}}\left\{\mid\left\|\psi_{1}(s)-\psi_{1 \infty}\right\|_{H^{2}(\Omega)}+\left\|\psi_{2}(s)-\psi_{2 \infty}\right\|_{H^{2}(\Omega)}\right. \\
& \left.+\left\|\tilde{\mathbf{A}}(s)-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{H}^{2}(\Omega)}<\beta, \quad \forall s \in\left[t_{n}, t\right]\right\} \tag{5.67}
\end{align*}
$$

and we note that it follows from (5.64), (5.65), and the continuity of the orbit in $\mathbb{X}^{0}$ that $\bar{t}_{n}>t_{n} \forall n \geq N$. Then there are two possibilities, namely,
(i) There exists $n_{0} \geq N$ such that $\bar{t}_{n_{0}}=+\infty$, then arguing as in (1) and (2), the convergence result can be obtained.
(ii) Otherwise, for all $n \geq N$, we have $t_{n}<\bar{t}_{n}<+\infty$, and, for all $t \in\left[t_{n}, \bar{t}_{n}\right]$, we have

$$
\mathfrak{F}\left[\left(\psi_{1}(t), \psi_{2}(t)\right), \tilde{\mathbf{A}}(t), \Phi(t)\right]>E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]
$$

Hence, we deduce from (5.61) that

$$
\begin{align*}
& \int_{t_{n}}^{\bar{t}_{n}}\left(\left\|\psi_{1 t}(\tau)\right\|+\left\|\psi_{2 t}(\tau)\right\|+\left\|\tilde{\mathbf{A}}_{t}(\tau)\right\|\right) d \tau \\
\leq & \frac{1}{C_{5}}\left(\mathfrak{F}\left[\left(\psi_{1}\left(t_{n}\right), \psi_{2}\left(t_{n}\right)\right), \tilde{\mathbf{A}}\left(t_{n}\right), \Phi\left(t_{n}\right)\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{\theta} \\
< & \frac{\rho}{4} \tag{5.68}
\end{align*}
$$

Noticing that $\rho>0$ is arbitrary in the above argument, we are able to conclude that for any $\rho>0$, there exist $N=N(\rho) \in \mathbb{N}$ such that, for all $n \geq N$, there holds

$$
\begin{align*}
& \left\|\psi_{1}\left(\bar{t}_{n}\right)-\psi_{1 \infty}\right\|+\left\|\psi_{2}\left(\bar{t}_{n}\right)-\psi_{2 \infty}\right\|+\left\|\tilde{\mathbf{A}}\left(\bar{t}_{n}\right)-\tilde{\mathbf{A}}_{\infty}\right\| \\
& \leq\left\|\psi_{1}\left(t_{n}\right)-\psi_{1 \infty}\right\|+\left\|\psi_{2}\left(t_{n}\right)-\psi_{2 \infty}\right\|+\left\|\tilde{\mathbf{A}}\left(t_{n}\right)-\tilde{\mathbf{A}}_{\infty}\right\| \\
& \quad+\int_{t_{n}}^{\bar{t}_{n}}\left(\left\|\psi_{1 t}(\tau)\right\|+\left\|\psi_{2 t}(\tau)\right\|+\left\|\tilde{\mathbf{A}}_{t}(\tau)\right\|\right) d \tau \tag{5.69}
\end{align*}
$$

This implies

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left(\left\|\psi_{1}\left(\bar{t}_{n}\right)-\psi_{1 \infty}\right\|+\left\|\psi_{2}\left(\bar{t}_{n}\right)-\psi_{2 \infty}\right\|+\left\|\tilde{\mathbf{A}}\left(\bar{t}_{n}\right)-\tilde{\mathbf{A}}_{\infty}\right\|\right)=0 \tag{5.70}
\end{equation*}
$$

Therefore, due to Lemmas 3.1 and 3.2, there exists a subsequence of $\left\{\bar{t}_{n}\right\}$, denoted by $\left\{\bar{t}_{n_{k}}\right\}$ such that

$$
\begin{equation*}
\lim _{n_{k} \rightarrow+\infty}\left(\left\|\psi_{1}\left(\bar{t}_{n_{k}}\right)-\psi_{1 \infty}\right\|_{H^{2}(\Omega)}+\left\|\psi_{2}\left(\bar{t}_{n_{k}}\right)-\psi_{2 \infty}\right\|_{H^{2}(\Omega)}+\left\|\tilde{\mathbf{A}}\left(\bar{t}_{n_{k}}\right)-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{H}^{2}(\Omega)}\right)=0, \tag{5.71}
\end{equation*}
$$

which contradicts the definition of $\bar{t}_{n}$.
Summing up, we conclude that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left\|z(t)-z_{\infty}\right\|_{0}=0 \tag{5.72}
\end{equation*}
$$

6. Convergence rate. In this section we demonstrate estimate (2.25) on convergence rate. Let us begin by noting that a combination of (5.60) and (5.61) implies, for all $t \geq t_{0}$, that

$$
\begin{align*}
& \frac{d}{d t}\left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right) \\
& \quad+C\left(\mathfrak{F}\left[\left(\psi_{1}, \psi_{2}\right), \tilde{\mathbf{A}}, \Phi\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right]\right)^{2(1-\theta)} \leq 0 \tag{6.1}
\end{align*}
$$

Keeping in mind that $\theta \in\left(0, \frac{1}{2}\right)$, we deduce

$$
\begin{equation*}
\mathfrak{F}\left[\left(\psi_{1}(t), \psi_{2}(t)\right), \tilde{\mathbf{A}}(t), \Phi(t)\right]-E_{0}\left[\left(\psi_{1 \infty}, \psi_{2 \infty}\right), \tilde{\mathbf{A}}_{\infty}\right] \leq C(1+t)^{-1 /(1-2 \theta)} \tag{6.2}
\end{equation*}
$$

for all $t \geq 0$ and for a suitable $C>0$, because for $t \in\left[0, t_{0}\right]$, the term on the left-hand side is bounded by a constant depending only on initial data (cf. (2.12)). Hence, it
follows from (5.61) that

$$
\begin{align*}
& \int_{t}^{\infty}\left(\left\|\psi_{1 t}\right\|+\left\|\psi_{2 t}\right\|+\|\nabla \Phi\|+\left\|\nabla \Phi_{t}\right\|+\left\|\tilde{\mathbf{A}}_{t}\right\|\right) d \tau \\
& +\int_{t}^{\infty}\left(\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}+\frac{i}{2}\left(\bar{\psi} D_{\tilde{\mathbf{A}}} \psi-\psi \overline{D_{\tilde{\mathbf{A}}} \psi}\right)+\operatorname{curl} \mathbf{H}_{e x t}\right\|_{\mathbf{X}_{0}^{\prime}}\right) d \tau \\
\leq & C(1+t)^{-\theta /(1-2 \theta)}, \quad \forall t \geq 0 \tag{6.3}
\end{align*}
$$

and, as a consequence (cf. (1.2)),

$$
\begin{equation*}
\int_{t}^{\infty}\left\|\tilde{\mathbf{A}}_{t t}(\tau)\right\|_{\mathbf{x}_{0}^{\prime}} d \tau \leq C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.4}
\end{equation*}
$$

Therefore, from (6.3) and (6.4), we deduce the following preliminary convergence rate estimate:

$$
\begin{align*}
& \left\|\psi(t)-\psi_{\infty}\right\|+\left\|\tilde{\mathbf{A}}(t)-\tilde{\mathbf{A}}_{\infty}\right\|+\left\|\tilde{\mathbf{A}}_{t}(t)\right\|_{\mathbf{X}_{0}^{\prime}}+\|\nabla \Phi\| \\
\leq & \int_{t}^{\infty}\left(\left\|\psi_{t}(\tau)\right\|+\left\|\tilde{\mathbf{A}}_{t}(\tau)\right\|+\left\|\tilde{\mathbf{A}}_{t t}(\tau)\right\|_{\mathbf{X}_{0}^{\prime}}+\left\|\nabla \Phi_{t}(\tau)\right\|\right) d \tau \\
\leq & C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.5}
\end{align*}
$$

In order to get higher order estimates, we first subtract the stationary equations from the time-dependent equations. This gives

$$
\begin{align*}
& \psi_{t}-i \Phi \psi-\Delta\left(\psi-\psi_{\infty}\right)+2 i\left(\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}\right)+\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty} \\
&-\lambda^{2}\left(1-|\psi|^{2}\right) \psi+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}=0  \tag{6.6}\\
& \varepsilon\left(\tilde{\mathbf{A}}_{t}-\nabla \Phi\right)_{t}+\sigma\left(\tilde{\mathbf{A}}_{t}-\nabla \Phi\right)+\operatorname{curl}^{2} \tilde{\mathbf{A}}-\operatorname{curl}^{2} \tilde{\mathbf{A}}_{\infty}+|\psi|^{2} \tilde{\mathbf{A}}-\left|\psi_{\infty}\right|^{2} \tilde{\mathbf{A}}_{\infty} \\
&+\frac{i}{2}(\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi})-\frac{i}{2}\left(\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}\right)=0  \tag{6.7}\\
&-\varepsilon \Delta \Phi_{t}-\sigma \Delta \Phi+\frac{i}{2}\left(\bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right)+|\psi|^{2} \Phi=0 \tag{6.8}
\end{align*}
$$

in $\Omega \times(0, \infty)$, with boundary conditions

$$
\begin{equation*}
\partial_{\mathbf{n}}\left(\psi-\psi_{\infty}\right)=0, \quad\left(\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right) \cdot \mathbf{n}=0, \quad\left(\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right) \times \mathbf{n}=0, \quad \partial_{\mathbf{n}} \Phi=0 \tag{6.9}
\end{equation*}
$$

on $\Gamma \times(0, \infty)$.
Multiplying (6.6) by $\bar{\psi}_{t}$ and its conjugate by $\psi_{t}$, respectively, then integrating on $\Omega$ and adding the results together, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+\left\|\psi_{t}\right\|^{2}+\frac{i}{2}\left\langle\Phi, \bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right\rangle \\
& \quad+i\left\langle\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}, \bar{\psi}_{t}\right\rangle-i\left\langle\tilde{\mathbf{A}} \cdot \nabla \bar{\psi}-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \bar{\psi}_{\infty}, \psi_{t}\right\rangle \\
& \quad+\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}, \bar{\psi}_{t}\right\rangle+\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \bar{\psi}-\tilde{\mathbf{A}}_{\infty}^{2} \bar{\psi}_{\infty}, \psi_{t}\right\rangle \\
& \quad-\frac{\lambda^{2}}{2} \int_{\Omega}\left[\left(1-|\psi|^{2}\right) \psi-\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}\right] \bar{\psi}_{t} d x \\
& \quad-\frac{\lambda^{2}}{2} \int_{\Omega}\left[\left(1-|\psi|^{2}\right) \bar{\psi}-\left(1-\left|\psi_{\infty}\right|^{2}\right) \bar{\psi}_{\infty}\right] \psi_{t} d x=0 \tag{6.10}
\end{align*}
$$

It follows from inequalities $(2.7),(2.8)$, and bound (2.12) that

$$
\begin{align*}
I_{4}:= & \left|i\left\langle\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}, \bar{\psi}_{t}\right\rangle\right| \\
\leq & \left|\left\langle\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi, \bar{\psi}_{t}\right\rangle\right|+\left|\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}, \bar{\psi}_{t}\right\rangle\right| \\
\leq & \|\nabla \psi\|_{\mathbf{L}^{4}}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{4}}\left\|\psi_{t}\right\|+\left\|\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{\infty}}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|\left\|\psi_{t}\right\| \\
\leq & C\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{\frac{1}{2}}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{\frac{1}{2}}\left\|\psi_{t}\right\|+C\left\|\nabla \psi-\nabla \psi_{\infty}\right\|\left\|\psi_{t}\right\| \\
\leq & \frac{1}{16}\left\|\psi_{t}\right\|^{2}+\frac{\alpha}{8}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+C\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2} \\
& +C_{6}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2} . \tag{6.11}
\end{align*}
$$

Similarly, we deduce

$$
\begin{align*}
I_{5}:= & \left|-i\left\langle\tilde{\mathbf{A}} \cdot \nabla \bar{\psi}-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \bar{\psi}_{\infty}, \psi_{t}\right\rangle\right| \\
\leq & \frac{1}{16}\left\|\psi_{t}\right\|^{2}+\frac{\alpha}{8}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+C\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2} \\
& +C_{6}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2} . \tag{6.12}
\end{align*}
$$

Next, we have

$$
\begin{align*}
I_{6} & :=\frac{1}{2}\left|\left\langle\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}, \bar{\psi}_{t}\right\rangle\right| \\
& \leq \frac{1}{2}\left|\left\langle\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}^{2} \psi_{\infty}, \bar{\psi}_{t}\right\rangle\right|+\frac{1}{2}\left|\left\langle\tilde{\mathbf{A}}^{2} \psi_{\infty}-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}, \bar{\psi}_{t}\right\rangle\right| \\
& \leq \frac{1}{16}\left\|\psi_{t}\right\|^{2}+C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}\right) \tag{6.13}
\end{align*}
$$

In the same manner, we get

$$
\begin{equation*}
I_{7}:=\frac{1}{2}\left|\left\langle\tilde{\mathbf{A}}^{2} \bar{\psi}-\tilde{\mathbf{A}}_{\infty}^{2} \bar{\psi}_{\infty}, \psi_{t}\right\rangle\right| \leq \frac{1}{16}\left\|\psi_{t}\right\|^{2}+C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}\right) \tag{6.14}
\end{equation*}
$$

Moreover, we have

$$
\begin{aligned}
I_{8}:= & \frac{\lambda^{2}}{2}\left|\int_{\Omega}\left[\left(1-|\psi|^{2}\right) \psi-\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}\right] \bar{\psi}_{t} d x\right| \\
\leq & \left.\left.\frac{\lambda^{2}}{2}\left|\int_{\Omega}\right| \psi\right|^{2}\left(\psi-\psi_{\infty}\right) \bar{\psi}_{t} d x\left|+\frac{\lambda^{2}}{2}\right| \int_{\Omega} \psi_{\infty}\left(|\psi|^{2}-\left|\psi_{\infty}\right|^{2}\right) \bar{\psi}_{t} d x \right\rvert\, \\
& +\frac{\lambda^{2}}{2}\left|\int_{\Omega}\left(\psi-\psi_{\infty}\right) \bar{\psi}_{t} d x\right| \\
\leq & \frac{1}{32}\left\|\bar{\psi}_{t}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2}+C\left\|\psi_{1}^{2}+\psi_{2}^{2}-\psi_{1 \infty}^{2}-\psi_{2 \infty}^{2}\right\|\left\|\bar{\psi}_{t}\right\| \\
\leq & \frac{1}{32}\left\|\bar{\psi}_{t}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2}+C\left\|\bar{\psi}_{t}\right\|\left(\left\|\psi_{1}-\psi_{1 \infty}\right\|+\left\|\psi_{2}-\psi_{2 \infty}\right\|\right) \\
\leq & \frac{1}{32}\left\|\bar{\psi}_{t}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2}+C\left\|\bar{\psi}_{t}\right\|\left\|\psi-\psi_{\infty}\right\| \\
\leq & \frac{1}{16}\left\|\psi_{t}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2},
\end{aligned}
$$

$$
\begin{equation*}
I_{9}:=\frac{\lambda^{2}}{2}\left|\int_{\Omega}\left[\left(1-|\psi|^{2}\right) \bar{\psi}-\left(1-\left|\psi_{\infty}\right|^{2}\right) \bar{\psi}_{\infty}\right] \psi_{t} d x\right| \leq \frac{1}{16}\left\|\psi_{t}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2} \tag{6.16}
\end{equation*}
$$

Multiplying (6.6) by $\bar{\psi}-\bar{\psi}_{\infty}$ and its conjugate by $\psi-\psi_{\infty}$, respectively, then integrating on $\Omega$ and adding the results together, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\psi-\psi_{\infty}\right\|^{2}+\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+\frac{i}{2}\left\langle\Phi, \psi \bar{\psi}_{\infty}-\bar{\psi} \psi_{\infty}\right\rangle \\
& \quad+i\left\langle\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle-i\left\langle\tilde{\mathbf{A}} \cdot \nabla \bar{\psi}-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \bar{\psi}_{\infty}, \psi-\psi_{\infty}\right\rangle \\
& \quad+\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle+\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \bar{\psi}-\tilde{\mathbf{A}}_{\infty}^{2} \bar{\psi}_{\infty}, \psi-\psi_{\infty}\right\rangle \\
& \quad+\frac{1}{2}\left\langle-\lambda^{2}\left(1-|\psi|^{2}\right) \psi+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle \\
& \quad+\frac{1}{2}\left\langle-\lambda^{2}\left(1-|\psi|^{2}\right) \bar{\psi}+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \bar{\psi}_{\infty}, \psi-\psi_{\infty}\right\rangle=0 \tag{6.17}
\end{align*}
$$

Then, arguing as before, we infer the following estimates:

$$
\begin{align*}
I_{10} & :=\frac{1}{2}\left|i\left\langle\Phi, \psi \bar{\psi}_{\infty}-\bar{\psi} \psi_{\infty}\right\rangle\right| \\
& \leq \frac{1}{2}\left|\left\langle\Phi, \psi \bar{\psi}_{\infty}-\psi_{\infty} \bar{\psi}_{\infty}\right\rangle\right|+\frac{1}{2}\left|\left\langle\Phi, \psi_{\infty} \bar{\psi}_{\infty}-\psi_{\infty} \bar{\psi}\right\rangle\right| \\
& \leq\|\Phi\|_{L^{4}}\left\|\bar{\psi}_{\infty}\right\|_{L^{4}}\left\|\psi-\psi_{\infty}\right\|+\|\Phi\|_{L^{4}}\left\|\psi_{\infty}\right\|_{L^{4}}\left\|\bar{\psi}-\bar{\psi}_{\infty}\right\| \\
& \leq\|\nabla \Phi\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2} \tag{6.18}
\end{align*}
$$

$$
I_{11}:=\left|i\left\langle\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right|
$$

$$
\leq\left|\left\langle\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right|+\left|\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right|
$$

$$
\begin{equation*}
\leq\|\nabla \psi\|_{\mathbf{L}^{4}}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{4}}\left\|\psi-\psi_{\infty}\right\|+\left\|\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{\infty}}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|\left\|\psi-\psi_{\infty}\right\| \tag{6.19}
\end{equation*}
$$

$$
\begin{align*}
& I_{12}:=\left|i\left\langle\tilde{\mathbf{A}} \cdot \nabla \bar{\psi}-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \bar{\psi}_{\infty}, \psi-\psi_{\infty}\right\rangle\right| \\
&(6.20) \quad \leq \frac{\epsilon \alpha}{16}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+\frac{1}{16}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2},  \tag{6.20}\\
& I_{13}:=\left|\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right| \\
& \leq\left|\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right|+\left|\frac{1}{2}\left\langle\tilde{\mathbf{A}}_{\infty}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right| \\
& \leq C\|\psi\|_{L^{\infty}}\left\|\tilde{\mathbf{A}}+\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{\infty}}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|\left\|\psi-\psi_{\infty}\right\|+C\left\|\tilde{\mathbf{A}}_{\infty}^{2}\right\|_{\mathbf{L}^{\infty}}\left\|\psi-\psi_{\infty}\right\|^{2} \\
&(6.21) \quad \leq C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}\right) \\
& \text { (6.22) } \quad I_{14}:=\left|\frac{1}{2}\left\langle\tilde{\mathbf{A}}^{2} \bar{\psi}-\tilde{\mathbf{A}}_{\infty}^{2} \bar{\psi}_{\infty}, \psi-\psi_{\infty}\right\rangle\right| \leq C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}\right) \\
& \text { (6.23) } \quad I_{15}:=\left|\frac{1}{2}\left\langle-\lambda^{2}\left(1-|\psi|^{2}\right) \psi+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}, \bar{\psi}-\bar{\psi}_{\infty}\right\rangle\right| \leq C\left\|\psi-\psi_{\infty}\right\|^{2}, \tag{6.23}
\end{align*}
$$

$$
\begin{equation*}
I_{16}:=\left|\frac{1}{2}\left\langle-\lambda^{2}\left(1-|\psi|^{2}\right) \bar{\psi}+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \bar{\psi}_{\infty}, \psi-\psi_{\infty}\right\rangle\right| \leq C\left\|\psi-\psi_{\infty}\right\|^{2} \tag{6.24}
\end{equation*}
$$

In the above estimates, $\alpha>0$ and $\epsilon>0$ are constants to be chosen later.
We now consider (6.7) and take the inner product with $\tilde{\mathbf{A}}_{t}+\alpha\left(\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right)$ in $\mathbf{L}^{2}(\Omega)$.
We thus have

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{2}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+\frac{\varepsilon}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\alpha \varepsilon\left\langle\tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\right. \\
& \left.\quad+\frac{\alpha \sigma}{2}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}\right) \\
& \quad+\alpha\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+(\sigma-\alpha \varepsilon)\left\|\tilde{\mathbf{A}}_{t}\right\|^{2} \\
& \left.\left.\quad+\left.\left\langle\tilde{\mathbf{A}} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle-\left.\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \tilde{\mathbf{A}}_{t},\right| \psi_{\infty}\right|^{2}\right\rangle \\
& \quad+\frac{i}{2}\left\langle\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi}, \tilde{\mathbf{A}}_{t}\right\rangle-\frac{i}{2}\left\langle\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}, \tilde{\mathbf{A}}_{t}\right\rangle \\
& \left.\quad+\left.\alpha\langle | \psi\right|^{2} \tilde{\mathbf{A}}-\left|\psi_{\infty}\right|^{2} \tilde{\mathbf{A}}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle \\
& \quad+\frac{\alpha i}{2}\left\langle\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle-\frac{\alpha i}{2}\left\langle\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle=0 \tag{6.25}
\end{align*}
$$

Let us estimate some of the terms in (6.25). We have

$$
\begin{align*}
& \left.\left.I_{17}:=\left|\left\langle\tilde{\mathbf{A}} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle-\left.\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \tilde{\mathbf{A}}_{t},\right| \psi_{\infty}\right|^{2}\right\rangle \mid \\
& \left.\left.\leq\left|\left\langle\tilde{\mathbf{A}} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle-\left.\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle \mid \\
& \left.\left.+\left|\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \tilde{\mathbf{A}}_{t},\right| \psi\right|^{2}\right\rangle-\left.\left\langle\tilde{\mathbf{A}}_{\infty} \cdot \tilde{\mathbf{A}}_{t},\right| \psi_{\infty}\right|^{2}\right\rangle \mid \\
& \leq \frac{\sigma}{16}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}\right), \\
& I_{18}:=\left|\frac{i}{2}\left\langle\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi}, \tilde{\mathbf{A}}_{t}\right\rangle-\frac{i}{2}\left\langle\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}, \tilde{\mathbf{A}}_{t}\right\rangle\right| \\
& \leq\left|\left\langle\bar{\psi} \nabla \psi-\bar{\psi}_{\infty} \nabla \psi, \tilde{\mathbf{A}}_{t}\right\rangle\right|+\left|\left\langle\bar{\psi}_{\infty} \nabla \psi-\bar{\psi}_{\infty} \nabla \psi_{\infty}, \tilde{\mathbf{A}}_{t}\right\rangle\right| \\
& +\left|\left\langle\psi \nabla \bar{\psi}-\psi_{\infty} \nabla \bar{\psi}, \tilde{\mathbf{A}}_{t}\right\rangle\right|+\left|\left\langle\psi_{\infty} \nabla \bar{\psi}-\psi_{\infty} \nabla \bar{\psi}_{\infty}, \tilde{\mathbf{A}}_{t}\right\rangle\right| \\
& \leq \frac{\sigma}{16}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+C_{7}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+C\left\|\psi-\psi_{\infty}\right\|^{2},  \tag{6.27}\\
& \left.I_{19}:=|\alpha\langle | \psi|^{2} \tilde{\mathbf{A}}-\left|\psi_{\infty}\right|^{2} \tilde{\mathbf{A}}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle \mid \\
& \left.\left.\leq \alpha|\langle | \psi|^{2} \tilde{\mathbf{A}}-|\psi|^{2} \tilde{\mathbf{A}}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\left.|+\alpha|\langle | \psi\right|^{2} \tilde{\mathbf{A}}_{\infty}-\left|\psi_{\infty}\right|^{2} \tilde{\mathbf{A}}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle \mid \\
& \text { (6.28) } \leq C \alpha\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}\right) \text {, } \\
& I_{20}:=\left|\frac{\alpha i}{2}\left\langle\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle-\frac{\alpha i}{2}\left\langle\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\right| \\
& \leq \alpha\left|\left\langle\bar{\psi} \nabla \psi-\bar{\psi}_{\infty} \nabla \psi, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\right|+\alpha\left|\left\langle\bar{\psi}_{\infty} \nabla \psi-\bar{\psi}_{\infty} \nabla \psi_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\right| \\
& +\alpha\left|\left\langle\psi \nabla \bar{\psi}-\psi_{\infty} \nabla \bar{\psi}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\right|+\alpha\left|\left\langle\psi_{\infty} \nabla \bar{\psi}-\psi_{\infty} \nabla \bar{\psi}_{\infty}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle\right| \\
& \leq \frac{\alpha}{16}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+C \alpha\left(\left\|\psi-\psi_{\infty}\right\|^{2}+\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}\right) \tag{6.29}
\end{align*}
$$

On the other hand, recalling (3.14) and (6.10), we observe that

$$
\begin{equation*}
I_{21}:=\left|i\left\langle\Phi, \bar{\psi} \psi_{t}-\psi \bar{\psi}_{t}\right\rangle\right| \leq \frac{1}{16}\left\|\psi_{t}\right\|^{2}+C\|\nabla \Phi\|^{2} \tag{6.30}
\end{equation*}
$$

Thus, adding (6.10), the product of (6.17) by constant $M>0,(6.25)$ and (3.14) together, using the above estimates of $I_{j}(j=4, \ldots, 21)$, and taking

$$
\begin{equation*}
\alpha \in\left(0, \frac{\sigma}{2 \varepsilon}\right), \quad M \geq \frac{\sigma}{\varepsilon}+4 C_{6}+2 C_{7}, \quad \epsilon \in\left(0, \frac{3}{M}\right) \tag{6.31}
\end{equation*}
$$

we can find two positive constants $C$ and $\gamma$ such that

$$
\begin{align*}
& \quad \frac{d}{d t}\left(\frac{1}{2}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+\frac{M}{2}\left\|\psi-\psi_{\infty}\right\|^{2}+\frac{1}{2}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}\right. \\
& \left.\quad+\frac{\varepsilon}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\alpha \varepsilon\left\langle\tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle+\frac{\alpha \sigma}{2}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\frac{\varepsilon}{2}\|\nabla \Phi\|^{2}\right) \\
& \quad+\gamma\left(\left\|\psi_{t}\right\|^{2}+\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \\
& \leq C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\psi-\psi_{\infty}\right\|^{2}+\|\nabla \Phi\|^{2}\right) \tag{6.32}
\end{align*}
$$

Let us now set

$$
\begin{align*}
y:= & \frac{1}{2}\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+\frac{M}{2}\left\|\psi-\psi_{\infty}\right\|^{2}+\frac{1}{2}\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2} \\
& +\frac{\varepsilon}{2}\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\alpha \varepsilon\left\langle\tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\rangle+\frac{\alpha \sigma}{2}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|^{2}+\frac{\varepsilon}{2}\|\nabla \Phi\|^{2} . \tag{6.33}
\end{align*}
$$

Choosing $\alpha$ small enough, by the Cauchy-Schwarz inequality, we get
(6.34) $c_{1} y \leq\left\|\psi_{t}\right\|^{2}+\left\|\nabla \psi-\nabla \psi_{\infty}\right\|^{2}+\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}+\|\nabla \Phi\|^{2} \leq c_{2} y$.

Therefore, recalling (6.5), we have

$$
\begin{equation*}
\frac{d}{d t} y(t)+\hat{\gamma} y(t) \leq C(1+t)^{-2 \theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.35}
\end{equation*}
$$

for some constant $\hat{\gamma}>0$. Thus, it follows that (see also [14, 34, 35])

$$
\begin{equation*}
y(t) \leq C(1+t)^{-2 \theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.36}
\end{equation*}
$$

Furthermore, on account of (6.34), we obtain the estimate of convergence rate in $\mathbb{X}^{-1}$-norm (cf. (2.5)), namely,

$$
\begin{equation*}
\left\|z(t)-z_{\infty}\right\|_{-1} \leq C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.37}
\end{equation*}
$$

To get (2.25), a further step is needed. We adapt a higher order estimate derived in [3, section 3]. Let us set

$$
\begin{align*}
y_{1}:= & \alpha_{1}\left\|\psi_{t}\right\|^{2}+\left\|\operatorname{curl} \tilde{\mathbf{A}}_{t}\right\|^{2}+\varepsilon\left\|\tilde{\mathbf{A}}_{t t}\right\|^{2}+2 \alpha_{2} \varepsilon\left\langle\tilde{\mathbf{A}}_{t}, \tilde{\mathbf{A}}_{t t}\right\rangle+\alpha_{2} \sigma\left\|\tilde{\mathbf{A}}_{t}\right\|^{2} \\
& +\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2} \tag{6.38}
\end{align*}
$$

and choose $\alpha_{1}, \alpha_{2}>0$ such that (cf. also (2.9))

$$
\begin{equation*}
\alpha_{1} \geq \max \left\{\frac{\sigma}{\varepsilon}, \frac{1}{\sigma \kappa}\right\}+\frac{24}{\sigma}, \quad 0<\alpha_{2} \leq \min \left\{\frac{\sigma}{4 \varepsilon}, \frac{1}{4 \sigma \kappa}\right\} . \tag{6.39}
\end{equation*}
$$

Then we observe that (see [3, equations (3.7) and (3.8)])

$$
\begin{align*}
& \frac{1}{2}\left(\alpha_{1}\left\|\psi_{t}\right\|^{2}+\left\|\operatorname{curl} \tilde{\mathbf{A}}_{t}\right\|^{2}+\varepsilon\left\|\tilde{\mathbf{A}}_{t t}\right\|^{2}+\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}\right) \leq y_{1}  \tag{6.40}\\
& y_{1} \leq \frac{3}{2}\left(\alpha_{1}\left\|\psi_{t}\right\|^{2}+\left\|\operatorname{curl} \tilde{\mathbf{A}}_{t}\right\|^{2}+\varepsilon\left\|\tilde{\mathbf{A}}_{t t}\right\|^{2}+\varepsilon\|\Delta \Phi\|^{2}+\sigma\|\nabla \Phi\|^{2}\right) \tag{6.41}
\end{align*}
$$

Furthermore, a refinement of the argument used in [3, section 3, p. 628] yields

$$
\begin{equation*}
\frac{d}{d t} y_{1}+\gamma_{1} y_{1}+\frac{\alpha_{1}}{2}\left\|\nabla \psi_{t}\right\|^{2}+\varepsilon\left\|\nabla \Phi_{t}\right\|^{2} \leq C\left(\left\|\psi_{t}\right\|^{2}+\|\nabla \Phi\|^{2}+\left\|\tilde{\mathbf{A}}_{t}\right\|^{2}\right) \tag{6.42}
\end{equation*}
$$

for some $\gamma_{1}>0$, provided that $\alpha_{1}$ and $\alpha_{2}$ satisfy (6.39).
Hence, on account of (6.37), it follows that

$$
\begin{equation*}
\frac{d}{d t} y_{1}(t)+\gamma_{1} y_{1}(t) \leq C(1+t)^{-2 \theta /(1-2 \theta)} \tag{6.43}
\end{equation*}
$$

which gives, using (6.40),

$$
\begin{equation*}
\left\|\psi_{t}(t)\right\|+\left\|\operatorname{curl} \tilde{\mathbf{A}}_{t}(t)\right\|+\left\|\tilde{\mathbf{A}}_{t t}(t)\right\|+\|\Delta \Phi(t)\| \leq C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.44}
\end{equation*}
$$

On the other hand, we infer from (6.6) that

$$
\begin{align*}
\left\|\Delta\left(\psi-\psi_{\infty}\right)\right\| \leq & \left\|\psi_{t}\right\|+C\|\Phi\|+C\left\|\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}\right\|+\left\|\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}\right\| \\
& +\left\|-\lambda^{2}\left(1-|\psi|^{2}\right) \psi+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}\right\| \tag{6.45}
\end{align*}
$$

$$
\begin{align*}
\left\|\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}\right\| & \leq\left\|\tilde{\mathbf{A}} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi\right\|+\left\|\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi-\tilde{\mathbf{A}}_{\infty} \cdot \nabla \psi_{\infty}\right\| \\
& \leq\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{4}}\|\nabla \psi\|_{\mathbf{L}^{4}}+\left\|\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{\infty}}\left\|\nabla \psi-\nabla \psi_{\infty}\right\| \\
& \leq C\left(\left\|\operatorname{curl} \tilde{\mathbf{A}}-\operatorname{curl} \tilde{\mathbf{A}}_{\infty}\right\|+\left\|\nabla \psi-\nabla \psi_{\infty}\right\|\right) \tag{6.46}
\end{align*}
$$

$$
\begin{align*}
&\left\|\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}\right\| \leq\left\|\tilde{\mathbf{A}}^{2} \psi-\tilde{\mathbf{A}}^{2} \psi_{\infty}\right\|+\left\|\tilde{\mathbf{A}}^{2} \psi_{\infty}-\tilde{\mathbf{A}}_{\infty}^{2} \psi_{\infty}\right\| \\
& \leq\left\|\tilde{\mathbf{A}}^{2}\right\|_{\mathbf{L}^{\infty}}\left\|\psi-\psi_{\infty}\right\|+\left\|\tilde{\mathbf{A}}+\tilde{\mathbf{A}}_{\infty}\right\|_{\mathbf{L}^{\infty}}\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|\left\|\psi_{\infty}\right\|_{L_{\mathbb{C}}^{\infty}} \\
& \text { 7) } \leq C\left(\left\|\tilde{\mathbf{A}}-\tilde{\mathbf{A}}_{\infty}\right\|+\left\|\psi-\psi_{\infty}\right\|\right) \\
&8) \quad\left\|-\lambda^{2}\left(1-|\psi|^{2}\right) \psi+\lambda^{2}\left(1-\left|\psi_{\infty}\right|^{2}\right) \psi_{\infty}\right\| \leq C\left\|\psi-\psi_{\infty}\right\| . \tag{6.48}
\end{align*}
$$

Therefore, due to (6.37), we deduce

$$
\begin{equation*}
\left\|\Delta\left(\psi(t)-\psi_{\infty}\right)\right\| \leq C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 \tag{6.49}
\end{equation*}
$$

Similarly, from (6.7), we obtain

$$
\begin{align*}
& \left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}-\operatorname{curl}^{2} \tilde{\mathbf{A}}_{\infty}\right\| \\
\leq & \varepsilon\left\|\tilde{\mathbf{A}}_{t t}\right\|+\varepsilon\left\|\nabla \Phi_{t}\right\|+\sigma\left\|\tilde{\mathbf{A}}_{t}\right\|+\sigma\|\nabla \Phi\|+\left\||\psi|^{2} \tilde{\mathbf{A}}-\left|\psi_{\infty}\right|^{2} \tilde{\mathbf{A}}_{\infty}\right\| \\
& +\left\|\frac{i}{2}(\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi})-\frac{i}{2}\left(\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}\right)\right\| \tag{6.50}
\end{align*}
$$

Besides, the following estimates hold:

$$
\left\|\frac{i}{2}(\bar{\psi} \nabla \psi-\psi \nabla \bar{\psi})-\frac{i}{2}\left(\bar{\psi}_{\infty} \nabla \psi_{\infty}-\psi_{\infty} \nabla \bar{\psi}_{\infty}\right)\right\| \leq C\left(\left\|\psi-\psi_{\infty}\right\|+\left\|\nabla \psi-\nabla \psi_{\infty}\right\|\right)
$$

As a result, owing to (6.37), we infer from (5.7) and (6.50)-(6.52) that

$$
\begin{equation*}
\left\|\operatorname{curl}^{2} \tilde{\mathbf{A}}(t)-\operatorname{curl}^{2} \tilde{\mathbf{A}}_{\infty}\right\| \leq C(1+t)^{-\theta /(1-2 \theta)} \quad \forall t \geq 0 . \tag{6.53}
\end{equation*}
$$

Finally, (2.25) follows from (6.37), (6.44), (6.49), and (6.53).
The proof of Theorem 2.1 is now complete.
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#### Abstract

We consider the following nonlinear fourth order equation: $T \Delta u-D \Delta^{2} u=\frac{\lambda}{(L+u)^{2}}$, $-L<u<0$, in $\Omega, u=0, \Delta u=0$ on $\partial \Omega$, where $\lambda>0$ is a parameter. This nonlinear equation models the deflection of charged plates in electrostatic actuators under the pinned boundary condition (Lin and Yang [Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 463 (2007), pp. 1323-1337]). Lin and Yang proved that there exists a $\lambda_{c}>0$ such that for $\lambda>\lambda_{c}$ there is no solution, while for $\lambda<\lambda_{c}$ there is a branch of maximal solutions. In this paper, we show that in the physical domains (two or three dimensions) the maximal solution is unique and regular at $\lambda=\lambda_{c}$. In a two-dimensional (2D) convex smooth domain, we also establish the existence of a second mountain-pass solution for $\lambda \in\left(0, \lambda_{c}\right)$. The asymptotic behavior of the second solution is also studied. The main difficulty is the analysis of the touch-down behavior.
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1. Introduction. We consider the structure of solutions to the problem

$$
\left\{\begin{array}{cl}
T \Delta u-D \Delta^{2} u=\frac{\lambda}{(L+u)^{2}} & \text { in } \Omega \\
-L<u \leq 0 & \text { in } \Omega \\
u=0, \quad \Delta u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

where $\lambda>0$ is a parameter, $T>0, D>0$, and $L>0$ are fixed constants, and $\Omega \subset \boldsymbol{R}^{N}(N \geq 2)$ is a bounded smooth domain.

When $D=0$, problem $\left(P_{\lambda}\right)$ becomes
$\left(Q_{\lambda}\right)$

$$
\left\{\begin{array}{cl}
T \Delta u=\frac{\lambda}{(L+u)^{2}} & \text { in } \Omega \\
-L<u \leq 0 & \text { in } \Omega \\
u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

which models a simple electrostatic microelectromechanical system (MEMS) device consisting of a thin dielectric elastic membrane with boundary supported at 0 above a rigid plate located at $-L$. Here $L+u$ represents the distance from the membrane to the plate. Recently there have been many studies on $\left(Q_{\lambda}\right)$. See, for example, [9], [14], [15], [16], [10], [11], [12], [7], [8], [17], [25], [24], and the references therein. These papers deal only with second order semilinear elliptic equations with singular nonlinearities. Equation $\left(Q_{\lambda}\right)$ also appears in the study of thin film; see, for example, [2], [3], [5], [19], [20], [21], [18], and the references therein.

[^103]In a recent paper [22], Lin and Yang derived the fourth order equation $\left(P_{\lambda}\right)$ in the study of the deflection of charged plates in electrostatic actuators. Here $\lambda=a V^{2}$, where $V$ is the electric voltage and $a$ is positive constant. Associated with $\left(P_{\lambda}\right)$ is the energy functional

$$
\begin{equation*}
E(u)=\int_{\Omega}\left\{\frac{T}{2}|\nabla u|^{2}+\frac{D}{2}|\Delta u|^{2}-\frac{\lambda}{L+u}\right\} \tag{1.1}
\end{equation*}
$$

where $P=\int_{\Omega} \frac{T}{2}|\nabla u|^{2} d x$ is the stretching energy, $Q=\int_{\Omega} \frac{D}{2}|\Delta u|^{2} d x$ corresponds to the bending energy, and $W=-\int_{\Omega} \frac{\lambda}{L+u(x)} d x$ is the electric potential energy.

Lin and Yang [22] considered two kinds of boundary conditions: the pinned boundary condition

$$
u=\Delta u=0 \text { on } \partial \Omega
$$

and the clamped boundary condition

$$
u=\frac{\partial u}{\partial n}=0 \text { on } \partial \Omega .
$$

For the pinned boundary condition problem $\left(P_{\lambda}\right)$, they found that there exists $0<$ $\lambda_{c}<\infty$ such that for $\lambda \in\left(0, \lambda_{c}\right),\left(P_{\lambda}\right)$ has a maximal regular solution $u_{\lambda}$, which can be obtained from an iterative scheme. (By a regular solution $u_{\lambda}$ of $\left(P_{\lambda}\right)$, we mean that $u_{\lambda} \in C^{4}(\Omega) \cap C^{3}(\bar{\Omega})$ satisfies $\left(P_{\lambda}\right)$.) For $\lambda>\lambda_{c},\left(P_{\lambda}\right)$ does not have any regular solution. Moreover, if $\lambda^{\prime}, \lambda^{\prime \prime} \in\left(0, \lambda_{c}\right)$ and $\lambda^{\prime}<\lambda^{\prime \prime}$, then the corresponding maximal solutions $u_{\lambda^{\prime}}$ and $u_{\lambda^{\prime \prime}}$ satisfy

$$
u_{\lambda^{\prime}}>u_{\lambda^{\prime \prime}} \quad \text { in } \Omega
$$

Physically, this is a natural relation because a higher supply voltage results in a greater elastic deformation or deflection.

The number $\lambda_{c}$, which determines the pull-in voltage, is called the pull-in threshold. It is known from [22] that, for $\lambda \in\left(0, \lambda_{c}\right), \min _{\Omega}\left(L+u_{\lambda}\right)>0$. Let $\Sigma_{\lambda}=\{x \in \Omega$ : $\left.L+u_{\lambda}(x)=0\right\}$ be the singular set of $\left(P_{\lambda}\right)$. An interesting question is to study the limit of $u_{\lambda}$ as $\lambda \nearrow \lambda_{c}$. The monotonicity of $u_{\lambda}$ with respect to $\lambda$ implies that there is a well-defined function $U$ so that

$$
U(x)=\lim _{\lambda \rightarrow \lambda_{c}^{-}} u_{\lambda}(x) ; \quad-L \leq U(x)<0, \quad x \in \Omega
$$

However, $U(x)$ may touch down to $-L$ and cease to be a regular solution to $\left(P_{\lambda_{c}}\right)$. (By [22], $U \in W_{l o c}^{2,2}(\Omega)$.) For the one-dimensional case, Lin and Yang showed that $U$ is a regular solution; that is, the set $\Sigma_{\lambda_{c}}=\emptyset$.

In this paper, we will show that for two dimensions and three dimensions, $U$ is a regular solution. Moreover, we also show that there is a unique solution for $\left(P_{\lambda}\right)$ at $\lambda=\lambda_{c}$. To obtain our results, we first prove that the solutions $u_{\lambda}$ for $\lambda \in\left(0, \lambda_{c}\right)$ obtained in [22] are stable in some sense. Furthermore, we also obtain the structure of solutions of $\left(P_{\lambda}\right)$ in the two-dimensional (2D) case. Our main results of this paper are as follows.

ThEOREM 1.1. For dimension $N=2$ or 3 , there exists a constant $0<C:=$ $C(N, L)$ independent of $\lambda$ such that for any $0<\lambda<\lambda_{c}$, the maximal solution $u_{\lambda}$ of $\left(P_{\lambda}\right)$ satisfies $\min _{\Omega}\left(L+u_{\lambda}\right) \geq C$.

Consequently, $u_{\lambda_{c}}=\lim _{\lambda / \lambda_{c}} u_{\lambda}$ exists in the topology of $C^{4}(\Omega)$. It is the unique regular solution to $\left(P_{\lambda_{c}}\right)$.

Theorem 1.2. Let $N=2$ and $\Omega$ be a bounded, smooth, and convex domain in $\boldsymbol{R}^{2}$. For $\lambda \in\left(0, \lambda_{c}\right]$, any solution of the problem $\left(P_{\lambda}\right)$ is regular and the following hold.
(i) For $0<\lambda<\lambda_{c}$, problem $\left(P_{\lambda}\right)$ admits two solutions: the maximal solution and a mountain-pass solution.
(ii) For $\lambda=\lambda_{c}$, problem $\left(P_{\lambda}\right)$ admits a unique regular solution.
(iii) For $\lambda>\lambda_{c}$, problem $\left(P_{\lambda}\right)$ admits no regular solution.

Furthermore, the mountain-pass solution $V_{\lambda}$ has the following asymptotic behavior as $\lambda \rightarrow 0$ :

$$
\begin{equation*}
\max _{\Omega} V_{\lambda} \rightarrow L \text { as } \lambda \rightarrow 0, \quad \lim _{\lambda \rightarrow 0^{+}} \frac{\left[\min _{\Omega}\left(L-V_{\lambda}\right)\right]^{3}}{\lambda}=0 \tag{1.2}
\end{equation*}
$$

Remark. Theorem 1.2 shows that the bifurcation diagram of $\left(P_{\lambda}\right)$ changes drastically when $D>0$. In a nice 2D domain (see [16]), it has been proved in [16] that for $\lambda$ small, the maximal solution is unique, and there exists $0<\lambda_{*}<\lambda_{c}$ such that the solutions to $\left(Q_{\lambda}\right)$ undergo infinitely many turning points. An interesting question is the asymptotic behavior as $D \rightarrow 0$. When $\Omega=B_{1} \subset \boldsymbol{R}^{2}$, the complete bifurcation picture as well as the asymptotic behavior when $D \rightarrow 0$ has been considered in [23].

The organization of the paper is as follows: in section 2 , we present some preliminary results on the first eigenvalue and the corresponding eigenfunction of the problem

$$
-T \Delta \phi+D \Delta^{2} \phi=\sigma \phi \quad \text { in } \Omega, \quad \phi=\Delta \phi=0 \text { on } \partial \Omega
$$

In section 3 , we derive a key $L^{1}$ bound for $\frac{1}{(L+u)^{2}}$. In section 4 , we show the stability of the maximal solutions of $\left(P_{\lambda}\right)$. In section 5 , we show that the solution at the pull-in threshold is regular for $N=2$ or 3 . In section 6 , we show that any weak solution at the pull-in threshold is unique. In section 7 , we present the structure of the solutions of $\left(P_{\lambda}\right)$ for the 2D case. We show that for $0<\lambda<\lambda_{c},\left(P_{\lambda}\right)$ admits at least two solutions: the maximal solution and a mountain-pass solution. Finally in section 8 , we give some asymptotic behaviors of the mountain-pass solution as $\lambda \rightarrow 0^{+}$.
2. The first eigenfunction. In this section, we study the following eigenvalue problem:

$$
\begin{equation*}
-T \Delta \phi+D \Delta^{2} \phi=\sigma \phi \quad \text { in } \Omega, \quad \phi=\Delta \phi=0 \text { on } \partial \Omega, \tag{2.1}
\end{equation*}
$$

where $T, D>0$. We will show that (2.1) has the least eigenvalue $\sigma_{1}$ and the corresponding eigenfunction $\phi_{1}>0$ in $\Omega$. Moreover, $\phi_{1}$ is simple; i.e., all the eigenfunctions corresponding to $\sigma_{1}$ assume the forms of $C \phi_{1}$ with $C \in \boldsymbol{R}$.

Proposition 2.1. Problem (2.1) has the least eigenvalue $\sigma_{1}$ such that all the eigenfunctions corresponding to $\sigma_{1}$ assume the forms of $C \phi_{1}$, where $\phi_{1} \in C^{\infty}(\Omega)$ and $\phi_{1}>0$ in $\Omega$.

Proof. This proposition may be known, but we cannot find the reference. We give a proof here for completeness.

Consider the following minimization problem:

$$
\begin{equation*}
\sigma_{1}:=\inf \left\{\int_{\Omega}\left[T|\nabla \phi|^{2}+D|\Delta \phi|^{2}\right] d x: \phi \in \mathcal{H}, \quad\|\phi\|_{L^{2}(\Omega)}=1\right\} \tag{2.2}
\end{equation*}
$$

where $\mathcal{H}=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ is the function space obtained by taking the completion under the norm of $H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ (i.e., $\|\psi\|=\left(\int_{\Omega}\left[T|\nabla \psi|^{2}+D|\Delta \psi|^{2}\right] d x\right)^{1 / 2}$ ) for the set of smooth functions that satisfy the boundary condition $\phi=\Delta \phi=0$ on $\partial \Omega$. Since the Sobolev embedding $\mathcal{H} \hookrightarrow L^{2}(\Omega)$ is compact, by the standard direct method of calculus of variations, we have at least one minimizer $\phi_{1}$ for the problem (2.2), where $\phi_{1} \in \mathcal{H},\left\|\phi_{1}\right\|_{L^{2}(\Omega)}=1$. Furthermore, $\phi_{1}$ is a weak solution to (2.1); namely,

$$
\begin{equation*}
\int_{\Omega}\left[T \nabla \phi_{1} \nabla \phi+D \Delta \phi_{1} \Delta \phi\right]=\sigma_{1} \int_{\Omega} \phi_{1} \phi d x \quad \forall \phi \in \mathcal{H} . \tag{2.3}
\end{equation*}
$$

Using the $L^{p}$-estimates due to Agmon, Douglis, and Nirenberg [1], we conclude that

$$
\left\|\phi_{1}\right\|_{W^{4, p}(\Omega)} \leq C\left\|\phi_{1}\right\|_{L^{p}(\Omega)}
$$

for any $p>1$. Thus we have $\phi_{1} \in C^{4}(\Omega) \cap C^{3}(\bar{\Omega})$, and hence $\Delta \phi_{1}=0$ on $\partial \Omega$, and $\phi_{1}$ satisfies (2.1). (See a similar argument in Lemma B. 3 of [27].)

It is clear that

$$
\sigma_{1}=\frac{\int_{\Omega}\left[T\left|\nabla \phi_{1}\right|^{2}+D\left|\Delta \phi_{1}\right|^{2}\right] d x}{\int_{\Omega} \phi_{1}^{2} d x}=\inf _{\phi \in \mathcal{H} \backslash\{0\}} \frac{\int_{\Omega}\left[T|\nabla \phi|^{2}+D|\Delta \phi|^{2}\right] d x}{\int_{\Omega} \phi^{2} d x}
$$

In order to show that $\phi_{1}$ is of fixed sign, we consider the following new problem:

$$
\begin{equation*}
-T \Delta \psi_{1}+D \Delta^{2} \psi_{1}=\sigma_{1}\left|\phi_{1}\right| \quad \text { in } \Omega, \quad \psi_{1}=\Delta \psi_{1}=0 \quad \text { on } \partial \Omega \tag{2.4}
\end{equation*}
$$

By the maximum principle, $\psi_{1}>0,-D \Delta \psi_{1}+T \psi_{1}>0$ in $\Omega$. Furthermore, we have $\psi_{1} \geq \phi_{1}, \psi_{1} \geq-\phi_{1}$, and hence $\psi_{1} \geq\left|\phi_{1}\right|$ in $\Omega$.

On the other hand, from (2.4) we obtain

$$
\begin{equation*}
\int_{\Omega}\left[T\left|\nabla \psi_{1}\right|^{2}+D\left|\Delta \psi_{1}\right|^{2}\right] d x=\sigma_{1} \int_{\Omega} \psi_{1}\left|\phi_{1}\right| d x \leq \sigma_{1} \int_{\Omega}\left|\psi_{1}\right|^{2} d x \tag{2.5}
\end{equation*}
$$

By the minimality of $\sigma_{1}$, we have

$$
\begin{equation*}
\sigma_{1}=\frac{\int_{\Omega}\left[T\left|\nabla \psi_{1}\right|^{2}+D\left|\Delta \psi_{1}\right|^{2}\right] d x}{\int_{\Omega}\left|\psi_{1}\right|^{2} d x} \tag{2.6}
\end{equation*}
$$

Thus $\psi_{1}$ also attains $\sigma_{1}$, and hence the inequality of (2.5) is actually an equality. This implies that $\psi_{1}=\left|\phi_{1}\right|$ in $\Omega$. Since $\psi_{1}>0$ in $\Omega$, we conclude that $\phi_{1}$ is of fixed sign in $\Omega$.

The above argument actually proves that any nonzero eigenfunction corresponding to $\sigma_{1}$ must be of fixed sign in $\Omega$. So if $\phi_{1}$ and $\phi_{2}$ are two eigenfunctions corresponding to $\sigma_{1}$, we may choose $\phi_{1}>0, \phi_{2}>0$. Let $x_{0} \in \Omega$ and $C=\frac{\phi_{1}\left(x_{0}\right)}{\phi_{2}\left(x_{0}\right)}$. Then the function $\phi_{1}-C \phi_{2}$ is again an eigenfunction corresponding to $\sigma_{1}$. By the previous argument, we see that $\phi_{1} \equiv C \phi_{2}$ in $\Omega$. This completes the proof.
3. A uniform $L^{\mathbf{1}}$ bound. In this section, we establish a key uniform $L^{1}$ bound for $\frac{1}{(L-v)^{2}}$, where $v$ satisfies

$$
\left\{\begin{array}{cl}
-T \Delta v+D \Delta^{2} v=\frac{\lambda}{(L-v)^{2}} & \text { in } \Omega, \\
0<v<L & \text { in } \Omega, \\
v=0, \quad \Delta v=0 & \text { on } \partial \Omega
\end{array}\right.
$$

(which is equivalent to $\left(P_{\lambda}\right)$ by taking $u=-v$ ). Note that $v \in C^{4}(\Omega) \cap C^{2}(\bar{\Omega})$ provided that $v$ satisfies $\left(T_{\lambda}\right)$.

ThEOREM 3.1. Let $\Omega$ be a bounded, smooth, and convex domain. Then there exists a constant $C$ (independent of $\lambda$ ) such that for any solution $v$ to $\left(T_{\lambda}\right)$ we have

$$
\begin{equation*}
\int_{\Omega} \frac{1}{(L-v)^{2}} \leq \frac{C}{\lambda} \tag{3.1}
\end{equation*}
$$

As a consequence, we have

$$
\begin{equation*}
\int_{\Omega}\left(D|\Delta v|^{2}+T|\nabla v|^{2}\right) \leq C \tag{3.2}
\end{equation*}
$$

Proof. Let $\phi_{1}$ be as given in Proposition 2.1. Multiplying ( $T_{\lambda}$ ) by $\phi_{1}$ and integrating over $\Omega$, we obtain

$$
\begin{equation*}
\lambda \int_{\Omega} \frac{1}{(L-v)^{2}} \phi_{1}=\sigma_{1} \int_{\Omega} v \phi_{1} \leq C \tag{3.3}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\int_{\Omega^{\prime}} \frac{1}{(L-v)^{2}} \leq \frac{C_{\Omega^{\prime}}}{\lambda} \tag{3.4}
\end{equation*}
$$

for any $\Omega^{\prime} \subset \subset \Omega$, where $C_{\Omega^{\prime}}$ is independent of $\lambda$.
We write $\left(T_{\lambda}\right)$ as

$$
\begin{cases}\Delta v+\frac{1}{D} w-\frac{T}{D} v=0 & \text { in } \Omega \\ \Delta w+\frac{\lambda}{(L-v)^{2}}=0 & \text { in } \Omega \\ v=w=0 & \text { on } \partial \Omega\end{cases}
$$

If we denote $f_{1}(v, w)=-\frac{T}{D} v+\frac{1}{D} w, f_{2}(v, w)=\frac{\lambda}{(L-v)^{2}}$, we see that $\frac{\partial f_{1}}{\partial w}=\frac{1}{D}>0$ and $\frac{\partial f_{2}}{\partial v}=\frac{2 \lambda}{(L-v)^{3}}>0$. Therefore, the convexity of $\Omega$, Lemma 5.1 of [26], and the moving plane method near $\partial \Omega$ as in the appendix of [13] imply that there exist $t_{0}>0$ and $\alpha>0$ depending only on the domain $\Omega$, such that $v(x-t \nu)$ and $w(x-t \nu)$ are nondecreasing for $t \in\left[0, t_{0}\right], \nu \in R^{N}$ satisfying $|\nu|=1$ and $(\nu, n(x)) \geq \alpha$ and $x \in \partial \Omega$. Therefore, we can find $\gamma, \delta>0$ such that for any $x \in \Omega_{\delta}:=\{z \in \bar{\Omega}: d(z, \partial \Omega)<\delta\}$ there exists a fixed-sized cone $\Gamma_{x}$ (with $x$ as its vertex) with
(i) $\operatorname{meas}\left(\Gamma_{x}\right) \geq \gamma$,
(ii) $\Gamma_{x} \subset\{z \in \Omega: d(z, \partial \Omega)<\delta\}$, and
(iii) $v(y) \geq v(x)$ for any $y \in \Gamma_{x}$.

Then, for any $x \in \Omega_{\delta}$, we have

$$
\frac{1}{(L-v(x))^{2}} \leq \frac{1}{\operatorname{meas}\left(\Gamma_{x}\right)} \int_{\Gamma_{x}} \frac{1}{(L-v)^{2}} \leq \frac{1}{\gamma} \int_{\Omega_{\delta}} \frac{1}{(L-v)^{2}} \leq \frac{C}{\lambda}
$$

This implies that $\frac{1}{(L-v)^{2}} \in L^{\infty}\left(\Omega_{\delta}\right)$ and there is $C>0$ independent of $\lambda$ such that

$$
\begin{equation*}
\sup _{x \in \Omega_{\delta}} v<L-C \sqrt{\lambda} \tag{3.5}
\end{equation*}
$$

Next, we derive estimates for $w$ near $\partial \Omega$. Multiplying the second equation of the equivalent system of $\left(T_{\lambda}\right)$ by $\varphi_{0}$, the first eigenfunction of $-\Delta$, and integrating over $\Omega$, we obtain

$$
\begin{equation*}
\lambda \int_{\Omega} \frac{1}{(L-v)^{2}} \varphi_{0}=\lambda_{1} \int_{\Omega} \varphi_{0} w \tag{3.6}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of $-\Delta$. By (3.3), we have that

$$
\begin{equation*}
\lambda_{1} \int_{\Omega} \varphi_{0} w=\lambda \int_{\Omega} \frac{1}{(L-v)^{2}} \varphi_{0} \leq \lambda C \int_{\Omega} \frac{1}{(L-v)^{2}} \phi_{1} \leq C \tag{3.7}
\end{equation*}
$$

and hence

$$
\int_{\Omega^{\prime}} w \leq C_{\Omega^{\prime}}
$$

for any $\Omega^{\prime} \subset \subset \Omega$. To see the second inequality of (3.7), we notice that there exist $\ell_{i}>0(i=1,2,3,4)$ such that

$$
\ell_{1} d(x) \leq \varphi_{0}(x) \leq \ell_{2} d(x), \quad \ell_{3} d(x) \leq \phi_{1}(x) \leq \ell_{4} d(x)
$$

where $d(x)=\operatorname{dist}(x, \partial \Omega)$. Hence $\varphi_{0}(x) \leq C \phi_{1}(x)$. The same reason as above shows that $w \leq C\left(\Omega_{\delta}\right)$.

By elliptic regularity applied to the system $\left(T_{\lambda}\right)$ (noting that $v, w$, and $\frac{1}{(L-v)^{2}}$ are all bounded in $\Omega_{\delta}$ ), we have $v \in C^{3}\left(\Omega_{\delta}\right)$, and hence

$$
\lambda \int_{\Omega} \frac{1}{(L-v)^{2}}=D \int_{\partial \Omega} \frac{\partial \Delta v}{\partial n}-T \int_{\Omega} \frac{\partial v}{\partial n} \leq C
$$

To prove the inequality (3.2), we multiply $\left(T_{\lambda}\right)$ by $v$ and integrate over $\Omega$ to obtain

$$
T \int_{\Omega}|\nabla v|^{2}+D \int_{\Omega}|\Delta v|^{2}=\lambda \int_{\Omega} \frac{L v}{(L-v)^{2}} \leq C
$$

4. Stability of the maximal solutions of $\left(\boldsymbol{P}_{\boldsymbol{\lambda}}\right)$. In this section, we show that the maximal solutions $u_{\lambda}$ to $\left(P_{\lambda}\right)$ obtained in [22] for $\lambda \in\left(0, \lambda_{c}\right)$ are stable in some sense. Let $v_{\lambda}=-u_{\lambda}$. Then, from [22], for each $\lambda \in\left(0, \lambda_{c}\right),\left(T_{\lambda}\right)$ has a minimal positive solution $v_{\lambda}$.

We call $v_{\lambda}$ stable if the first eigenvalue $\sigma_{1, \lambda}\left(v_{\lambda}\right)$ of the problem

$$
\begin{equation*}
-T \Delta h+D \Delta^{2} h=\frac{2 \lambda}{\left(L-v_{\lambda}\right)^{3}} h+\sigma h \text { in } \Omega, \quad h=\Delta h=0 \text { on } \partial \Omega \tag{4.1}
\end{equation*}
$$

is nonnegative. By arguments similar to those in the proof of Proposition 2.1, we see that the first eigenvalue $\sigma_{1, \lambda}\left(v_{\lambda}\right)$ exists and every eigenfunction corresponding to $\sigma_{1, \lambda}\left(v_{\lambda}\right)$ is of fixed sign if $\sigma_{1, \lambda}\left(v_{\lambda}\right) \geq 0$.

Lemma 4.1. Suppose that $v$ is a regular solution of $\left(T_{\lambda}\right)$, and $u$ is a regular supersolution of $\left(T_{\lambda}\right)$; that is,

$$
\left\{\begin{array}{cl}
-T \Delta u+D \Delta^{2} u \geq \frac{\lambda}{(L-u)^{2}} & \text { in } \Omega, \\
0<u<L & \text { in } \Omega, \\
u=0, \Delta u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

If $\sigma_{1, \lambda}(v)>0$, then $u \geq v$ in $\Omega$, and if $\sigma_{1, \lambda}(v)=0$, then $u=v$ in $\Omega$.
Proof. For a given $\lambda$ and $x \in \Omega$, by the fact that $s \rightarrow(L-s)^{-2}$ is convex on $(0, L)$, we see that

$$
\begin{equation*}
-T \Delta(v+\tau(u-v))+D \Delta^{2}(v+\tau(u-v))-\frac{\lambda}{[L-(v+\tau(u-v))]^{2}} \geq 0 \text { in } \Omega \tag{4.2}
\end{equation*}
$$

for $\tau \in[0,1]$. Note that (4.2) is an identity at $\tau=0$, which means that the first derivative of the left-hand side of (4.2) with respect to $\tau$ is nonnegative at $\tau=0$, i.e.,

$$
\begin{cases}-T \Delta(u-v)+D \Delta^{2}(u-v)-\frac{2 \lambda}{(L-v)^{3}}(u-v) \geq 0 & \text { in } \Omega  \tag{4.3}\\ u-v=0, \Delta(u-v)=0 & \text { on } \partial \Omega\end{cases}
$$

Thus, the fact $\sigma_{1, \lambda}(v)>0$ implies that $u \geq v$ in $\Omega$. Indeed, on the contrary, we see that $0 \not \equiv(u-v)^{-} \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Multiplying $(u-v)^{-}$on both the sides of (4.3) and integrating it on $\Omega$, we see that

$$
\begin{aligned}
& \sigma_{1, \lambda}(v) \int_{\Omega}\left[(u-v)^{-}\right]^{2} d x \\
& \quad \leq T \int_{\Omega}\left|\nabla(u-v)^{-}\right|^{2} d x+D \int_{\Omega}\left|\Delta(u-v)^{-}\right|^{2} d x-\int_{\Omega} \frac{2 \lambda}{(L-v)^{3}}\left[(u-v)^{-}\right]^{2} d x \\
& \quad \leq 0
\end{aligned}
$$

This contradicts $\sigma_{1, \lambda}(v)>0$.
If $\sigma_{1, \lambda}(v)=0$, we have

$$
-T \Delta(u-v)+D \Delta^{2}(u-v)-\frac{2 \lambda}{(L-v)^{3}}(u-v)=0 \text { in } \Omega .
$$

Moreover, the second derivative of the left-hand side of (4.2) with respect to $\tau$ at $\tau=0$ is

$$
-6 \lambda(L-v)^{-4}(u-v)^{2} \geq 0
$$

which implies that $u \equiv v$ in $\Omega$. This completes the proof.
Proposition 4.2. For each $\lambda \in\left(0, \lambda_{c}\right)$, the minimal positive solution $v_{\lambda}$ of $\left(T_{\lambda}\right)$ is stable.

Proof. Since $\sigma_{1}>0$, we easily see that the first eigenvalue $\sigma_{1, \lambda}\left(v_{\lambda}\right)$ of problem (4.1) is positive provided that $\lambda$ is sufficiently small. Now we prove that $\sigma_{1, \lambda}\left(v_{\lambda}\right)>0$ for $\lambda \in\left(0, \lambda_{c}\right)$.

We define

$$
\lambda^{*}=\sup \left\{\rho: v_{\lambda} \text { is a stable solution for } \lambda \in(0, \rho)\right\}
$$

It is clear that $\lambda^{*} \leq \lambda_{c}$. To show $\lambda^{*}=\lambda_{c}$, it suffices to prove that there is no regular minimal solution for $\left(T_{\lambda}\right)$ with $\lambda>\lambda^{*}$. For that, suppose $w$ is a regular minimal solution of $\left(T_{\lambda^{*}+\delta}\right)$ with $\delta>0$; then we would have for $\lambda \leq \lambda^{*}$

$$
-T \Delta w+D \Delta^{2} w=\frac{\lambda^{*}+\delta}{(L-w)^{2}} \geq \frac{\lambda}{(L-w)^{2}} \text { in } \Omega
$$

Since for $0<\lambda<\lambda^{*}$ the minimal solution $v_{\lambda}$ is stable, it follows from Lemma 4.1 that $L>w \geq v_{\lambda}$. Consequently, $\bar{v}=\lim _{\lambda / \lambda^{*}} v_{\lambda}$ exists in $C^{4}(\Omega)$, and it is a regular solution to $\left(T_{\lambda^{*}}\right)$. Now, from the definition of $\lambda^{*}$ and the implicit function theorem, we necessarily have $\sigma_{1, \lambda^{*}}(\bar{v})=0$. By Lemma 4.1 again, we obtain that $w \equiv \bar{v}$ in $\Omega$ and hence $\delta=0$. This is a contradiction. Therefore, $\lambda^{*}=\lambda_{c}$. This completes the proof.
5. The regularity of the minimal solution of $\left(T_{\lambda}\right)$ at $\boldsymbol{\lambda}=\lambda_{c}$. In this section, we are concerned with the regularity of the minimal solutions of $\left(T_{\lambda}\right)$ at $\lambda=\lambda_{c}$. Normally, the minimal solution $v_{\lambda}$ at $\lambda=\lambda_{c}$ may have a singular set in $\Omega$; i.e., there exists a set $\Sigma_{\lambda_{c}} \subset \Omega$ such that $v_{\lambda_{c}}(x)=L$ for $x \in \Sigma_{\lambda_{c}}$. But we will see that for the lower dimensional case, $v_{\lambda_{c}}<L$ in $\Omega$.

By a weak solution $v \in \mathcal{H}$ of $\left(T_{\lambda}\right)$ we mean $0<v \leq L$ in $\Omega$ and $(L-v)^{-2} \in L^{1}(\Omega)$ such that for any $\varphi \in \mathcal{H}$,

$$
\int_{\Omega}[T \nabla v \cdot \nabla \varphi+D \Delta v \Delta \varphi] d x=\lambda \int_{\Omega}(L-v)^{-2} \varphi d x
$$

Lemma 5.1. If $v \in \mathcal{H}$ is a weak solution to $\left(T_{\lambda}\right)$, then there exists $C:=C(\lambda)>0$ such that

$$
\int_{\Omega} \frac{d x}{(L-v)^{2}} \leq C
$$

For $N \geq 2$, any solution $v$ satisfying $(L-v)^{-2} \in L^{p}(\Omega)$ with $p=N / 2$ is a classical solution.

Proof. For the first conclusion, we see that, since $v \in \mathcal{H}$ is a solution of $\left(T_{\lambda}\right)$,

$$
\begin{equation*}
\int_{\Omega} \frac{v}{(L-v)^{2}} d x=\frac{1}{\lambda}\left[\int_{\Omega}\left(|\nabla v|^{2}+|\Delta v|^{2}\right) d x\right] \leq C \tag{5.1}
\end{equation*}
$$

On the other hand, we see that

$$
\frac{v}{(L-v)^{2}}=\frac{L}{(L-v)^{2}}-\frac{1}{(L-v)} .
$$

Thus, (5.1) implies that

$$
\begin{equation*}
\int_{\Omega} \frac{L}{(L-v)^{2}} d x=\int_{\Omega} \frac{1}{(L-v)} d x+\int_{\Omega} \frac{v}{(L-v)^{2}} d x \tag{5.2}
\end{equation*}
$$

By Young's inequality, we have that

$$
\begin{equation*}
\int_{\Omega} \frac{1}{(L-v)} d x \leq \epsilon L \int_{\Omega} \frac{1}{(L-v)^{2}} d x+C(\epsilon, L)|\Omega| \tag{5.3}
\end{equation*}
$$

where $0<\epsilon<1 / 4$ and $C(\epsilon, L)>0$ is a constant. Our first conclusion can be obtained from (5.1), (5.2), and (5.3).

For $N=2$, suppose that $v$ is a weak solution such that $\frac{1}{(L-v)^{2}} \in L^{1}(\Omega)$. Thus,

$$
-D \Delta^{2} v=\lambda(L-v)^{-2}-T \Delta v \in L^{1}(\Omega)
$$

This and the Sobolev embedding imply that $\nabla^{3} v \in L^{q}(\Omega)$ for any $1<q<2$. In particular, $\nabla v \in C^{2-\frac{2}{q}}(\Omega)$ for any $1<q<2$. This and the fact that $(L-v)^{-2} \in L^{1}(\Omega)$ clearly imply that $v<L$ in $\Omega$. In fact, on the contrary, suppose that there exists $x_{0} \in \Omega$ such that $v\left(x_{0}\right)=\max _{\Omega} v=L$. Then, $\nabla v\left(x_{0}\right)=0$ and

$$
v(x)-v\left(x_{0}\right)=\nabla v(\xi) \cdot\left(x-x_{0}\right) \text { for } x \in \Omega \text { near } x_{0}
$$

where $\xi=t x_{0}+(1-t) x$ with $t \in(0,1)$. Moreover, since $\nabla v \in C^{2-\frac{2}{q}}(\Omega)$, we see that

$$
\left|\nabla v(\xi)-\nabla v\left(x_{0}\right)\right| \leq M\left|\xi-x_{0}\right|^{2-\frac{2}{q}} \leq M\left|x-x_{0}\right|^{2-\frac{2}{q}}
$$

and thus

$$
\left|v(x)-v\left(x_{0}\right)\right| \leq M\left|x-x_{0}\right|^{3-\frac{2}{q}} \text { for } x \in \Omega \text { near } x_{0}
$$

This inequality shows that

$$
\infty>\int_{\Omega} \frac{1}{(L-v)^{2}} d x \geq M^{-2} \int_{\Omega}\left|x-x_{0}\right|^{-\left(6-\frac{4}{q}\right)} d x=\infty
$$

which is a contradiction, which implies that we must have $\|v\|_{C(\bar{\Omega})}<L$.
For $N \geq 3$, suppose that $v$ is a weak solution such that $\frac{1}{(L-v)^{2}} \in L^{p}(\Omega)$ with $p=\frac{N}{2}$. By the regularity of $\Delta^{2}$, we see that $v \in W^{4, p}(\Omega)$. The Sobolev embedding theorem then implies that $v \in C^{1, \alpha}(\Omega)$ with $\alpha<1$ since $4-\frac{N}{p}=2$. To show that $v$ is a classical solution, it suffices to show that $v<L$ in $\Omega$. Indeed, on the contrary, there exists $x_{0} \in \Omega$ such that $v\left(x_{0}\right)=\max _{\Omega} v=L$. Then, $\nabla v\left(x_{0}\right)=0$ and

$$
\begin{equation*}
v(x)-v\left(x_{0}\right)=\nabla v(\xi) \cdot\left(x-x_{0}\right) \text { for } x \in \Omega \text { near } x_{0} \tag{5.4}
\end{equation*}
$$

where $\xi=t x_{0}+(1-t) x$ with $t \in(0,1)$. Moreover, since $v \in C^{1,1}(\Omega)$, we see that $\left|\nabla v(\xi)-\nabla v\left(x_{0}\right)\right| \leq M\left|\xi-x_{0}\right| \leq M\left|x-x_{0}\right|$. This and (5.4) imply that

$$
\begin{equation*}
\left|v(x)-v\left(x_{0}\right)\right| \leq M\left|x-x_{0}\right|^{1+\alpha} \text { for } x \in \Omega \tag{5.5}
\end{equation*}
$$

This inequality shows that

$$
\infty>\int_{\Omega}\left(\frac{1}{(L-v)^{2}}\right)^{p} d x \geq M^{-2 p} \int_{\Omega}\left|x-x_{0}\right|^{-2(1+\alpha) p} d x=\infty
$$

which is a contradiction, which implies that we must have $\|v\|_{C(\bar{\Omega})}<L$. This completes the proof.

Proposition 5.2. There exists a constant $C:=C(L, \lambda)>0$ such that for each $\lambda \in\left(0, \lambda_{c}\right)$, the minimal solution $v_{\lambda}$ satisfies $\left\|\left(L-v_{\lambda}\right)^{-2}\right\|_{L^{3 / 2}(\Omega)} \leq C$.

Proof. Since the minimal solutions $v_{\lambda}$ are stable, we have

$$
\begin{equation*}
\int_{\Omega} \frac{2 \lambda}{\left(L-v_{\lambda}\right)^{3}} w^{2} d x \leq \int_{\Omega}\left[T|\nabla w|^{2}+D|\Delta w|^{2}\right] d x \tag{5.6}
\end{equation*}
$$

for all $0<\lambda<\lambda_{c}$ and nonnegative $w \in \mathcal{H}$.
Let $w=v_{\lambda}$; we then have

$$
\begin{equation*}
\int_{\Omega} \frac{2 \lambda}{\left(L-v_{\lambda}\right)^{3}} v_{\lambda}^{2} d x \leq \int_{\Omega}\left[T\left|\nabla v_{\lambda}\right|^{2}+D\left|\Delta v_{\lambda}\right|^{2}\right] d x=\int_{\Omega} \frac{\lambda v_{\lambda}}{\left(L-v_{\lambda}\right)^{2}} \tag{5.7}
\end{equation*}
$$

Since $v_{\lambda}<L$, this implies that

$$
\begin{equation*}
\int_{\Omega} \frac{v_{\lambda}^{2}}{\left(L-v_{\lambda}\right)^{3}} d x \leq C \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \frac{L^{2}}{\left(L-v_{\lambda}\right)^{3}} d x \leq \int_{\Omega} \frac{v_{\lambda}^{2}}{\left(L-v_{\lambda}\right)^{3}} d x+\int_{\Omega} \frac{\left(L-v_{\lambda}\right)^{2}}{\left(L-v_{\lambda}\right)^{3}} d x \leq C+\int_{\Omega} \frac{1}{L-v_{\lambda}} d x \tag{5.9}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\int_{\Omega} \frac{1}{\left(L-v_{\lambda}\right)^{3}} d x \leq C \tag{5.10}
\end{equation*}
$$

This completes the proof.
Now we obtain the following theorem, from which our Theorem 1.1 can be obtained.

Theorem 5.3. For dimension $N=2$ or 3 , there exists a constant $0<C:=$ $C(N, L)<L$ independent of $\lambda$ such that for any $0<\lambda<\lambda_{c}$, the minimal solution $v_{\lambda}$ of $\left(T_{\lambda}\right)$ satisfies $\left\|v_{\lambda}\right\|_{C(\Omega)} \leq C$.

Consequently, $v_{\lambda_{c}}=\lim _{\lambda / \lambda_{c}} v_{\lambda}$ exists in the topology of $C^{4}(\Omega)$. It is the unique classical solution to $\left(T_{\lambda_{c}}\right)$.

Proof. By Proposition 5.2 and (3.2), we see that there is $C>0$ independent of $\lambda$ such that

$$
\left\|v_{\lambda}\right\|_{H^{2}(\Omega)} \leq C
$$

Since the mapping $\lambda \mapsto v_{\lambda}$ is increasing for $\lambda \in\left(0, \lambda_{c}\right)$, we see that there is a function $v_{\lambda_{c}} \in H^{2}(\Omega)$ such that

$$
\lim _{\lambda \nearrow \lambda_{c}} v_{\lambda}=v_{\lambda_{c}} \text { weakly in } H^{2}(\Omega)
$$

Consequently, $v_{\lambda_{c}}$ is a weak solution of the equation $\left(T_{\lambda}\right)$ at the critical parameter $\lambda_{c}$,

$$
-T \Delta v_{\lambda_{c}}+D \Delta^{2} v_{\lambda_{c}}=\frac{\lambda_{c}}{\left(L-v_{\lambda_{c}}\right)^{2}} \text { in } \Omega
$$

and in the sense of weak solutions, the critical value $\lambda_{c}$ is attainable.
Now we show that $v_{\lambda_{c}}$ is a classical solution. The implicit function theorem implies that the mapping $\lambda \mapsto v_{\lambda}$ from $\left(0, \lambda_{c}\right)$ to $C(\bar{\Omega})$ is continuous. Thus, we see that $\sigma_{1, \lambda_{c}}=0$. (Otherwise, the implicit function theorem implies that $v_{\lambda}$ will exist for $\lambda>\lambda_{c}$.) By arguments similar to those in the proof of Proposition 5.2, we see that

$$
\left\|\left(L-v_{\lambda_{c}}\right)^{-2}\right\|_{L^{3 / 2}(\Omega)} \leq C(L)
$$

Note that (5.6) holds with the inequality replaced by an equality. Then Lemma 5.1 implies that for $N=2$ and $3, v_{\lambda_{c}}$ is a classical solution. Thus, there exists $C<L$ such that $\left\|v_{\lambda_{c}}\right\|_{C(\bar{\Omega})} \leq C$. Note that $\left\|v_{\lambda}\right\|_{C(\bar{\Omega})} \leq\left\|v_{\lambda_{c}}\right\|_{C(\bar{\Omega})} \leq C<L$ for $\lambda \in\left(0, \lambda_{c}\right)$. The uniqueness of $v_{\lambda_{c}}$ of $\left(T_{\lambda}\right)$ at $\lambda=\lambda_{c}$ follows from Lemma 4.1. This completes the proof.
6. Uniqueness of the solution of $\left(\boldsymbol{T}_{\boldsymbol{\lambda}}\right)$ at $\boldsymbol{\lambda}=\boldsymbol{\lambda}_{\boldsymbol{c}}$. We first note that the monotonicity with respect to $\lambda$ and the uniform boundedness of the branch of the minimal solutions imply that the extremal function defined by $v_{\lambda_{c}}=\lim _{\lambda} / \lambda_{c} v_{\lambda}$ always exists and can always be considered as a solution for $\left(T_{\lambda_{c}}\right)$ in a weak sense. On the other hand, if there is a $0<C<L$ such that $\left\|v_{\lambda}\right\|_{C(\bar{\Omega})} \leq C$ for each $\lambda<\lambda_{c}$, just as in the case $N=2$ or 3 , then we see from Theorem 5.3 that $v_{\lambda_{c}}$ is the unique classical solution.

In the following, we consider only the case that $v_{\lambda_{c}}$ is a weak solution (i.e., $v_{\lambda_{c}} \in$ $W_{l o c}^{2,2}(\Omega)$; note that we can obtain $v_{\lambda_{c}} \in \mathcal{H}$ provided that $v_{\lambda_{c}} \in W_{l o c}^{2,2}(\Omega)$ by the moving plane argument) but with the possibility that $\left\|v_{\lambda_{c}}\right\|_{L^{\infty}(\Omega)}=L$.

Theorem 6.1. For $\lambda>0$, assume that $v \in \mathcal{H}$ is a weak solution to $\left(T_{\lambda}\right)$ such that $\|v\|_{L^{\infty}(\Omega)}=L$. The following assertions are equivalent:
(i) $\sigma_{1, \lambda}(v) \geq 0$; that is, $v$ satisfies

$$
2 \lambda \int_{\Omega}(L-v)^{-3} \phi^{2} \leq \int_{\Omega}\left[T|\nabla \phi|^{2}+D|\Delta \phi|^{2}\right] d x \quad \forall \phi \in \mathcal{H} .
$$

(ii) $\lambda=\lambda_{c}$ and $v \equiv v_{\lambda_{c}}$ in $\Omega$.

Theorem 6.1 can be easily obtained from the following proposition.
Proposition 6.2. Let $v_{1}$, $v_{2}$ be two $\mathcal{H}$-weak solutions of $\left(T_{\lambda}\right)$ so that $\sigma_{1, \lambda}\left(v_{i}\right) \geq 0$ for $i=1,2$. Then $v_{1}=v_{2}$ a.e. in $\Omega$.

Proof. For any $\theta \in[0,1]$ and $\phi \in \mathcal{H}, \phi \geq 0$, we have that

$$
\begin{aligned}
I_{\theta, \phi}:= & T \int_{\Omega} \nabla\left(\theta v_{1}+(1-\theta) v_{2}\right) \nabla \phi d x+D \int_{\Omega} \Delta\left(\theta v_{1}+(1-\theta) v_{2}\right) \Delta \phi d x \\
& -\lambda \int_{\Omega}\left[L-\left(\theta v_{1}+(1-\theta) v_{2}\right)\right]^{-2} \phi d x \\
= & \lambda \int_{\Omega}\left[\left[\theta\left(L-v_{1}\right)^{-2}+(1-\theta)\left(L-v_{2}\right)^{-2}\right]-\left[\left(L-\left(\theta v_{1}+(1-\theta) v_{2}\right)\right)^{-2}\right]\right] d x \\
\geq & 0
\end{aligned}
$$

due to the convexity of $(L-s)^{-2}$ with respect to $s \in(0, L)$. Since $I_{0, \phi}=I_{1, \phi}=0$, the derivative of $I_{\theta, \phi}$ at $\theta=0,1$ provides

$$
\begin{aligned}
& \int_{\Omega}\left[T \nabla\left(v_{1}-v_{2}\right) \nabla \phi+D \Delta\left(v_{1}-v_{2}\right) \Delta \phi\right]-2 \lambda \int_{\Omega}\left(L-v_{2}\right)^{-3}\left(v_{1}-v_{2}\right) \phi \geq 0 \\
& \int_{\Omega}\left[T \nabla\left(v_{1}-v_{2}\right) \nabla \phi+D \Delta\left(v_{1}-v_{2}\right) \Delta \phi\right]-2 \lambda \int_{\Omega}\left(L-v_{1}\right)^{-3}\left(v_{1}-v_{2}\right) \phi \leq 0
\end{aligned}
$$

for any $\phi \in \mathcal{H}$ with $\phi \geq 0$. Testing the first inequality on $\phi=\left(v_{1}-v_{2}\right)^{-}$and the second one on $\left(v_{1}-v_{2}\right)^{+}$, we obtain that

$$
\begin{aligned}
& \int_{\Omega}\left[T\left|\nabla\left(v_{1}-v_{2}\right)^{-}\right|^{2}+D\left|\Delta\left(v_{1}-v_{2}\right)^{-}\right|^{2}\right]-2 \lambda \int_{\Omega}\left(L-v_{2}\right)^{-3}\left(\left(v_{1}-v_{2}\right)^{-}\right)^{2} \leq 0 \\
& \int_{\Omega}\left[T\left|\nabla\left(v_{1}-v_{2}\right)^{+}\right|^{2}+D\left|\Delta\left(v_{1}-v_{2}\right)^{+}\right|^{2}\right]-2 \lambda \int_{\Omega}\left(L-v_{1}\right)^{-3}\left(\left(v_{1}-v_{2}\right)^{+}\right)^{2} \leq 0
\end{aligned}
$$

Since $\sigma_{1, \lambda}\left(v_{1}\right) \geq 0$, we have the following:
(1) If $\sigma_{1, \lambda}\left(v_{1}\right)>0$, then $v_{1} \leq v_{2}$ a.e. in $\Omega$.
(2) If $\sigma_{1, \lambda}\left(v_{1}\right)=0$, then

$$
\int_{\Omega}\left[T \nabla\left(v_{1}-v_{2}\right) \nabla \bar{\varphi}+D \Delta\left(v_{1}-v_{2}\right) \Delta \bar{\varphi}\right]-2 \lambda \int_{\Omega}\left(L-v_{1}\right)^{-3}\left(v_{1}-v_{2}\right) \bar{\varphi}=0
$$

where $\bar{\varphi}=\left(v_{1}-v_{2}\right)^{+}$. Since $I_{\theta, \bar{\varphi}} \geq 0$ for any $\theta \in[0,1]$ and $I_{1, \bar{\varphi}}=\partial I_{1, \bar{\varphi}}=0$, we get that $\partial_{\theta \theta}^{2} I_{1, \bar{\varphi}}=-\int_{\Omega} \frac{6 \lambda}{\left(L-v_{1}\right)^{4}}\left(\left(v_{1}-v_{2}\right)^{+}\right)^{3} \geq 0$. Thus, $\left(v_{1}-v_{2}\right)^{+}=0$ a.e. in $\Omega$. Hence, $v_{1} \leq v_{2}$ a.e. in $\Omega$. The same argument applies to prove the reversed inequality, and the proof of the proposition is complete.
7. Structure of solutions of $\left(T_{\lambda}\right)$ in the 2 D case. In this section we obtain the structure of positive solutions of $\left(T_{\lambda}\right)$ in the 2D case. The main theorem of this section is the following theorem. Our Theorem 1.2 can be obtained from this theorem and Theorem 8.2.

Theorem 7.1. Let $\Omega$ be a convex smooth domain in $\boldsymbol{R}^{2}$. For $\lambda \in\left(0, \lambda_{c}\right]$, any solution of the problem $\left(T_{\lambda}\right)$ is regular and the following hold.
(i) For $0<\lambda<\lambda_{c}$, problem $\left(T_{\lambda}\right)$ admits two solutions: the minimal solution and a mountain-pass solution.
(ii) For $\lambda=\lambda_{c}$, problem $\left(T_{\lambda}\right)$ admits a unique regular solution.
(iii) For $\lambda>\lambda_{c}$, problem $\left(T_{\lambda}\right)$ admits no regular solution.

To prove this theorem, we first show the following lemma.
Lemma 7.2. For any fixed $\lambda>0$, if $v_{\lambda} \in \mathcal{H}$ is a positive solution of $\left(T_{\lambda}\right)$, then there exists $0<\tau_{\lambda}<L$ such that $v_{\lambda} \leq L-\tau_{\lambda}$ in $\Omega$. This also implies that $v_{\lambda}$ is regular.

Proof. The embedding theorem implies that $v_{\lambda} \in C^{\alpha}(\bar{\Omega})$ for any $0<\alpha<1$, and thus the moving plane arguments as in the proof of Theorem 3.1 imply that if $v_{\lambda}\left(x_{\lambda}\right)=\max _{\Omega} v_{\lambda}$, then $x_{\lambda} \in \Omega_{0}$, where $\Omega_{0} \subset \subset \Omega$. Moreover, by Theorem 3.1, we have

$$
\begin{equation*}
\int_{\Omega}\left(L-v_{\lambda}\right)^{-2} \leq \frac{C}{\lambda} \tag{7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}\left[T\left|\nabla v_{\lambda}\right|^{2}+D\left(\Delta v_{\lambda}\right)^{2}\right] d x \leq C \tag{7.2}
\end{equation*}
$$

Suppose that there is $\lambda_{0}>0$ and sequences $\left\{\lambda_{i}\right\}$ and $\left\{v_{i}\right\}$ with $\max _{\Omega} v_{i}=L-\epsilon_{i}$ such that $\lambda_{i} \rightarrow \lambda_{0}, \epsilon_{i} \rightarrow 0$ as $i \rightarrow \infty$. Making the transformation $w_{i}=L-v_{i}$, we see that $w_{i}$ with $\min _{\Omega} w_{i}=\epsilon_{i}$ satisfies the problem

$$
T \Delta w_{i}-D \Delta^{2} w_{i}=\lambda_{i} w_{i}^{-2} \text { in } \Omega, \quad w_{i}=L, \Delta w_{i}=0 \quad \text { on } \partial \Omega
$$

Define $z_{i}=\Delta w_{i}$; then

$$
\begin{equation*}
-D \Delta z_{i}+T z_{i}=\lambda_{i} w_{i}^{-2} \text { in } \Omega, \quad z_{i}=0 \text { on } \partial \Omega \tag{7.3}
\end{equation*}
$$

It is known from (7.3) that $z_{i}(x)=\lambda_{i} \int_{\Omega} G_{T, D}(x, y) w_{i}^{-2}(y) d y$, where $G_{T, D}(x, y)$ is the Green's function of the operator $-D \Delta+T I d$. Let $w_{i}\left(x_{i}\right)=\min _{\Omega} w_{i}$. Then $x_{i} \in \Omega_{0} \subset \subset \Omega$. Setting $\tilde{w}_{i}(y)=\frac{w_{i}}{\epsilon_{i}}$ and $y=\lambda_{i}^{1 / 4} \epsilon_{i}^{-3 / 4}\left(x-x_{i}\right)$, we see that $\tilde{w}_{i}$ with $\tilde{w}_{i}(0)=\min _{\Omega_{i}} \tilde{w}_{i}=1$ and $\tilde{w}_{i}$ satisfies the problem

$$
\begin{equation*}
\lambda_{i}^{-1 / 2} \epsilon_{i}^{3 / 2} T \Delta_{y} \tilde{w}_{i}-D \Delta_{y}^{2} \tilde{w}_{i}=\tilde{w}_{i}^{-2} \quad \text { in } \Omega_{i}, \quad \tilde{w}_{i}=\frac{L_{i}}{\epsilon_{i}}, \quad \Delta_{y} \tilde{w}_{i}=0 \text { on } \partial \Omega_{i} \tag{7.4}
\end{equation*}
$$

where $\Omega_{i}=\left\{y=\lambda_{i}^{1 / 4} \epsilon_{i}^{-3 / 4}\left(x-x_{i}\right): x \in \Omega\right\}$. On the other hand,

$$
\Delta_{y} \tilde{w}_{i}=\lambda_{i}^{-1 / 2} \epsilon_{i}^{1 / 2} \Delta_{x} w_{i}=\lambda_{i}^{1 / 2} \epsilon_{i}^{1 / 2} \int_{\Omega} G_{T, D}(x, \xi) w_{i}^{-2}(\xi) d \xi
$$

Note that $N=2$ and $w_{i} \geq \epsilon_{i}$ in $\Omega$. The Hölder inequality implies that

$$
\begin{aligned}
\left|\Delta_{y} \tilde{w}_{i}\right| & \leq C \epsilon_{i}^{1 / 2}\left(\int_{\Omega}\left[G_{T, D}(x, \xi)\right]^{p} d \xi\right)^{1 / p}\left(\int_{\Omega} w_{i}^{-2} w_{i}^{2-2 q}(\xi) d \xi\right)^{1 / q} \\
& \leq C \epsilon_{i}^{1 / 2} \epsilon_{i}^{-2 / p}\left(\int_{\Omega}\left[G_{T, D}(x, \xi)\right]^{p} d \xi\right)^{1 / p}\left(\int_{\Omega} w_{i}^{-2}(\xi) d \xi\right)^{1 / q} \\
& \leq C \epsilon_{i}^{\frac{1}{2}-\frac{2}{p}}
\end{aligned}
$$

where we have applied (7.1). Choosing $p$ sufficiently large, we see that

$$
\begin{equation*}
\left|\Delta_{y} \tilde{w}_{i}(y)\right| \rightarrow 0 \text { for } y \in \Omega_{i} \text { a.e. as } i \rightarrow \infty \tag{7.5}
\end{equation*}
$$

On the other hand, it follows from (7.4), (7.5), and the regularity of the operator $T \Delta-D \Delta^{2}$ that $\tilde{w}_{i} \rightarrow W$ in $C_{l o c}^{4}\left(\boldsymbol{R}^{2}\right)$ as $i \rightarrow \infty$, where $W$ with $W(0)=1$ and $W \geq 1$ in $\boldsymbol{R}^{2}$ satisfies the equation

$$
\begin{equation*}
-D \Delta^{2} W=W^{-2} \text { in } \boldsymbol{R}^{2}, \quad W(0)=1 \tag{7.6}
\end{equation*}
$$

Meanwhile, (7.5) implies that $\Delta W=0$ in $\boldsymbol{R}^{2}$. This contradicts (7.6) and completes the proof of this lemma.

In the remainder of this section, we establish the existence of the second solution. Note that in the energy functional (1.1), the integral $\int_{\Omega} \frac{1}{L+u(x)} d x$ is not well defined for $u \in H^{2}(\Omega)$. Therefore, we do not have a good energy functional to work with. Our idea is to modify the nonlinearity so that the mountain-pass lemma works, and then show that the resulting solution has no singularity.

We first modify the nonlinearity. Since the nonlinearity $g(v)=\frac{1}{(L-v)^{2}}$ is singular at $v=L$, we need to consider a regularized $C^{1}$ nonlinearity $g_{\epsilon}(v), 0<\epsilon<L$, of the following form:

$$
g_{\epsilon}(v)= \begin{cases}\frac{1}{(L-v)^{2}}, & v \leq L-\epsilon \\ \frac{1}{\epsilon^{2}}-\frac{(L-\epsilon)}{\epsilon^{3}}+\frac{1}{\epsilon^{3}(L-\epsilon)} v^{2}, & v>L-\epsilon\end{cases}
$$

For $\lambda \in\left(0, \lambda_{c}\right)$, we study the regularized semilinear elliptic problem:

$$
\begin{equation*}
-T \Delta v+D \Delta^{2} v=\lambda g_{\epsilon}(v) \text { in } \Omega, \quad v=\Delta v=0 \text { on } \partial \Omega \tag{7.7}
\end{equation*}
$$

From a variational viewpoint, the action functional associated to (7.7) is

$$
J_{\epsilon, \lambda}(v)=\frac{1}{2} \int_{\Omega}\left[T|\nabla v|^{2}+D(\Delta v)^{2}\right] d x-\lambda \int_{\Omega} G_{\epsilon}(v) d x, \quad v \in \mathcal{H}
$$

where $G_{\epsilon}(v)=\int_{-\infty}^{v} g_{\epsilon}(s) d s$.
Fix now $0<\epsilon<\tau_{\lambda} / 4$, where $\tau_{\lambda}$ is as given in Lemma 7.2. The minimal solution $\underline{v}_{\lambda}$ of $\left(T_{\lambda}\right)$ is still a solution of (7.7) so that $\sigma_{1, \lambda}\left(\underline{v}_{\lambda}\right)>0$. In order to motivate the choice of $g_{\epsilon}(v)$, we briefly sketch the proof of Theorem 7.1. First, we prove that $\underline{v}_{\lambda}$ is a local minimum for $J_{\epsilon, \lambda}(v)$. Then, by the well-known mountain-pass theorem, we show the existence of a second solution $V_{\epsilon, \lambda}$ for (7.7). (A similar idea has been used in [6].) The subcritical growth

$$
\begin{equation*}
0 \leq g_{\epsilon}(v) \leq C_{\epsilon}\left(1+|v|^{2}\right) \tag{7.8}
\end{equation*}
$$

and the inequality

$$
\begin{equation*}
3 G_{\epsilon}(v) \leq v g_{\epsilon}(v) \text { for } v \geq L-\theta \tag{7.9}
\end{equation*}
$$

for some sufficiently small $\theta>10 \epsilon$ independent of $\epsilon, C_{\epsilon}>0$, will yield that $J_{\epsilon, \lambda}$ satisfies the Palais-Smale condition.

In order to complete the details of the proof of Theorem 7.1, we first need to show the following lemma.

Lemma 7.3. The minimal solution $\underline{v}_{\lambda}$ of $\left(T_{\lambda}\right)$ is a local minimum of $J_{\epsilon, \lambda}$ on $\mathcal{H}$.
Proof. Since $\mathcal{H} \hookrightarrow C^{\alpha}(\bar{\Omega})$ for any $0<\alpha<1$, we need only to show that $\underline{v}_{\lambda}$ is a local minimum of $J_{\epsilon, \lambda}$ in $C^{\alpha}(\bar{\Omega})$ for some $0<\alpha<1$. Indeed, since $\sigma_{1, \lambda}\left(\underline{v}_{\lambda}\right)>0$, we have the following inequality:

$$
\begin{equation*}
\int_{\Omega}\left[T|\nabla \varphi|^{2}+D(\Delta \varphi)^{2}\right] d x-2 \lambda \int_{\Omega} \frac{1}{\left(L-\underline{v}_{\lambda}\right)^{3}} \varphi^{2} d x \geq \sigma_{1, \lambda} \int_{\Omega} \varphi^{2} d x \tag{7.10}
\end{equation*}
$$

for any $\varphi \in \mathcal{H}$, since $\underline{v}_{\lambda} \leq L-\tau_{\lambda}<L-\epsilon$ (see Lemma 7.2). Now, take any $\varphi \in$ $\mathcal{H} \cap C^{\alpha}(\bar{\Omega})$ such that $\|\varphi\|_{C^{\alpha}} \leq \delta_{\lambda}$. Since $\underline{v}_{\lambda} \leq L-\tau_{\lambda}$, if $\delta_{\lambda} \leq \epsilon$, then $\underline{v}_{\lambda}+\varphi \leq L-\epsilon$, and we have that

$$
\begin{aligned}
& J_{\epsilon, \lambda}\left(\underline{v}_{\lambda}+\varphi\right)-J_{\epsilon, \lambda}\left(\underline{v}_{\lambda}\right) \\
& =\frac{1}{2} \int_{\Omega}\left[T|\nabla \varphi|^{2}+D(\Delta \varphi)^{2}\right] d x+\int_{\Omega}\left[T \nabla \underline{v}_{\lambda} \cdot \nabla \varphi+D \Delta \underline{v}_{\lambda} \Delta \varphi\right] d x \\
& \quad-\lambda \int_{\Omega}\left(\frac{1}{L-\underline{v}_{\lambda}-\varphi}-\frac{1}{L-\underline{v}_{\lambda}}\right) \\
& \quad \geq \frac{\sigma_{1, \lambda}}{2} \int_{\Omega} \varphi^{2}-\lambda \int_{\Omega}\left(\frac{1}{L-\underline{v}_{\lambda}-\varphi}-\frac{1}{L-\underline{v}_{\lambda}}-\frac{\varphi}{\left(L-\underline{v}_{\lambda}\right)^{2}}-\frac{\varphi^{2}}{\left(L-\underline{v}_{\lambda}\right)^{3}}\right)
\end{aligned}
$$

where we have used (7.10). Since now

$$
\left|\frac{1}{L-\underline{v}_{\lambda}-\varphi}-\frac{1}{L-\underline{v}_{\lambda}}-\frac{\varphi}{\left(L-\underline{v}_{\lambda}\right)^{2}}-\frac{\varphi^{2}}{\left(L-\underline{v}_{\lambda}\right)^{3}}\right| \leq C|\varphi|^{3}
$$

for some $C>0$, we have that

$$
J_{\epsilon, \lambda}\left(\underline{v}_{\lambda}+\varphi\right)-J_{\epsilon, \lambda}\left(\underline{v}_{\lambda}\right) \geq\left(\frac{\sigma_{1, \lambda}}{2}-C \lambda \delta_{\lambda}\right) \int_{\Omega} \varphi^{2}>0
$$

provided $\delta_{\lambda}$ is small enough. This proves that $\underline{v}_{\lambda}$ is a local minimum of $J_{\epsilon, \lambda}$ in the $C^{\alpha}$ topology and completes the proof of this lemma.

Fix some ball $B_{2 r} \subset \Omega$ of radius $2 r, r>0$. Take a cut-off function $\chi$ so that $\chi=1$ on $B_{r}$ and $\chi=0$ outside $B_{2 r}$. Let $w_{\epsilon}=(L-\epsilon) \chi \in \mathcal{H}$. We have that

$$
J_{\epsilon, \lambda}\left(w_{\epsilon}\right) \leq \frac{(L-\epsilon)^{2}}{2} \int_{\Omega}\left[T|\nabla \chi|^{2}+D(\Delta \chi)^{2}\right] d x-\frac{\lambda}{\epsilon^{2}}\left|B_{r}\right| \rightarrow-\infty
$$

as $\epsilon \rightarrow 0$. Moreover, we can find for $\epsilon>0$ small the inequality

$$
\begin{equation*}
J_{\epsilon, \lambda}\left(w_{\epsilon}\right)<J_{\epsilon, \lambda}\left(\underline{v}_{\lambda}\right) \tag{7.11}
\end{equation*}
$$

Now fix $\epsilon>0$ small enough in order that (7.11) holds, and define

$$
c_{\epsilon, \lambda}=\inf _{\gamma \in \Gamma} \max _{v \in \gamma} J_{\epsilon, \lambda}(v),
$$

where $\Gamma=\left\{\gamma:[0,1] \rightarrow \mathcal{H} ; \gamma\right.$ continuous and $\left.\gamma(0)=\underline{v}_{\lambda}, \gamma(1)=w_{\epsilon}\right\}$. We can then apply the mountain-pass theorem to get a solution $V_{\epsilon, \lambda}$ of (7.7), provided the Palais-Smale condition holds at level $c_{\epsilon, \lambda}$. The embedding theorem and the maximum principle imply that $V_{\epsilon, \lambda}>0$ in $\Omega$.

Lemma 7.4. Assume that $\left\{v_{n}\right\} \subset \mathcal{H}$ satisfies

$$
\begin{equation*}
J_{\epsilon, \lambda_{n}}\left(v_{n}\right) \leq C, \quad J_{\epsilon, \lambda_{n}}^{\prime}\left(v_{n}\right) \rightarrow 0 \text { in } \mathcal{H}^{\prime} \tag{7.12}
\end{equation*}
$$

for $\lambda_{n} \rightarrow \lambda>0$. Then the sequence $\left(v_{n}\right)_{n}$ is uniformly bounded in $\mathcal{H}$ and therefore admits a convergent subsequence in $\mathcal{H}$.

Proof. By (7.12) we have that

$$
\int_{\Omega}\left[T\left|\nabla v_{n}\right|^{2}+D\left(\Delta v_{n}\right)^{2}\right] d x=\lambda_{n} \int_{\Omega} g_{\epsilon}\left(v_{n}\right) v_{n} d x+o\left(\left\|v_{n}\right\|_{\mathcal{H}}\right)
$$

as $n \rightarrow+\infty$, and then

$$
\begin{aligned}
C \geq & \frac{1}{2} \int_{\Omega}\left[T\left|\nabla v_{n}\right|^{2}+D\left(\Delta v_{n}\right)^{2}\right] d x-\lambda_{n} \int_{\Omega} G_{\epsilon}\left(v_{n}\right) d x \\
= & \frac{1}{6} \int_{\Omega}\left[T\left|\nabla v_{n}\right|^{2}+D\left(\Delta v_{n}\right)^{2}\right] d x+\lambda_{n} \int_{\Omega}\left(\frac{1}{3} v_{n} g_{\epsilon}\left(v_{n}\right)-G_{\epsilon}\left(v_{n}\right)\right) d x+o\left(\left\|v_{n}\right\|_{\mathcal{H}}\right) \\
\geq & \frac{1}{6} \int_{\Omega}\left[T\left|\nabla v_{n}\right|^{2}+D\left(\Delta v_{n}\right)^{2}\right] d x+\lambda_{n} \int_{\left\{v_{n} \geq L-\theta\right\}}\left(\frac{1}{3} v_{n} g_{\epsilon}\left(v_{n}\right)-G_{\epsilon}\left(v_{n}\right)\right) d x \\
& \quad+o\left(\left\|v_{n}\right\|_{\mathcal{H}}\right)-C(\theta) \\
\geq & \frac{1}{6} \int_{\Omega}\left[T\left|\nabla v_{n}\right|^{2}+D\left(\Delta v_{n}\right)^{2}\right] d x+o\left(\left\|v_{n}\right\|_{\mathcal{H}}\right)-C(\theta)
\end{aligned}
$$

in view of (7.9), where $C(\theta)>0$ depends on $\theta$ but is independent of $\epsilon$. Hence, $\sup _{n \in \mathbf{N}}\left\|v_{n}\right\|_{\mathcal{H}}<+\infty$.

The compactness of the embedding $\mathcal{H} \hookrightarrow C^{\alpha}(\bar{\Omega})$ for any $0<\alpha<1$ provides that, up to a subsequence, $v_{n} \rightarrow v$ weakly in $\mathcal{H}$ and strongly in $C^{\alpha}(\bar{\Omega})$ for some $0<\alpha<1$ and some $v \in \mathcal{H}$. By (7.12) we get that $\int_{\Omega}\left[T|\nabla v|^{2}+D(\Delta v)^{2}\right] d x=\lambda \int_{\Omega} g_{\epsilon}(v) v$, and then

$$
\begin{aligned}
\int_{\Omega} & {\left[T\left|\nabla\left(v_{n}-v\right)\right|^{2}+D\left(\Delta\left(v_{n}-v\right)\right)^{2}\right] d x } \\
& =T\left[\int_{\Omega}\left|\nabla v_{n}\right|^{2}-\int_{\Omega}|\nabla v|^{2}\right]+D\left[\int_{\Omega}\left(\Delta v_{n}\right)^{2}-\int_{\Omega}(\Delta v)^{2}\right]+o(1) \\
& =\lambda_{n} \int_{\Omega} g_{\epsilon}\left(v_{n}\right) v_{n}-\lambda \int_{\Omega} g_{\epsilon}(v) v+o(1) \rightarrow 0
\end{aligned}
$$

as $n \rightarrow+\infty$. This completes the proof.
Proof of Theorem 7.1. We need only to show (i), and it is enough to show that for any fixed $\lambda>0$, the mountain-pass solution $V_{\epsilon, \lambda}$ satisfies $V_{\epsilon, \lambda} \leq L-\epsilon$ in $\Omega$.

Since $V_{\epsilon, \lambda} \in \mathcal{H}$, by the same argument as in Theorem 3.1 , we easily see that

$$
\begin{equation*}
\int_{\Omega} g_{\epsilon}\left(V_{\epsilon, \lambda}\right) d x \leq C / \lambda \tag{7.13}
\end{equation*}
$$

where $C$ is independent of $\epsilon$. In fact, we see that

$$
J_{\epsilon, \lambda}\left(V_{\epsilon, \lambda}\right) \leq \max _{v \in \gamma_{0}} J_{\epsilon, \lambda}(v)
$$

where $\gamma_{0}:[0,1] \rightarrow \mathcal{H} ; \gamma_{0}(v)=t \underline{v}_{\lambda}+(1-t) w_{\epsilon}$ for $t \in[0,1]$. Thus,

$$
J_{\epsilon, \lambda}\left(V_{\epsilon, \lambda}\right) \leq C
$$

where $C>0$ is independent of $\epsilon$. On the other hand, we see that

$$
\begin{aligned}
C & \geq \frac{1}{2} \int_{\Omega}\left[T\left|\nabla V_{\epsilon, \lambda}\right|^{2}+D\left(\Delta V_{\epsilon, \lambda}\right)^{2}\right] d x-\lambda_{n} \int_{\Omega} G_{\epsilon}\left(V_{\epsilon, \lambda}\right) d x \\
& =\frac{1}{6}\left\|V_{\epsilon, \lambda}\right\|_{\mathcal{H}}^{2}+\lambda \int_{\Omega}\left(\frac{1}{3} V_{\epsilon, \lambda} g_{\epsilon}\left(V_{\epsilon, \lambda}\right)-G_{\epsilon}\left(V_{\epsilon, \lambda}\right)\right) d x \\
& \geq \frac{1}{6} \int_{\Omega}\left\|V_{\epsilon, \lambda}\right\|_{\mathcal{H}}^{2}+\lambda \int_{\left\{V_{\epsilon, \lambda} \geq L-\theta\right\}}\left(\frac{1}{3} V_{\epsilon, \lambda} g_{\epsilon}\left(V_{\epsilon, \lambda}\right)-G_{\epsilon}\left(V_{\epsilon, \lambda}\right)\right) d x-C(\theta) \\
& \geq \frac{1}{6}\left\|V_{\epsilon, \lambda}\right\|_{\mathcal{H}}^{2} d x-C(\theta)
\end{aligned}
$$

Thus,

$$
\left\|V_{\epsilon, \lambda}\right\|_{\mathcal{H}} \leq C
$$

where $C>0$ is independent of $\epsilon$. The embedding $\mathcal{H} \hookrightarrow C^{0}(\bar{\Omega})$ implies $V_{\epsilon, \lambda} \leq C$ in $\Omega$. By the moving plane argument, as in the proof of Theorem 3.1, we have that $V_{\epsilon, \lambda} \leq L-\theta$ in $\Omega_{\delta}$, where $\Omega_{\delta}$ is as given in the proof of Theorem 3.1 and $\theta$ is as given by (7.9). This implies that (7.13) holds.

Let $W_{\epsilon}=\Delta V_{\epsilon, \lambda}$. Then $W_{\epsilon}$ satisfies the equation

$$
-T W_{\epsilon}+D \Delta W_{\epsilon}=\lambda g_{\epsilon}\left(V_{\epsilon, \lambda}\right) \in L^{1}(\Omega)
$$

Since $N=2$, the Brezis-Merle inequality [4] implies that

$$
\int_{\Omega}\left|W_{\epsilon}\right|^{q} d x \leq C \quad \forall q>1
$$

where $C$ is independent of $\epsilon$. This also yields that

$$
\left\|V_{\epsilon, \lambda}\right\|_{W^{2, q}(\Omega)} \leq C
$$

By choosing $q>3$ sufficiently large, we see from the embedding $W_{0}^{2, q}(\Omega) \hookrightarrow C^{1+\frac{1}{2}}(\Omega)$ that $V_{\epsilon, \lambda} \leq C$ in $\Omega$.

Now we show that $V_{\epsilon, \lambda}<L$ in $\Omega$ for $\epsilon$ sufficiently small. On the contrary, we suppose that there is a sequence $\left\{\epsilon_{i}\right\}$ with $\epsilon_{i} \rightarrow 0$ as $i \rightarrow \infty$ such that $\max _{\Omega} V_{\epsilon_{i}, \lambda} \geq L$. Denote $V_{\epsilon_{i}, \lambda}\left(x_{i}\right)=\max _{\Omega} V_{\epsilon_{i}, \lambda}$. By arguments similar to those in the proof of Lemma 5.1, we see that

$$
V_{\epsilon_{i}, \lambda}\left(x_{i}\right)-V_{\epsilon_{i}, \lambda}(x) \leq C\left|x-x_{i}\right|^{3 / 2}
$$

Thus,

$$
V_{\epsilon_{i}, \lambda}(x) \geq V_{\epsilon_{i}, \lambda}\left(x_{i}\right)-C\left|x-x_{i}\right|^{3 / 2}>L-\epsilon_{i}
$$

provided that $\left|x-x_{i}\right|<\left(\epsilon_{i} / C\right)^{2 / 3}$. But

$$
C \geq \int_{\Omega} g_{\epsilon_{i}}\left(V_{\epsilon_{i}, \lambda}\right) d x \geq \epsilon_{i}^{-2} \int_{\left\{\left|x-x_{i}\right| \leq\left(\epsilon_{i} / C\right)^{2 / 3}\right\}} d x=C \epsilon_{i}^{-2 / 3} \rightarrow \infty
$$

as $i \rightarrow \infty$. This is a contradiction.
Now we claim that there exists $\delta>0$ independent of $\epsilon$ such that

$$
V_{\epsilon, \lambda} \leq L-\delta \text { in } \Omega
$$

for $\epsilon$ sufficiently small. On the contrary, there are sequences $\left\{\epsilon_{i}\right\}$ and $\left\{V_{i}\right\} \equiv\left\{V_{\epsilon_{i}, \lambda}\right\}$ with $\epsilon_{i} \rightarrow 0$ as $i \rightarrow \infty$ such that $\max _{\Omega} V_{i}=L-\xi_{i}$ and $\xi_{i} \rightarrow 0$ as $i \rightarrow \infty$. Set $Z_{i}=L-V_{i}$. Then $Z_{i}\left(x_{i}\right):=\min _{\Omega} Z_{i}=\xi_{i}$ and $Z_{i}$ satisfies

$$
T \Delta Z_{i}-D \Delta^{2} Z_{i}=\lambda h_{i}\left(Z_{i}\right) \text { in } \Omega, \quad Z_{i}=T, \quad \Delta Z_{i}=0 \quad \text { on } \partial \Omega,
$$

where

$$
h_{i}\left(Z_{i}\right)= \begin{cases}\frac{1}{Z_{i}^{2}}, & Z_{i} \geq \epsilon_{i} \\ \frac{1}{\epsilon_{i}^{2}}+\frac{2\left(\epsilon_{i}-Z_{i}\right)}{\epsilon_{i}^{3}}+\frac{\left(\epsilon_{i}-Z_{i}\right)^{2}}{\epsilon_{i}^{3}\left(L-\epsilon_{i}\right)}, & Z_{i}<\epsilon_{i}\end{cases}
$$

Making the transformations $\tilde{Z}_{i}(y)=Z_{i} / \xi_{i}$ and $y=\xi_{i}^{-3 / 4}\left(x-x_{i}\right)$, we see that $\tilde{Z}_{i}(0)=$ $\min _{\Omega} \tilde{Z}_{i}=1$ and $\tilde{Z}_{i}$ satisfies the problem

$$
\begin{equation*}
\xi_{i}^{3 / 2} \Delta_{y} \tilde{Z}_{i}-D \Delta_{y}^{2} \tilde{Z}_{i}=\lambda \tilde{h}_{i}\left(\tilde{Z}_{i}\right) \text { in } \tilde{\Omega}_{i}, \quad \tilde{Z}_{i}=T / \xi_{i}, \quad \Delta_{y} \tilde{Z}_{i}=0 \text { on } \partial \tilde{\Omega}_{i} \tag{7.14}
\end{equation*}
$$

where $\tilde{\Omega}_{i}=\left\{y=\xi_{i}^{-3 / 4}\left(x-x_{i}\right): x \in \Omega\right\}$ and
$\tilde{h}_{i}\left(\tilde{Z}_{i}\right)= \begin{cases}\frac{1}{Z_{i}^{2}}, & \tilde{Z}_{i} \geq \frac{\epsilon_{i}}{\xi_{i}}, \\ 3\left(\frac{\xi_{i}}{\epsilon_{i}}\right)^{2}-2\left(\frac{\xi_{i}}{\epsilon_{i}}\right)^{3} \tilde{Z}_{i}+\frac{\xi_{i}^{2}}{\epsilon_{i}\left(L-\epsilon_{i}\right)}-2\left(\frac{\xi_{i}^{3}}{\epsilon_{i}^{2}\left(L-\epsilon_{i}\right)}\right) \tilde{Z}_{i}+\left(\frac{\xi_{i}^{4}}{\epsilon_{i}^{3}\left(L-\epsilon_{i}\right)}\right) \tilde{Z}_{i}^{2}, & \tilde{Z}_{i}<\frac{\epsilon_{i}}{\xi_{i}} .\end{cases}$
We consider two cases for $\left\{\frac{\epsilon_{i}}{\xi_{i}}\right\}$ (we can choose subsequences if necessary):
(i) There is $0<A<\infty$ such that $\frac{\epsilon_{i}}{\xi_{i}} \leq A$ for all $i$,
(ii) $\frac{\epsilon_{i}}{\xi_{i}} \rightarrow \infty$ as $i \rightarrow \infty$.

For the first case, we have that there is $0 \leq A_{1} \leq A$ such that $\lim _{i \rightarrow \infty} \frac{\epsilon_{i}}{\xi_{i}}=A_{1}$. If $A_{1}<1$, since $\tilde{Z}_{i} \geq 1$, we have that $\tilde{h}_{i}=\tilde{Z}_{i}^{-2} \leq 1$ in $\tilde{\Omega}_{i}$ for $i$ sufficiently large. If $1 \leq A_{1} \leq A$, we also have that $\tilde{h}_{i} \leq C$ in $\tilde{\Omega}_{i}$ for $i$ sufficiently large, where $0<C<\infty$ is independent of $i$. Moreover, for $q>3$,

$$
\begin{aligned}
\int_{\tilde{\Omega}_{i}}\left|\Delta_{y} \tilde{Z}_{i}\right|^{q} d y & =\xi_{i}^{q / 2} \int_{\tilde{\Omega}_{i}}\left|\Delta_{x} Z_{i}\right|^{q} d y \\
& =\xi^{\frac{q-3}{2}} \int_{\Omega}\left|\Delta_{x} Z_{i}\right|^{q} d x \rightarrow 0
\end{aligned}
$$

as $i \rightarrow \infty$. Thus, the regularity of $\Delta^{2}$ implies that $\tilde{Z}_{i} \rightarrow \tilde{Z}$ in $C_{l o c}^{3}\left(\boldsymbol{R}^{2}\right)$ with $\tilde{Z}(0)=$ $\min _{\mathbf{R}^{2}} \tilde{Z}=1$, and $\tilde{Z}$ satisfies the equation

$$
-D \Delta^{2} \tilde{Z}=\lambda \tilde{Z}^{-2} \text { in } \boldsymbol{R}^{2}
$$

provided $A_{1} \leq 1$ and the equation

$$
D \Delta^{2} \tilde{Z}=\lambda \tilde{h}(\tilde{Z}) \text { in } \boldsymbol{R}^{2}
$$

provided $1<A_{1} \leq A$, where

$$
\tilde{h}(\tilde{Z})= \begin{cases}\tilde{Z}^{2}, & \tilde{Z} \geq A_{1} \\ \frac{3}{A_{1}^{2}}-\frac{2}{A_{1}^{3}} \tilde{Z}, & \tilde{Z}<A_{1}\end{cases}
$$

Moreover, for any large ball $B_{R}$ of $\boldsymbol{R}^{2}, \int_{B_{R}}|\Delta \tilde{Z}|^{q}(y) d y=0$. This is impossible.
For the second case, we see that $\xi_{i}=o\left(\epsilon_{i}\right)$ for $i$ sufficiently large. Thus, $Z_{i}\left(x_{i}\right)=$ $\xi_{i}=o\left(\epsilon_{i}\right)$. Noting that $\int_{\Omega}\left|\Delta Z_{i}\right|^{q} d x \leq C$, we see that $Z_{i} \in W_{0}^{2, q}(\Omega)$. The embedding $W_{0}^{2, q}(\Omega) \hookrightarrow C^{1+\frac{1}{2}}(\Omega)$ gives

$$
\left|Z_{i}(x)\right| \leq Z_{i}\left(x_{i}\right)+C\left|x-x_{i}\right|^{3 / 2}<\epsilon_{i}
$$

provided $\left|x-x_{i}\right| \leq\left(\frac{\epsilon_{i}}{2 C}\right)^{2 / 3}$. Thus

$$
C \geq \int_{\Omega} h_{i}\left(Z_{i}\right) d x \geq \frac{1}{\epsilon_{i}^{2}} \int_{Z_{i}<\epsilon_{i}} d x \geq C \epsilon_{i}^{-2 / 3} \rightarrow \infty
$$

as $i \rightarrow \infty$. This is also a contradiction. Therefore,

$$
V_{\epsilon, \lambda} \leq L-\delta \text { in } \Omega
$$

where $\delta>0$ is independent of $\epsilon$. This also implies that $V_{\epsilon, \lambda}$ is a solution of $\left(T_{\lambda}\right)$. This completes the proof of (i) of Theorem 7.1.
8. The asymptotic behavior of the mountain-pass solution as $\boldsymbol{\lambda} \rightarrow 0$. In this section we will study the asymptotic behavior of the mountain-pass solution $V_{\lambda}$ obtained in Theorem 7.1 as $\lambda \rightarrow 0$.

Lemma 8.1.

$$
\sigma_{1, \lambda}\left(V_{\lambda}\right)<0 \text { for } 0<\lambda<\lambda_{c}
$$

Proof. Let $\underline{v}_{\lambda}$ be the minimal solution of $\left(T_{\lambda}\right)$ so that $V_{\lambda} \geq \underline{v}_{\lambda}$. If the linearization around $V_{\lambda}$ had nonnegative first eigenvalue, then Lemma 4.1 would also yield $V_{\lambda} \leq \underline{v}_{\lambda}$ so that $\bar{v}_{\lambda}$ and $V_{\lambda}$ would necessarily coincide, which would be a contradiction.

Theorem 8.2.

$$
\begin{equation*}
\max _{\Omega} V_{\lambda} \rightarrow L \text { as } \lambda \rightarrow 0 \tag{8.1}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0^{+}} \frac{\left[\min _{\Omega}\left(L-V_{\lambda}\right)\right]^{3}}{\lambda}=0 \tag{8.2}
\end{equation*}
$$

Proof. Suppose that there are sequences $\left\{\lambda_{i}\right\}$ and $\left\{V_{i}\right\} \equiv\left\{V_{\lambda_{i}}\right\}$ such that $\lambda_{i} \rightarrow 0$ as $i \rightarrow \infty$ and $\max _{\Omega} V_{i} \leq L-\delta$, where $0<\underline{\delta}<L$ is independent of $i$. Then it follows from the equation of $V_{i}$ that $V_{i} \rightarrow 0$ in $C^{0}(\bar{\Omega})$ as $i \rightarrow \infty$ (we can choose subsequences if necessary). This contradicts the fact that $\sigma_{1, \lambda_{i}}\left(V_{i}\right)<0$ for all $i$. Thus, (8.1) holds.

By Theorem 3.1, we see that

$$
\lambda \int_{\Omega}\left(L-V_{\lambda}\right)^{-2} d x+\int_{\Omega}\left|\Delta V_{\lambda}\right|^{2} \leq C
$$

for any $\lambda$ sufficiently small, where $C$ is independent of $\lambda$. Since $\Delta V_{\lambda}$ satisfies

$$
-D \Delta\left(\Delta V_{\lambda}\right)=D \Delta V_{\lambda}+\frac{\lambda}{\left(L-V_{\lambda}\right)^{2}} \in L^{1}(\Omega), \quad \Delta V_{\lambda}=0 \text { on } \partial \Omega
$$

by the Brezis-Merle inequality [4], we have, for any $q>1$,

$$
\begin{equation*}
\int_{\Omega}\left|\Delta V_{\lambda}\right|^{q} d x \leq C \tag{8.3}
\end{equation*}
$$

for any $\lambda$ sufficiently small.
Let $V_{\lambda}\left(x_{\lambda}\right)=\max _{\Omega} V_{\lambda}$. Setting $W_{\lambda}=L-V_{\lambda}$, we see that $\xi_{\lambda}:=W_{\lambda}\left(x_{\lambda}\right)=$ $\min _{\Omega} W_{\lambda}$ and $\xi_{\lambda} \rightarrow 0$ as $\lambda \rightarrow 0$. Now we claim that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \frac{\xi_{\lambda}^{3}}{\lambda}=0 \tag{8.4}
\end{equation*}
$$

Suppose not; there are sequences $\left\{\lambda_{i}\right\}$ and $\left\{\xi_{i}\right\}$ with $\lambda_{i} \rightarrow 0$ as $i \rightarrow \infty$ such that $\frac{\xi_{i}^{3}}{\lambda_{i}} \rightarrow C>0$ or $\frac{\xi_{i}^{3}}{\lambda_{i}} \rightarrow \infty$ as $i \rightarrow \infty$.

We first consider the case that $\frac{\xi_{i}^{3}}{\lambda_{i}} \rightarrow \infty$ as $i \rightarrow \infty$. Then, defining $\hat{W}_{i}=W_{i} / \xi_{i}$, we see that $\hat{W}_{i}$ satisfies the problem

$$
T \Delta \hat{W}_{i}-D \Delta^{2} \hat{W}_{i}=\frac{\lambda_{i}}{\xi_{i}^{3}} \hat{W}_{i}^{-2} \text { in } \Omega, \quad \hat{W}_{i}=L / \xi_{i}, \Delta W_{i}=0 \text { on } \partial \Omega
$$

Since $\hat{W}_{i} \geq 1$, we see that $\hat{W}_{i} \rightarrow \hat{W}$ in $C_{l o c}^{3}(\Omega)$ as $i \rightarrow \infty$ and $\hat{W}$ with $\hat{W}(0)=$ $\min _{\Omega} \hat{W}=1$ satisfies the equation

$$
\begin{equation*}
T \Delta \hat{W}-D \Delta^{2} \hat{W}=0 \text { in } \Omega, \quad \hat{W}=\infty, \quad \Delta \hat{W}=0 \text { on } \partial \Omega \tag{8.5}
\end{equation*}
$$

Setting $Z=\Delta \hat{W}$, we see from (8.5) that

$$
T Z-D \Delta Z=0 \text { in } \Omega, \quad Z=0 \text { on } \partial \Omega
$$

The strong maximum principle then implies that $Z \equiv 0$ in $\Omega$ and hence $\Delta \hat{W} \equiv 0$ in $\Omega$. The maximum principle then implies that $\hat{W} \equiv 1$ in $\Omega$, which is a contradiction.

Now we consider the case that $\lim _{i \rightarrow \infty} \frac{\xi_{i}^{3}}{\lambda_{i}} \rightarrow C>0$. Defining $\hat{W}_{i}=W_{i} / \xi_{i}$ again, we see that $\hat{W}_{i}$ satisfies the problem

$$
\begin{equation*}
T \Delta \hat{W}_{i}-D \Delta^{2} \hat{W}_{i}=\frac{\lambda_{i}}{\xi_{i}^{3}} \hat{W}_{i}^{-2} \text { in } \Omega, \quad \hat{W}_{i}=L / \xi_{i}, \quad \Delta \hat{W}_{i}=0 \text { on } \partial \Omega \tag{8.6}
\end{equation*}
$$

Setting $\hat{Z}_{i}=\Delta \hat{W}_{i}$, we see that $\hat{Z}_{i}$ satisfies the problem

$$
\begin{equation*}
T \hat{Z}_{i}-D \Delta \hat{Z}_{i}=\frac{\lambda_{i}}{\xi_{i}^{3}} \hat{W}_{i}^{-2} \text { in } \Omega, \quad \hat{Z}_{i}=0 \text { on } \partial \Omega \tag{8.7}
\end{equation*}
$$

Therefore,

$$
\hat{Z}_{i}=\frac{\lambda_{i}}{\xi_{i}^{3}} \int_{\Omega} G_{T, D}(x, y) \hat{W}_{i}^{-2}(y) d y
$$

and hence $\left|\hat{Z}_{i}\right| \leq C$, where $C>0$ is independent of $i$. We now obtain from the regularity of $\Delta^{2}$ and (8.6) that $\hat{W}_{i} \rightarrow \hat{W}$ in $C_{l o c}^{3}(\Omega)$ and $\hat{W}$ satisfies the equation

$$
T \Delta \hat{W}-D \Delta^{2} \hat{W}=\frac{1}{C} \hat{W}^{-2} \text { in } \Omega, \quad \hat{W}=\infty, \Delta \hat{W}=0 \text { on } \partial \Omega
$$

On the other hand, we see from (8.7) that $\hat{Z}_{i} \rightarrow \hat{Z}$ in $C^{1}(\bar{\Omega})$ as $i \rightarrow \infty$ and $\hat{Z} \equiv \Delta \hat{W}$ satisfies the problem

$$
T \hat{Z}-D \Delta \hat{Z}=\frac{1}{C} \hat{W}^{-2} \text { in } \Omega, \quad \hat{Z}=0 \text { on } \partial \Omega
$$

Since we easily know that $\Delta \hat{W} \leq C$ on $\bar{\Omega}$ and hence $\Delta(\hat{W}-C \rho) \leq 0$ in $\Omega$, where $-\Delta \rho=1$ in $\Omega$ and $\rho=0$ on $\partial \Omega$, the maximum principle implies that $\hat{W}$ cannot be $\infty$ on $\partial \Omega$. Thus, (8.2) holds. This completes the proof of Theorem 8.2.
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#### Abstract

We consider the one-dimensional Willmore equation subject to Navier boundary conditions; i.e., the position and the curvature are prescribed on the boundary. In a previous work, explicit symmetric solutions to symmetric data have been constructed. Within a certain range of boundary curvatures one has precisely two symmetric solutions, while for boundary curvatures outside the closure of this range there are none. The solutions are ordered; one is "small," and the other is "large." In the first part of this paper we address the stability problem and show that the small solution is (linearized) stable in the whole open range of admissible boundary curvatures, while the large one is unstable and has Morse index 1. A second goal is to investigate whether the small solution is minimal for the corresponding Willmore functional. It turns out that for a certain subrange of admissible boundary curvatures the small solution is the unique minimum, while for curvatures outside that range the minimum is not attained. As a byproduct of our argument we show that for any admissible function there exists a symmetric function with smaller Willmore energy.
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1. Introduction. Recently, Willmore surfaces (see [19]) and the related flow have attracted quite some attention; see, e.g., $[1,8,9,10,13,17,18]$, [3] for numerical studies, and $[15,5]$ for elastic curves, which are the one-dimensional analogues. The mentioned work is concerned with closed surfaces and curves, while only very few results concerning boundary value problems are available. Quite recently, Schätzle [16] considered Willmore surfaces with a boundary, which are subject to the constraint to be submanifolds of $\mathbb{S}^{n}$ and which satisfy Dirichlet-type boundary conditions.

In order to gain some more insight into general boundary conditions for the "free" Willmore equation, in [4] we had a look at the one-dimensional case, where, in some situations, almost explicit solutions can be found for suitable boundary value problems. For further background information and references, see [4] and also [14]. In [4], we were interested in Willmore graphs and studied among others the Navier boundary value problem with symmetric data $\alpha \in \mathbb{R}$ for the one-dimensional Willmore equation:

$$
\left\{\begin{array}{l}
\frac{1}{\sqrt{1+u^{\prime}(x)^{2}}} \frac{d}{d x}\left(\frac{\kappa^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}}}\right)+\frac{1}{2} \kappa^{3}(x)=0, \quad x \in(0,1),  \tag{1.1}\\
u(0)=u(1)=0, \quad \kappa(0)=\kappa(1)=-\alpha
\end{array}\right.
$$

Here

$$
\begin{equation*}
\kappa(x)=\frac{d}{d x}\left(\frac{u^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}}}\right)=\frac{u^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} \tag{1.2}
\end{equation*}
$$

[^104]denotes the curvature of the graph of $u$ at the point $(x, u(x))$. Solutions of (1.1) are critical points of the modified one-dimensional Willmore functional
\[

$$
\begin{equation*}
\tilde{W}_{\alpha}(u)=\int_{\operatorname{graph}(u)}\left(\kappa(x)^{2}+2 \alpha \kappa(x)\right) d s(x)=\int_{0}^{1}\left(\kappa(x)^{2}+2 \alpha \kappa(x)\right) \sqrt{1+u^{\prime}(x)^{2}} d x \tag{1.3}
\end{equation*}
$$

\]

with $u \in H^{2}(0,1) \cap H_{0}^{1}(0,1)$; see [4, section 2]. The boundary conditions $u(0)=$ $u(1)=0$ are formulated by working in the space $H_{0}^{1}$, while the curvature boundary conditions $\kappa(0)=\kappa(1)=-\alpha$ arise as natural boundary conditions since also the admissible testing functions have only to be in $H^{2} \cap H_{0}^{1}$. By reflection it is sufficient to consider

$$
\alpha \geq 0 .
$$

Our first results are concerned with solutions of (1.1) which are symmetric about $x=1 / 2$. This class is particularly important for two reasons: on the one hand, it is possible to associate with each function in $H^{2} \cap H_{0}^{1}$ a symmetric function with the same or smaller Willmore energy. The corresponding construction is nontrivial and will be described in the proof of Theorem 1.5. Moreover, exploiting an observation due to Euler [6, p. 234, line 13], we can give symmetric solutions more or less in closed form. This issue was discussed in detail in [4], where, among other things, the following result was proved.

Proposition 1.1 (see [4, Theorem 1]). There exists $\alpha_{\max }=1.343799725 \ldots$ such that for $0<\alpha<\alpha_{\max }$, the Navier boundary value problem (1.1) has precisely two smooth (graph) solutions $u$ in the class of smooth functions that are symmetric around $x=\frac{1}{2}$. If $\alpha=\alpha_{\max }$, one has precisely one such solution, for $\alpha=0$ one has only the trivial solution, and for $\alpha>\alpha_{\max }$ no such solutions exist.

Both solutions are positive, and one of these solutions is larger than the other. The small solutions are ordered with respect to $\alpha$, while the large ones become smaller for increasing $\alpha$; see Figure 1.1. For the bifurcation diagram, see Figure 1.2.


Fig. 1.1. Solutions of the Navier boundary value problem (1.1) for $\alpha=0.2, \alpha=1$, and $\alpha=1.34$ (left to right). See [4, Figure 1].

It is an obvious conjecture that for $0 \leq \alpha<\alpha_{\text {max }}$ the small solutions are (linearized) stable. This property was left open in [4], and to prove it is the first goal of this paper.

Theorem 1.2. Assume that $0 \leq \alpha<\alpha_{\max }$ and that $u$ is the symmetric small solution of the Navier boundary value problem (1.1). Then, this solution is linearized stable; i.e., the spectrum of the (self-adjoint) linearization of (1.1) around $u$ is contained in $(0, \infty)$.

That these linearizations are the second variation of the functional $\tilde{W}_{\alpha}$ proves that the small solution is a local minimum of the functional $\tilde{W}_{\alpha}$ in $H^{2} \cap H_{0}^{1}(0,1)$.


Fig. 1.2. Bifurcation diagram for (1.1): The extremals value of the solution $u(1 / 2)$ (left) and of the derivative $u^{\prime}(0)$ (right) plotted over $\alpha$. See [4, Figure 2].

Furthermore, we will show that on $0<\alpha<\alpha_{\max }$, the large solutions are unstable. More precisely, we prove that the following holds.

Theorem 1.3. Assume that $0<\alpha<\alpha_{\max }$ and that $u$ is the symmetric large solution of the Navier boundary value problem (1.1). Then, this solution is unstable and has Morse index 1; i.e., one eigenvalue of the (self-adjoint) linearization of (1.1) is negative, while the remaining spectrum is contained in $(0, \infty)$.

We emphasize that no symmetry assumptions are made in the discussion of the linearizations of (1.1).

A further important question is whether the small solutions are not only a local but also a global minimum of the functional $\tilde{W}_{\alpha}$.

THEOREM 1.4. There exists $\alpha^{*}=1.132372323 \ldots \in\left(0, \alpha_{\max }\right)$ such that for $0 \leq \alpha \leq \alpha^{*}$ the small solution $u$ is the unique global minimum of the functional $\tilde{W}_{\alpha}$ in the class $H^{2} \cap H_{0}^{1}(0,1)$. If $\alpha^{*}<\alpha \leq \alpha_{\max }$, the infimum of $\tilde{W}_{\alpha}$ in $H^{2} \cap H_{0}^{1}(0,1)$ is not attained, and in that case

$$
\inf _{v \in H^{2} \cap H_{0}^{1}(0,1)} \tilde{W}_{\alpha}(v)=\left(\int_{\mathbb{R}} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau\right)^{2}-2 \alpha \pi
$$

The main idea of proving Theorem 1.4 consists in reducing the minimization of $\tilde{W}_{\alpha}$ over $H^{2} \cap H_{0}^{1}(0,1)$ to the minimization of a function of two variables. As a byproduct of this approach we shall see that the infimum of the Willmore energy in $H^{2} \cap H_{0}^{1}(0,1)$ coincides with the infimum in the subspace $M$ of functions that are symmetric about $x=1 / 2$; i.e., for every function in $H^{2} \cap H_{0}^{1}(0,1)$, there exists a symmetric function with the same or smaller Willmore energy. This is remarkable since we deal with a fourth order problem and the well-known symmetrization procedures do not apply.

THEOREM 1.5. Let $M$ be the class of functions in $H^{2} \cap H_{0}^{1}(0,1)$, which are symmetric about $x=1 / 2$. Then we have

$$
\inf _{v \in H^{2} \cap H_{0}^{1}(0,1)} \tilde{W}_{\alpha}(v)=\inf _{v \in M} \tilde{W}_{\alpha}(v)
$$

2. Linearized stability. To prove Theorem 1.2 we describe in more detail how the symmetric solutions to (1.1) were obtained in [4].

In what follows, the function

$$
\begin{gather*}
G: \mathbb{R} \rightarrow\left(-\frac{c_{0}}{2}, \frac{c_{0}}{2}\right), \quad G(s):=\int_{0}^{s} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau  \tag{2.1}\\
c_{0}=\int_{\mathbb{R}} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau=\mathcal{B}\left(\frac{1}{2}, \frac{3}{4}\right)=2.396280469 \ldots
\end{gather*}
$$

plays a crucial role. It is straightforward to see that $G$ is strictly increasing and bijective with $G^{\prime}(s)>0$. So, also the inverse function

$$
\begin{equation*}
G^{-1}:\left(-\frac{c_{0}}{2}, \frac{c_{0}}{2}\right) \rightarrow \mathbb{R} \tag{2.2}
\end{equation*}
$$

is strictly increasing, bijective, and smooth with $G^{-1}(0)=0$.
Lemma 2.1 (see [4, Lemma 4]). Let $u \in C^{4}([0,1])$ be a function symmetric about $x=1 / 2$. Then $u$ solves the Willmore equation in (1.1) iff there exists $c \in\left(-c_{0}, c_{0}\right)$ such that

$$
\begin{equation*}
\forall x \in[0,1]: \quad u^{\prime}(x)=G^{-1}\left(\frac{c}{2}-c x\right) . \tag{2.3}
\end{equation*}
$$

For the curvature, one has that

$$
\begin{equation*}
\kappa(x)=-\frac{c}{\sqrt[4]{1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}}} \tag{2.4}
\end{equation*}
$$

Moreover, if we additionally assume that $u(0)=u(1)=0$, then one has

$$
\begin{equation*}
u(x)=\frac{2}{c \sqrt[4]{1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}}}-\frac{2}{c \sqrt[4]{1+G^{-1}\left(\frac{c}{2}\right)^{2}}} \quad(c \neq 0) \tag{2.5}
\end{equation*}
$$

In order to solve the Navier boundary value problem (1.1), in [4], we had to study the function

$$
\begin{equation*}
h:\left(-c_{0}, c_{0}\right) \rightarrow \mathbb{R}, \quad h(c)=\frac{c}{\sqrt[4]{1+G^{-1}\left(\frac{c}{2}\right)^{2}}} \tag{2.6}
\end{equation*}
$$

and the equation $h(c)=\alpha$. See Figure 2.1. The range of $h$ is precisely the set of $\alpha$, for which the Navier boundary value problem (1.1) has a smooth symmetric graph solution. The number of solutions $c$ of the equation $\alpha=h(c)$ is the number of such solutions of the boundary value problem.

Lemma 2.2 (see [4, Lemma 6]). We have $h>0$ in $\left(0, c_{0}\right), h<0$ in $\left(-c_{0}, 0\right)$, $\lim _{c / c_{0}} h(c)=\lim _{c \searrow-c_{0}} h(c)=0$. The function $h$ is odd and has precisely one local maximum in $c_{\max }=1.840428142 \ldots$ and one local minimum in $c_{\min }=-c_{\max }$. The corresponding value is $\alpha_{\max }=h\left(c_{\max }\right)=1.343799725 \ldots$.

The small solutions correspond precisely to $c \in\left(0, c_{\max }\right)$ and the large ones to $c \in\left(c_{\text {max }}, c_{0}\right)$. Let us fix $c \in\left(0, c_{0}\right)$ with corresponding $\alpha=h(c)$ and solution $u$ given by (2.5). First we have to calculate the linearization of (1.1) around $u$, i.e., the second variation of the modified Willmore functional $\tilde{W}_{\alpha}$ in $u$.


Fig. 2.1. The function $c \mapsto h(c)$. According to [4, Lemma 4], solutions to (1.1) are given by solving $h(c)=\alpha$.

Lemma 2.3. We have

$$
\begin{aligned}
D^{2} \tilde{W}_{\alpha}(u)(\varphi, \eta)= & 2 \int_{0}^{1} \frac{\varphi^{\prime \prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x+5 \int_{0}^{1} \frac{1-u^{\prime}(x)^{2}}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} \kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x) d x \\
& +6 \alpha\left[\frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1}, \quad \varphi, \eta \in H^{2} \cap H_{0}^{1}(0,1)
\end{aligned}
$$

Proof. According to [4, Lemma 2 and Corollary 1], the first variation of $\tilde{W}_{\alpha}(u)$ is given by

$$
\begin{aligned}
D \tilde{W}_{\alpha}(u)(\varphi)= & 2 \int_{0}^{1} \frac{u^{\prime \prime}(x) \varphi^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x-5 \int_{0}^{1} \frac{u^{\prime}(x) u^{\prime \prime}(x)^{2} \varphi^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{7 / 2}} d x \\
& +2 \alpha\left[\frac{\varphi^{\prime}(x)}{1+u^{\prime}(x)^{2}}\right]_{0}^{1}, \quad \varphi \in H^{2} \cap H_{0}^{1}(0,1)
\end{aligned}
$$

In order to obtain the second derivative, we also consider $\eta \in H^{2} \cap H_{0}^{1}(0,1)$ and differentiate the previous expression with respect to this direction:

$$
\begin{aligned}
D^{2} \tilde{W}_{\alpha}(u)(\varphi, \eta)= & \left.\frac{d}{d t} D \tilde{W}_{\alpha}(u+t \eta)(\varphi)\right|_{t=0} \\
= & 2 \int_{0}^{1} \frac{\varphi^{\prime \prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x-10 \int_{0}^{1} \frac{u^{\prime}(x) u^{\prime \prime}(x) \varphi^{\prime \prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{7 / 2}} d x \\
& -10 \int_{0}^{1} \frac{u^{\prime}(x) u^{\prime \prime}(x) \varphi^{\prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{7 / 2}} d x-5 \int_{0}^{1} \frac{u^{\prime \prime}(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{7 / 2}} d x \\
& +35 \int_{0}^{1} \frac{u^{\prime}(x)^{2} u^{\prime \prime}(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{9 / 2}} d x-4 \alpha\left[\frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1} \\
= & 2 \int_{0}^{1} \frac{\varphi^{\prime \prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x-5 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}}} d x \\
& -10 \int_{0}^{1} \kappa(x) \cdot \frac{u^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}}} \cdot \frac{1}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} \cdot \frac{d}{d x}\left(\varphi^{\prime}(x) \eta^{\prime}(x)\right) d x \\
& +35 \int_{0}^{1} \frac{u^{\prime}(x)^{2} \kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} d x-4 \alpha\left[\frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1}
\end{aligned}
$$

To proceed further we would like to integrate the third term by parts. Here we will exploit that $u$ is a solution to (1.1). In particular, $u$ is smooth and satisfies the Navier
boundary data $\kappa(x)=-\alpha, x \in\{0,1\}$.

$$
\begin{aligned}
D^{2} \tilde{W}_{\alpha}(u)(\varphi, \eta)= & 2 \int_{0}^{1} \frac{\varphi^{\prime \prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x-5 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}}} d x \\
& +35 \int_{0}^{1} \frac{u^{\prime}(x)^{2} \kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} d x-4 \alpha\left[\frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1} \\
& -10\left[\kappa(x) \frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1}+10 \int_{0}^{1} \frac{\kappa^{\prime}(x) u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}} d x \\
& +10 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} d x-30 \int_{0}^{1} \frac{\kappa(x) u^{\prime}(x)^{2} u^{\prime \prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3}} d x \\
= & 2 \int_{0}^{1} \frac{\varphi^{\prime \prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x-5 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}} d x} \\
& +5 \int_{0}^{1} \frac{u^{\prime}(x)^{2} \kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} d x+6 \alpha\left[\frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1} \\
& +10 \int_{0}^{1} \frac{\kappa^{\prime}(x) u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}} d x+10 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} d x .
\end{aligned}
$$

We infer from (2.3) and (2.4) that

$$
\forall x \in[0,1], \quad \kappa(x)\left(1+u^{\prime}(x)^{2}\right)^{1 / 4}=-c
$$

and hence

$$
\forall x \in[0,1], \quad \kappa^{\prime}(x)\left(1+u^{\prime}(x)^{2}\right)^{1 / 4}+\frac{1}{2} u^{\prime}(x) \kappa(x)^{2}\left(1+u^{\prime}(x)^{2}\right)^{3 / 4}=0
$$

Consequently,

$$
\begin{aligned}
D^{2} \tilde{W}_{\alpha}(u)(\varphi, \eta)= & 2 \int_{0}^{1} \frac{\varphi^{\prime \prime}(x) \eta^{\prime \prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}} d x-5 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\sqrt{1+u^{\prime}(x)^{2}}} d x \\
& +6 \alpha\left[\frac{u^{\prime}(x) \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{2}}\right]_{0}^{1}+10 \int_{0}^{1} \frac{\kappa(x)^{2} \varphi^{\prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{3 / 2}} d x
\end{aligned}
$$

This proves our claim. $\quad \square$
Looking at $\eta \in H^{2}(0,1) \cap H_{0}^{1}(0,1)$ as a test function, we now obtain the linearization from the second variation with the help of integration by parts. Note that the first integral gives rise to a further boundary term $2\left[\frac{\varphi^{\prime \prime}(x) \eta^{\prime}(x)}{\left(1+u^{\prime}(x)^{2}\right)^{5 / 2}}\right]_{0}^{1}$. Expressing $u$ and $\alpha$ in terms of $c$ according to Lemmas 2.1 and 2.2, the linearization of (1.1) around $u$ reads as follows:

$$
\left\{\begin{array}{l}
\left(\frac{\varphi^{\prime \prime}(x)}{\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{5 / 2}}\right)^{\prime \prime}+\frac{5}{2} c^{2}\left(\frac{G^{-1}\left(\frac{c}{2}-c x\right)^{2}-1}{\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{2}} \varphi^{\prime}(x)\right)^{\prime}=0, \quad x \in(0,1)  \tag{2.7}\\
\varphi(0)=\varphi(1)=0, \\
\frac{\varphi^{\prime \prime}(0)}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{5 / 2}}+3 \frac{c G^{-1}\left(\frac{c}{2}\right) \varphi^{\prime}(0)}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{9 / 4}}=0, \quad \frac{\varphi^{\prime \prime}(1)}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{5 / 2}}-3 \frac{c G^{-1}\left(\frac{c}{2}\right) \varphi^{\prime}(1)}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{9 / 4}}=0
\end{array}\right.
$$

For $c=0$, the small solution of (1.1) is $u(x) \equiv 0$, and $D^{2} \tilde{W}_{0}(u)(\varphi, \varphi)=\int_{0}^{1} \varphi^{\prime \prime}(x)^{2} d x$ is positive definite in $H^{2} \cap H_{0}^{1}(0,1)$ with respect to the $L^{2}(0,1)$-norm. The spectrum of the linearization as a regular elliptic operator on a bounded interval together with suitable boundary conditions consists only of eigenvalues. Since these eigenvalues depend smoothly on $u$ and $u$ depends smoothly on $c, D^{2} \tilde{W}_{\alpha}(u)(\varphi, \varphi)$ remains positive definite for $c$ increasing from 0 as long as (2.7) has only the trivial solution $\varphi(x) \equiv 0$.

We assume that (2.7) has a solution $\varphi$ and put

$$
\chi(x):=\varphi^{\prime}(x)
$$

Then, there exists a constant $A \in \mathbb{R}$ such that $\chi$ solves the second order differential equation

$$
\left(\frac{\chi^{\prime}(x)}{\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{5 / 2}}\right)^{\prime}+\frac{5}{2} c^{2}\left(\frac{G^{-1}\left(\frac{c}{2}-c x\right)^{2}-1}{\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{2}} \chi\right)=c^{2} A
$$

We introduce more suitable variables,

$$
\begin{aligned}
y & =G^{-1}\left(\frac{c}{2}-c x\right) \in\left[-G^{-1}\left(\frac{c}{2}\right), G^{-1}\left(\frac{c}{2}\right)\right], \quad x=\frac{1}{2}-\frac{G(y)}{c} \\
\psi(y) & :=\chi(x)=\chi\left(\frac{1}{2}-\frac{G(y)}{c}\right), \quad \chi(x)=\psi\left(G^{-1}\left(\frac{c}{2}-c x\right)\right), \\
\chi^{\prime}(x) & =-c\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{5 / 4} \psi^{\prime}\left(G^{-1}\left(\frac{c}{2}-c x\right)\right)
\end{aligned}
$$

and conclude that $\psi$ solves the following boundary value problem:

$$
\left\{\begin{array}{l}
\psi^{\prime \prime}(y)-\frac{5 y}{2\left(1+y^{2}\right)} \psi^{\prime}(y)+\frac{5\left(y^{2}-1\right)}{2\left(1+y^{2}\right)^{2}} \psi(y)=A, \quad y \in\left(-y_{0}, y_{0}\right)  \tag{2.8}\\
\psi^{\prime}\left(-y_{0}\right)+\frac{3 y_{0}}{1+y_{0}^{2}} \psi\left(-y_{0}\right)=0, \quad \psi^{\prime}\left(y_{0}\right)-\frac{3 y_{0}}{1+y_{0}^{2}} \psi\left(y_{0}\right)=0
\end{array}\right.
$$

Here, we denote

$$
\begin{equation*}
y_{0}:=G^{-1}\left(\frac{c}{2}\right) \tag{2.9}
\end{equation*}
$$

To simplify the boundary conditions we make a last change of variables and put

$$
\begin{equation*}
\Phi(y):=\frac{\psi(y)}{\left(1+y^{2}\right)^{3 / 2}}, \quad y \in\left[-y_{0}, y_{0}\right] \tag{2.10}
\end{equation*}
$$

and finally consider the following boundary value problem:

$$
\left\{\begin{align*}
&\left(1+y^{2}\right)^{3 / 2} \Phi^{\prime \prime}(y)+\frac{7}{2} y\left(1+y^{2}\right)^{1 / 2} \Phi^{\prime}(y)  \tag{2.11}\\
&+\left(y^{2}+\frac{1}{2}\right)\left(1+y^{2}\right)^{-1 / 2} \Phi(y)=A, \quad y \in\left(-y_{0}, y_{0}\right) \\
& \Phi^{\prime}\left(-y_{0}\right)=\Phi^{\prime}\left(y_{0}\right)=0
\end{align*}\right.
$$

We recall the definition of $G(y):=\int_{0}^{y} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau$ and put

$$
\begin{equation*}
\Phi_{0}(y):=-2 \frac{1}{\sqrt{1+y^{2}}}, \quad \Phi_{1}(y):=\frac{1}{\sqrt[4]{1+y^{2}}}, \quad \Phi_{2}(y):=\frac{G(y)}{\sqrt[4]{1+y^{2}}} \tag{2.12}
\end{equation*}
$$

Then, one directly verifies that the general solution of the differential equation in (2.11) is given by

$$
\begin{equation*}
\Phi(y):=A \cdot \Phi_{0}(y)+\gamma_{1} \cdot \Phi_{1}(y)+\gamma_{2} \cdot \Phi_{2}(y) \tag{2.13}
\end{equation*}
$$

with $\gamma_{1}, \gamma_{2} \in \mathbb{R}$. Since $A \cdot \Phi_{0}(y)+\gamma_{1} \cdot \Phi_{1}(y)$ is even and $\gamma_{2} \cdot \Phi_{2}(y)$ is odd, the boundary conditions in (2.11) are equivalent to

$$
\begin{equation*}
A \cdot \Phi_{0}^{\prime}\left(y_{0}\right)+\gamma_{1} \cdot \Phi_{1}^{\prime}\left(y_{0}\right)=0 \text { and } \gamma_{2} \cdot \Phi_{2}^{\prime}\left(y_{0}\right)=0 \tag{2.14}
\end{equation*}
$$

which in turn are equivalent to

$$
\begin{equation*}
\gamma_{1}=\frac{4 A}{\sqrt[4]{1+y_{0}^{2}}} \text { and }\left(\gamma_{2}=0 \text { or } \Phi_{2}^{\prime}\left(y_{0}\right)=0\right) \tag{2.15}
\end{equation*}
$$

A beautiful coincidence between these solutions and the functions involved in the proof of Theorem 1.1 can be observed, namely,

$$
\begin{equation*}
\Phi_{2}(y)=\frac{1}{2} h(2 G(y)), \quad \Phi_{2}^{\prime}(y)=\frac{h^{\prime}(2 G(y))}{\left(1+y^{2}\right)^{5 / 4}} \tag{2.16}
\end{equation*}
$$

With the help of these observations we are now ready to conclude the following lemma.
Lemma 2.4. For $c \in\left[0, c_{0}\right) \backslash\left\{c_{\max }\right\}$, the boundary value problem (2.7) has only the trivial solution $\varphi(x) \equiv 0$. For $c=c_{\max }$, it has a one-dimensional null space which is spanned by

$$
\varphi(x)=\frac{1}{c} \int_{G^{-1}\left(\frac{c}{2}-c x\right)}^{G^{-1}\left(\frac{c}{2}\right)} G(\eta) d \eta
$$

If $c=c_{\max }, \alpha=\alpha_{\max }$, instabilities will occur first from the corresponding solution $u$ in direction of this function $\varphi$; see Figure 2.2.


FIG. 2.2. Profile of the unstable direction in $c=c_{\max }$.
Proof. The case $c=0$ is obvious, and we consider only $c \in\left(0, c_{0}\right)$. We denote

$$
\tilde{\Phi}_{1}(y):=\Phi_{0}(y)+\frac{4}{\sqrt[4]{1+y_{0}^{2}}} \cdot \Phi_{1}(y)=\frac{2}{\sqrt[4]{1+y^{2}} \cdot \sqrt[4]{1+y_{0}^{2}}}\left(2-\frac{\sqrt[4]{1+y_{0}^{2}}}{\sqrt[4]{1+y^{2}}}\right)
$$

According to (2.13), we have to study

$$
\Phi(y)=A \tilde{\Phi}_{1}(y)+\gamma_{2} \Phi_{2}(y)
$$

with some suitable $A, \gamma_{2} \in \mathbb{R}$. Let $\varphi$ be the corresponding solution of (2.7) which is obtained from $\Phi$ by tracing back the changes of variables and integrating $\chi$. We want to show first that necessarily $A=0$ for any $c \in\left[0, c_{0}\right)$ :

$$
\begin{aligned}
0 & =\varphi(1)-\varphi(0)=\int_{0}^{1} \chi(x) d x=\int_{0}^{1} \psi\left(G^{-1}\left(\frac{c}{2}-c x\right)\right) d x \\
& =\frac{1}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \psi(y)\left(1+y^{2}\right)^{-5 / 4} d y=\frac{1}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \Phi(y)\left(1+y^{2}\right)^{1 / 4} d y \\
& =\frac{A}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \tilde{\Phi}_{1}(y)\left(1+y^{2}\right)^{1 / 4} d y+\frac{\gamma_{2}}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \Phi_{2}(y)\left(1+y^{2}\right)^{1 / 4} d y \\
& =\frac{A}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \tilde{\Phi}_{1}(y)\left(1+y^{2}\right)^{1 / 4} d y
\end{aligned}
$$

since $\Phi_{2}$ is odd. Hence we may conclude that

$$
\begin{aligned}
0 & =\frac{A}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \tilde{\Phi}_{1}(y)\left(1+y^{2}\right)^{1 / 4} d y \\
& =\frac{2 A}{c} \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)}\left(\frac{2}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{1 / 4}}-\frac{1}{\left(1+y^{2}\right)^{1 / 4}}\right) d y \\
& =\frac{4 A}{c} F\left(G^{-1}\left(\frac{c}{2}\right)\right)
\end{aligned}
$$

where $F$ is defined by

$$
F(\eta):=\frac{2 \eta}{\left(1+\eta^{2}\right)^{1 / 4}}-\int_{0}^{\eta} \frac{1}{\left(1+s^{2}\right)^{1 / 4}} d s
$$

Since $F(0)=0$ and

$$
\begin{aligned}
F^{\prime}(\eta) & =\frac{2}{\left(1+\eta^{2}\right)^{1 / 4}}-\frac{\eta^{2}}{\left(1+\eta^{2}\right)^{5 / 4}}-\frac{1}{\left(1+\eta^{2}\right)^{1 / 4}} \\
& =\frac{1}{\left(1+\eta^{2}\right)^{1 / 4}}-\frac{\eta^{2}}{\left(1+\eta^{2}\right)^{5 / 4}}=\frac{1}{\left(1+\eta^{2}\right)^{5 / 4}}>0
\end{aligned}
$$

we have

$$
F\left(G^{-1}\left(\frac{c}{2}\right)\right)>0
$$

As a consequence, $A=0$, and hence $\gamma_{1}=0$ by (2.15), and we are left with considering $\gamma_{2} \Phi_{2}$. We have that $h^{\prime}(c)>0$ for $c \in\left(0, c_{\max }\right)$ and $h^{\prime}(c)<0$ for $c \in\left(c_{\max }, c_{0}\right)$. By making use of

$$
\Phi_{2}^{\prime}(y)=\frac{h^{\prime}(2 G(y))}{\left(1+y^{2}\right)^{5 / 4}}
$$

and the boundary condition $\gamma_{2} \Phi_{2}^{\prime}\left(G^{-1}(c / 2)\right)=0$, we conclude that $\gamma_{2}=0$ provided $c \in\left(0, c_{0}\right) \backslash\left\{c_{\max }\right\}$. If $c=c_{\text {max }}$, then $\Phi_{2}$ is a nontrivial solution of (2.11). For the
corresponding nontrivial solution $\varphi$ of (2.7) we derive

$$
\begin{aligned}
\varphi(x) & =\gamma_{2} \frac{c_{\max }}{2} \int_{0}^{x}\left(1+G^{-1}\left(\frac{c_{\max }}{2}-c_{\max } \xi\right)^{2}\right)^{5 / 4}(1-2 \xi) d \xi \\
& =\frac{\gamma_{2}}{c_{\max }} \int_{G^{-1}\left(\frac{c_{\max }}{2}-c_{\max } x\right)}^{G^{-1}\left(\frac{c_{\max }}{2}\right)} G(\eta) d \eta
\end{aligned}
$$

where we made use of the boundary conditions $\varphi(0)=\varphi(1)=0$.
Proof of Theorem 1.2. The proof is now immediate. By the preceding lemma we have that on $\left[0, c_{\max }\right), 0$ is not an eigenvalue of $(2.7)$. Since $D^{2} \tilde{W}_{0}(u)(\varphi, \varphi)$ is positive definite in $H^{2} \cap H_{0}^{1}(0,1)$ with respect to the $L^{2}(0,1)$-norm, by continuity, the same holds true for $D^{2} \tilde{W}_{\alpha}(u)(\varphi, \varphi)$ for $c \in\left[0, c_{\max }\right)$, which is the stated linearized stability of the corresponding small solutions of (1.1).

As an immediate consequence of Theorem 1.2 we obtain a global existence result for the geometric flow associated with (1.1), namely,

$$
V=-\kappa_{s s}-\frac{1}{2} \kappa^{3} \quad \text { on } \Gamma(t)
$$

Here, $V$ denotes the upward normal velocity of the evolving graphs

$$
\Gamma(t)=\{(x, v(x, t)) \mid x \in[0,1]\} .
$$

The above evolution law then leads to the parabolic initial-boundary value problem (2.18) below. The principle of linearized stability as it was proved in great generality by Latushkin, Prüss, and Schnaubelt [11, Proposition 16] can be applied to our situation and allows us to obtain global existence and asymptotic stability for initial data close to a small solution to (1.1).

Corollary 2.5. Assume that $c \in\left[0, c_{\max }\right)$, and let $\alpha=h(c)=\frac{c}{\sqrt[4]{1+G^{-1}\left(\frac{c}{2}\right)^{2}}}$ and

$$
\begin{equation*}
u(x)=\frac{2}{c \sqrt[4]{1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}}}-\frac{2}{c \sqrt[4]{1+G^{-1}\left(\frac{c}{2}\right)^{2}}} \tag{2.17}
\end{equation*}
$$

be the corresponding small solution of (1.1). We fix some $p>5$. Then, there exist $\delta, \rho, C>0$ such that for $v_{0} \in W^{4, p}(0,1)$ with $v_{0}(0)=v_{0}(1)=0, \kappa_{v_{0}}(0)=\kappa_{v_{0}}(1)=$ $-\alpha$, and

$$
\left\|v_{0}-u\right\|_{W^{4, p}(0,1)} \leq \delta
$$

there exists a global solution $v \in L^{p}\left(0, \infty, W^{4, p}(0,1)\right) \cap W^{1, p}\left(0, \infty, L^{p}(0,1)\right)$ of the initial Navier boundary value problem
$\begin{cases}\frac{v_{t}(t, x)}{\sqrt{1+v_{x}(t, x)^{2}}}+\frac{1}{\sqrt{1+v_{x}(t, x)^{2}}} \frac{d}{d x}\left(\frac{\kappa_{v, x}(t, x)}{\sqrt{1+v_{x}(t, x)^{2}}}\right)+\frac{1}{2} \kappa_{v}^{3}(t, x)=0, & (t, x) \in[0, \infty) \times[0,1], \\ v(t, 0)=v(t, 1)=0, \quad \kappa_{v}(t, 0)=\kappa_{v}(t, 1)=-\alpha, & t \in[0, \infty), \\ v(0, x)=v_{0}(x), & x \in[0,1] .\end{cases}$
One has exponential convergence toward the steady state $u$ :

$$
\begin{equation*}
\|v(t, .)-u(.)\|_{W^{4, p}(0,1)} \leq C \exp (-\rho t) \quad(t \geq 1) \tag{2.19}
\end{equation*}
$$

With similar but simpler techniques and calculations one finds that the unique solution (cf. [4, Theorem 2]), being symmetric about $x=1 / 2$ of the Dirichlet problem

$$
\left\{\begin{array}{l}
\frac{1}{\sqrt{1+u_{x}(x)^{2}}} \frac{d}{d x}\left(\frac{\kappa_{x}(x)}{\sqrt{1+u_{x}(x)^{2}}}\right)+\frac{1}{2} \kappa^{3}(t, x)=0, \quad x \in[0,1]  \tag{2.20}\\
u(0)=u(1)=0, \quad u_{x}(0)=-u_{x}(1)=\beta,
\end{array}\right.
$$

$\beta \in \mathbb{R}$, is (linearized) stable. Analogously, a global existence result follows for the initial Dirichlet boundary value problem
$\begin{cases}\frac{v_{t}(t, x)}{\sqrt{1+v_{x}(t, x)^{2}}}+\frac{1}{\sqrt{1+v_{x}(t, x)^{2}}} \frac{d}{d x}\left(\frac{\kappa_{v, x}(t, x)}{\sqrt{1+v_{x}(t, x)^{2}}}\right)+\frac{1}{2} \kappa_{v}^{3}(t, x)=0, & (t, x) \in[0, \infty) \times[0,1], \\ v(t, 0)=v(t, 1)=0, \quad v_{x}(t, 0)=-v_{x}(t, 1)=\beta, & t \in[0, \infty), \\ v(0, x)=v_{0}(x), & x \in[0,1],\end{cases}$
provided the initial datum $v_{0}$ obeys the same boundary data and is sufficiently close to the stationary solution $u$ of (2.20) with respect to the $W^{4, p}$-norm $(p>5)$.
3. Morse index of the large solution. For $c \in\left(0, c_{0}\right)$ we consider as in (2.5)

$$
u_{c}(x)=\frac{2}{c \sqrt[4]{1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}}}-\frac{2}{c \sqrt[4]{1+G^{-1}\left(\frac{c}{2}\right)^{2}}}
$$

In order to prove Theorem 1.3, we have to show that exactly one eigenvalue of the quadratic form

$$
\varphi \mapsto D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)(\varphi, \varphi), \quad \alpha=h(c)
$$

passes through 0 when $c$ passes through $c_{\max }$ and that for $c \in\left(c_{\max }, c_{0}\right), 0$ is not an eigenvalue of $D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)$, i.e., of (2.7). The latter was already done in Lemma 2.4. Moreover, its proof yields that there is at most one eigenvalue, which crosses 0 in $c=c_{\max }$. It remains to show that for $c>c_{\max }$ and suitable $\varphi \in H^{2} \cap H_{0}^{1}(0,1)$, one indeed has $D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)(\varphi, \varphi)<0$. Making use of the same transformations and notations of section 2 and restricting ourselves to symmetric $\varphi$, we find

$$
\begin{aligned}
& D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)(\varphi, \varphi)=2 \int_{0}^{1} \frac{\chi^{\prime}(x)^{2}}{\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{5 / 2}} d x \\
& -5 c^{2} \int_{0}^{1} \frac{G^{-1}\left(\frac{c}{2}-c x\right)^{2}-1}{\left(1+G^{-1}\left(\frac{c}{2}-c x\right)^{2}\right)^{2}} \chi(x)^{2} d x-12 h(c) \frac{G^{-1}\left(\frac{c}{2}\right)}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{2}} \chi(1)^{2} \\
& =2 c \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \frac{\psi^{\prime}(y)^{2}}{\left(1+y^{2}\right)^{5 / 4}} d y-5 c \int_{-G^{-1}\left(\frac{c}{2}\right)}^{G^{-1}\left(\frac{c}{2}\right)} \frac{\left(y^{2}-1\right)}{\left(1+y^{2}\right)^{13 / 4}} \psi(y)^{2} d y \\
& -12 \frac{c G^{-1}\left(\frac{c}{2}\right)}{\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{9 / 4}} \psi\left(G^{-1}\left(\frac{c}{2}\right)\right)^{2}
\end{aligned}
$$

We choose

$$
\psi_{c}(y):=\left(1+y^{2}\right)^{3 / 2} \Phi_{2}(y)=\left(1+y^{2}\right)^{5 / 4} G(y)
$$

and obtain for the corresponding $\varphi_{c} \in H^{2} \cap H_{0}^{1}(0,1)$

$$
\begin{align*}
& \frac{1}{4 c} D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)\left(\varphi_{c}, \varphi_{c}\right) \\
& =\int_{0}^{G^{-1}\left(\frac{c}{2}\right)}\left(\left(\left(1+y^{2}\right)^{-1 / 4}+\frac{5}{2} y G(y)\right)^{2}-\frac{5}{2}\left(y^{2}-1\right) G(y)^{2}\right) \frac{d y}{\left(1+y^{2}\right)^{3 / 4}} \\
& \quad-\frac{3}{4} c^{2} G^{-1}\left(\frac{c}{2}\right)\left(1+G^{-1}\left(\frac{c}{2}\right)^{2}\right)^{1 / 4} . \tag{3.1}
\end{align*}
$$

According to Theorem 1.2, we know that this expression is equal to 0 for $c=c_{\text {max }}$. Writing $c=2 G(d)$, we see that the asymptotic behavior of the right-hand side is dominated by

$$
\frac{c_{0}^{2}}{4}\left(\frac{25}{4} \cdot \frac{2}{3}-\frac{5}{2} \cdot \frac{2}{3}-3\right) d^{3 / 2}=-\frac{c_{0}^{2}}{8} d^{3 / 2} \rightarrow-\infty
$$

for $d \rightarrow \infty$, i.e., $c \nearrow c_{0}$. This shows, together with Lemma 2.4, that $D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)\left(\varphi_{c}, \varphi_{c}\right)$ $<0$ for $c \in\left(c_{\max }, c_{0}\right)$ and concludes the proof of Theorem 1.3.

The right-hand side of (3.1) is plotted in Figure 3.1. Since $\varphi_{c} \rightarrow 0$ for $c \searrow 0$, the curve starts in $(0,0)$, although there, $D^{2} \tilde{W}_{\alpha}\left(u_{0}\right)$ is positive definite.


FIG. 3.1. $c \mapsto \frac{1}{4 c} D^{2} \tilde{W}_{\alpha}\left(u_{c}\right)\left(\varphi_{c}, \varphi_{c}\right)$.
4. Global minima and symmetry. The aim of this section is to examine whether the small solutions which were found to be local minima in section 2 are also global minima for the functional $\tilde{W}_{\alpha}$. In what follows it will be convenient to write

$$
\begin{aligned}
\tilde{W}_{\alpha}(v) & =\int_{0}^{1}\left(\kappa(x)^{2}+2 \alpha \kappa(x)\right) \sqrt{1+v^{\prime}(x)^{2}} d x \\
& =\int_{0}^{1} \kappa(x)^{2} \sqrt{1+v^{\prime}(x)^{2}} d x+2 \alpha\left[\arctan \left(v^{\prime}(x)\right)\right]_{0}^{1}=: W(v)+B C_{\alpha}(v)
\end{aligned}
$$

We remark that all quantities are geometric and so are invariant under rotation. Moreover, when stretching a curve by a factor $k, W$ is multiplied by a factor $1 / k$ while $B C_{\alpha}$ remains unchanged.

We shall see that the task of minimizing $\tilde{W}_{\alpha}$ can be reduced to a minimization problem for a function of two variables. As a byproduct of the analysis of this function we find that in order to determine $\inf _{v \in H^{2} \cap H_{0}^{1}} \tilde{W}_{\alpha}(v)$ it is sufficient to minimize over all symmetric functions. The reduction to a two-dimensional problem is achieved in two steps. We begin by showing that it is enough to consider concave functions.

Lemma 4.1. Suppose that $u \in H^{2} \cap H_{0}^{1}(0,1)$ is not concave. Then there exists a concave function $v \in H^{2} \cap H_{0}^{1}(0,1)$ with $\tilde{W}_{\alpha}(v)<\tilde{W}_{\alpha}(u)$.

Proof. It is natural to think of $v$ as the concave envelope of $u$, so that we are led to consider the following obstacle problem: find $v \in K$ such that

$$
\begin{equation*}
\forall \eta \in K, \quad \int_{0}^{1} v^{\prime}\left(\eta^{\prime}-v^{\prime}\right) \geq 0 \tag{4.1}
\end{equation*}
$$

where $K=\left\{\eta \in H_{0}^{1}(0,1) \mid \eta \geq u\right.$ a.e. in $\left.(0,1)\right\}$. It is shown in Chapter IV of [7] that $v$ can be obtained as the limit of a sequence $\left(v_{\varepsilon}\right)_{\varepsilon>0}$, where $v_{\varepsilon} \in H^{2} \cap H_{0}^{1}(0,1)$ solves

$$
\begin{equation*}
-v_{\varepsilon}^{\prime \prime}=\left(-u^{\prime \prime}\right)^{+} \vartheta_{\varepsilon}\left(v_{\varepsilon}-u\right) \quad \text { in }(0,1) \tag{4.2}
\end{equation*}
$$

Here, $\vartheta_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\vartheta_{\varepsilon}(t)= \begin{cases}1, & t<0 \\ 1-\frac{t}{\varepsilon}, & 0 \leq t \leq \varepsilon \\ 0, & t>\varepsilon\end{cases}
$$

It follows from the analysis in [7] that $v_{\varepsilon} \rightarrow v$ in $H^{1}(0,1)$ and $v_{\varepsilon}^{\prime \prime} \rightharpoonup v^{\prime \prime}$ in $L^{2}(0,1)$ as $\varepsilon \rightarrow 0$, so that $v \in H^{2} \cap H_{0}^{1}(0,1)$ and $v^{\prime \prime} \leq 0$ a.e. in $(0,1)$; in particular, $v$ is concave. Denoting by $I=\{x \in[0,1] \mid v(x)=u(x)\}$ the coincidence set, we have that $v^{\prime \prime}=0$ a.e. in $[0,1] \backslash I$. Furthermore, using (4.2)

$$
\begin{aligned}
W(v) & =\int_{0}^{1} \frac{\left|v^{\prime \prime}\right|^{2}}{\left(1+\left(v^{\prime}\right)^{2}\right)^{\frac{5}{2}}}=\int_{I} \frac{\left|v^{\prime \prime}\right|^{2}}{\left(1+\left(u^{\prime}\right)^{2}\right)^{\frac{5}{2}}} \leq \liminf _{\varepsilon \rightarrow 0} \int_{I} \frac{\left|v_{\varepsilon}^{\prime \prime}\right|^{2}}{\left(1+\left(u^{\prime}\right)^{2}\right)^{\frac{5}{2}}} \\
& \leq \int_{I} \frac{\left|\left(-u^{\prime \prime}\right)^{+}\right|^{2}}{\left(1+\left(u^{\prime}\right)^{2}\right)^{\frac{5}{2}}} \leq \int_{0}^{1} \frac{\left|\left(-u^{\prime \prime}\right)^{+}\right|^{2}}{\left(1+\left(u^{\prime}\right)^{2}\right)^{\frac{5}{2}}} \leq \int_{0}^{1} \frac{\left|u^{\prime \prime}\right|^{2}}{\left(1+\left(u^{\prime}\right)^{2}\right)^{\frac{5}{2}}}=W(u)
\end{aligned}
$$

If we had $W(v)=W(u)$, then the above argument would imply that $\left(-u^{\prime \prime}\right)^{-}=0$ a.e. in $(0,1)$ and therefore $u^{\prime \prime} \leq 0$ a.e. in $(0,1)$, contradicting our assumption that $u$ is not concave. Hence $W(v)_{\tilde{W}}<W(u)$; since $v \geq u$ we have that $u^{\prime}(0) \leq v^{\prime}(0)$ and $u^{\prime}(1) \geq v^{\prime}(1)$, and therefore $\tilde{W}_{\alpha}(v)<\tilde{W}_{\alpha}(u)$.

In what follows we shall make use of the prototype solution

$$
\begin{equation*}
U_{0}(x)=\frac{2}{c_{0} \sqrt[4]{1+G^{-1}\left(\frac{c_{0}}{2}-c_{0} x\right)^{2}}} \tag{4.3}
\end{equation*}
$$

Formally, it is the large solution of the Navier boundary value problem (1.1) for $\alpha=0$. However, one should observe that this solution is no longer smooth as a graph near $x=0$ and $x=1$, and for this reason, it was not included in Proposition 1.1.

Suppose that $0 \leq x_{0}<x_{1} \leq 1$ are two points with $x_{1}-x_{0}<1$. Then $U_{0 \mid\left[x_{0}, x_{1}\right]}$ can be written as a graph over the segment connecting $\left(x_{0}, U_{0}\left(x_{0}\right)\right)$ and $\left(x_{1}, U_{0}\left(x_{1}\right)\right)$. We denote by $u_{x_{0}, x_{1}}:[0,1] \rightarrow \mathbb{R}$ the strictly concave function which is obtained by translating, rotating, and rescaling the above graph to the unit interval $[0,1]$. Note
that $u_{x_{0}, x_{1}} \in H^{2} \cap H_{0}^{1}(0,1)$. Our next lemma essentially reduces the minimization of $\tilde{W}_{\alpha}$ to a two-dimensional minimization problem.

Lemma 4.2. Suppose that $u \in H^{2} \cap H_{0}^{1}(0,1) \backslash\{0\}$ is concave. Then there exist $0 \leq x_{0}<x_{1} \leq 1, x_{1}-x_{0}<1$ such that $v=u_{x_{0}, x_{1}}$ satisfies $B C_{\alpha}(u)=B C_{\alpha}(v)$ and either $W(v) \leq W(u), u^{\prime}(0)=v^{\prime}(0)$, or $W(v)<W(u), u^{\prime}(0) \neq v^{\prime}(0)$.

Proof. Let us denote by $\beta_{\ell}$ and $\beta_{r}$ the boundary angles of $\operatorname{graph}(u)$ on the left and on the right, respectively. Since $u$ is assumed to be concave and nontrivial we have $\beta_{\ell}, \beta_{r} \in\left(0, \frac{\pi}{2}\right)$. Consider

$$
\mathcal{K}:=\operatorname{graph}\left(U_{0}\right) \cup\{(0, y): y \leq 0\} \cup\{(1, y): y \leq 0\}
$$



Fig. 4.1. Left angle $\beta_{\ell}$; right angle $\pi / 2$.
This is neither a graph nor a solution of the Willmore equation. However, it is a regular $H^{2}$-curve, locally an $H^{2}$-graph over the $x$ - or the $y$-axis, respectively, and it has minimal Willmore energy $c_{0}^{2}$ among all concave curves connecting any point from $\{(0, y): y \leq 0\}$ with any point from $\{(1, y): y \leq 0\}$ with tangential directions $(0,1)$ and $(0,-1)$, respectively. This minimality follows similarly as in [4, end of section 5].

Claim. There exist two points $P=\left(x_{P}, y_{P}\right), Q=\left(x_{Q}, y_{Q}\right) \in \mathcal{K}, P \neq Q$, such that the segment $[P, Q]$ intersects $\mathcal{K}$ under the angles $\beta_{\ell}$ at $P$ and $\beta_{r}$ at $Q$.

To see this, we start with the point $\left(x_{1}, y_{1}\right)=(1,0)$ and the orthogonal straight line through this point. This line intersects the left part of $\mathcal{K}$ in $\left(x_{0}, y_{0}\right)$ under a right angle. Now we move the point $\left(x_{1}, y_{1}\right)$ and the corresponding orthogonal straight line counterclockwise. The corresponding ( $x_{0}, y_{0}$ ) finally moves down, and the intersection angle (at least finally) decreases and becomes arbitrarily small. In particular, the left angle $\beta_{\ell}$ is attained. See Figure 4.1. Now we keep this angle fixed and move the point $\left(x_{0}, y_{0}\right)$ clockwise. We consider $\left(x_{1}, y_{1}\right)$ on the right part of $\mathcal{K}$ as an intersection point with the straight line building the angle $\beta_{\ell}$ with $\mathcal{K}$ in $\left(x_{0}, y_{0}\right)$. At the beginning this right angle is $\pi / 2$, while it becomes arbitrarily small when $\left(x_{0}, y_{0}\right)$ moves clockwise. In particular, $\beta_{r}$ is attained as the angle on the right and the claim is proved.

In view of the above-mentioned minimality property of $\mathcal{K}, \mathcal{K}^{\prime}$ enjoys a similar minimality among those arcs with boundary angles $\beta_{\ell}, \beta_{r}$. We infer that

$$
\begin{equation*}
W\left(\mathcal{K}^{\prime}\right) \leq \frac{1}{|P-Q|} W(u) \tag{4.4}
\end{equation*}
$$

where $\mathcal{K}^{\prime}$ denotes the subarc of $\mathcal{K}$ between $P$ and $Q$. Observing that by construction $y_{P}$ and $y_{Q}$ cannot both be negative, we may distinguish two cases.

Case 1. $y_{P} \geq 0$ and $y_{Q} \geq 0$. Setting $x_{0}=x_{P}, x_{1}=x_{Q}$, we have $x_{1}-x_{0}<1$ since $\beta_{\ell}, \beta_{r} \in\left(0, \frac{\pi}{2}\right)$. The function $v=u_{x_{0}, x_{1}}$ then satisfies

$$
W(v)=|P-Q| W\left(\mathcal{K}^{\prime}\right) \leq W(u)
$$

as well as $v^{\prime}(0)=u^{\prime}(0)$ and $v^{\prime}(1)=u^{\prime}(1)$.
Case 2. Either $y_{P}<0$ or $y_{Q}<0$. If $y_{P}<0$, then $y_{Q}>0$ since $\beta_{r}<\frac{\pi}{2}$, and we let $x_{0}=0, x_{1}=x_{Q}$, and $v=u_{x_{0}, x_{1}}$. Denoting by $L\left(x_{0}, x_{1}\right)$ the length of the segment connecting $\left(x_{0}, U_{0}\left(x_{0}\right)\right)$ and $\left(x_{1}, U_{0}\left(x_{1}\right)\right)$, we have

$$
W(v)=L\left(x_{0}, x_{1}\right) W\left(\mathcal{K}^{\prime}\right) \leq \frac{L\left(x_{0}, x_{1}\right)}{|P-Q|} W(u)<W(u)
$$

since $u \neq 0$ and by construction any point on $\operatorname{graph}\left(U_{0}\right)$ is strictly closer to $(0,0)$ than to any other point on $\{(0, y) \mid y<0\}$. A similar argument applies if $y_{Q}<0$. Finally note that while $B C_{\alpha}(u)=B C_{\alpha}(v)$, we have $u^{\prime}(0) \neq v^{\prime}(0)$ in this case.

We deduce from Lemmas 4.1 and 4.2 that when determining $\inf \tilde{W}_{\alpha}$ over $H^{2} \cap$ $H_{0}^{1}(0,1)$ it is sufficient to calculate the Willmore energy for functions $v=u_{x_{0}, x_{1}}$ with $0 \leq x_{0}<x_{1} \leq 1$ and $x_{1}-x_{0}<1$. The integrand for $W$ on $\left[x_{0}, x_{1}\right]$ is $c_{0}^{2}$, so the integral is $c_{0}^{2} \cdot\left(x_{1}-x_{0}\right)$. The length of the base line is $\left(\left(x_{1}-x_{0}\right)^{2}+\left(U_{0}\left(x_{1}\right)-U_{0}\left(x_{0}\right)\right)^{2}\right)^{1 / 2}$. As for $B C_{\alpha}$, we have $2 \alpha\left(\arctan \left(U_{0}^{\prime}\left(x_{1}\right)\right)-\arctan \left(U_{0}^{\prime}\left(x_{0}\right)\right)\right)$. After rotation and rescaling we come up with

$$
\begin{aligned}
& \tilde{W}_{\alpha}\left(u_{x_{0}, x_{1}}\right)=c_{0}^{2} \cdot\left(x_{1}-x_{0}\right)\left(\left(x_{1}-x_{0}\right)^{2}+\left(U_{0}\left(x_{1}\right)-U_{0}\left(x_{0}\right)\right)^{2}\right)^{1 / 2} \\
& \quad \quad+2 \alpha\left(\arctan \left(U_{0}^{\prime}\left(x_{1}\right)\right)-\arctan \left(U_{0}^{\prime}\left(x_{0}\right)\right)\right) \\
& =c_{0}^{2} \cdot\left(x_{1}-x_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left(\left(x_{1}-x_{0}\right)^{2}+\frac{4}{c_{0}^{2}}\left(\frac{1}{\sqrt[4]{1+G^{-1}\left(c_{0} / 2-c_{0} x_{1}\right)^{2}}}-\frac{1}{\sqrt[4]{1+G^{-1}\left(c_{0} / 2-c_{0} x_{0}\right)^{2}}}\right)^{2}\right)^{1 / 2} \\
& \quad+2 \alpha\left(\arctan \left(G^{-1}\left(c_{0} / 2-c_{0} x_{1}\right)\right)-\arctan \left(G^{-1}\left(c_{0} / 2-c_{0} x_{0}\right)\right)\right)
\end{aligned}
$$

We now introduce the new variables

$$
\begin{equation*}
d_{0}:=G^{-1}\left(c_{0} / 2-c_{0} x_{0}\right), \quad d_{1}:=-G^{-1}\left(c_{0} / 2-c_{0} x_{1}\right), \quad d_{1}>-d_{0} \tag{4.5}
\end{equation*}
$$

so that

$$
x_{0}=\frac{1}{2}-\frac{1}{c_{0}} G\left(d_{0}\right), \quad x_{1}=\frac{1}{2}+\frac{1}{c_{0}} G\left(d_{1}\right) .
$$

Defining

$$
\hat{W}_{\alpha}\left(d_{0}, d_{1}\right):=\tilde{W}_{\alpha}\left(u_{x_{0}, x_{1}}\right)
$$

(see Figure 4.2), we end up with

$$
\begin{aligned}
& \hat{W}_{\alpha}\left(d_{0}, d_{1}\right) \\
& =\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{1 / 2} \\
& \quad-2 \alpha\left(\arctan \left(d_{0}\right)+\arctan \left(d_{1}\right)\right)
\end{aligned}
$$

The following result summarizes what we have achieved so far.
Theorem 4.3. Let $\alpha \geq 0$. Then

$$
\inf _{v \in H^{2} \cap H_{0}^{1}(0,1)} \tilde{W}_{\alpha}(v)=\inf _{\left(d_{0}, d_{1}\right) \in \mathbb{R}^{2}, d_{1} \geq-d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right)
$$

Let us remark that ideas similar to those employed to obtain Theorem 4.3 were used in [2] in order to prove an existence result for axially symmetric Willmore surfaces satisfying Dirichlet boundary conditions. The corresponding Navier problem, however, is still open.


Fig. 4.2. Cross section of the graph of $\hat{W}_{1}$ along the axis $d_{0}=d_{1}$.
It remains to discuss the two-dimensional function $\hat{W}_{\alpha}\left(d_{0}, d_{1}\right),\left(d_{1} \geq-d_{0}\right)$. Here, the key step is proving positivity for the following expression.

Lemma 4.4. For $d_{1}>-d_{0}$ we have that

$$
\begin{gathered}
\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\frac{d_{0}}{\sqrt[4]{1+d_{0}^{2}}}+\frac{d_{1}}{\sqrt[4]{1+d_{1}^{2}}}\right)-\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2} \\
-2\left(\frac{1}{\sqrt[4]{1+d_{0}^{2}}}-\frac{1}{\sqrt[4]{1+d_{1}^{2}}}\right)^{2}>0
\end{gathered}
$$

Proof. By the fundamental theorem of calculus and since $G$ is odd, we have

$$
\begin{aligned}
& G\left(d_{0}\right)+G\left(d_{1}\right)=G\left(d_{0}\right)-G\left(-d_{1}\right)=\int_{-d_{1}}^{d_{0}} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau \\
& \frac{d_{0}}{\sqrt[4]{1+d_{0}^{2}}}+\frac{d_{1}}{\sqrt[4]{1+d_{1}^{2}}}=\left[\frac{\tau}{\left(1+\tau^{2}\right)^{1 / 4}}\right]_{-d_{1}}^{d_{0}}=\int_{-d_{1}}^{d_{0}} \frac{1+\frac{1}{2} \tau^{2}}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau
\end{aligned}
$$

$$
\frac{1}{\sqrt[4]{1+d_{0}^{2}}}-\frac{1}{\sqrt[4]{1+d_{1}^{2}}}=\left[\frac{1}{\left(1+\tau^{2}\right)^{1 / 4}}\right]_{-d_{1}}^{d_{0}}=-\frac{1}{2} \int_{-d_{1}}^{d_{0}} \frac{\tau}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau
$$

One may observe that $d_{1}>-d_{0}$ is equivalent to $-d_{1}<d_{0}$. The first two terms in the expression under consideration combine as follows:

$$
\begin{aligned}
& \left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\frac{d_{0}}{\sqrt[4]{1+d_{0}^{2}}}+\frac{d_{1}}{\sqrt[4]{1+d_{1}^{2}}}\right)-\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2} \\
& =\frac{1}{2}\left(\int_{-d_{1}}^{d_{0}} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau\right) \cdot\left(\int_{-d_{1}}^{d_{0}} \frac{\tau^{2}}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau\right) .
\end{aligned}
$$

We now apply the Cauchy-Schwarz inequality and make use of $\tau \mapsto \frac{1}{\left(1+\tau^{2}\right)^{5 / 8}}$ and $\tau \mapsto \frac{\tau}{\left(1+\tau^{2}\right)^{5 / 8}}$ being linearly independent to obtain

$$
\begin{aligned}
& 2\left(\frac{1}{\sqrt[4]{1+d_{0}^{2}}}-\frac{1}{\sqrt[4]{1+d_{1}^{2}}}\right)^{2}=\frac{1}{2}\left(\int_{-d_{1}}^{d_{0}} \frac{\tau}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau\right)^{2} \\
& \quad<\frac{1}{2}\left(\int_{-d_{1}}^{d_{0}} \frac{1}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau\right) \cdot\left(\int_{-d_{1}}^{d_{0}} \frac{\tau^{2}}{\left(1+\tau^{2}\right)^{5 / 4}} d \tau\right) \\
& \quad=\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\frac{d_{0}}{\sqrt[4]{1+d_{0}^{2}}}+\frac{d_{1}}{\sqrt[4]{1+d_{1}^{2}}}\right)-\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}
\end{aligned}
$$

thereby proving the claim. $\quad \mathrm{a}$
Next we show that in the open interior of the domain of definition of the twodimensional energy function $\hat{W}_{\alpha}$, critical points may occur at most on the diagonal, i.e., on symmetric graphs in the original context.

Lemma 4.5. Let $\alpha \geq 0$ and assume that

$$
\begin{aligned}
& \left(d_{0}, d_{1}\right) \mapsto \hat{W}_{\alpha}\left(d_{0}, d_{1}\right) \\
& =\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{1 / 2} \\
& \quad-2 \alpha\left(\arctan \left(d_{0}\right)+\arctan \left(d_{1}\right)\right)
\end{aligned}
$$

has a critical point $\left(d_{0}, d_{1}\right)$ with $d_{1}>-d_{0}$. Then

$$
d_{0}=d_{1}
$$

Proof. In a critical point of $\hat{W}_{\alpha}$, we have that

$$
\begin{aligned}
0= & \frac{\partial}{\partial d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right) \\
= & \frac{1}{2}\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{-1 / 2} \\
& \cdot\left(2\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)\left(1+d_{0}^{2}\right)^{-5 / 4}-4 d_{0}\left(1+d_{0}^{2}\right)^{-5 / 4}\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)\right) \\
& +\left(1+d_{0}^{2}\right)^{-5 / 4}\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{1 / 2}-\frac{2 \alpha}{1+d_{0}^{2}}
\end{aligned}
$$

$$
\begin{align*}
0= & \frac{\partial}{\partial d_{1}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right) \\
= & \frac{1}{2}\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{-1 / 2} \\
& \cdot\left(2\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)\left(1+d_{1}^{2}\right)^{-5 / 4}+4 d_{1}\left(1+d_{1}^{2}\right)^{-5 / 4}\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)\right) \\
& +\left(1+d_{1}^{2}\right)^{-5 / 4}\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{1 / 2} \\
& -2 \alpha \frac{1}{1+d_{1}^{2}} \tag{4.6}
\end{align*}
$$

Equivalently,

$$
\begin{aligned}
0= & \left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{-1 / 2} \\
& \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)\left(1+d_{0}^{2}\right)^{-1 / 4}-2 d_{0}\left(1+d_{0}^{2}\right)^{-1 / 4}\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)\right) \\
& +\left(1+d_{0}^{2}\right)^{-1 / 4}\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{1 / 2}-2 \alpha \\
0= & \left(G\left(d_{0}\right)+G\left(d_{1}\right)\right) \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{-1 / 2} \\
& \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)\left(1+d_{1}^{2}\right)^{-1 / 4}+2 d_{1}\left(1+d_{1}^{2}\right)^{-1 / 4}\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)\right) \\
& +\left(1+d_{1}^{2}\right)^{-1 / 4}\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{1 / 2}-2 \alpha
\end{aligned}
$$

Subtracting both equations yields

$$
\begin{aligned}
0= & \left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right) \\
& \cdot\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)^{-1 / 2} \\
& \cdot\left\{\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}-2\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)\left(\frac{d_{0}}{\sqrt[4]{1+d_{0}^{2}}}+\frac{d_{1}}{\sqrt[4]{1+d_{1}^{2}}}\right)\right. \\
& \left.+\left(\left(G\left(d_{0}\right)+G\left(d_{1}\right)\right)^{2}+4\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)^{2}\right)\right\}
\end{aligned}
$$

By Lemma 4.4, the curly bracket is strictly negative, since we assume that $d_{1}>-d_{0}$. We conclude that

$$
0=\left(\left(1+d_{0}^{2}\right)^{-1 / 4}-\left(1+d_{1}^{2}\right)^{-1 / 4}\right)
$$

which yields that $d_{0}=d_{1}$.
We are now in position to solve the two-dimensional minimization problem.
Proposition 4.6. Let $0<\alpha \leq \alpha_{\max }$. There exists $\alpha^{*}=1.132372323 \ldots \in$ ( $0, \alpha_{\text {max }}$ ) such that

$$
\inf _{\left(d_{0}, d_{1}\right) \in \mathbb{R}^{2}, d_{1} \geq-d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right)= \begin{cases}\hat{W}_{\alpha}\left(G^{-1}\left(\frac{c}{2}\right), G^{-1}\left(\frac{c}{2}\right)\right), & 0<\alpha \leq \alpha^{*} \\ c_{0}^{2}-2 \alpha \pi, & \alpha^{*}<\alpha \leq \alpha_{\max }\end{cases}
$$

where $c \in\left(0, c_{\max }\right)$ solves $h(c)=\alpha$. In the first case $d_{0}=d_{1}=G^{-1}\left(\frac{c}{2}\right)$ is the only point for which the minimum is attained, while it is not attained for $\alpha^{*}<\alpha \leq \alpha_{\max }$.

Proof. In view of Lemma 4.5 and the symmetry of $\hat{W}_{\alpha}$,

$$
\inf _{\left(d_{0}, d_{1}\right) \in \mathbb{R}^{2}, d_{1} \geq-d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right)
$$

is the minimum between

$$
\begin{gather*}
\inf _{d \in(0, \infty)} \hat{W}_{\alpha}(d, d),  \tag{4.7}\\
\inf _{d \in \mathbb{R}} \hat{W}_{\alpha}(d,-d)=0 \tag{4.8}
\end{gather*}
$$

and

$$
\begin{equation*}
\inf _{d \in \mathbb{R}} \hat{W}_{\alpha}(d, \infty) \tag{4.9}
\end{equation*}
$$

Since

$$
\hat{W}_{\alpha}(d, d)=4 G(d)^{2}-4 \alpha \arctan (d)
$$

is certainly negative for $d>0$ close to 0 , we see that $\inf _{d \in(0, \infty)} \hat{W}_{\alpha}(d, d)<0$, so we need not consider (4.8). As for (4.9) we have
$\hat{W}_{\alpha}(d, \infty)=\left(G(d)+\frac{c_{0}}{2}\right) \cdot\left(\left(G(d)+\frac{c_{0}}{2}\right)^{2}+4\left(1+d^{2}\right)^{-1 / 2}\right)^{1 / 2}-2 \alpha\left(\arctan (d)+\frac{\pi}{2}\right)$.
It is sufficient to discuss local mimima, since $\hat{W}_{\alpha}(\infty, \infty)$ is already covered by (4.7) and $\hat{W}_{\alpha}(-\infty, \infty)=0$ by (4.8). Passing to the $c=2 G(d)$-variable, we see that $\hat{W}_{\alpha}$ attains its minimum on $\left\{\left(d_{0}, d_{1}\right): d_{0} \in[-\infty, \infty], d_{1} \in\left[-d_{0}, \infty\right]\right\}$. For fixed $d_{0} \in \mathbb{R}$, we infer from (4.6) that for $d_{1}$ large enough, $\frac{\partial \hat{W}_{\alpha}}{\partial d_{1}}>0$. This follows since the slowest term $4 d_{1}\left(1+d_{1}^{2}\right)^{-5 / 4}\left(1+d_{0}^{2}\right)^{-1 / 4}$ decays of order $-3 / 2$ and has a positive coefficient. Hence, the minimum is not attained on $\mathbb{R} \times\{\infty\}$ but either in $(\infty, \infty)$ or in the interior of our domain. This proves that

$$
\begin{equation*}
\inf _{\left(d_{0}, d_{1}\right) \in \mathbb{R}^{2}, d_{1} \geq-d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right)=\inf _{d \in(0, \infty)} \hat{W}_{\alpha}(d, d) \tag{4.10}
\end{equation*}
$$

It remains to evaluate the right-hand side of (4.10). Let

$$
\phi(d):=\hat{W}_{\alpha}(d, d)=4 G(d)^{2}-4 \alpha \arctan (d)
$$

We have

$$
\phi^{\prime}(d)=\frac{8 G(d)}{\left(1+d^{2}\right)^{\frac{5}{4}}}-\frac{4 \alpha}{1+d^{2}}=\frac{4}{1+d^{2}}(h(2 G(d))-\alpha)
$$

with $h$ defined in (2.6). Thus, $\phi^{\prime}(d)=0$ iff $d=G^{-1}\left(\frac{c}{2}\right)$, where $c$ is one of the solutions of $h(c)=\alpha$. Only the solution $c \in\left(0, c_{\max }\right)$ is a local minimum so that

$$
\inf _{d \in(0, \infty)} \phi(d)=\min \left(c^{2}-4 \alpha \arctan \left(G^{-1}\left(\frac{c}{2}\right)\right), c_{0}^{2}-2 \alpha \pi\right)
$$

we take into account that $\phi(0)=0$ and $\phi(d)<0$ for small $d>0$. In order to calculate the last minimum we introduce the following auxiliary function $f:\left[0, c_{\max }\right] \rightarrow \mathbb{R}$ :

$$
f(c):=c_{0}^{2}-2 h(c) \pi-c^{2}+4 h(c) \arctan G^{-1}\left(\frac{c}{2}\right) .
$$

We find that $f(0)=c_{0}^{2}>0$ and $f\left(c_{\max }\right)=-0.6674542140 \ldots<0$, and a short calculation shows that

$$
f^{\prime}(c)=\left(4 \arctan G^{-1}\left(\frac{c}{2}\right)-2 \pi\right) h^{\prime}(c)<0, \quad c \in\left(0, c_{\max }\right)
$$

so that $f$ has a unique zero

$$
c^{*}=1.274998908 \ldots \in\left[0, c_{\max }\right] \text { with } \alpha^{*}:=h\left(c^{*}\right)=1.132372323 \ldots
$$

This proves the formula for $\inf _{\left(d_{0}, d_{1}\right) \in \mathbb{R}^{2}, d_{1} \geq-d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right)$. The uniqueness of the minimum for $0 \leq \alpha \leq \alpha^{*}$ follows from Lemma 2.2.

We are now in position to prove Theorems 1.4 and 1.5. The second result is an immediate consequence of (4.10) and Theorem 4.3. As for Theorem 1.4, we focus on the case $0<\alpha \leq \alpha^{*}$. Let $c \in\left(0, c_{\max }\right)$ be the unique solution of $h(c)=\alpha$ with corresponding small solution $u_{c}$. Clearly,

$$
\begin{aligned}
\tilde{W}_{\alpha}\left(u_{c}\right)=\hat{W}_{\alpha}\left(G^{-1}\left(\frac{c}{2}\right), G^{-1}\left(\frac{c}{2}\right)\right) & =\inf _{\left(d_{0}, d_{1}\right) \in \mathbb{R}^{2}, d_{1} \geq-d_{0}} \hat{W}_{\alpha}\left(d_{0}, d_{1}\right) \\
& =\inf _{v \in H^{2} \cap H_{0}^{1}(0,1)} \tilde{W}_{\alpha}(v)
\end{aligned}
$$

by Proposition 4.6 and Lemma 4.2. It remains to show that $u_{c}$ is the only function in $H^{2} \cap H_{0}^{1}(0,1)$ for which the minimum is attained. Suppose that $u \in H^{2} \cap H_{0}^{1}(0,1)$ satisfies $\tilde{W}_{\alpha}(u)=\inf _{v \in H^{2} \cap H_{0}^{1}(0,1)} \tilde{W}_{\alpha}(v)$. In view of Lemma 4.1, $u$ is necessarily concave. Let $v=u_{x_{0}, x_{1}} \in H^{2} \cap H_{0}^{1}(0,1)$ be the function appearing in Lemma 4.2 with $d_{0}, d_{1}$ given by (4.5). Using the minimality of $u$, Proposition 4.6, and Lemma 4.2, we obtain

$$
\tilde{W}_{\alpha}(u) \leq \tilde{W}_{\alpha}\left(u_{c}\right)=\hat{W}_{\alpha}\left(G^{-1}\left(\frac{c}{2}\right), G^{-1}\left(\frac{c}{2}\right)\right) \leq \hat{W}_{\alpha}\left(d_{0}, d_{1}\right)=\tilde{W}_{\alpha}(v) \leq \tilde{W}_{\alpha}(u)
$$

This implies that $\hat{W}_{\alpha}\left(G^{-1}\left(\frac{c}{2}\right), G^{-1}\left(\frac{c}{2}\right)\right)=\hat{W}_{\alpha}\left(d_{0}, d_{1}\right)$ and hence by Proposition 4.6 that $d_{0}=d_{1}=G^{-1}\left(\frac{c}{2}\right)$ so that $v=u_{c}$. In particular, we infer with the help of Lemma 4.2 that $u^{\prime}(0)=v^{\prime}(0)=u_{c}^{\prime}(0)$ and $u^{\prime}(1)=v^{\prime}(1)=u_{c}^{\prime}(1)$. As a consequence we have $B C_{\alpha}(u)=B C_{\alpha}\left(u_{c}\right)$, and therefore $W(u)=W\left(u_{c}\right)$. However, in view of Theorem 2 in [4], $u_{c}$ is the unique minimum of $W$ in the class $M_{\beta}=\left\{w \in H^{2} \cap H_{0}^{1}(0,1) \mid\right.$ $\left.w^{\prime}(0)=-w^{\prime}(1)=\beta\right\}\left(\beta=u_{c}^{\prime}(0)\right)$ so that we must have $u=u_{c}$. This completes the proof of Theorem 1.4.

For selected values of $\alpha$, Figure 4.3 shows plots of the function $c \mapsto \tilde{W}_{\alpha}\left(u_{c}\right)$ on the interval $\left[0, c_{0}\right)$.

The uniqueness part of Theorem 1.4 guarantees that a global minimizer of $\tilde{W}_{\alpha}$ is symmetric. A more difficult question is whether any solution of (1.1) is necessarily symmetric. The following example (see also [12, p. 461]) shows that such a result certainly does not hold if one extends the class of admissible functions to include graphs with singularities in their first derivatives. Let


Fig. 4.3. Graphs of the function $c \mapsto \tilde{W}_{\alpha}\left(u_{c}\right)$ for $\alpha=1.1, \alpha=\alpha^{*}$, and $\alpha=1.34$ (left to right).

$$
u(x):= \begin{cases}\frac{1}{2} U_{0}(2 x), & 0 \leq x \leq \frac{1}{2} \\ -\frac{1}{2} U_{0}(2-2 x), & \frac{1}{2} \leq x \leq 1\end{cases}
$$

where the function $U_{0}$ was defined in (4.3). Clearly, as a curve in $\mathbb{R}^{2}$, the graph of $u$ is a nonsymmetric solution of (1.1) for $\alpha=0$. Note, however, that $u \notin H^{2}(0,1) \cap H_{0}^{1}(0,1)$ so that $u$ is not a smooth solution of (1.1).
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#### Abstract

We study the Ginzburg-Landau energy functional for superconductors in an applied magnetic field. We focus on asymptotically large or small domains and establish the asymptotic behavior of the energy as a function of the Ginzburg-Landau parameter, applied magnetic field, and domain size. For a large class of domain sizes, we calculate the critical field strength where vortex nucleation becomes energetically favorable, and describe the vorticity of minimizers. For supercritical magnetic field strengths, we recover the energy of a classical Abrikosov vortex lattice. Our findings generalize several known results of Sandier and Serfaty for domains of fixed size.
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1. Introduction. In the widely studied Ginzburg-Landau model, superconducting materials are modeled via the free energy functional

$$
\begin{equation*}
G_{p h y s}(\psi, \hat{A})=G_{0}+\int_{\Omega} \frac{\left|\operatorname{curl} \hat{A}-H_{e x}\right|^{2}}{8 \pi}+\frac{1}{2 m_{*}}\left|\left(\hbar \nabla-\frac{i e_{*} \hat{A}}{c}\right) \psi\right|^{2}+\alpha|\psi|^{2}+\frac{\beta}{2}|\psi|^{4}, \tag{1.1}
\end{equation*}
$$

where $\Omega$ is the region occupied by the superconductor, $\psi$ a complex-valued order parameter, $\hat{A}$ the vector potential of the magnetic field, $H_{e x}$ an applied magnetic field, $e_{*}$ and $m_{*}$ physical constants corresponding to the charge and mass of superconducting carriers, $c$ the speed of light, and $\hbar$ the Planck constant. $G_{0}$ is the energy of the normal state and independent of $(\psi, \hat{A})$. The quantities $\alpha$ and $\beta$ are temperaturedependent constants. We will assume subcritical temperatures, so $\alpha<0$ and $\beta>0$. An introduction to the physics of (1.1) explaining the meaning of these constants can be found in [26].

We will work with only two-dimensional domains (corresponding to cylindrical symmetry in the $x_{3}$-direction) and will assume that the domain size is $s$. As we want to study regimes in which the domain size becomes small or large, we renormalize by assuming that $U=\frac{\Omega}{s}$ is a fixed domain of size $O(1)$.

Setting $u(x)=\sqrt{\frac{\beta}{|\alpha|}} \psi(s x), A(x)=\frac{e_{*} s}{\hbar c} \hat{A}(s x)$, and $h_{e x}=\frac{e_{x}}{\hbar c} H_{e x}$, we rewrite the energy as

$$
\begin{equation*}
G_{0}+K\left(\frac{1}{2} \int_{U} \frac{1}{\ell^{2}}\left|\operatorname{curl} A-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2}+|(\nabla-i A) u|^{2}\right) \tag{1.2}
\end{equation*}
$$

where $K=\frac{\hbar^{2}|\alpha|}{2 m_{*} \beta}, \ell^{2}=\frac{2 \pi s^{2} e_{*}^{2}|\alpha|}{m_{*} \beta c^{2}}$, and $\varepsilon^{2}=\frac{\hbar^{2}}{4 m_{*}|\alpha| s^{2}}$.

[^105]Dropping $K$ and $G_{0}$ by an affine transformation of the energy, we arrive at the functional

$$
\begin{equation*}
G_{\varepsilon}(u, A)=\frac{1}{2} \int_{U}\left|\nabla_{A} u\right|^{2}+\frac{1}{\ell^{2}}\left|\operatorname{curl} A-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2} d x \tag{1.3}
\end{equation*}
$$

Using the commonly used comparison length scales of penetration depth,

$$
\begin{equation*}
\lambda=\sqrt{\frac{m_{*} \beta c^{2}}{4 \pi|\alpha| e_{*}^{2}}} \tag{1.4}
\end{equation*}
$$

and coherence length,

$$
\begin{equation*}
\xi=\frac{\hbar}{\sqrt{2 m_{*}|\alpha|}} \tag{1.5}
\end{equation*}
$$

we find that our dimensionless parameters $\varepsilon$ and $\ell$ can be expressed as

$$
\begin{equation*}
\varepsilon=\frac{\xi}{\sqrt{2} s}, \quad \ell=\frac{s}{\sqrt{2} \lambda} \tag{1.6}
\end{equation*}
$$

We will consider $\varepsilon$ small (i.e., domains of size $s \gg \xi$ ) and various scalings of $\ell$.
We will study type II superconductors, those where the Ginzburg-Landau parameter $\kappa=\frac{\lambda}{\xi}$ is large, so the coherence length will be the smallest of the three physical length scales. This corresponds to $\ell \ll \frac{1}{\varepsilon}$, which will be implied by other assumptions throughout this article. Under this limit minimizers will start to energetically favor the formation of vortices once the applied magnetic field grows large enough.

The asymptotics of (1.3) with $\ell \equiv 1$, i.e.,

$$
\begin{equation*}
\frac{1}{2} \int_{U}\left|\nabla_{A} u\right|^{2}+\left|\operatorname{curl} A-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2} d x \tag{1.7}
\end{equation*}
$$

under the asymptotic limit $\varepsilon \rightarrow 0$, has been widely studied in the past decade and a half.
1.1. Background results. In the last 15 years, there has been considerable progress made in the mathematical understanding of the Ginzburg-Landau model. A major step has been the groundbreaking work of Bethuel, Brezis, and Hélein [5] on the related functional without gauge term, the so-called BBH functional

$$
\begin{equation*}
E_{\varepsilon}(u)=\frac{1}{2} \int_{U}|\nabla u|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2} \tag{1.8}
\end{equation*}
$$

and much of the analysis for the full gauge-invariant functional $G_{\varepsilon}$ is based on analysis of $E_{\varepsilon}$. We can only sketch some of the developments for the static Ginzburg-Landau model with magnetic field, and refer the reader to the recent monograph [18] by Sandier and Serfaty, which contains a thorough treatment of vortex solutions and critical fields for vortex nucleation for (1.7).

We mention some works that are of particular relevance to the topic of this article. The first rigorous treatment of (1.7) in the $\varepsilon \rightarrow 0$ limit can be found in Bethuel and Riviere [6], who discovered many important features of the standard Ginzburg-Landau functional. Serfaty [22, 23] built on this work and gave the first rigorous treatment of the critical field question by a study of local minimizers close to the critical field.

The technique used assumptions on the BBH energy (1.8) to obtain an a priori bound on the number of vortices. Using the "vortex ball construction" of Sandier [17] and Jerrard [10], a key ingredient in most of the later research, Sandier and Serfaty [21] were then able to show that the global minimizer below the critical field is indeed vortex-free and $\left|u_{\varepsilon}\right|$ is bounded away from zero.

The structure of global minimizers with an unbounded number of vortices and with external field of order $h_{e x}=O(|\log \varepsilon|)$ was analyzed by Sandier and Serfaty in [20]. This result, combined with a Jacobian compactness theorem [11], was rephrased by Jerrard and Soner [12] in the framework of $\Gamma$-convergence. The limit problem is equivalent to a certain obstacle problem, and the limiting vorticity (after rescaling with $|\log \varepsilon|)$ is constant in the set where the obstacle is active.

For asymptotically larger applied magnetic fields ( $|\log \varepsilon| \ll h_{e x} \ll \frac{1}{\varepsilon^{2}}$ ), the vortices fill the whole domain as an Abrikosov-type lattice with uniform limiting density of vortices. This was established by Sandier and Serfaty in [19].

There are few results as of yet on the influence of the domain size on the behavior of the functional. The asymptotic expansion results of Chapman et al. [8] contain a scaling argument similar to ours above, and then study domains of size $s=O(\xi)$ with $\kappa \gg 1$, which corresponds to very small domains.

Aftalion and Dancer [1] studied critical points of the Ginzburg-Landau energy. For small domains $\left(\ell<C \min \left(1, \frac{C}{\kappa}\right)\right)$, they showed that any solution that is not the normal solution (where $u \equiv 0$ ) will be bounded away from zero, regardless of the external field. For the special case where the domain is a ball, $U_{\ell}=B_{\ell}(0)$, they showed that solutions in small domains are necessarily radially symmetric, and there exists a critical field of order $O\left(\frac{1}{\ell}\right)$ such that, above this field, only the normal solution exists, while a unique superconducting solution exists below this threshold.

A numerical study was performed by Aftalion and Du [2], who studied the response of a superconductor to the raising and lowering of the external field depending on Ginzburg-Landau parameter $\kappa$ and domain size. They found bifurcation diagrams in several distinct regimes, including a critical line separating type I and type II behavior.

Recently, there have been results by Aydi [3] and Aydi and Sandier [4] on minimizing sequences of the Ginzburg-Landau energy in periodic boxes. In these papers the authors establish a detailed description of the critical field strength for vortex nucleation; vortices are located at minimizers of an explicit renormalized energy. Furthermore, the limiting induced magnetic field satisfies a periodic London equation with point sources at the vortex locations. These results can be understood as a study of the interior behavior of an Abrikosov lattice in the large domain limit.

There have also been a few results that study (1.7) with applied magnetic fields and domain-dependence between $h_{c_{2}}$ and $h_{c_{3}}$, the regime associated with surface superconductivity. However, we restrict ourselves to field strengths asymptotically below $h_{c_{2}}$; hence we do not attempt to review results within this class of field strengths.

There are similarities between the Ginzburg-Landau energy (1.3) and the Chern-Simons-Higgs energy

$$
\begin{equation*}
G_{c s h}(u, A)=\frac{1}{2} \int_{U}\left|\nabla_{A} u\right|^{2}+\frac{\mu^{2}}{4} \frac{\left|\operatorname{curl} A-h_{e x}\right|^{2}}{|u|^{2}}+\frac{1}{\varepsilon^{2}}|u|^{2}\left(1-|u|^{2}\right)^{2} d x \tag{1.9}
\end{equation*}
$$

for an applied magnetic field, $h_{e x}$, and a bounded simply connected domain, $U \subset \mathbb{R}^{2}$. The Chern-Simons-Higgs model is an anyon theory that is of interest in connection with high-temperature superconductors and the quantum Hall effect. For an overview
of the study in the self-dual case $\mu=\varepsilon$, see Yang [27].
In $[14,15]$ the authors proved several results of a similar nature to those found here: For $h_{e x}=H|\log \varepsilon|$ and $G_{c s h}\left(u_{\varepsilon}, A_{\varepsilon}\right)=O\left(|\log \varepsilon|^{2}\right)$, we were able to show $\Gamma$ convergence results for the cases $\mu=\mu_{\varepsilon} \rightarrow \mu_{0} \in(0, \infty]$. These enabled us to calculate the critical field for vortex nucleation. The main ingredient in these results is a compactness proof that relates the Jacobian of $u, J(u)=\operatorname{det} \nabla u$, to the energy

$$
E_{c s h}(u)=\frac{1}{2} \int_{U}|\nabla u|^{2}+\frac{1}{\varepsilon^{2}}|u|^{2}\left(1-|u|^{2}\right)
$$

Using this compactness result from [14] and an energy decomposition, we showed $\Gamma$-convergence for finite $\mu$ in [14] and for $\mu \rightarrow \infty$ in [15]. For $\mu \rightarrow 0$, we gave an explicit counterexample that illustrates why this method, using a decomposition and bounds for $E_{c s h}$, fails in this case. However, we were later able to show that for $h_{e x}$ much larger than the critical field, and under certain restrictions on $\mu$, the energy of minimizers scales in the same fashion as the energy of an Abrikosov-type lattice just as for the Ginzburg-Landau energy (1.7); see [16].

All of our results here carry over from the Chern-Simons-Higgs energy (1.9) under the assumptions above. In particular, we can extend the results of $[14,15,16,25]$ and understand vortices in non-self-dual Chern-Simons-Higgs for a wider range of parameters and in more detail. Results for (1.3) in the next subsection can be related to results for (1.9) by simply setting $\ell=\frac{2}{\mu}$.
1.2. Main results. In this subsection, we list our main theorems on the behavior of minimizers for various parameter regimes. These results, most of which are generalizations of known results from the last section, provide a partial solution to Open Problem 1 of [18].

Our first result is the calculation of the first critical field where minimizers of the Ginzburg-Landau energy start to have vortices. This field is $O(|\log \varepsilon|)$ if the domains stay bounded and $O\left(\ell^{2}|\log \varepsilon|\right)$ if the domains are unbounded and $\ell$ is bounded by a power of $|\log \varepsilon|$.

THEOREM 1.1. There exists a sequence of critical fields $h_{c_{1}}(\varepsilon)$ such that any minimizer of the Ginzburg-Landau functional with $h_{e x}<h_{c_{1}}(\varepsilon)-o(|\log \varepsilon|)$ is vortexfree, while any minimizer with $h_{e x}>h_{c_{1}}(\varepsilon)+o(|\log \varepsilon|)$ has vortices.

As $\varepsilon \rightarrow 0$, the critical field $h_{c_{1}}(\varepsilon)$ satisfies the following expansion: If $\ell_{\varepsilon} \rightarrow \ell_{0}$ with $0 \leq \ell_{0}<\infty$, then

$$
\begin{equation*}
\frac{h_{c_{1}}(\varepsilon)}{|\log \varepsilon|} \rightarrow H_{1}\left(\ell_{0}\right) \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{1}\left(\ell_{0}\right)=\frac{1}{2 \max _{\bar{U}}\left|y_{\ell_{0}}\right|}, \tag{1.11}
\end{equation*}
$$

where $y_{\ell_{0}}$ is the solution of

$$
-\Delta y_{\ell_{0}}+\ell_{0}^{2} y_{\ell_{0}}+1=0
$$

with Dirichlet boundary conditions $y_{\ell_{0}}=0$ on $\partial U$.
Finally, if $\ell_{\varepsilon} \rightarrow \infty$ and $\ell_{\varepsilon} \leq|\log \varepsilon|^{\gamma}$ for any fixed $\gamma>0$, then

$$
\begin{equation*}
\frac{h_{c_{1}}(\varepsilon)}{\ell_{\varepsilon}^{2}|\log \varepsilon|} \rightarrow \frac{1}{2} \tag{1.12}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Therefore, the critical field scales as $h_{c_{1}}=\frac{\ell_{\varepsilon}^{2}|\log \varepsilon|}{2}$ in this regime of domain sizes.

For small or bounded domains Theorem 1.1 follows from adapting the proof of Sandier and Serfaty [21], where $\ell \equiv 1$. Formally examining the resulting critical field (1.11), one finds $H_{1}\left(\ell_{0}\right) \rightarrow \frac{\ell_{0}^{2}}{2}$ as $\ell_{0} \rightarrow \infty$, so we expect that $h_{c_{1}}=\frac{\ell_{\varepsilon}^{2}|\log \varepsilon|}{2}$ for any $\ell_{\varepsilon} \rightarrow+\infty$ and $\ell_{\varepsilon} \ll \frac{1}{\sqrt{\varepsilon}|\log \varepsilon|}$; see the discussion before Lemma 2.7. We give a proof for the case of large (but not too large) domains in section 2; see Proposition 2.1 for details.

The following results can be used to characterize the minimizers of ( $u_{\varepsilon}, A_{\varepsilon}$ ) for external fields of order $O(|\log \varepsilon|)$ and small or bounded domains. The first step is a $\Gamma$-convergence result that relates $G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right)$ to a simpler functional that no longer involves $\varepsilon$. We skip some of the detailed convergence statements for ease of presentation. The full statement is given in Theorem 3.1.

THEOREM 1.2. As $\varepsilon \rightarrow 0$, the functional $\frac{1}{|\log \varepsilon|^{2}} G_{\varepsilon}$ is $\Gamma$-convergent to $G(v, a)$, where the limit functional $G$ is given by
$G(v, a):= \begin{cases}\frac{1}{2} \int_{U}|v-a|^{2}+\frac{1}{\ell_{0}^{2}}|\operatorname{curl} a-H|^{2}+\frac{1}{2}\|\operatorname{curl} v\|_{\mathscr{M}} & \text { if } \ell_{0}>0, \\ \frac{1}{2} \int_{U}|v-a|^{2}+\frac{1}{2}\|\operatorname{curl} v\|_{\mathscr{M}} & \text { if } \ell_{0}=0 \text { and } \operatorname{curl} a=H, \\ +\infty & \text { otherwise, }\end{cases}$
under a convergence that includes $\left(\frac{1}{|\log \varepsilon|}\left(i u_{\varepsilon}, \nabla u_{\varepsilon}\right)-\frac{1}{|\log \varepsilon|}|u|^{2} A_{\varepsilon}\right) \rightharpoonup(v-a)$ and $\frac{1}{\mid \log \varepsilon} A_{\varepsilon} \rightharpoonup \operatorname{curl} a$ in $L^{2}$.

Since $\Gamma$-convergence and the compactness we have here imply that minimizers of $G_{\varepsilon}$ and of $G$ approximate each other, we study minimizers of $G$ to gain insight into the structure of minimizers of $G_{\varepsilon}$.

THEOREM 1.3. If $\left(v_{0}, a_{0}\right)$ is a minimizer of (1.13) and $\ell_{0}>0$, then $z_{0}=$ $\ell_{0}^{-2}\left(\operatorname{curl} a_{0}-H\right)$ is the unique minimizer of the following obstacle problem: Minimize

$$
\begin{equation*}
F_{\ell_{0}, H}(z)=\frac{1}{2} \int_{U}|\nabla z|^{2}+\ell_{0}^{2} z^{2}+2 z H \tag{1.14}
\end{equation*}
$$

in the admissible class

$$
\begin{equation*}
\mathscr{K}=\left\{z \in H_{0}^{1}(U): z \geq-\frac{1}{2} \text { a.e. in } U\right\} \tag{1.15}
\end{equation*}
$$

The limit $\left(v_{0}, a_{0}\right)$ satisfies the following additional properties:

$$
\begin{aligned}
\ell_{0}^{-2} \operatorname{curl}\left(\operatorname{curl} a_{0}-H\right)+a_{0} & =v_{0} \quad \text { in } U, \\
\operatorname{curl} a_{0}-H & =0 \quad \text { on } \partial U, \\
-\frac{1}{2} & \leq z_{0} \leq 0 \\
\operatorname{curl} v_{0} & \geq 0 \\
\operatorname{spt}\left(\operatorname{curl} v_{0}\right) & \subset\left\{z_{0}=-\frac{1}{2}\right\}
\end{aligned}
$$

In the case where $\ell_{0}=0$, we have curl $a_{0}=H$ and obtain a slightly different obstacle problem: Let $y_{0}$ be the solution of $-\Delta y_{0}=\operatorname{curl} v_{0}-H$ with zero boundary conditions. Then $y_{0}$ is the unique minimizer of

$$
\begin{equation*}
F_{0, H}(y)=\frac{1}{2} \int_{U}|\nabla y|^{2}+2 y H \tag{1.16}
\end{equation*}
$$

in the admissible class

$$
\begin{equation*}
\mathscr{K}=\left\{y \in H_{0}^{1}(U): y \geq-\frac{1}{2} \text { a.e. in } U\right\} . \tag{1.17}
\end{equation*}
$$

Moreover, curl $v_{0} \geq 0$ and $\operatorname{spt}\left(\operatorname{curl} v_{0}\right) \subset\left\{y_{0}=-\frac{1}{2}\right\}$.
This theorem, proved later in section 3 , implies again the results on the first critical field: When the obstacle is not active, the minimizer satisfies curl $v=0$. This happens if and only if $H<H_{1}\left(\ell_{0}\right)$ with the same fields as above. However, since we rescaled the vorticity to obtain convergence, this only shows that an approximating sequence $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ has at most $o(|\log \varepsilon|)$ vortices, a result that is weaker than the "no vortices below the critical field" obtained in Theorem 1.1.

Finally, we study minimizers of the Ginzburg-Landau functional with a very large (supercritical) applied external magnetic field and obtain energy asymptotics of a uniform vortex lattice, as follows.

Theorem 1.4. Assume that

$$
\begin{equation*}
\max \left\{1, \ell^{2}\right\}|\log \varepsilon| \ll h_{e x} \ll \frac{1}{\varepsilon^{2}} \tag{1.18}
\end{equation*}
$$

then minimizing sequence $\left\{u_{\varepsilon}, A_{\varepsilon}\right\}$ satisfies

$$
\begin{equation*}
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right)=\frac{1}{2}|U| h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}\left(1-o_{\varepsilon}(1)\right) . \tag{1.19}
\end{equation*}
$$

Furthermore, the vortex density is uniform in the limit; see Proposition 5.2 for a precise statement.

The proof of Theorem 1.4 is given in Proposition 5.2 and relies on the upper bound Proposition 4.1. For the lower bound, we have followed the simple proof of Sandier and Serfaty [18] and reduced the theorem by a well-chosen rescaling to the lower bound part of the $\Gamma$-convergence theorem in the $|\log \varepsilon|^{2}$ scaling.

For the upper bound, we use a simple approach with Fourier series (Proposition 4.1). A refined version of the upper bound, (4.2), motivates our conjecture on the behavior close to the critical field for large domains.

Remark 1.5. For $\ell_{\varepsilon} \rightarrow \infty$ and $h_{e x}=O\left(\ell^{2}|\log \varepsilon|\right)$, we do not yet have a rigorous result on the structure of minimizers. However, we expect from formal calculations that a uniform lattice, such as those constructed in section 4 , should be minimizing. This is further supported by the analysis of Aydi [3], who showed such a result in the periodic setting. Aydi's upper bound and ours are essentially equivalent.
1.3. Discussion. We conclude the introduction with several unresolved questions regarding asymptotics of (1.3). There is still work to do to complete the answer to Problem 1 in [18]. In particular, a complete phase diagram for the minimizing behavior depending on $\kappa, \ell$, and $h_{e x}$ should be given, including the cross-over between type I and type II behavior that happens for $\kappa \ell=O(1)$, and the results of Aftalion and $\mathrm{Du}[2]$ should be made fully rigorous. For such a study, it would also be necessary to understand local minimizers and hysteresis phenomena for slowly changing fields.

It is an interesting problem to further study beginning vortex nucleation close to the critical field in the large domain limit, $\ell \rightarrow+\infty$. Based on the construction of Proposition 4.1 and the structure of the Meissner state, we expect that minimizers exhibit a uniform vortex lattice that fills the whole domain. However, vortices will be far apart and interact only weakly, making this a subtle problem. Finally, it would
be interesting to study (1.3) with applied fields in the "intermediate range," recently undertaken for (1.7) in [18]. For states with few vortices in large domains, we similarly expect very slow motion for the gradient flow, as vortices will move in an almost flat potential.
2. Critical field calculation. In this section we establish Theorem 1.1. The proof of Theorem 1.1 for $\ell \rightarrow[0,+\infty)$ follows from a direct insertion of $\ell^{-2}$ into the magnetic field term of (1.7) and following the proof found in [22, 21]. However, when $\ell \rightarrow+\infty$, a simple scaling argument fails, and we need to be more careful. In the following we show that for a substantial class of large-domain asymptotics, the critical field strength is indeed

$$
h_{c_{1}}=\frac{\ell^{2}}{2}|\log \varepsilon|+o(|\log \varepsilon|)
$$

as suggested by the formal analysis of the scaled renormalized energy.
Proposition 2.1. Let $\ell \rightarrow+\infty$ with $\ell \leq C|\log \varepsilon|^{\gamma}$ for any fixed $\gamma \in \mathbb{R}^{+}$, and suppose that $(u, A)$ is a minimizer of the Ginzburg-Landau energy (1.3). Then the first critical field for vortex nucleation is $h_{c_{1}}=\frac{\ell^{2}}{2}|\log \varepsilon|=\frac{1}{2}|\log \varepsilon|^{2 \gamma+1}$. In particular for $h_{e x}<\frac{\ell^{2}}{2}|\log \varepsilon|$, any minimizer will satisfy $|u| \geq \frac{3}{4}$ for all $\varepsilon$ sufficiently small, and for $h_{e x}>\frac{\ell^{2}}{2}|\log \varepsilon|$ any minimizer must have a vortex.

Remark 2.2. Although we establish the conjectured critical field for $\ell=|\log \varepsilon|^{\gamma}$, we believe the critical field should be true over length scales up to $\ell \leq \frac{C}{\sqrt{\varepsilon}|\log \varepsilon|}$. In particular, the more refined vortex ball estimates found in $[13,18]$ should be powerful enough to handle larger domains, but in the interest of brevity we consider only $\ell$ 's that satisfy $1 \ll \ell \leq C|\log \varepsilon|^{\gamma}$. We establish Proposition 2.1 by using the explicit vortex structure that exists for these intermediate-sized domains.

The Euler-Lagrange equations of (1.3),

$$
\begin{align*}
& 0=\nabla_{A}^{2} u+\frac{1}{\varepsilon^{2}} u\left(1-|u|^{2}\right)  \tag{2.1}\\
& 0=\operatorname{curl} \operatorname{curl} A+\ell^{2} j_{A}(u)
\end{align*}
$$

in $U$ and $n \cdot \nabla_{A} u=0$ and $\operatorname{curl} A=h_{e x}$ on $\partial U$. Setting the Coulomb gauge, we see that

$$
\operatorname{div} A=0 \text { in } U, \quad n \cdot A=0 \text { on } \partial U
$$

Solutions to (2.1) satisfy the maximum principle

$$
\begin{equation*}
\|u\|_{L^{\infty}(U)} \leq 1 \tag{2.2}
\end{equation*}
$$

the proof of which can be found in $[6,19]$.
The key to establishing Proposition 2.1 is a good energy decomposition. In order to establish this decomposition we use the following result of Sandier and Serfaty that supplies the vortex structure for our range of $\ell$ 's. Their result, based on the method of Jerrard [10] and Jerrard and Soner [11] is the following.

Proposition 2.3 (see Sandier and Serfaty[21]). Let $u: U \rightarrow \mathbb{C}$ be such that $|\nabla u| \leq \frac{C}{\varepsilon}$ and that $E_{\varepsilon}(u) \leq C|\log \varepsilon|^{M}$ for $M \geq 2$ a fixed number. Then, for any $\alpha>0$ there exist disjoint balls $\left\{B_{r_{i}}\right\}_{i \in I}$ of radii $r_{i}$ such that for sufficiently small $\varepsilon$,

$$
\text { 1. }\left\{|u|<\frac{3}{4}\right\} \subset \cup_{i \in I} B_{r_{i}}
$$

2. $\operatorname{card} I \leq C|\log \varepsilon|^{M}$,
3. $r_{i} \leq \frac{C_{C}^{\alpha}}{\log \varepsilon^{\alpha}}$,
4. if $\overline{B_{r_{i}}} \subset U$ and $d_{i}=\operatorname{deg}\left(u, \partial B_{r_{i}}\right)$, then

$$
\begin{equation*}
\int_{B_{r_{i}}} e_{\varepsilon}(u) d x \geq \pi\left|d_{i}\right|(|\log \varepsilon|-O(\log |\log \varepsilon|)) \tag{2.3}
\end{equation*}
$$

Remark 2.4. The result in [21] is restricted to energies of the size $E_{\varepsilon}(u) \leq$ $K|\log \varepsilon|^{2}$; however, the same proof holds for the higher energies in the assumptions found in Proposition 2.1.

We now state our energy decomposition, in the spirit of Bethuel and Riviere [6], Serfaty [22], and Sandier and Serfaty [19].

Proposition 2.5. Let $(u, A)$ be a minimizer, where A satisfies the Coulomb gauge and $1 \ll \ell \leq C|\log \varepsilon|^{\gamma}$. Let $A=h_{e x} \nabla^{\perp} \xi_{\ell}+\nabla^{\perp} \zeta$, where $\xi_{\ell}$ satisfies

$$
\begin{align*}
-\frac{1}{\ell^{2}} \Delta^{2} \xi_{\ell}+\Delta \xi_{\ell} & =0 \text { in } U \\
\Delta \xi_{\ell} & =1 \text { on } \partial U  \tag{2.4}\\
\xi_{\ell} & =0 \text { on } \partial U
\end{align*}
$$

Then

$$
\begin{align*}
G_{\varepsilon}(u, A) \geq & \sum_{i \in I} \int_{B_{r_{i}}} e_{\varepsilon}(u) d x+\frac{1}{\ell^{2}} \int_{U}|\Delta \zeta|^{2}+G^{0}  \tag{2.5}\\
& +2 \pi h_{e x} \sum_{i \in I} d_{i} \xi_{\ell}\left(a_{i}\right)-\frac{C}{|\log \varepsilon|}
\end{align*}
$$

where $G^{0}=G_{\varepsilon}\left(1, h_{e x} \nabla^{\perp} \xi_{\ell}\right)$. Here the vortex balls $B_{r_{i}}$ and degrees $d_{i}$ are defined via Proposition 2.3

We prove several intermediate lemmas before attempting the proof of Proposition 2.5. The first facts we establish are on the scaled London equation. This limiting equation for the stream function of the magnetic field potential is the expected Meissner solution.

Lemma 2.6. Let $\xi_{\ell}$ be the solution of (2.4) with $\ell \gg 1$; then

$$
\begin{equation*}
-\frac{1}{\ell^{2}} \leq \xi_{\ell} \leq 0 \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x \in \bar{U}}\left|\xi_{\ell}\right|=\frac{1}{\ell^{2}}\left(1-o_{\ell}(1)\right) \tag{2.7}
\end{equation*}
$$

Further,

$$
\begin{equation*}
\left\|\xi_{\ell}\right\|_{H^{2}} \leq C \quad \text { and } \quad\left\|\nabla \xi_{\ell}\right\|_{L^{\infty}} \leq C \tag{2.8}
\end{equation*}
$$

where $C$ depends only on $U$.
Proof. These results are similar to results found in $[6,22,24]$ for $\ell \equiv 1$. If $\Delta \xi_{\ell}=h_{\ell}$ in $U$ and $\xi_{\ell}=0$ on $\partial U$, then $h_{\ell}$ satisfies

$$
\begin{align*}
-\frac{1}{\ell^{2}} \Delta h_{\ell}+h_{\ell} & =0 \text { in } U  \tag{2.9}\\
h_{\ell} & =1 \text { on } \partial U
\end{align*}
$$

If we let $\chi=\xi_{\ell}-\frac{1}{\ell^{2}}\left(h_{\ell}-1\right)$, then $\Delta \chi=\Delta \xi_{\ell}-\frac{1}{\ell^{2}} \Delta\left(h_{\ell}-1\right)=h_{\ell}-\frac{1}{\ell^{2}} \Delta h_{\ell}=0$ in $U$ and $\chi=0$ on $\partial U$. Therefore, $\chi \equiv 0$, and thus

$$
\begin{equation*}
\xi_{\ell}=\frac{1}{\ell^{2}}\left(h_{\ell}-1\right) \tag{2.10}
\end{equation*}
$$

Applying the maximum principle to (2.9) yields $0<h_{\ell}<1$. In particular, if a minimum occurs at a point $x_{m}$ in the interior of $U$, then $0<\frac{1}{\ell^{2}} \Delta h_{\ell}\left(x_{m}\right)=h_{\ell}\left(x_{m}\right)$, and by the boundary condition we see $h_{\ell} \geq 0$. On the other hand, if the maximum occurs at a point $x_{M}$ in the interior of $U$, then $0>\frac{1}{\ell^{2}} \Delta h_{\ell}\left(x_{M}\right)=h_{\ell}\left(x_{M}\right)$, and by the boundary condition $h_{\ell} \leq 1$. Applying this to (2.10) yields (2.6).

Next, using the boundary conditions on $\xi_{\ell}$,

$$
\begin{aligned}
0 & =\int_{U} \xi_{\ell}\left[-\frac{1}{\ell^{2}} \Delta^{2} \xi_{\ell}+\Delta \xi_{\ell}\right]=\int_{U} \frac{1}{\ell^{2}} \nabla \xi_{\ell} \cdot \nabla \Delta \xi_{\ell}-\left|\nabla \xi_{\ell}\right|^{2} \\
& =\int_{\partial U} \frac{1}{\ell^{2}} \partial_{n} \xi-\int_{U}\left[\frac{1}{\ell^{2}}\left|\Delta \xi_{\ell}\right|^{2}+\left|\nabla \xi_{\ell}\right|^{2}\right]
\end{aligned}
$$

Thus by (2.9), (2.10), and the bound on $h_{\ell}$,

$$
\int_{U} \frac{1}{\ell^{2}}\left|\Delta \xi_{\ell}\right|^{2}+\left|\nabla \xi_{\ell}\right|^{2}=\frac{1}{\ell^{2}} \int_{U} \Delta \xi_{\ell}=\frac{1}{\ell^{2}} \int_{U} h_{\ell} \leq \frac{1}{\ell^{2}}|U|
$$

This implies $\left\|\xi_{\ell}\right\|_{H^{2}(U)} \leq 2 \sqrt{|U|}$. Since $0<\Delta \xi_{\ell}<1$, then $\left\|\xi_{\ell}\right\|_{W^{2, p}} \leq C_{p}$ for any chosen $p>2$. Therefore, by Sobolev embedding, we have (2.8).

Set $z_{\ell}=\partial_{\ell} h_{\ell}$; then $z_{\ell}$ satisfies

$$
\Delta z_{\ell}-\ell^{2} z_{\ell}=2 \ell h_{\ell} \geq 0
$$

in $U$ and $z_{\ell}=0$ on $\partial U$. By the maximum principle $z_{\ell} \leq 0$; hence, $h_{\ell}$ is monotonically decreasing in $\ell$ for all $x \in U$. Since $h_{\ell}$ is bounded below by -1 , then $h_{\ell}(x)=-1+o_{\ell}(1)$ for all $x \in U^{\prime} \Subset U$. Thus max $\left|\xi_{\ell}\right|=\frac{1}{\ell^{2}}\left(1-o_{\ell}(1)\right)$ by (2.10).

In order to use Proposition 2.3 we need to establish a bound on $E_{\varepsilon}(u)$; see (1.8). As we see below, the BBH energy can be much larger than the Ginzburg-Landau energy $G_{\varepsilon}(u, A)$, since the magnetic field term in the energy can absorb large induced fields generated by a large number of vortices. We have the following result.

Lemma 2.7. Let $(u, A)$ be a minimizer of the Ginzburg-Landau energy. Suppose $h_{e x} \leq C \ell^{2}|\log \varepsilon| \leq \frac{C}{\varepsilon}$ and $G_{\varepsilon}(u, A) \leq K \ell^{2}|\log \varepsilon|^{2}$; then

$$
\begin{equation*}
E_{\varepsilon}(u) \leq C \ell^{4}|\log \varepsilon|^{2} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\|A\|_{H^{1}(U)} \leq C \ell^{2}|\log \varepsilon| \quad \text { and } \quad\|A\|_{H^{2}(U)} \leq C \ell^{3}|\log \varepsilon| \tag{2.12}
\end{equation*}
$$

Proof. We first establish a uniform $H^{1}$ estimate on $A$. From the assumption on the energy,

$$
\int\left|h-h_{e x}\right|^{2} \leq K \ell^{4}|\log \varepsilon|^{2}
$$

and hence from the bound on $h_{e x}$ we see that

$$
\|h\|_{L^{2}(U)} \leq C \ell^{2}|\log \varepsilon|
$$

Since $\operatorname{div} A=0$ and $n \cdot A=0$ on $\partial U$, there exists $\xi$ such that $\nabla^{\perp} \xi=A$ and $\xi=0$ on $\partial U$. From standard elliptic estimates we get $\|\xi\|_{H^{2}(U)} \leq C \ell^{2}|\log \varepsilon|$. Thus

$$
\|A\|_{H^{1}(U)} \leq C \ell^{2}|\log \varepsilon|
$$

Decomposing $\frac{1}{2}\left|\nabla_{A} u\right|^{2}=\frac{1}{2}|\nabla u|^{2}-A \cdot j(u)+\frac{1}{2} A^{2}|u|^{2}$, we control the cross term via

$$
\begin{aligned}
A \cdot j(u) & \leq \frac{1}{4}\left|\frac{j(u)}{|u|}\right|^{2}+A^{2}|u|^{2} \\
& \leq \frac{1}{4}\left|\frac{j(u)}{|u|}\right|^{2}+A^{2}+2 \varepsilon^{2} A^{4}+\frac{1}{8 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2}
\end{aligned}
$$

Therefore, from the algebraic bounds, the estimate on $A$, and Sobolev embedding,

$$
\begin{aligned}
G_{\varepsilon}(u, A) & \geq E_{\varepsilon}+\frac{1}{2 \ell^{2}}\left\|h-h_{e x}\right\|^{2}-\left[\frac{1}{2} E_{\varepsilon}(u)+\int_{U} A^{2}+2 \varepsilon^{2} A^{4}\right] \\
& \geq \frac{1}{2} E_{\varepsilon}(u)-C\left[\|A\|_{H^{1}(U)}^{2}+\varepsilon^{2}\|A\|_{H^{1}(U)}^{4}\right] \\
& \geq \frac{1}{2} E_{\varepsilon}(u)-C \ell^{4}|\log \varepsilon|^{2}-C \varepsilon^{2} \ell^{8}|\log \varepsilon|^{4} .
\end{aligned}
$$

The upper bound on $E_{\varepsilon}(u)$ follows.
In order to establish higher bounds on $A$ we use the Euler-Lagrange equation $-\nabla^{\perp} h=\ell^{2} j_{A}(u)$. Therefore,

$$
\|\nabla h\|_{L^{2}(U)} \leq \ell^{2}\left\|\nabla_{A} u\right\|_{L^{2}(U)}\|u\|_{L^{\infty}(U)} \leq C \ell^{3}|\log \varepsilon|
$$

and hence (2.8).
The fact that $E_{\varepsilon}(u)$ can have a much larger energy than $G_{\varepsilon}(u, A)$ is an essential difference in the large- $\ell$ asymptotics. It implies a more complicated global vortex structure. Given the energy bound on $E_{\varepsilon}(u)$, we can split apart the full GinzburgLandau energy into its chief components. We start with an initial energy splitting.

Lemma 2.8. We can decompose $G_{\varepsilon}(u, A)=G_{\varepsilon}\left(u, \nabla^{\perp} \xi\right)=G_{\varepsilon}\left(u, h_{e x} \nabla^{\perp} \xi_{\ell}+\nabla^{\perp} \zeta\right)$ as

$$
\begin{align*}
G_{\varepsilon}(u, A) \geq & \frac{1}{2} \int_{U}\left|\nabla u-i u \nabla^{\perp} \xi\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2}+\frac{1}{2 \ell^{2}} \int_{U}|\Delta \xi|^{2}  \tag{2.13}\\
& +\int_{U}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)+G^{0}-\frac{C}{|\log \varepsilon|}
\end{align*}
$$

Proof. We decompose the energy in a series of steps.
Our first step is to compute the approximate energy of the Meissner state via the method of Serfaty [22]. Since $\operatorname{div} A=0$ and $n \cdot A=0$ in $\partial U$, we can write $A=\nabla^{\perp} \xi$ with $\xi=0$ on $\partial U$ and so $\Delta \xi=h$. We further decompose $\nabla^{\perp} \xi$ as $\nabla^{\perp} \xi=$ $h_{e x} \nabla^{\perp} \xi_{\ell}+\nabla^{\perp} \zeta$, where $\zeta=\Delta \zeta=0$ on $\partial U$ and where $\xi_{\ell}$ satisfies (2.4). Consider now the Meissner energy associated with $G^{0}=G_{\varepsilon}\left(1, h_{e x} \nabla^{\perp} \xi_{\ell}\right)$. We compute the form of the Meissner energy, setting $\left(u_{0}, A_{0}\right)=\left(1, h_{e x} \nabla^{\perp} \xi_{\ell}\right)$. Then

$$
\begin{aligned}
G_{\varepsilon}\left(u_{0}, A_{0}\right) & =\frac{1}{2} \int_{U}\left|\nabla_{A_{0}} u_{0}\right|^{2}+\frac{1}{\ell^{2}}\left|\operatorname{curl} A_{0}-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-\left|u_{0}\right|^{2}\right)^{2} \\
& =\frac{h_{e x}^{2}}{2} \int_{U}\left|\nabla \xi_{\ell}\right|^{2}+\frac{1}{\ell^{2}}\left|\Delta \xi_{\ell}-1\right|^{2}
\end{aligned}
$$

Multiplying $\xi_{\ell}$ against $-\frac{1}{\ell^{2}} \Delta^{2} \xi_{\ell}+\Delta \xi_{\ell}$ and integrating over $U$ yields

$$
\int_{U}\left|\nabla \xi_{\ell}\right|^{2}+\frac{1}{\ell^{2}}\left|\Delta \xi_{\ell}\right|^{2} d x=\frac{1}{\ell^{2}} \int_{U} \Delta \xi_{\ell}
$$

We use the above identity to rewrite the Meissner energy as

$$
\begin{align*}
G^{0} & =\frac{1}{2} \int_{U} h_{e x}^{2}\left|\nabla \xi_{\ell}\right|^{2}+\frac{h_{e x}^{2}}{\ell^{2}}\left|\Delta \xi_{\ell}\right|^{2}+\frac{h_{e x}^{2}}{\ell^{2}}-2 \frac{h_{e x}^{2}}{\ell^{2}} \Delta \xi_{\ell}  \tag{2.14}\\
& =-\frac{h_{e x}^{2}}{2} \int_{U}\left[\left|\nabla \xi_{\ell}\right|^{2}+\frac{1}{\ell^{2}}\left|\Delta \xi_{\ell}\right|^{2}\right]+\frac{h_{e x}^{2}}{2 \ell^{2}}|U|
\end{align*}
$$

Therefore the Meissner energy is of order $O\left(\frac{h_{e x}^{2}}{\ell^{2}}\right)$.
Next we write

$$
\begin{aligned}
\frac{1}{2} \int_{U}\left|\nabla_{A} u\right|^{2}= & \frac{1}{2} \int_{U}\left|\nabla u-i h_{e x} \nabla^{\perp} \xi_{\ell} u-i \nabla^{\perp} \zeta u\right|^{2} \\
= & \frac{1}{2} \int_{U}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2}+\frac{h_{e x}^{2}}{2} \int_{U}|u|^{2}\left|\nabla^{\perp} \xi_{\ell}\right|^{2} \\
& +\int_{U}\left(\nabla u-i \nabla^{\perp} \zeta u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{U}( & \left.\nabla u-i \nabla^{\perp} \zeta u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right) \\
& =\int_{U}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)+h_{e x} \int_{U}|u|^{2} \nabla \xi_{\ell} \cdot \nabla \zeta
\end{aligned}
$$

Therefore, we can write the Ginzburg-Landau energy as

$$
\begin{aligned}
G_{\varepsilon}(u, A)= & \frac{1}{2} \int_{U}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2} \\
& +\int_{U}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right) \\
& +\frac{h_{e x}^{2}}{2} \int_{U}\left(|u|^{2}-1\right)\left|\nabla^{\perp} \xi_{\ell}\right|^{2}+h_{e x} \int_{U}\left(|u|^{2}-1\right) \nabla \xi_{\ell} \cdot \nabla \zeta \\
& +\frac{1}{2 \ell^{2}} \int_{U}\left|h-h_{e x}\right|^{2}+\frac{h_{e x}^{2}}{2} \int_{U}\left|\nabla^{\perp} \xi_{\ell}\right|^{2}+h_{e x} \int_{U} \nabla \xi_{\ell} \cdot \nabla \zeta
\end{aligned}
$$

The terms in the third line of $(2.15)$ are small since

$$
\begin{aligned}
h_{e x}^{2} \int_{U}\left(|u|^{2}-1\right)\left|\nabla \xi_{\ell}\right|^{2} & \leq C h_{e x}^{2}\left\|\nabla \xi_{\ell}\right\|_{L^{\infty}}^{2}\left\|1-|u|^{2}\right\|_{L^{2}} \leq C \varepsilon h_{e x}^{2} E_{\varepsilon}^{\frac{1}{2}}(u) \\
& \leq C \varepsilon \ell^{6}|\log \varepsilon|^{3} \leq C \varepsilon|\log \varepsilon|^{6 \gamma+3} \leq \frac{C}{|\log \varepsilon|}
\end{aligned}
$$

and

$$
\begin{aligned}
h_{e x} \int_{U}\left(|u|^{2}-1\right) \nabla \xi_{\ell} \cdot \nabla \zeta & \leq C h_{e x}\left\|\nabla \xi_{\ell}\right\|_{L^{\infty}}\|\nabla \zeta\|_{L^{2}}\left\|1-|u|^{2}\right\|_{L^{2}} \\
& \leq C \varepsilon h_{e x}\left\|A-h_{e x} \nabla^{\perp} \xi_{\ell}\right\|_{L^{2}} E_{\varepsilon}^{\frac{1}{2}}(u) \\
& \leq C \varepsilon \ell^{2}|\log \varepsilon|\left(\ell^{2}|\log \varepsilon|+\ell^{2}|\log \varepsilon|\right) \ell^{2}|\log \varepsilon| \\
& \leq C \varepsilon|\log \varepsilon|^{6 \gamma+3} \leq \frac{C}{|\log \varepsilon|}
\end{aligned}
$$

For the fourth line of (2.15) we have

$$
\begin{aligned}
& \frac{1}{2 \ell^{2}} \int_{U}\left|h-h_{e x}\right|^{2}+\frac{h_{e x}^{2}}{2} \int_{U}\left|\nabla^{\perp} \xi_{\ell}\right|^{2}+h_{e x} \int_{U} \nabla \xi_{\ell} \cdot \nabla \zeta \\
& \quad=\frac{1}{2 \ell^{2}} \int_{U}\left|h_{e x} \Delta \xi_{\ell}-h_{e x}+\Delta \zeta\right|^{2}+\frac{h_{e x}^{2}}{2} \int_{U}\left|\nabla \xi_{\ell}\right|^{2}+h_{e x} \int_{U} \nabla \xi_{\ell} \cdot \nabla \zeta \\
& =\frac{h_{e x}^{2}}{2 \ell^{2}} \int\left|\Delta \xi_{\ell}-1\right|^{2}+\frac{h_{e x}^{2}}{2} \int\left|\nabla \xi_{\ell}\right|^{2}+\frac{1}{2 \ell^{2}} \int|\Delta \zeta|^{2} \\
& \quad+\frac{h_{e x}}{\ell^{2}} \int\left(\Delta \xi_{\ell}-1\right) \Delta \zeta+h_{e x} \int \nabla \xi_{\ell} \cdot \nabla \zeta
\end{aligned}
$$

Multiplying $\zeta$ against (2.4) and integrating over $U$, we have

$$
0=-\frac{1}{\ell^{2}} \int_{U} \Delta \zeta\left(\Delta \xi_{\ell}-1\right)-\int_{U} \nabla \xi_{\ell} \cdot \nabla \zeta
$$

and then

$$
\begin{gather*}
\frac{1}{2 \ell^{2}} \int_{U}\left|h-h_{e x}\right|^{2}+\frac{h_{e x}^{2}}{2} \int_{U}\left|\nabla^{\perp} \xi_{\ell}\right|^{2}+h_{e x} \int_{U} \nabla \xi_{\ell} \cdot \nabla \zeta  \tag{2.16}\\
=G^{0}+\frac{1}{2 \ell^{2}} \int_{U}|\Delta \zeta|^{2}
\end{gather*}
$$

Combining (2.15), the bounds on the third line, and (2.16) yields (2.13).
We can now prove Proposition 2.5 by carefully extracting the concentration of the Ginzburg-Landau energy against the magnetic field potential $\xi_{\ell}$. Note that there are potentially an unbounded number of vortices, so we need to extract good decay on each vortex ball.

Proof of Proposition 2.5. We follow the approach in [21] for $\ell \equiv 1$. The first step is to establish the concentration in the cross term $\int \nabla^{\perp} \xi_{\ell} \cdot j(u)$. In particular, we claim

$$
\begin{equation*}
\left|\int_{U}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)-2 \pi h_{e x} \sum_{i \in I} d_{i} \xi_{\ell}\left(a_{i}\right)\right| \leq \frac{C}{|\log \varepsilon|}, \tag{2.17}
\end{equation*}
$$

where $a_{j}$ is the center of the vortex ball $B_{r_{i}}$ and $I$ is the vortex ball collection.
Step 1. Since $E_{\varepsilon}(u) \leq C \ell^{4}|\log \varepsilon|^{2} \leq C|\log \varepsilon|^{4 \gamma+2}$ and $h_{e x}=C \ell^{2}|\log \varepsilon|=C|\log \varepsilon|^{2 \gamma+1}$, then by Proposition 2.3 we have balls $\left\{B_{r_{i}}\right\}_{i \in I}$ such that
$\left\{|u|<\frac{3}{4}\right\} \subset \cup_{i \in I} B_{r_{i}}, \quad \operatorname{card} I \leq C|\log \varepsilon|^{4 \gamma+2}, \quad r_{i} \leq \frac{C}{|\log \varepsilon|^{10 \gamma+6}}$,
if $\overline{B_{r_{i}}} \subset U$ and $d_{i}=\operatorname{deg}\left(u, \partial B_{r_{i}}\right)$, then $\int_{B_{r_{i}}} e_{\varepsilon}(u) d x \geq \pi\left|d_{i}\right|(|\log \varepsilon|-O(\log |\log \varepsilon|))$,
where we chose $\alpha=10 \gamma+6$ in Proposition 2.3. Therefore,

$$
\begin{aligned}
\left|\int_{\cup_{I} B_{r_{i}}}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)\right| & \leq(\operatorname{card} I) h_{e x}\|\nabla u\|_{L^{2}} \max _{i \in I} r_{i} \\
& \leq C|\log \varepsilon|^{8 \gamma+4-\alpha} \leq \frac{C}{|\log \varepsilon|}
\end{aligned}
$$

Setting $\widetilde{U}=U \backslash \cup_{i \in I} B_{r_{i}}$, for $v=\frac{u}{|u|}$ we have

$$
\int_{\tilde{U}}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)=h_{e x} \int_{\widetilde{U}} \nabla \xi_{\ell} \times j(v)+h_{e x} \int_{\tilde{U}} \nabla \xi_{\ell} \times(j(u)-j(v))
$$

The second term is small, using (2.8) and (2.11), since

$$
\begin{aligned}
h_{e x} \int_{\tilde{U}} \nabla \xi_{\ell} \times(j(u)-j(v)) & \leq h_{e x}\left\|\nabla^{\perp} \xi_{\ell}\right\|_{L^{\infty}} \int_{\tilde{U}}\left|j(u)-\frac{j(u)}{|u|^{2}}\right| \\
& \leq C h_{e x} \int_{\tilde{U}} \frac{|j(u)|}{|u|} \frac{\|\left. u\right|^{2}-1 \mid}{|u|} \leq C \varepsilon h_{e x} E_{\varepsilon}(u) \\
& \leq C \varepsilon|\log \varepsilon|^{6 \gamma+3}=\frac{C}{|\log \varepsilon|}
\end{aligned}
$$

where we used $|u| \geq \frac{1}{2}$ in $\widetilde{U}$ in the second line. Therefore,

$$
\begin{equation*}
\left|\int_{\widetilde{U}}\left(\nabla u,-i h_{e x} \nabla^{\perp} \xi_{\ell} u\right)-h_{e x} \int_{\widetilde{U}} \nabla \xi_{\ell} \times j(v)\right| \leq \frac{C}{|\log \varepsilon|} . \tag{2.18}
\end{equation*}
$$

Next for $J=\left\{i\right.$ such that $\left.\overline{B_{r_{i}}} \subset U\right\}$ we claim we can extract the following bound:

$$
\begin{equation*}
\left|h_{e x} \int_{B_{r_{i}}} \nabla \xi_{\ell} \times j(v)-2 \pi h_{e x} d_{i} \xi_{\ell}\left(a_{i}\right)\right| \leq \frac{C}{|\log \varepsilon|^{4 \gamma+3}} . \tag{2.19}
\end{equation*}
$$

For $\Omega_{i}=B_{r_{i}} \cap\left\{x \in U\right.$ such that $\left.|u| \leq \frac{1}{2}\right\}, \Omega_{i} \cap \partial B_{r_{i}}=\varnothing$. Since $|u| \geq \frac{1}{2}$ in $\Omega_{i}$, by Stokes' theorem,

$$
\begin{aligned}
& h_{e x}\left|\int_{\partial B_{r_{i}}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(v) \cdot \tau-\int_{\partial U_{i}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(v) \cdot \tau\right| \\
& \quad=h_{e x}\left|\int_{B_{i} \backslash U_{i}} \nabla \xi_{\ell} \times j(u)\right| \leq C h_{e x}\left\|\nabla \xi_{\ell}\right\|_{L^{\infty}}\|\nabla u\|_{L^{2}} r_{i} \\
& \quad \leq C|\log \varepsilon|^{4 \gamma+2-\alpha} \leq \frac{C}{|\log \varepsilon|^{4 \gamma+3}}
\end{aligned}
$$

thus

$$
\begin{array}{r}
h_{e x}\left|\int_{\partial B_{r_{i}}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(v) \cdot \tau-\int_{\partial \Omega_{i}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(v) \cdot \tau\right|  \tag{2.20}\\
\leq \frac{C}{|\log \varepsilon|^{4 \gamma+3}} .
\end{array}
$$

On the other hand, since $|u|=\frac{1}{2}$ on $\partial \Omega_{i}$ we find

$$
\begin{aligned}
h_{e x} \mid & \int_{\partial \Omega_{i}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(v) \cdot \tau \mid \\
& =h_{e x}\left|\int_{\partial \Omega_{i}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) \frac{j(u)}{|u|^{2}} \cdot \tau\right|=4 h_{e x}\left|\int_{\partial \Omega_{i}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(u) \cdot \tau\right| \\
& =4 h_{e x}\left|\int_{\Omega_{i}} \operatorname{curl}\left[\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) j(u)\right]\right| \\
& \leq 4 h_{e x}\left|\int_{\Omega_{i}} \nabla \xi_{\ell} \times j(u)\right|+8 h_{e x}\left|\int_{\Omega_{i}}\left(\xi_{\ell}-\xi_{\ell}\left(a_{i}\right)\right) J(u)\right| \\
& \leq C h_{e x}\left\|\nabla \xi_{\ell}\right\|_{L^{\infty}}\|\nabla u\|_{L^{2}} r_{i}+C h_{e x}\left\|\nabla \xi_{\ell}\right\|_{L^{\infty}}\|\nabla u\|_{L^{2}}^{2} r_{i} \\
& \leq C|\log \varepsilon|^{4 \gamma+2-\alpha}+C|\log \varepsilon|^{6 \gamma+3-\alpha} \leq \frac{C}{|\log \varepsilon|^{4 \gamma+3}}
\end{aligned}
$$

and consequently, since card $I \leq C|\log \varepsilon|^{4 \gamma+2}$ and $\int_{\partial B_{r_{i}}} \xi_{\ell}\left(a_{i}\right) j(v) \cdot \tau=2 \pi d_{i}$,

$$
\begin{equation*}
\sum_{i \in J}\left|h_{e x} \int_{\partial B_{r_{i}}} \xi_{\ell} j(v) \cdot \tau-h_{e x} \int_{\partial B_{r_{i}}} \xi_{\ell}\left(a_{i}\right) j(v) \cdot \tau\right| \leq \frac{C}{|\log \varepsilon|} \tag{2.21}
\end{equation*}
$$

Finally, for the balls that intersect $\partial U, I \backslash J$. Since $\xi_{\ell}=0$ on $\partial U$, then for $\Omega_{i}=B_{i} \cap\left\{x \in U\right.$ such that $\left.|u| \leq \frac{1}{2}\right\}$ we follow the above argument and see

$$
\begin{aligned}
\left|h_{e x} \int_{\partial B_{r_{i}} \cap U} \xi_{\ell} j(v) \cdot \tau\right| & \leq\left|h_{e x} \int_{\partial\left(\Omega_{i} \cap U\right)} \xi_{\ell} j(v) \cdot \tau\right|+\frac{C}{|\log \varepsilon|^{4 \gamma+3}} \\
& \leq 4 h_{e x}\left|\int_{\Omega_{i} \cap U} \nabla \xi_{\ell} \times j(v)+2 \xi_{\ell} J(v)\right|+\frac{C}{|\log \varepsilon|^{4 \gamma+3}} \\
& \leq \frac{C}{|\log \varepsilon|^{4 \gamma+3}}
\end{aligned}
$$

Combining this estimate along with card $I \leq C|\log \varepsilon|^{4 \gamma+2}$ and (2.21) yields estimate (2.17).

Step 2. We bound $\int_{U}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2} \geq \int_{\cup_{i \in I} B_{r_{i}}}|\nabla u|^{2}-\frac{C}{|\log \varepsilon|}$. In particular,

$$
\begin{aligned}
\int_{U}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2} & \geq \int_{\cup_{i \in I} B_{r_{i}}}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2} \\
& =\int_{\cup_{i \in I} B_{r_{i}}}|\nabla u|^{2}-2 \nabla^{\perp} \zeta \cdot j(u)+|\nabla \zeta|^{2}|u|^{2}
\end{aligned}
$$

From (2.12) we see $\|A\|_{L^{\infty}(U)} \leq C\|A\|_{H^{2}(U)} \leq C|\log \varepsilon|^{3 \gamma+2}$, and thus

$$
\begin{aligned}
\left|\int_{\cup_{i \in I} B_{r_{i}}} \nabla^{\perp} \zeta \cdot j(u)\right| & \leq(\operatorname{card} I)\left\|A-h_{e x} \nabla^{\perp} \xi_{\ell}\right\|_{L^{\infty}}\|\nabla u\|_{L^{2}} \max _{i \in I} r_{i} \\
& \leq C|\log \varepsilon|^{4 \gamma+2}\left(|\log \varepsilon|^{3 \gamma+2}+|\log \varepsilon|^{2 \gamma+1}\right)|\log \varepsilon|^{2 \gamma+1}|\log \varepsilon|^{-\alpha} \\
& \leq C|\log \varepsilon|^{9 \gamma+5-\alpha} \leq \frac{C}{|\log \varepsilon|}
\end{aligned}
$$

and so

$$
\begin{equation*}
\int_{U}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2} \geq \int_{\cup_{i \in I} B_{r_{i}}}|\nabla u|^{2} \tag{2.22}
\end{equation*}
$$

Combining (2.13) with (2.17) and (2.22) yields (2.5).
We are finally in the position to establish the next claim.
Proof of Proposition 2.1. The first part of the proof establishes that a minimizing sequence must be in the Meissner state when $h_{e x}<\frac{\ell^{2}|\log \varepsilon|}{2}$.

Step 1. From Proposition 2.5 and the minimality of $(u, A)$

$$
\begin{aligned}
G^{0} & \geq G_{\varepsilon}(u, A) \\
& \geq \sum_{i \in I} \int_{B_{r_{i}}} e_{\varepsilon}(u) d x+\frac{1}{2 \ell^{2}} \int_{U}|\Delta \zeta|^{2}+G^{0}+2 \pi h_{e x} \sum_{i \in I} d_{i} \xi_{\ell}\left(a_{i}\right)-\frac{C}{|\log \varepsilon|}
\end{aligned}
$$

Therefore, since $\xi_{\ell} \leq 0$, we use (2.7) and lower bound in Proposition 2.3.4 to get

$$
\begin{aligned}
\pi \sum_{i \in I}\left|d_{i}\right|(|\log \varepsilon|+O(\log |\log \varepsilon|)) & \leq 2 \pi h_{e x} \sum_{i \in I} d_{i}\left|\xi_{\ell}\left(a_{i}\right)\right| \\
& \leq 2 \pi h_{e x}\left(\sum_{i \in I}\left|d_{i}\right|\right) \max \left|\xi_{\ell}\right| \\
& \leq\left(\sum_{i \in I}\left|d_{i}\right|\right) 2 \pi \frac{h_{e x}}{\ell^{2}}\left(1-o_{\ell}\right)
\end{aligned}
$$

So if $\sum_{i \in I}\left|d_{i}\right| \neq 0$, then

$$
h_{e x} \geq \frac{\ell^{2}}{2}(|\log \varepsilon|+O(\log |\log \varepsilon|))
$$

Hence, for $h_{e x}<\frac{\ell^{2}}{2}|\log \varepsilon|$, either $\operatorname{deg}\left(u, \partial B_{r_{i}}\right)=0$ or $B_{r_{i}} \cap U \neq \varnothing$. It is straightforward to show from this point that $|u| \geq \frac{3}{4}$ in $U$; see $[5,6]$.

Step 2. We now complete the proof of the critical field strength. In particular, we show that if $h_{e x}>\frac{\ell^{2}|\log \varepsilon|}{2}$, then there must be a vortex. We prove this by contradiction. Let $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ be a minimizing sequence with $\sum_{j \in J}\left|d_{j}\right|=0$; then we claim $G_{\varepsilon}(u, A) \geq G_{\varepsilon}\left(1, h_{e x} \nabla^{\perp} \xi_{\ell}\right)-\frac{C}{|\log \varepsilon|}$.

In order to get better bounds on $\nabla^{\perp} \zeta=A-h_{e x} \nabla^{\perp} \xi_{\ell}$, we replace lower bound (2.22) with

$$
\frac{1}{2} \int_{U}\left|\nabla u-i \nabla^{\perp} \zeta u\right|^{2} \geq \frac{1}{2} \int_{U}|\nabla u|^{2}-2 j(u) \cdot \nabla^{\perp} \zeta+|\nabla \zeta|^{2}-\frac{C}{|\log \varepsilon|}
$$

where we used the argument for the estimate of the third line of (2.15) in the proof of Lemma 2.8. By (2.8) and (2.12) we see that $\zeta$ is continuous. Since there are no nontrivial-degree vortex balls, then by an argument identical to the proof of (2.17) we have the lower bound

$$
G_{\varepsilon}(u, A) \geq E_{\varepsilon}(u)+G^{0}+\frac{1}{2} \int_{U}|\nabla \zeta|^{2}+\frac{1}{\ell^{2}}|\Delta \zeta|^{2}-\frac{C}{|\log \varepsilon|}
$$

Since $(u, A)$ is an energy minimizer, $G^{0} \geq G_{\varepsilon}(u, A)$, and so $E_{\varepsilon}(u)+\frac{1}{2} \int_{U}|\nabla \zeta|^{2} \leq \frac{C}{|\log \varepsilon|}$. Even more so, the boundary condition $\zeta=0$ implies $\zeta \rightarrow 0$ and $E_{\varepsilon}(u) \rightarrow 0$ as $\varepsilon \rightarrow 0$. We see that

$$
\begin{equation*}
G_{\varepsilon}(u, A) \geq G^{0}-\frac{C}{|\log \varepsilon|} \tag{2.23}
\end{equation*}
$$

when $\sum_{j \in J}\left|d_{j}\right|=0$.
To prove that $G_{\varepsilon}(u, A)$ is no longer the Meissner state, we construct a sequence of functions $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ which have lower energy than the Meissner energy when $h_{e x}>$ $\frac{\ell^{2}|\log \varepsilon|}{2}$. Set $A_{\varepsilon}=h_{e x} \nabla^{\perp} \xi_{\ell}+\nabla^{\perp} \zeta$, where $\xi_{\ell}$ is defined in (2.4) and

$$
\begin{equation*}
-\frac{1}{\ell^{2}} \Delta^{2} \zeta+\Delta \zeta=2 \pi \delta_{a} \text { in } U, \quad \Delta \zeta=\xi_{\ell}=0 \text { on } \partial U \tag{2.24}
\end{equation*}
$$

To define $u_{\varepsilon}=\rho_{\varepsilon} e^{i \varphi_{\varepsilon}}$ we set $\nabla \varphi_{\varepsilon}=A_{\varepsilon}+\frac{1}{\ell^{2}} \nabla^{\perp} \operatorname{curl} A_{\varepsilon}$ and

$$
\rho_{\varepsilon}= \begin{cases}0 & |x-a| \leq \frac{\varepsilon}{2} \\ 1 & |x-a| \geq \varepsilon\end{cases}
$$

Then for any $B_{R} \supset\{a\}, \int_{\partial B_{R}} \partial_{\tau} \varphi_{\varepsilon}=\int_{B_{R}} h_{\varepsilon}-\frac{1}{\ell^{2}} \Delta h_{\varepsilon}=2 \pi$, which correctly quantizes the phase. A straightforward calculation shows that $E_{\varepsilon}\left(u_{\varepsilon}\right) \leq \pi \log \frac{\operatorname{diam} U}{\varepsilon}+C \leq$ $\pi|\log \varepsilon|+C$, where $C$ is a fixed constant. The arguments in section 4 contain more refined upper bound calculations; however, they are similar in spirit.

Following Step 1 of the proof of Proposition 2.5 yields

$$
\begin{aligned}
& \frac{1}{2} \int_{U} A_{\varepsilon}^{2}\left|u_{\varepsilon}\right|^{2}+\frac{1}{\ell^{2}}\left|\operatorname{curl} A_{\varepsilon}-h_{e x}\right|^{2} \\
& \leq \frac{h_{e x}^{2}}{2} \int_{U}\left|\nabla \xi_{\ell}\right|^{2}+\frac{1}{\ell^{2}}\left|\Delta \xi_{\ell}-h_{e x}\right|^{2}+\frac{1}{2} \int_{U}|\nabla \zeta|^{2}+\frac{1}{\ell^{2}}|\Delta \zeta|^{2}+\frac{C}{|\log \varepsilon|}
\end{aligned}
$$

Again we decompose $\left\|\nabla u-i \nabla^{\perp} \zeta u\right\|_{L^{2}(U)}^{2}=\|\nabla u\|_{L^{2}(U)}^{2}-2 \int j(u) \cdot \nabla^{\perp} \zeta+\left\|\nabla^{\perp} \zeta u\right\|_{L^{2}(U)}^{2}$, and a similar calculation as in Step 1 shows

$$
\begin{aligned}
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq & E_{\varepsilon}\left(u_{\varepsilon}\right)-\int_{U} j\left(u_{\varepsilon}\right) \cdot \nabla^{\perp}\left(h_{e x} \xi_{\ell}+\zeta\right)+G^{0} \\
& +\frac{1}{2} \int_{U}|\nabla \zeta|^{2}+\frac{1}{\ell^{2}}|\Delta \zeta|^{2}+\frac{C}{|\log \varepsilon|} \\
\leq & G^{0}+\pi|\log \varepsilon|-\frac{2 \pi h_{e x}}{\ell^{2}}\left(1-o_{\ell}(1)\right)+C \\
& +\frac{1}{2} \int_{U}|\nabla \zeta|^{2}+\frac{1}{\ell^{2}}|\Delta \zeta|^{2}+2 \pi \zeta(a)
\end{aligned}
$$

where we used (2.7) in the last inequality. Multiplying (2.24) by $\zeta$ and integrating over $U$ shows $2 \pi \zeta(a)=-\int_{U}|\nabla \zeta|^{2}+\frac{1}{\ell^{2}}|\Delta \zeta|^{2}<0$; hence $\frac{1}{2} \int_{U}|\nabla \zeta|^{2}+\frac{1}{\ell^{2}}|\Delta \zeta|^{2}+2 \pi \zeta(a)<0$. Therefore,

$$
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq G^{0}+\pi|\log \varepsilon|-\frac{2 \pi h_{e x}}{\ell^{2}}\left(1-o_{\ell}(1)\right)+C .
$$

Since $h_{e x}>\frac{\ell^{2}|\log \varepsilon|}{2}$, there exists $\delta>0$, bounded away from zero, such that $\pi|\log \varepsilon|-$ $\frac{2 \pi h_{e x}}{\ell^{2}}\left(1-o_{\ell}(1)\right)+C<C-\delta|\log \varepsilon|<-\frac{|C|}{2}$ for $\varepsilon$ small enough; thus

$$
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right)<G^{0}-\frac{|C|}{2}<G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right)
$$

Therefore, a vortex-less configuration cannot be minimizing in the $h_{e x}>\frac{\ell^{2}|\log \varepsilon|}{2}$ regime.

Remark 2.9. For values of $h_{e x}$ well above the critical field, we expect the minimizers to be similar to the functions constructed in the proof of (4.2) in section 4.

Remark 2.10. The proof of the critical field for $\ell_{0} \in[0,+\infty)$ proceeds in the same way as for the proof of Proposition 2.1 and can be done by a suitable modification of the method in [21]. Since we handled the more difficult case $\ell \rightarrow+\infty$ such that $\ell_{\varepsilon}=|\log \varepsilon|^{\gamma}$ for some $\gamma \in \mathbb{R}^{+}$, we leave out the proof for the case $\ell_{\varepsilon} \rightarrow \ell_{0} \in[0,+\infty)$.
3. Obstacle problem for small and bounded domains. In this section, we study the functional (1.3) where $\ell_{\varepsilon} \rightarrow \ell_{0} \in[0, \infty)$, i.e., for domain sizes $s$ that are smaller than or comparable with the penetration depth $(s \ll \lambda$ or $s=O(\lambda))$, in the critical scaling of energy and magnetic field.

The following result is a generalization of Theorem 1.3 in [12] (where it is proved for $\ell=1$ ). Closely related results in the context of the Chern-Simons-Higgs energy were shown by the authors in [14, Theorem 1.3] and [15, Theorem 3]. We state the theorem in its gauge-invariant form.

ThEOREM 3.1. Let $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ be a sequence with $G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq K|\log \varepsilon|^{2}$ and assume that $h_{e x}$ satisfies $\frac{h_{e x}}{|\log \varepsilon|} \rightarrow H$ for some $H \geq 0$ and $\ell_{\varepsilon} \rightarrow \ell_{0} \in[0, \infty)$. Define the following rescaled quantities:

$$
\begin{array}{r}
a_{\varepsilon}:=\frac{1}{|\log \varepsilon|} A_{\varepsilon}, \\
v_{\varepsilon}:=\frac{1}{|\log \varepsilon|}\left(i u_{\varepsilon}, \nabla u_{\varepsilon}\right), \\
w_{\varepsilon}:=v_{\varepsilon}-\left|u_{\varepsilon}\right|^{2} a_{\varepsilon} .
\end{array}
$$

Then $\operatorname{curl} a_{\varepsilon}$ is weakly compact in $L^{2}(U)$, and $w_{\varepsilon}$ is weakly compact in $L^{p}$ for $1 \leq p<$ 2. Furthermore, $\frac{w_{\varepsilon}}{\left|u_{\varepsilon}\right|}$ converges weakly in $L^{2}$ if and only if $w_{\varepsilon}$ converges weakly, and the weak limits are equal.

Any weak limit of $\left(w_{\varepsilon}, \operatorname{curl} a_{\varepsilon}\right)$ can be expressed in the form $(v-a, \operatorname{curl} a)$ for some $(v, a) \in L^{2}\left(U ; \mathbb{R}^{2}\right) \times H^{1}\left(U ; \mathbb{R}^{2}\right)$ such that $\operatorname{curl} v$ is a Radon measure. In addition, we have the following $\Gamma-\lim \inf$ inequality:

$$
\liminf _{\varepsilon \rightarrow 0} \frac{1}{|\log \varepsilon|^{2}} G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \geq G(v, a)
$$

where the limit functional $G$ is given by
$G(v, a):= \begin{cases}\frac{1}{2} \int_{U}|v-a|^{2}+\frac{1}{\ell_{0}^{2}}|\operatorname{curl} a-H|^{2}+\frac{1}{2}\|\operatorname{curl} v\|_{\mathscr{M}} & \text { if } \ell_{0}>0, \\ \frac{1}{2} \int_{U}|v-a|^{2}+\frac{1}{2}\|\operatorname{curl} v\|_{\mathscr{M}} & \text { if } \ell_{0}=0 \text { and } \operatorname{curl} a=H, \\ +\infty & \text { otherwise } .\end{cases}$
Conversely, for every $(v, a) \in L^{2}\left(U ; \mathbb{R}^{2}\right) \times H^{1}\left(\underset{\sim}{U} ; \mathbb{R}^{2}\right)$ such that curl $v$ is a Radon measure there exist approximating sequences $\left(\tilde{u}_{\varepsilon}, \tilde{A}_{\varepsilon}\right)$ such that the convergences above hold and such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{|\log \varepsilon|^{2}} G_{\varepsilon}\left(\tilde{u}_{\varepsilon}, \tilde{A}_{\varepsilon}\right)=G(v, a) \tag{3.2}
\end{equation*}
$$

Proof. It suffices to check the theorem for sequences $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ that satisfy the Coulomb gauge condition $\operatorname{div} A_{\varepsilon}=0$ in $U, A \cdot \nu=0$ on $\partial U$, since $G\left(u_{\varepsilon}, A_{\varepsilon}\right)=$
$G\left(u_{\varepsilon} e^{i \chi}, A_{\varepsilon}+\nabla \chi\right)$ and the quantities $w_{\varepsilon}$ and $\operatorname{curl} a_{\varepsilon}$ are invariant under this gauge transformation. The limit functional $G(v, a)$ also has the gauge invariance $G(v+$ $\nabla \chi, a+\nabla \chi)=G(v, a)$.

From the energy bound $G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq K|\log \varepsilon|^{2}$ we infer that

$$
\int_{U}\left|\operatorname{curl} a_{\varepsilon}-H\right|^{2} \leq 2 K \ell_{\varepsilon}^{2} \leq C
$$

since $\ell_{\varepsilon}$ is bounded, and together with $\operatorname{div} a_{\varepsilon}=0$ this implies $\left\|a_{\varepsilon}\right\|_{H^{1}(U)} \leq C$, and via Sobolev embedding $\left\|A_{\varepsilon}\right\|_{L^{p}(U)} \leq C_{p}|\log \varepsilon|$ for $p \geq 1$.

We can now establish that the BBH energy $E_{\varepsilon}\left(u_{\varepsilon}\right)$ is bounded, using the following decomposition:

$$
\left|\nabla_{A} u\right|^{2}=|\nabla u|^{2}-2 j(u) \cdot A+|u|^{2}|A|^{2}
$$

which implies that

$$
E_{\varepsilon}\left(u_{\varepsilon}\right) \leq G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right)+\int_{U}\left|j\left(u_{\varepsilon}\right) \cdot A_{\varepsilon}\right|
$$

As in [12], we can estimate the cross term via

$$
\begin{aligned}
\left|j\left(u_{\varepsilon}\right) \cdot A_{\varepsilon}\right| & \leq \frac{1}{4}\left|\nabla u_{\varepsilon}\right|^{2}+\left|u_{\varepsilon}\right|^{2}\left|A_{\varepsilon}\right|^{2} \\
& \leq \frac{1}{4}\left|\nabla u_{\varepsilon}\right|^{2}+\left(\left|u_{\varepsilon}\right|^{2}-1\right)\left|A_{\varepsilon}\right|^{2}+\left|A_{\varepsilon}\right|^{2} \\
& \leq \frac{1}{4}\left|\nabla u_{\varepsilon}\right|^{2}+\frac{1}{8 \varepsilon^{2}}\left(1-\left|u_{\varepsilon}\right|^{2}\right)^{2}+2 \varepsilon^{2}\left|A_{\varepsilon}\right|^{4}+\left|A_{\varepsilon}\right|^{2} \\
& \leq \frac{1}{2} E_{\varepsilon}\left(u_{\varepsilon}\right)+C \varepsilon^{2}|\log \varepsilon|^{4}+C|\log \varepsilon|^{2}
\end{aligned}
$$

and it follows that $E_{\varepsilon}\left(u_{\varepsilon}\right) \leq C|\log \varepsilon|^{2}$. We are therefore able to use the compactness results of [12] that show compactness for $v_{\varepsilon}$ and the estimate

$$
\liminf _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(u_{\varepsilon}\right) \geq \frac{1}{2} \int_{U}|v|^{2}+\frac{1}{2}\|\operatorname{curl} v\|_{\mathscr{M}}
$$

It is then not difficult to show the lower bound for the full energy using the same decomposition as above and the weak convergence of $a_{\varepsilon}$ implied by the bounds.

The $\Gamma$-limsup property (3.2) can be shown as follows: Given a limit $(v, a)$ with $\operatorname{div} a=0$, we set $\tilde{A}_{\varepsilon}=a|\log \varepsilon|$ and construct $\tilde{u}_{\varepsilon}$ as in [12, section 7$]$. It is then easy to see that the claimed convergence holds, using the $\Gamma$-convergence result for $E_{\varepsilon}$ from [12] and the same decomposition as above.

Remark 3.2. Note that compactness for $v_{\varepsilon}$ only holds due to our choice of gauge. The representative $\tilde{u}_{\varepsilon}=u_{\varepsilon} e^{i \chi_{\varepsilon}}$ corresponds to $\tilde{v}_{\varepsilon}=v_{\varepsilon}+\frac{1}{\mid \log \varepsilon} \nabla \chi_{\varepsilon}$, and so $v_{\varepsilon}$ and $\tilde{v}_{\varepsilon}$ need not have the same compactness properties. The limit functional $G(v, a)$ also has the gauge invariance $G(v+\nabla \chi, a+\nabla \chi)=G(v, a)$. If $\ell_{\varepsilon} \rightarrow \infty$, the compactness argument for $a_{\varepsilon}$ fails, since we only know that $\int_{U}\left|\operatorname{curl} a_{\varepsilon}-H\right|^{2} \leq K \ell_{\varepsilon}^{2}$, so this sequence need not be bounded. The example given (for $H=0$ ) in [15, Theorem 5], which can be used for (1.3), shows that $v_{\varepsilon}$ also need not be compact in this case, even if $\operatorname{div} A_{\varepsilon}=0$. In fact we construct a sequence of ( $v_{\varepsilon}, a_{\varepsilon}$ ) with bounded energy but $\left\|v_{\varepsilon}\right\|_{L^{2}(U)} \gtrsim \log \left(\ell_{\varepsilon} \wedge \frac{1}{\varepsilon|\log \varepsilon|^{1 / 2}}\right) \rightarrow+\infty$ by constructing a set of vortices that
concentrate about a single point. Therefore, the energy splitting approach of [12] is insufficient to treat the case of large domains.

As in [20], we can characterize the minimizers of the limit functional. We obtain, following the presentation of [12], Theorem 1.3.

Proof of Theorem 1.3. We prove only the part for $\ell_{0}=0$; the first half can be shown by a completely straightforward insertion of $\ell^{-2}$ into the argument of [12]. Our proof of the second half also follows the structure of their argument.

For a Radon measure $\mu \in H^{-1}$, define the vector field $v^{\mu} \in L^{2}\left(U ; \mathbb{R}^{2}\right)$ by curl $v^{\mu}=$ $\mu$ and $\operatorname{div} v^{\mu}=0$. We decompose $\mu$ as $\mu^{a c}+\mu^{\operatorname{sing}}$ into an absolutely continuous and a singular part. Setting $g(t, \mu)=G\left(v_{0}+t v_{\mu}, a\right)$, we calculate

$$
0 \leq \lim _{t \rightarrow 0^{+}} \frac{g(t, \mu)-g(0, \mu)}{t}=\int_{U}\left(v_{0}-a_{0}, v^{\mu}\right)+\frac{1}{2} \int_{U} \operatorname{sgn}\left(\mu_{0}\right) d \mu^{a c}+\frac{1}{2}\left\|\mu^{\operatorname{sing}}\right\|(U)
$$

Integrating by parts and using the definition of $y_{0}$, we see that

$$
\int_{U}\left(v_{0}-a_{0}, v^{\mu}\right)=\int_{U} y_{0} \mu
$$

so we obtain

$$
\begin{equation*}
0 \leq \int_{U}\left(y_{0}+\frac{1}{2} \operatorname{sgn}\left(\mu_{0}\right)\right) d \mu^{a c}+\int_{U}\left(y_{0}+\frac{1}{2} \operatorname{sgn}(\mu)\right) d \mu^{\operatorname{sing}} \tag{3.3}
\end{equation*}
$$

and similarly by one-sided differentiation in the opposite direction,

$$
\begin{equation*}
0 \geq \int_{U}\left(y_{0}+\frac{1}{2} \operatorname{sgn}\left(\mu_{0}\right)\right) d \mu^{a c}+\int_{U}\left(y_{0}-\frac{1}{2} \operatorname{sgn}(\mu)\right) d \mu^{\operatorname{sing}} \tag{3.4}
\end{equation*}
$$

Together, (3.3) and (3.4) imply, due to the arbitrariness of $\mu^{a c}$ and $\mu^{\operatorname{sing}}$, that $\left|y_{0}\right| \leq \frac{1}{2}$ everywhere and $y_{0}=-\frac{1}{2} \operatorname{sgn}\left(\mu_{0}\right)$ in $\operatorname{spt} \mu_{0}$. It follows that for any smooth function $\varphi$ with $\varphi(z)=0$ for $z \leq 0$ and $\varphi^{\prime}(z) \geq 0$ there holds

$$
\int_{U} \varphi\left(y_{0}\right) d \mu_{0}=-\varphi\left(\frac{1}{2}\right) \mu_{0}^{-}(U)
$$

where $\mu_{0}^{-}$denotes the negative part in the Hahn decomposition of $\mu_{0}$. Since $\mu_{0}=$ $-\Delta y_{0}+H$, we can integrate by parts and obtain

$$
\int_{U} \varphi\left(y_{0}\right) d \mu_{0}=\int_{U} \varphi^{\prime}\left(y_{0}\right)\left|\nabla y_{0}\right|^{2}+\varphi\left(y_{0}\right) H \geq 0
$$

and we conclude that $\mu_{0}^{-}(U)=0$ and so $\mu_{0} \geq 0$.
To see that $y_{0}$ is a solution of the obstacle problem, we take any $y \in \mathscr{K}$ and compare using $|v|^{2}-|w|^{2} \geq 2(v-w) \cdot w$ and integration by parts:

$$
F_{0, H}(y)-F_{0, H}\left(y_{0}\right) \geq \int_{U} \nabla\left(y-y_{0}\right) \cdot \nabla y_{0}+\left(y-y_{0}\right) H=\int_{U}\left(y-y_{0}\right) d \mu_{0}
$$

Now $y_{0}=-\frac{1}{2}$ on $\operatorname{spt}\left(\mu_{0}\right)$, so $\left(y-y_{0}\right) \geq 0$ on $\operatorname{spt}\left(\mu_{0}\right)$ for all $y \in \mathscr{K}$. It follows that $y_{0}$ is a minimizer of the obstacle problem. Standard theory [9] can now be used to show uniqueness of $y_{0}$.

Remark 3.3. Another proof of Theorem 1.3 can be given in the framework of Brezis and Serfaty [7], who examine the obstacle problem arising from (1.7).

Corollary 3.4. Let $\left(v_{0}, a_{0}\right)$ be a minimizer of $G(v, a)$. Then curl $v_{0}=0$ for $H<H_{1}\left(\ell_{0}\right)$ and curl $v_{0} \neq 0$ for $H>H_{1}\left(\ell_{0}\right)$, where $H_{1}\left(\ell_{0}\right)$ is given by

$$
\begin{equation*}
H_{1}\left(\ell_{0}\right)=\frac{1}{2 \max _{\bar{U}}\left|y_{\ell_{0}}\right|} \tag{3.5}
\end{equation*}
$$

where $y_{\ell_{0}}$ is the solution of

$$
-\Delta y \ell_{\ell_{0}}+\ell_{0}^{2} y_{\ell_{0}}+1=0
$$

with Dirichlet boundary conditions $y_{\ell_{0}}=0$ on $\partial U$.
Remark 3.5. We reiterate that the function $H_{1}$ in (3.5) satisfies $\frac{2 H_{1}\left(\ell_{0}\right)}{\ell_{0}^{2}} \rightarrow 1$ as $\ell_{0} \rightarrow \infty$.

Remark 3.6. In the case where $U=B_{1}(0)$ is a ball, the function $H_{1}$ can be written down explicitly since the solutions of $-\Delta y+\alpha y+1=0$ with Dirichlet boundary conditions are given by known special functions. Denoting by $I_{0}$ the modified Bessel function of zeroth order, we have that

$$
H_{1}\left(\ell_{0}\right)=\frac{\ell_{0}^{2} I_{0}\left(\ell_{0}\right)}{2\left(I_{0}\left(\ell_{0}\right)-1\right)}
$$

Since $I_{0}(x) \sim \frac{e^{x}}{\sqrt{2 \pi x}}$ as $x \rightarrow \infty$ and $I_{0}(x)=1+\frac{x^{2}}{4}+O\left(x^{4}\right)$ as $x \rightarrow 0$, it is easy to see that this matches the claimed behavior at zero and infinity.
4. Upper bound for vortex lattices. In this section, we construct good comparison sequences that correspond to vortex lattices and calculate their energy.

Proposition 4.1. Assume $\varepsilon<\frac{C}{\sqrt{h_{e x}}}$ and $\varepsilon \rightarrow 0$. There exists a sequence of functions $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ such that the Ginzburg-Landau energy satisfies

$$
\begin{equation*}
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq h_{e x} \frac{|U|}{2}\left(\log \frac{1}{\sqrt{h_{e x}} \varepsilon}+C\right) \tag{4.1}
\end{equation*}
$$

If $h_{e x}-\frac{\ell^{2}|\log \varepsilon|}{2}=S \gg 1$ and $h_{e x} \leq \frac{1}{\varepsilon^{2}}$, then there exists a sequence of functions with Ginzburg-Landau energy

$$
\begin{equation*}
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq \frac{|U|}{2}\left(S(|\log (\varepsilon \max (\sqrt{S}, \ell))|+C)+\frac{\ell^{2}}{4}|\log \varepsilon|^{2}\right) \tag{4.2}
\end{equation*}
$$

Remark 4.2. The bound given in (4.2) is better than that of (4.1). It is essentially equivalent to the one given for $\ell=1$ in Proposition 5.8 of Aydi's thesis [3]. Aydi's upper bound, adapted to our setting, reads as

$$
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right) \leq \frac{|U|}{2}\left(\left(\frac{1}{2}|\log \varepsilon|+S\right)^{2}-\frac{1}{2} S^{2}\right)
$$

and, expanding the square, this is essentially (4.2).
Remark 4.3. If $\ell^{2} \geq K h_{e x}$, then

$$
G_{\varepsilon}(1,0) \leq h_{e x} \frac{|U|}{2 K}
$$

In particular, there is a constant $K>0$ such that our vortex lattice construction is not minimizing for $\ell^{2} \geq K h_{e x}$.

Remark 4.4. Under the assumptions for the upper bound (4.2), the trivial Meissner-like state $(u, A)=(1,0)$ has the energy

$$
\frac{|U|}{2}\left(\frac{S^{2}}{\ell^{2}}+S|\log \varepsilon|+\frac{\ell^{2}}{4}|\log \varepsilon|^{2}\right)
$$

Since $|\log (\varepsilon \max (\ell, \sqrt{S}))| \leq|\log \varepsilon|-C$, the vortex lattice state with $O(S)$ vortices is energetically favorable compared to $(u, A)=(1,0)$. Consult Proposition 2.1 for a more detailed statement regarding the first critical field for vortex nucleation.

We now turn to the proof of Proposition 4.1. We present a new elementary approach using Fourier series to estimate the energy of a vortex lattice. This approach shows the cross-over that happens at $L=\ell^{-1}$; this is related to the decay properties of the Bessel function-type solutions. On the unit cell of our lattice, we investigate solutions of

$$
\begin{equation*}
-\alpha \Delta h+h=2 \pi \delta_{\varepsilon} \quad \text { in } K_{L} \tag{4.3}
\end{equation*}
$$

with homogeneous Neumann boundary conditions. Here $K_{L}=\left(-\frac{L}{2}, \frac{L}{2}\right)^{2}$ for some $L>0$. This is equivalent to looking at $L \mathbb{Z}^{2}$-periodic solutions in $\mathbb{R}^{2}$. For $\delta_{\varepsilon}$ we use the Dirac sequence

$$
\delta_{\varepsilon}(x)=\frac{1}{4 \varepsilon^{2}} \chi_{(-\varepsilon, \varepsilon)}\left(x_{1}\right) \chi_{(-\varepsilon, \varepsilon)}\left(x_{2}\right)
$$

where $\chi_{A}$ is the characteristic function of a set $A \subset \mathbb{R}$. We assume $2 \varepsilon<L$. We obtain the following results on the lattice.

Proposition 4.5. There exists a $C>0$ such that for any $L$, $\varepsilon$ with $\varepsilon<\frac{L}{2}$ there exists a periodic function $h$ such that $-\ell^{-2} \Delta h+h=2 \pi \delta_{\varepsilon}$ and

$$
\begin{equation*}
\int_{K_{L}} \ell^{-4}|\nabla h|^{2}+\ell^{-2}\left|h-h_{e x}\right|^{2} \leq 2 \pi \log \frac{1}{\max \left(\ell, L^{-1}\right) \varepsilon}+C+L^{2}\left(h_{e x}-\frac{2 \pi}{L^{2}}\right)^{2} \tag{4.4}
\end{equation*}
$$

Proof. We calculate the energy

$$
\int_{K_{L}} \alpha^{2}|\nabla h|^{2}+\ell^{-2}\left|h-h_{e x}\right|^{2}
$$

It will become apparent later that we should use $\alpha=\ell^{-2}$.
We use double Fourier series as follows. For $f \in L^{2}\left(K_{L}\right)$ and $k \in \mathbb{Z}^{2}$, set

$$
a_{k}=\frac{1}{L^{2}} \int_{K_{L}} f(x) e^{-i \gamma k \cdot x},
$$

where $\gamma=\frac{2 \pi}{L}$. Then $f$ can be reconstructed as

$$
f(x)=\sum_{k \in \mathbb{Z}^{2}} a_{k} e^{i \gamma k \cdot x}
$$

By Plancherel's theorem we have

$$
\int_{K_{L}}|f|^{2}=L^{2} \sum_{k \in \mathbb{Z}^{2}}\left|a_{k}\right|^{2}
$$

It is standard that $\nabla f$ corresponds to the series $\left(i \gamma k a_{k}\right)$, and $\Delta f$ to the series $\left(-\gamma^{2}|k|^{2} a_{k}\right)$. Solving (4.3) therefore corresponds to

$$
\left(\alpha \gamma^{2}|k|^{2}+1\right) a_{k}=b_{k}
$$

where $b_{k}$ are the Fourier coefficients for $\delta_{\varepsilon}$.
We calculate these coefficients. Set $k=\left(k_{1}, k_{2}\right)$. If $k_{1} k_{2} \neq 0$, then

$$
b_{k}=\frac{2 \pi}{4 \varepsilon^{2} L^{2}} \frac{4 \sin \left(\gamma k_{1} \varepsilon\right) \sin \left(\gamma k_{2} \varepsilon\right)}{\gamma^{2} k_{1} k_{2}}
$$

In other cases we have

$$
b_{(m, 0)}=b_{(0, m)}=\frac{2 \pi}{4 \varepsilon^{2} L^{2}} \frac{4 \varepsilon \sin (\gamma m \varepsilon)}{\gamma m}
$$

and finally $b_{0}=\frac{2 \pi}{L^{2}}$ corresponding to $\int_{K_{L}} h=2 \pi$.
To simplify notation we write this using $\operatorname{sinc}(x)$, the continuous continuation of $\frac{\sin x}{x}$, which yields

$$
b_{k}=\frac{2 \pi}{L^{2}} \operatorname{sinc}\left(\gamma k_{1} \varepsilon\right) \operatorname{sinc}\left(\gamma k_{2} \varepsilon\right)
$$

Since $a_{0}=b_{0}=\frac{2 \pi}{L^{2}}$, we have that

$$
\int\left|h-h_{e x}\right|^{2}=L^{2} \sum_{k \neq 0}\left|a_{k}\right|^{2}+L^{2}\left(\frac{2 \pi}{L^{2}}-h_{e x}\right)^{2}
$$

We want to calculate

$$
E=L^{2} \sum_{k \in \mathbb{Z}^{2} \backslash 0}\left(\alpha^{2} \gamma^{2}|k|^{2}+\alpha\right)\left|a_{k}\right|^{2}+L^{2}\left(\frac{2 \pi}{L^{2}}-h_{e x}\right)^{2}
$$

Using the expressions obtained for $b_{k}$ above, it follows that we have

$$
E=\frac{4 \pi^{2}}{L^{2}} \sum_{k \in \mathbb{Z}^{2} \backslash 0} \frac{\alpha}{\alpha|\gamma|^{2}|k|^{2}+1} \operatorname{sinc}^{2}\left(\gamma \varepsilon k_{1}\right) \operatorname{sinc}^{2}\left(\gamma \varepsilon k_{2}\right)+L^{2}\left(\frac{2 \pi}{L^{2}}-h_{e x}\right)^{2}
$$

We split up the double sum as follows. First, consider $k=\left(k_{1}, k_{2}\right)$ with $1 \leq|k| \leq \frac{1}{\gamma \varepsilon}$. For these terms we estimate $|\operatorname{sinc}| \leq 1$. We label this part of the energy $E_{1}$, and so

$$
E_{1} \leq \frac{4 \pi^{2}}{L^{2}} \sum_{K_{1}} \frac{\alpha}{\alpha \gamma^{2}|k|^{2}+1}
$$

Now we compare the sum with an integral. For any decreasing function $f$, we have

$$
\sum_{1 \leq|k| \leq A} f(|k|) \leq \int_{1-\frac{1}{\sqrt{2}}}^{A+\frac{1}{\sqrt{2}}} f(r) 2 \pi r d r
$$

and so

$$
E_{1} \leq \frac{4 \pi^{2}}{L^{2}} \int_{1-c}^{\frac{1}{\gamma \varepsilon}+c} \frac{2 \pi \alpha r}{1+\alpha \gamma^{2} r^{2}} d r=\left.\frac{4 \pi^{2}}{L^{2} \gamma^{2}}\left(\frac{2 \pi}{2} \log \left(\alpha \gamma^{2} x^{2}+1\right)\right)\right|_{x=1-c} ^{x=\frac{1}{\gamma \varepsilon}+c}
$$

where $c=\frac{1}{\sqrt{2}}$. As $\frac{4 \pi^{2}}{L^{2} \gamma^{2}}=1$, we obtain

$$
E_{1} \leq \frac{2 \pi}{2} \log \frac{\frac{\alpha}{\varepsilon^{2}}+\frac{2 c \alpha \gamma}{\varepsilon}+c^{2}+1}{\alpha \gamma^{2}(1-c)^{2}+1}
$$

We distinguish two cases. If $\alpha \gamma^{2} \leq 1$, we estimate the denominator as $\geq 1$ and obtain

$$
E_{1} \leq \frac{2 \pi}{2} \log \frac{\alpha}{\varepsilon^{2}}+C \leq 2 \pi \log \frac{\sqrt{\alpha}}{\varepsilon}+C
$$

In the case where $\alpha \gamma^{2} \geq 1$, we estimate the denominator as $\geq C \alpha \gamma^{2}$ and obtain

$$
E_{1} \leq \frac{2 \pi}{2} \log \frac{1}{\gamma^{2} \varepsilon^{2}}+C \leq 2 \pi \log \frac{1}{\gamma \varepsilon}+C
$$

if $\alpha \gamma>\varepsilon$.
We still need to deal with the frequencies $k$ with $|k| \geq \frac{1}{\gamma \varepsilon}$. For this we use that $\operatorname{sinc}^{2}(x) \operatorname{sinc}^{2}(y) \leq \frac{2}{r^{2}}$, which can be seen as follows. Assume without loss of generality that $|x| \leq|y|$. Then $r^{2}=x^{2}+y^{2} \leq 2 y^{2}$. Estimating $|\operatorname{sinc}(x)| \leq 1$ and $|\operatorname{sinc}(y)| \leq \frac{1}{y}$, we see that $\operatorname{sinc}^{2}(x) \operatorname{sinc}^{2}(y) \leq \frac{1}{y^{2}} \leq \frac{2}{r^{2}}$, as claimed.

To calculate the energy contribution $E_{2}$ of those $k$ with $|k| \geq \frac{1}{\gamma \varepsilon}$, we again replace the sum by an integral. Using the sinc bound, we see that

$$
E_{2} \leq \frac{4 \pi^{2}}{L^{2}} \int_{\frac{1}{\gamma \varepsilon}-c}^{\infty} \frac{4 \pi \alpha r}{\left(\alpha r^{2} \gamma^{2}+1\right) \gamma^{2} r^{2} \varepsilon^{2}}
$$

We estimate this using $4 \pi^{2} L^{-2} \gamma^{-2}=1$ as

$$
E_{2} \leq C \int_{\frac{1}{\gamma \varepsilon}-c}^{\infty} \frac{1}{\gamma^{2} \varepsilon^{2} r^{3}} d r \leq \frac{C}{\gamma^{2} \varepsilon^{2}} \cdot \frac{1}{\left(\frac{1}{\gamma \varepsilon}-c\right)^{2}}
$$

and for $\frac{1}{\gamma \varepsilon}>2 c$ we obtain that $E_{2} \leq C$. The claim then follows using the defini-
tions.
Choosing $L=\frac{2 \pi}{h_{e x}}$ in (4.4) implies the following upper bound.
Corollary 4.6. If $\varepsilon<\frac{1}{2 \sqrt{h_{e x}}}$, then there exists a periodic function $h$ with period $L=\sqrt{\frac{2 \pi}{h_{e x}}}$ such that $-\ell^{-2} \Delta h+h=\delta_{\varepsilon}$ and

$$
\int_{K_{L}} \ell^{-4}|\nabla h|^{2}+\ell^{-2}\left|h-h_{e x}\right|^{2} \leq 2 \pi \log \frac{1}{\max \left(\ell, \sqrt{h_{e x}}\right) \varepsilon}+C
$$

Furthermore, for any $L>2 \varepsilon$ there exists $h$ with $-\ell^{-2} \Delta h+h=\delta_{\varepsilon}$ and

$$
\int_{K_{L}} \ell^{-4}|\nabla h|^{2}+\ell^{-2}\left|h-h_{e x}\right|^{2} \leq 2 \pi \log \frac{1}{\max \left(\ell, \sqrt{h_{e x}}\right) \varepsilon}+C+L^{2} \ell^{-2}\left(\frac{2 \pi}{L^{2}}-h_{e x}\right)^{2}
$$

Remark 4.7. This can be easily extended to $\varepsilon \leq \frac{C}{\sqrt{h_{e x}}}$ for any $C$ that is bounded independently of $\varepsilon, \ell$, and $h_{e x}$ by choosing $\tilde{\varepsilon}=\frac{2 \varepsilon}{C}$ and constructing with $\tilde{\varepsilon}$ instead of $\varepsilon$.

To construct a pair $(u, A)$ from $h$, we do the following. To define the modulus $\rho$, we set

$$
\rho(r)= \begin{cases}0, & r<\varepsilon \sqrt{2}, \\ \frac{r-\varepsilon \sqrt{2}}{\varepsilon}, & \varepsilon \sqrt{2}<r<\varepsilon(1+\sqrt{2}), \\ 1, & r>\varepsilon(1+\sqrt{2}) .\end{cases}
$$

We take any $A$ with curl $A=h$. Outside $B_{\varepsilon \sqrt{2}}$, we define $u$ as $\rho e^{i \varphi}$, where $\nabla \varphi-A=$ $\alpha \nabla^{\perp} h$. This is possible since for any simple closed curve $\Gamma \subset K_{L} \backslash B_{\varepsilon \sqrt{2}}$ with $\Gamma=\partial G$ we have

$$
\int_{\Gamma} \frac{\partial \varphi}{\partial \tau}=\int_{\Gamma} A \cdot \tau-\alpha \frac{\partial h}{\partial \nu}=\int_{G}(-\Delta h+h)= \begin{cases}2 \pi & \text { if } G \supset B_{\varepsilon \sqrt{2}},  \tag{4.5}\\ 0 & \text { otherwise. }\end{cases}
$$

On $K_{L}$, we can therefore estimate

$$
\begin{align*}
& \frac{1}{2} \int_{K_{L}}|(\nabla-i A) u|^{2}+\ell^{-2}\left|h-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-\rho^{2}\right)^{2}  \tag{4.6}\\
& \leq \frac{1}{2} \int_{K_{L}} \rho^{2} \ell^{-4}|\nabla h|^{2}+\ell^{-2}\left|h-h_{e x}\right|^{2}+|\nabla \rho|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-\rho^{2}\right)^{2} \\
& \leq
\end{aligned} \quad \begin{aligned}
& \\
& \quad C+\pi \log \frac{1}{\max \left(\ell, \sqrt{h_{e x}}\right)} .
\end{align*}
$$

We are now in the position to establish the following argument.
Proof of Proposition 4.1. This will be done in two steps.
Step 1 . We use the above construction to build an $h$ in $\mathbb{R}^{2}$ and to define a periodic $\rho_{\varepsilon}$ corresponding to the lattice. As the equivalent of (4.5) holds in all of $\mathbb{R}^{2}$, we can define $(u, A)$ in all of $\mathbb{R}^{2}$ such that (4.6) holds on every cell of the lattice. All we need to do is choose a proper origin for our lattice: For any $a \in K_{L}$ we can set $\left(u^{a}(z), A^{a}(z)\right)=(u(z-a), A(z-a))$, which has energy density $g l^{a}(z)=g l(z-a)$, where $g l(z)=\frac{1}{2}|(\nabla-i A) u|^{2}(z)+\ell^{-2}\left|\operatorname{curl} A(z)-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u(z)|^{2}\right)^{2}$. Integrating over the unit cell, we see that

$$
\int_{K_{L}} G_{\varepsilon}\left(u_{\varepsilon}^{a}, A_{\varepsilon}^{a} ; U\right) d a=\int_{K_{L}} \int_{U} g l^{a}(z) d z d a=|U| G_{\varepsilon}\left(u, A ; K_{L}\right) .
$$

The mean value theorem shows that there exists some $a$ such that $G\left(u^{a}, A^{a} ; U\right) \leq$ $\frac{|U|}{\left|K_{L}\right|} G\left(u, A ; K_{L}\right)$, and since $\left|K_{L}\right|=\frac{h_{\text {ex }}}{2 \pi}$, this finishes the proof of (4.1).

Step 2. We follow the argument in Step 1; however, we choose a lattice of size $L=\sqrt{\frac{2 \pi}{S}}$, which is optimal up to logarithmic terms. Since $h_{e x} \leq \varepsilon^{-2}$ and $S \gg 1$, we have $2 \varepsilon \leq L \ll 1$, and we can follow the same construction as above and obtain for the energy after choosing a suitable origin

$$
\begin{array}{r}
G\left(u_{\varepsilon}, A_{\varepsilon} ; U\right) \leq \frac{|U|}{2\left|K_{L}\right|}\left(2 \pi \log \frac{1}{\max (\sqrt{S}, \ell) \varepsilon}+C+L^{2} \ell^{-2}\left|h_{e x}-\frac{2 \pi}{L^{2}}\right|\right) \\
=\frac{|U|}{2}\left(\frac{S}{2 \pi}\left(2 \pi \log \frac{1}{\max (\sqrt{S}, \ell) \varepsilon}+C\right)+\ell^{-2}\left(\frac{1}{2} \ell^{2}|\log \varepsilon|\right)^{2}\right) \\
=\frac{|U|}{2}\left(S \log \frac{1}{\max (\sqrt{S}, \ell) \varepsilon}+C+\frac{1}{4} \ell^{2}|\log \varepsilon|^{2}\right)
\end{array}
$$

since $h_{e x}-\frac{2 \pi}{L^{2}}=h_{e x}-S=\frac{1}{2} \ell^{2}|\log \varepsilon|$. This completes the proof of (4.2).
5. Lower bound for vortex lattices. The lower bound counterpart to Proposition 4.1 can be obtained similarly to the calculation in [18] (see also [19]). We can actually get a uniform vortex density estimate.

The heart of the lower bound argument is the following blow-up estimate.
Proposition 5.1. Assume that $\ell^{2}|\log \varepsilon| \ll h_{e x} \ll \frac{1}{\varepsilon^{2}}$, and let $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ be a minimizer of the Ginzburg-Landau energy (1.3). Then for every $H>0$ we can find $\lambda$ with $\ell \ll \lambda \ll \frac{1}{\varepsilon}$ such that for every $x$ such that the ball $B\left(x, \frac{1}{\lambda}\right) \subset U$ there holds

$$
\begin{equation*}
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon} ; B\left(x, \frac{1}{\lambda}\right)\right) \geq \frac{\alpha_{H}\left|B\left(x, \frac{1}{\lambda}\right)\right|}{2} h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}\left(1-o_{\varepsilon}(1)\right) \tag{5.1}
\end{equation*}
$$

where $\alpha_{H}$ satisfies $\alpha_{H} \rightarrow 1$ for $H \rightarrow \infty$.
Proof. We follow the proof of Proposition 8.2 in [18] and rescale by $\lambda$. Setting $u(x)=u^{\prime}(\lambda x), A^{\prime}(x)=\lambda A(\lambda x), \varepsilon^{\prime}=\lambda \varepsilon$, and $h_{e x}^{\prime}=\frac{h_{e x}}{\lambda^{2}}$, the claim is equivalent to proving for a ball $B_{1}$ of radius 1 that

$$
\begin{align*}
\frac{1}{2} \int_{B_{1}}\left|\left(\nabla-i A^{\prime}\right) u^{\prime}\right|^{2}+\frac{\lambda^{2}}{\ell^{2}}\left|\operatorname{curl} A^{\prime}-h_{e x}^{\prime}\right|^{2} & +\frac{1}{2 \varepsilon^{\prime 2}}\left(1-\left|u^{\prime}\right|^{2}\right)^{2}  \tag{5.2}\\
& \geq \frac{\alpha_{H}\left|B_{1}\right|}{2} h_{e x}^{\prime} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}\left(1-o_{\varepsilon}(1)\right)
\end{align*}
$$

Since $\varepsilon^{2} \ell^{2}|\log \varepsilon| \ll \varepsilon^{2} h_{e x} \ll 1$ and using the asymptotic behavior of the function $x \mapsto H x^{2} \log \frac{1}{x}$ near 0 , we can find $\lambda$ such that $\varepsilon^{2} h_{e x}=H(\varepsilon \lambda)^{2} \log \frac{1}{\varepsilon \lambda}$. It also follows that $\lambda$ satisfies $\ell \ll \lambda \ll \frac{1}{\varepsilon}$.

With this choice of $\lambda$, we have $\varepsilon^{\prime} \rightarrow 0$ and $h_{e x}^{\prime}=H\left|\log \varepsilon^{\prime}\right|$. We also have $\log \frac{1}{\varepsilon \sqrt{h_{e x}}}=\left|\log \varepsilon^{\prime}\right|\left(1-o_{\varepsilon}(1)\right)$, and so it suffices to prove that (dropping some $\varepsilon^{\prime}$ s)

$$
\begin{array}{r}
G_{\varepsilon^{\prime}}^{\prime}\left(u^{\prime}, A^{\prime} ; x\right)=\frac{1}{2} \int_{B_{1}(x)}\left|\left(\nabla-i A^{\prime}\right) u^{\prime}\right|^{2}+\frac{\lambda^{2}}{\ell^{2}}\left|\operatorname{curl} A^{\prime}-h_{e x}^{\prime}\right|^{2}+\frac{1}{2{\varepsilon^{\prime}}^{2}}\left(1-\left|u^{\prime}\right|^{2}\right)^{2}  \tag{5.3}\\
\geq \frac{H \alpha_{H}\left|B_{1}\right|}{2}\left|\log \varepsilon^{\prime}\right|^{2}\left(1-o_{\varepsilon}(1)\right)
\end{array}
$$

for some $\alpha_{H}$ with $\alpha_{H} \rightarrow 1$ as $H \rightarrow \infty$.
Depending on the blow-up origin $x$, we distinguish two cases. Either $G_{\varepsilon^{\prime}}^{\prime}\left(u^{\prime}, A^{\prime} ; x\right) \gg$ $\left|\log \varepsilon^{\prime}\right|^{2}$ (in which case (5.3) is true trivially) or $G_{\varepsilon^{\prime}}^{\prime}\left(u^{\prime}, A^{\prime} ; x\right) \leq K\left|\log \varepsilon^{\prime}\right|^{2}$. In the latter case we can use the Gamma-convergence result Theorem 3.1 to see that $\frac{1}{\left|\log \varepsilon^{\prime}\right|}\left(i u_{\varepsilon}^{\prime}, \nabla u_{\varepsilon}^{\prime}\right) \rightharpoonup v$ and $\frac{1}{\left|\log \varepsilon^{\prime}\right|} A_{\varepsilon}^{\prime} \rightharpoonup a$. As $\lambda \gg \ell$, we are in the case $\ell_{0}=0$.

Letting $\left(v_{0}, a_{0}\right)$ denote the minimizer of the functional $G$ defined in (3.1), we now use the characterization of the limit in Theorem 1.3. It follows that curl $a_{0}=H$. Using Lemma 5.3 below, curl $v_{0}=H$ on $B_{r_{0}(H)}$ with $r_{0}(H) \rightarrow 1$ for $H \rightarrow \infty$. As $\operatorname{curl} v_{0} \geq 0$ by Theorem 1.3, it follows that

$$
\begin{align*}
\liminf _{\varepsilon \rightarrow 0} \frac{1}{\left|\log \varepsilon^{\prime}\right|^{2}} G_{\varepsilon^{\prime}}^{\prime}\left(u^{\prime}, A^{\prime} ; x\right) & \geq G(v, a) \geq G\left(v_{0}, a_{0}\right) \geq \frac{1}{2}\left\|\operatorname{curl} v_{0}\right\|_{\mathscr{M}}  \tag{5.4}\\
& \geq H \frac{\left|B_{r_{0}(H)}\right|}{2}=H \alpha_{H} \frac{\left|B_{1}\right|}{2}
\end{align*}
$$

and $\alpha_{H} \rightarrow 1$ by Lemma 5.3.
Combining this with the result of the previous section, we obtain the following claim.

Proposition 5.2. Assume that $\ell^{2}|\log \varepsilon| \ll h_{e x} \ll \frac{1}{\varepsilon^{2}}$, and let $\left(u_{\varepsilon}, A_{\varepsilon}\right)$ be a minimizer of the Ginzburg-Landau energy (1.3). Then the energy density

$$
g_{\varepsilon}=\frac{1}{2}\left(\left|\nabla_{A_{\varepsilon}} u_{\varepsilon}\right|^{2}+\frac{1}{\ell^{2}}\left|\operatorname{curl} A_{\varepsilon}-h_{e x}\right|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-\left|u_{\varepsilon}\right|^{2}\right)^{2}\right)
$$

satisfies

$$
\frac{g_{\varepsilon}}{h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}} \rightharpoonup \mathscr{L}^{2}
$$

in the sense of measures, and the energy satisfies

$$
\begin{equation*}
G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon}\right)=\frac{1}{2}|U| h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}\left(1-o_{\varepsilon}(1)\right) . \tag{5.5}
\end{equation*}
$$

Proof. As in [18], this follows by integrating (5.1) over the domain. If $W \subset \subset U$ is a compactly contained subdomain, then we can use Fubini's theorem and estimate

$$
\begin{align*}
& \int_{W} G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon} ; B\left(x, \frac{1}{\lambda}\right) \cap W\right) d x=\int_{x \in W} \int_{y \in B\left(x, \frac{1}{\lambda}\right) \cap W} g_{\varepsilon} d y d x  \tag{5.6}\\
= & \int_{y \in B\left(x, \frac{1}{\lambda}\right) \cap W} \int_{x \in W} g_{\varepsilon} d x d y=\int_{y \in W}\left|B\left(y, \frac{1}{\lambda}\right) \cap W\right| g_{\varepsilon} d y \leq \frac{\pi}{\lambda^{2}} G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon} ; W\right) .
\end{align*}
$$

Using now (5.1) and Fatou's lemma, we continue to estimate

$$
\begin{align*}
& \liminf _{\varepsilon \rightarrow 0} \frac{G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon} ; W\right)}{h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}} \geq \liminf _{\varepsilon \rightarrow 0} \int_{x \in W} \frac{\lambda^{2} G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon} ; B\left(x, \frac{1}{\lambda} \cap W\right)\right)}{\pi h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}}  \tag{5.7}\\
& \quad \geq \int_{x \in W} \liminf _{\varepsilon \rightarrow 0}\left(\chi_{\left\{x: B\left(x, \frac{1}{\lambda}\right) \subset W\right\}} \frac{G_{\varepsilon}\left(u_{\varepsilon}, A_{\varepsilon} ; B\left(x, \frac{1}{\lambda}\right)\right)}{\left|B\left(x, \frac{1}{\lambda}\right)\right| h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}}\right) \geq \frac{1}{2}|W| .
\end{align*}
$$

Using the upper bound of the previous section, we can deduce the existence of a weak limit $g$ of $\frac{g_{\varepsilon}}{h_{e x} \log \frac{1}{\varepsilon \sqrt{h_{e x}}}}$. Using an approximation result, we see from (5.7) that $g \geq \frac{1}{2} \mathscr{L}^{2}$, and by the upper bound, equality follows.

LEMMA 5.3. For the domain $U=B_{1}(0)$, the unique minimizer $y_{0}$ of

$$
F_{0, H}(y)=\frac{1}{2} \int_{B_{1}(0)}|\nabla y|^{2}+2 y H
$$

in the admissible class

$$
\mathscr{K}=\left\{y \in H_{0}^{1}\left(B_{1}(0)\right): y \geq-\frac{1}{2} \text { a.e. in } B_{1}(0)\right\}
$$

satisfies $y_{0} \equiv-\frac{1}{2}$ in $B_{r_{0}(H)}$ with $r_{0}(H) \rightarrow 1$ as $H \rightarrow \infty$. Furthermore, the minimizer $\left(v_{0}, a_{0}\right)$ of the functional $G$ given in (3.1) satisfies curl $v_{0}=H$ on $B_{r_{0}}(0)$, and $\alpha_{H}=$ $\frac{\left\|\operatorname{curl} v_{0}\right\|_{\mathscr{M}}}{H\left|B_{1}(0)\right|} \rightarrow 1$ as $H \rightarrow \infty$.

Proof. Using the uniqueness and regularity properties [9], we can calculate the solution of the obstacle problem explicitly: It is given by

$$
y_{0}(r)=\max \left\{H\left(\frac{r^{2}}{4}-\frac{1}{4}+\frac{r_{0}^{2}}{2} \log r\right),-\frac{1}{2}\right\}
$$

where $r_{0}$ is chosen such that

$$
H\left(\frac{r_{0}^{2}}{4}-\frac{1}{4}+\frac{r_{0}^{2}}{2} \log r_{0}\right)=-\frac{1}{2}
$$

which we rewrite as

$$
\begin{equation*}
1-\frac{2}{H}=r_{0}^{2}\left(1+2 \log r_{0}\right) \tag{5.8}
\end{equation*}
$$

From (5.8), it is easy to see that $r_{0} \rightarrow 1$ as $H \rightarrow \infty$.
In $B_{r_{0}}, y_{0} \equiv-\frac{1}{2}$, so $\Delta y_{0}=0$, and from Theorem 1.3 we infer curl $v_{0}=H$ in $B_{r_{0}}$, and curl $v_{0} \geq 0$ elsewhere, which shows the claim.
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#### Abstract

The problem of integrating the Camassa-Holm equation leads to the scattering and inverse scattering problem for the Sturm-Liouville equation $-u^{\prime \prime}+\frac{1}{4} u=\lambda w u$, where $w$ is a weight function which may change sign but where the left-hand side gives rise to a positive quadratic form so that one is led to a left-definite spectral problem. In this paper the spectral theory and a generalized Fourier transform associated with the equation $-u^{\prime \prime}+\frac{1}{4} u=\lambda w u$ posed on a half-line are investigated. An inverse spectral theorem and an inverse scattering theorem are established. A crucial ingredient of the proofs of these results is a theorem of Paley-Wiener type which is shown to hold true. Additionally, the accumulation properties of eigenvalues are investigated.
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1. Introduction. Standard Sturm-Liouville theory deals with the eigenvalue problem

$$
\begin{equation*}
-\left(p u^{\prime}\right)^{\prime}+q u=\lambda w u \tag{1.1}
\end{equation*}
$$

together with appropriate boundary conditions, in the space $L_{w}^{2}$ of functions square integrable with respect to the weight $w$, i.e., the norm-square of the space is $\|u\|^{2}=$ $\int|u|^{2} w$. A basic assumption for this to be possible is that $w \geq 0$. In some situations of interest this is not the case, but instead one has $p>0, q \geq 0$. One may then use as a norm-square the integral $\int\left(p\left|u^{\prime}\right|^{2}+q|u|^{2}\right)$, and a problem of this type is usually called left-definite. A left-definite problem of current interest is the spectral problem associated with the Camassa-Holm equation, which is of the form

$$
\begin{equation*}
-u^{\prime \prime}+\frac{1}{4} u=\lambda w u \tag{1.2}
\end{equation*}
$$

The Camassa-Holm equation is an integrable system in a similar sense as the Korteweg-de Vries (KdV) equation. It was first derived as an abstract bi-Hamiltonian system by Fuchssteiner and Fokas [22]. Subsequently, it was shown by Camassa and Holm [11] that it may serve as an integrable model for shallow water waves. In that paper Camassa and Holm also showed that the solitons are peaked and called them peakons (see also Fokas and Liu [21] and Johnson [23]). In contrast to the KdV equation the Camassa-Holm equation may model breaking waves, i.e., smooth

[^106]initial data may develop singularities in finite time; cf. Constantin and Escher [15] and Constantin [13] (see also Bressan and Constantin [10] for a way to resolve the singularities due to wave breaking). This, however, happens only when $w$ changes sign and it is this fact which motivates us to consider (1.2) without the assumption that $w$ is positive. The well developed theory of scattering and inverse scattering for the Schrödinger equation is of crucial importance to the theory of the KdV equation. In the same way scattering/inverse scattering theory for (1.2) is important for dealing with the Camassa-Holm equation. Unfortunately, no such theory is available unless $w \geq 0$, and even then current theory requires more smoothness of $w$ than is convenient to assume, in view of the lack of smoothness for the corresponding peakons.

The problem of inverse scattering for (1.2) is considerably more difficult than for the Schrödinger equation, which may be viewed as a rather mild perturbation of the equation $-u^{\prime \prime}=\lambda u$. In case of (1.2) the perturbation is of the equation $-u^{\prime \prime}+\frac{1}{4} u=\lambda u$, and thus changes the coefficient containing the eigenvalue parameter $\lambda$. It appears that the methods used so far for dealing with the Schrödinger equation are no longer applicable.

In this paper we will prove some uniqueness results for inverse spectral theory and inverse scattering for the left-definite case which apply to (1.2) posed on a halfline. One would also like to have results for the full-line, but this appears to be more difficult. One exception is the case of odd initial data for the Camassa-Holm equation on the full-line because the problem can be reduced to one on a half-line. We mention here that the half-line case was also investigated by Boutet de Monvel and Shepelsky [8], [9], who employ Riemann-Hilbert techniques but assume that $w$ is positive. Our approach is via the inverse spectral theory for the left-definite problem, which also is not very well developed. Even the spectral theory for left-definite problems is not widely known (but see for example [1]), in the level of detail necessary for dealing with the inverse problem. We will therefore start by presenting a reasonably comprehensive spectral theory, then prove some uniqueness theorems for the inverse spectral problem, and finally a uniqueness theorem for inverse half-line scattering.

Spectral theory for left-definite Sturm-Liouville problems seems to have been initiated by Weyl [28], who called such problems polar. Later many authors have dealt with more or less general left-definite problems. In particular we mention a series of papers by Niessen, Schneider, and their collaborators on singular left-definite so-called S-hermitian systems; see, e.g., [26]. See also [1] and the references cited there. For a more recent contribution, see Kong, Wu, and Zettl [24]. However, papers in inverse spectral theory for left-definite problems are much more scarce; one example is Binding, Browne, and Watson [7].

Because of the connection with the Camassa-Holm equation the inverse scattering problem for (1.2) has attracted some attention. From the physical point of view the full-line case where $w$ decays at infinity and the periodic case are most interesting. The former was treated by Fokas [20] and Constantin and various co-authors, for example in [14], [16], and [17]. The latter was addressed by Constantin and McKean [18], Constantin [12], and Vaninsky [27]. The full-line case with odd initial data reduces to a half-line case, but the half-line case is also of interest independently.

It will be convenient to deal only with the equation

$$
\begin{equation*}
-u^{\prime \prime}+q u=\lambda w u \tag{1.3}
\end{equation*}
$$

There is no loss of generality in doing this, since the change of variable $t=\int_{0}^{x} 1 / p$ will, as is readily seen, turn (1.1) into an equation of this form.

The plan of the paper is as follows. In section 2 we give a general spectral theory for left-definite problems on intervals with at least one regular endpoint, modelled on standard Titchmarsh-Weyl theory. One may extend this to intervals with two singular endpoints, in the same way as one can extend the right-definite theory, but since we will have no use of it here we have abstained from this.

In section 3 we deal with the generalized Fourier transform associated with a left-definite problem. To simplify the discussion we have restricted ourselves to one case, when so-called finite functions are dense in the Hilbert space associated with the equation. There are no fundamental difficulties involved in dealing with the general situation, but again we have no need of it in the applications we are thinking of.

Section 4 discusses uniqueness of the inverse spectral problem. Unfortunately we have neither a characterization nor a reconstruction algorithm, but the fundamental uniqueness theorem is quite general.

In section 5 we prove a theorem of Paley-Wiener type which is crucial for our approach to the inverse spectral theory, and section 6 deals with the uniqueness theorem for the half-line inverse scattering of a left-definite problem. Section 7 is devoted to some results about the number of eigenvalues for a left-definite problem under scattering conditions. Some elementary, but rather lengthy, calculations needed in section 4 have been relegated to the appendix.
2. Spectral theory. We shall consider (1.3) on an interval $[0, b)$ and assume that $q$ and $w$ are real-valued and integrable on compact subsets of $[0, b)$, that $q \geq 0$, and that neither $q$ nor $w$ vanish a.e. Let $\mathcal{H}_{1}$ be the set of locally absolutely continuous functions $u$ defined in $[0, b)$ such that $u^{\prime} \in L^{2}(0, b)$ and $q|u|^{2} \in L^{1}(0, b)$. As we shall see presently $\mathcal{H}_{1}$ is a Hilbert space with scalar product

$$
\langle u, v\rangle=\int_{0}^{b}\left(u^{\prime} \overline{v^{\prime}}+q u \bar{v}\right)
$$

and norm $\|u\|=\sqrt{\langle u, u\rangle}$. In order to show completeness of $\mathcal{H}_{1}$ and discuss how to find self-adjoint realizations corresponding to (1.3) we first note the following simple result.

Lemma 2.1. For any $a \in[0, b)$ there exists a constant $C_{a}$ such that

$$
\begin{equation*}
|u(x)| \leq C_{a}\|u\| \tag{2.1}
\end{equation*}
$$

for any $x \in[0, a]$ and any $u \in \mathcal{H}_{1}$.
Proof. By the fundamental theorem of calculus and the Cauchy-Schwarz inequality $|u(x)| \leq|u(y)|+|y-x|^{1 / 2}\left(\int_{0}^{b}\left|u^{\prime}\right|^{2}\right)^{1 / 2}$. If $c \in[a, b)$ is such that $\int_{0}^{c} q>0$, multiplication by $q(y)$ and integrating with respect to $y$ gives

$$
|u(x)| \int_{0}^{c} q \leq \int_{0}^{c} q|u|+c^{1 / 2} \int_{0}^{c} q\left(\int_{0}^{b}\left|u^{\prime}\right|^{2}\right)^{1 / 2}
$$

Using Cauchy-Schwarz again we obtain (2.1) with $C_{a}=\left(c+1 / \int_{0}^{c} q\right)^{1 / 2}$.
Proposition 2.2. The space $\mathcal{H}_{1}$ is complete.
Proof. By (2.1) a Cauchy sequence $u_{1}, u_{2}, \ldots$ in $\mathcal{H}_{1}$ converges locally uniformly to a continuous function $u$. Furthermore, $\sqrt{q} u_{j}$ and $u_{j}^{\prime}$ converge in $L^{2}[0, b)$ to $\sqrt{q} u$ and, say, $v$, respectively. Now

$$
u_{j}(x)-u_{j}(0)=\int_{0}^{x} u_{j}^{\prime}
$$

Letting $j \rightarrow \infty$ we obtain $u(x)=u(0)+\int_{0}^{x} v$. Thus $u$ is absolutely continuous with derivative $v$ and $u_{j}$ converges to $u$ in $\mathcal{H}_{1}$.

Denote the set of integrable functions with compact support in $(0, b)$ by $L_{0}$. Then, if $u \in \mathcal{H}_{1}$ and $v \in L_{0}$, it follows that $\left|\int u \bar{v}\right| \leq C_{a} \int|v|\|u\|$ if $\operatorname{supp} v \subset[0, a]$, so that the linear form $\mathcal{H}_{1} \ni u \mapsto \int u \bar{v}$ is bounded. By Riesz's representation theorem we may therefore find a unique $v^{*} \in \mathcal{H}_{1}$ so that $\int u \bar{v}=\left\langle u, v^{*}\right\rangle$. Clearly $v^{*}$ depends linearly on $v$, so we obtain a (bounded) operator $G_{0}: L_{0} \rightarrow \mathcal{H}_{1}$ such that

$$
\left\langle u, G_{0} v\right\rangle=\int_{0}^{b} u \bar{v} \text { for } u \in \mathcal{H}_{1}, v \in L_{0}
$$

The operator $G_{0}$ is central for the left-definite spectral theory of (1.3).
Proposition 2.3. The operator $G_{0}$ is an integral operator $G_{0} u(x)=\int u g_{0}(x, \cdot)$, it is injective, and its restriction to $L_{0} \cap \mathcal{H}_{1}$ is symmetric with range dense in $\mathcal{H}_{1}$.

Proof. By (2.1) the map $\mathcal{H}_{1} \ni u \mapsto u(x)$ is for each fixed $x \in[0, b)$ a bounded linear form, so there exists an element $g_{0}(x, \cdot) \in \mathcal{H}_{1}$ so that $u(x)=\left\langle u, \overline{g_{0}(x, \cdot)}\right\rangle$ for $u \in \mathcal{H}_{1}$, and therefore $G_{0} v(x)=\left\langle G_{0} v, \overline{g_{0}(x, \cdot)}\right\rangle=\int_{0}^{b} v g_{0}(x, \cdot)$ for any $v \in L_{0}$. Thus $G_{0}$ is an integral operator with kernel $g_{0}(x, y)$ (actually, as we shall see in Proposition 2.7, $g_{0}$ is real-valued). If $u$ and $v \in L_{0} \cap \mathcal{H}_{1}$, then

$$
\left\langle G_{0} u, v\right\rangle=\overline{\left\langle v, G_{0} u\right\rangle}=\int_{0}^{b} u \bar{v}=\left\langle u, G_{0} v\right\rangle
$$

so the restriction of $G_{0}$ to $L_{0} \cap \mathcal{H}_{1}$ is symmetric.
Let $[c, d] \subset(0, b)$ and $u_{j}(x)=\min (1, j(x-c), j(d-x))$ for $x \in[c, d]$ and $u_{j}(x)=0$ otherwise. Then $u_{j} \in L_{0} \cap \mathcal{H}_{1}$ and tends boundedly to the characteristic function of $[c, d]$ as $j \rightarrow \infty$, so if $G_{0} v=0$, it follows from $0=\left\langle G_{0} v, u_{j}\right\rangle=\int v \overline{u_{j}}$ that $\int_{c}^{d} v=0$ for all $[c, d] \subset(0, b)$. Thus $v=0$ a.e. so that $G_{0}$ is injective. On the other hand, if $u \in \mathcal{H}_{1}$ is orthogonal to $G_{0} v$ for all $v \in L_{0} \cap \mathcal{H}_{1}$, we may put $v=u_{j}$, so that $0=\left\langle u, G_{0} u_{j}\right\rangle \rightarrow \int_{c}^{d} u$. It follows that $u=0$ so the range of $G_{0}$ restricted to $L_{0} \cap \mathcal{H}_{1}$ is dense and the proof is complete.

We shall have to briefly use the theory of symmetric relations as presented in [1, section 1], and define maximal and minimal relations corresponding to (1.3). We start by setting

$$
T_{c}=\left\{\left(G_{0}(w v), v\right) \mid v \in L_{0} \cap \mathcal{H}_{1}\right\} .
$$

Then, since $w$ is real-valued, $T_{c}$ is a symmetric relation in $\mathcal{H}_{1}$ for

$$
\left\langle G_{0}(w u), v\right\rangle=\overline{\left\langle v, G_{0}(w u)\right\rangle}=\int_{0}^{b} w u \bar{v}=\left\langle u, G_{0}(w v)\right\rangle .
$$

Proposition 2.3 implies that $T_{c}$ is the graph of a densely defined symmetric operator in $\mathcal{H}_{1}$ if $\operatorname{supp} w=[0, b)$, but at this point we do not want to exclude the possibility of $w$ vanishing on an open set. We define the minimal relation $T_{0}$ as the closure (in $\mathcal{H}_{1} \oplus \mathcal{H}_{1}$ ) of $T_{c}$, and the maximal relation $T_{1}$ as the adjoint of this, i.e.,

$$
T_{1}=\left\{(u, f) \in \mathcal{H}_{1} \oplus \mathcal{H}_{1} \mid\langle u, v\rangle=\left\langle f, G_{0}(w v)\right\rangle \text { for all } v \in L_{0} \cap \mathcal{H}_{1}\right\}
$$

We must show that $T_{1}$ is a differential relation.
Proposition 2.4. We have $(u, f) \in T_{1}$ if and only if $u$ and $f \in \mathcal{H}_{1}, u^{\prime}$ is locally absolutely continuous, and $-u^{\prime \prime}+q u=w f$.

Proof. First note that if $u$ and $f \in \mathcal{H}_{1}$, then the definition of $G_{0}$ shows that

$$
\begin{equation*}
\langle u, v\rangle-\left\langle f, G_{0}(w v)\right\rangle=\int_{0}^{b}\left(u^{\prime} \overline{v^{\prime}}+q u \bar{v}-w f \bar{v}\right) \tag{2.2}
\end{equation*}
$$

for any $v \in L_{0} \cap \mathcal{H}_{1}$. If in addition $u^{\prime}$ is locally absolutely continuous and satisfies $-u^{\prime \prime}+q u=w f$, integrating by parts gives

$$
\langle u, v\rangle-\left\langle f, G_{0}(w v)\right\rangle=\int_{0}^{b}\left(-u^{\prime \prime}+q u-w f\right) \bar{v}=0
$$

This proves one direction of the proposition.
In proving the other direction the assumption is that the quantity (2.2) is zero. But since $C_{0}^{\infty}(0, b) \subset \mathcal{H}_{1}$ this means that the distributional derivative of $u^{\prime}$ is $q u-w f$ so that $u^{\prime}$ is locally absolutely continuous and $u$ satisfies the differential equation.

To give a proof without the use of distribution theory we prove a variant of the classical du Bois-Reymond lemma. If $v \in L_{0} \cap \mathcal{H}_{1}$, integration by parts in (2.2) gives

$$
\begin{equation*}
\int_{0}^{b}\left\{u^{\prime}-\int_{0}^{x}(q u-w f)-C\right\} \overline{v^{\prime}}=0 \tag{2.3}
\end{equation*}
$$

for any constant $C$. Now let $[c, d] \subset(0, b)$ and choose $C=\frac{1}{d-c} \int_{c}^{d}\left\{u^{\prime}-\int_{0}^{x}(q u-w f)\right\}$. Put $v(y)=0$ for $y \notin[c, d]$ and

$$
v(y)=\int_{c}^{y}\left\{u^{\prime}(x)-\int_{0}^{x}(q u-w f)-C\right\} d x
$$

for $y \in[c, d]$. Then $v \in L_{0} \cap \mathcal{H}_{1}$ and (2.3) gives

$$
\int_{c}^{d}\left|u^{\prime}-\int_{0}^{x}(q u-w f)-C\right|^{2}=0
$$

so that $u^{\prime}-\int_{0}^{x}(q u-w f)$ is constant in $[c, d]$. Thus $u^{\prime}$ is locally absolutely continuous, and differentiation gives $-u^{\prime \prime}+q u=w f$.

Let $\mathcal{D}_{\lambda}=\left\{(u, \lambda u) \in T_{1}\right\}$ and let $D_{\lambda}$ be the projection of $\mathcal{D}_{\lambda}$ onto its first components, i.e., $u \in D_{\lambda}$ means that $u \in \mathcal{H}_{1}$ and $u$ satisfies $-u^{\prime \prime}+q u=\lambda w u$. We then have

$$
T_{1}=T_{0} \dot{+} \mathcal{D}_{\lambda} \dot{+} \mathcal{D}_{\bar{\lambda}}
$$

as a direct sum for any nonreal $\lambda$. Here $\operatorname{dim} \mathcal{D}_{\lambda}=\operatorname{dim} D_{\lambda}$ is constant in each of the upper and lower half-planes, and these dimensions will be called the deficiency indices of $T_{1}$. See [1, Theorem 1.4] for this simple generalization of the von Neumann formula for symmetric operators and its consequences. It is clear that $\operatorname{dim} D_{\lambda} \leq 2$, and that $\operatorname{dim} D_{\bar{\lambda}}=\operatorname{dim} D_{\lambda}$, since $\bar{u} \in D_{\bar{\lambda}}$ if and only if $u \in D_{\lambda}$. Thus deficiency indices are always equal, and there are always self-adjoint extensions of $T_{0}$, which will at the same time be restrictions of $T_{1}$, and therefore realizations of (1.3). It is of course of interest to have criteria in terms of the coefficients $q$ and $w$ for different values of the deficiency indices $\operatorname{dim} D_{\lambda}$. In surprising contrast to the right-definite case, we have the following simple and explicit criteria.

Theorem 2.5. Suppose $\operatorname{Im} \lambda \neq 0$ and let $W$ be an antiderivative of $w$. Then $\operatorname{dim} D_{\lambda}=2$ if $b<\infty$ and $q+W^{2} \in L^{1}[0, b)$. Otherwise $\operatorname{dim} D_{\lambda}=1$ for $\operatorname{Im} \lambda \neq 0$.

The theorem is a special case of [2, Theorem 2.3]. See also [5]. In the right-definite case a simple variation of constants argument shows that if $\operatorname{dim} D_{\lambda}=2$ for one real or nonreal value of $\lambda$, then this holds for all $\lambda \in \mathbb{C}$. A similar argument shows that this remains true in the left-definite case, with the exception that it is possible that $\operatorname{dim} D_{0}=2$ even if $\operatorname{dim} D_{\lambda}<2$ for all $\lambda \neq 0$. This is to be expected, since $D_{0}$ does not depend on the choice of $w$. We characterize $\operatorname{dim} D_{0}$ completely in the following theorem, which also brings out the significance of the space $D_{0}$. We use the expression finite function in $\mathcal{H}_{1}$ to denote a function which vanishes near $b$.

Theorem 2.6.
(1) The set $D_{0}$ is the orthogonal complement in $\mathcal{H}_{1}$ of $L_{0} \cap \mathcal{H}_{1}$ and has dimension 1 or 2 .
(2) $\operatorname{dim} D_{0}=2$ if and only if $b<\infty$ and $q \in L^{1}[0, b)$.
(3) If $b<\infty$ and $q \in L^{1}[0, b)$, then $v$ and $v^{\prime}$ have finite limits at $b$ for all $v \in D_{0}$, and these limits uniquely determine $v$.
(4) If $b<\infty$ and $q \in L^{1}[0, b)$, then every $u \in \mathcal{H}_{1}$ has a limit at $b$ which is a bounded linear form on $\mathcal{H}_{1}$.
(5) If $\operatorname{dim} D_{0}=1$ and $D_{0} \ni v \not \equiv 0$, then $v(0) \overline{v^{\prime}(0)}<0$ and $u(x) \overline{v^{\prime}(x)} \rightarrow 0$ as $x \rightarrow b$ for any $u \in \mathcal{H}_{1}$.
(6) Finite functions are dense in $\mathcal{H}_{1}$ if and only if $\operatorname{dim} D_{0}=1$.

Most of this is also a special case of the results of [2] and [5], but we give a simple proof, an elaboration of which can also prove Theorem 2.5.

Proof. We have $u \in D_{0}$ precisely if $(u, 0) \in T_{1}$, which holds precisely if $\langle u, v\rangle=$ $\langle u, v\rangle-\left\langle 0, G_{0}(w v)\right\rangle=0$ for all $v \in L_{0} \cap \mathcal{H}_{1}$, proving the first claim. Since there are elements $v \in \mathcal{H}_{1}$ with $v(0) \neq 0$, and since $u(0)=0$ for every $u \in L_{0} \cap \mathcal{H}_{1}$, it follows from (2.1) for $x=0$ that $\operatorname{dim} D_{0} \geq 1$ and we have proved (1).

If $b$ is finite and $q$ integrable, standard existence and uniqueness theorems show that all solutions of $-v^{\prime \prime}+q v=0$ are continuously differentiable with absolutely continuous derivative in $[0, b]$, and thus in $\mathcal{H}_{1}$, and that they are uniquely determined by the values of $v$ and $v^{\prime}$ at $b$. In this case the proof of Lemma 2.1 clearly also works for $a=b$, so we have proved (3), (4), and one direction of (2).

Now let $u \in \mathcal{H}_{1}$ and $v \in D_{0}$. Integration by parts gives

$$
\begin{equation*}
\int_{0}^{x}\left(u^{\prime} \overline{v^{\prime}}+q u \bar{v}\right)+u(0) \overline{v^{\prime}(0)}=u(x) \overline{v^{\prime}(x)} \tag{2.4}
\end{equation*}
$$

Thus $u(x) \overline{v^{\prime}(x)}$ has a limit at $b$. If this is not 0 , then $\left(u(x) \overline{v^{\prime}(x)}\right)^{-1}$ is bounded close to $b$. Therefore $u^{\prime} / u=u^{\prime} \overline{v^{\prime}} /\left(u \overline{v^{\prime}}\right)$ is integrable near $b$, so that $u$ has a nonzero limit at $b$. Since $q|u|^{2}$ is integrable it follows that $q \in L^{1}(0, b)$. Similarly, $v^{\prime \prime} / v^{\prime}=q v / v^{\prime}=$ $q v \bar{u} /\left(v^{\prime} \bar{u}\right)$ is integrable near $b$, so $v^{\prime}$ has a nonzero limit at $b$. Since $\left|v^{\prime}\right|^{2}$ is integrable it follows that $b$ is finite.

Now, setting $u=v \not \equiv 0$ in (2.4) the integral is increasing, $\geq 0$, and not constant, so if $v(0) \overline{v^{\prime}(0)} \geq 0$, then $v(x) \overline{v^{\prime}(x)}$ cannot tend to 0 at $b$. However, if $\operatorname{dim} D_{0}=2$, we may choose $v \in D_{0}$ with $v^{\prime}(0)=0$, so it follows that $q \in L^{1}(0, b)$ and $b$ finite, completing the proof of (2).

On the other hand, if $\operatorname{dim} D_{0}=1$, then $u(x) \overline{v^{\prime}(x)} \underline{\text { must }}$ tend to zero for any $u \in \mathcal{H}_{1}$. In particular, for $u=v$ one therefore has $v(0) \overline{v^{\prime}(0)}<0$ for any nonzero $v \in D_{0}$ which proves (5).

Finally, if $u \in \mathcal{H}_{1}$ is finite and $v \in D_{0}$, integration by parts shows that $\langle u, v\rangle=$ $-u(0) \overline{v^{\prime}(0)}$, so the orthogonal complement of the finite functions consists of those
$v \in D_{0}$ for which $v^{\prime}(0)=0$. According to (5) this implies $v=0$ if $\operatorname{dim} D_{0}=1$ and the proof is complete.

It is now possible to give a detailed description of the kernel $g_{0}$.
Proposition 2.7. The kernel $g_{0}(x, y)$ is real-valued and symmetric in $x, y$. As a function of $y$ it satisfies (1.3) with $\lambda=0$ for $y \neq x$, and there are real-valued functions $\psi_{0}$ and $\varphi_{0}$ which solve (1.3) with $\lambda=0$, such that if $u \in \mathcal{H}_{1}$, then
(1) $\psi_{0} \in \mathcal{H}_{1}, \psi_{0}^{\prime}(0)=1$ and $\psi_{0}^{\prime}(x) u(x) \rightarrow 0$ as $x \rightarrow b$,
(2) $\varphi_{0}(0)=-1, \varphi_{0}^{\prime}(0)=0$,
(3) $g_{0}(x, y)=\varphi_{0}(\min (x, y)) \psi_{0}(\max (x, y))$.

Proof. The existence of the solution $\varphi_{0}$ is not in question, and if a solution with the properties of $\psi_{0}$ exists, it is easy to verify that the kernel $\varphi_{0}(\min (x, y)) \psi_{0}(\max (x, y))$ has the properties required of $g_{0}(x, y)$.

The existence of $\psi_{0}$ follows from Theorem 2.6. Indeed, if $\operatorname{dim} D_{0}=2$, the element $v \in D_{0}$ with $v(b)=1, v^{\prime}(b)=0$ is real-valued and must have $v(0) v^{\prime}(0)<0$ by (2.4), so $v^{\prime}(0) \neq 0$, and an appropriate multiple will have the properties required of $\psi_{0}$.

On the other hand, if $\operatorname{dim} D_{0}=1$, any nonzero $v \in D_{0}$ satisfies $v(0) \overline{v^{\prime}(0)}<0$ so $v^{\prime}(0) \neq 0$, and an appropriate multiple will satisfy the requirements for $\psi_{0}$. Note that this solution is real-valued, since its real and imaginary parts also are in $D_{0}$, and are thus proportional, and the initial condition guarantees that the imaginary part vanishes.

Now let $T$ be a self-adjoint restriction of $T_{1}$ and assume that $(u, f)$ and $(v, g) \in T$. Integrating by parts we then obtain

$$
\begin{equation*}
\int_{0}^{x}\left(u^{\prime} \overline{g^{\prime}}+q u \bar{g}\right)-\int_{0}^{x}\left(f^{\prime} \overline{v^{\prime}}+q f \bar{v}\right)=\left.\left(u^{\prime} \bar{g}-f \overline{v^{\prime}}\right)\right|_{0} ^{x} \tag{2.5}
\end{equation*}
$$

As $x \rightarrow b$ this vanishes, since the left-hand side tends to $\langle u, g\rangle-\langle f, v\rangle$. Thus the condition for symmetry is that

$$
\left.\left(u^{\prime} \bar{g}-f \overline{v^{\prime}}\right)\right|_{0} ^{b}=0
$$

Comparing this with $\left.\left(u^{\prime} \bar{v}-u \overline{v^{\prime}}\right)\right|_{0} ^{b}=0$, which is the similar condition in the rightdefinite case, we see that only exceptionally would self-adjoint boundary conditions in the left-definite case also be self-adjoint boundary conditions in the right-definite case.

Separated boundary conditions are those that make $u^{\prime} \bar{g}-f \overline{v^{\prime}}$ vanish at each endpoint separately, and are thus at 0 of the form

$$
\begin{equation*}
f(0) \cos \alpha+u^{\prime}(0) \sin \alpha=0 \tag{2.6}
\end{equation*}
$$

for some $\alpha \in[0, \pi)$. Again comparing with the right-definite case, where the condition is $u(0) \cos \alpha+u^{\prime}(0) \sin \alpha=0$, the conditions coincide only in the case $\alpha=\pi / 2$, the Neumann boundary condition. However, for eigenfunctions, where $f=\lambda u$, it is clear that also $\alpha=0$, the Dirichlet boundary condition, gives the same spectra outside of $\lambda=0$.

We shall not need a detailed description of self-adjoint boundary conditions at a singular endpoint. However, one may always impose the condition (2.6) at 0 . It is easy to see that the corresponding restriction of $T_{1}$ has a symmetric adjoint, which is a strict extension of $T_{0}$. If the deficiency indices of $T_{0}$ equal 1 , this is sufficient to obtain a self-adjoint restriction $T$ of $T_{1}$, and all self-adjoint realizations are of this form. Otherwise, a condition needs to be imposed also at $b$. From (2.5) it follows
immediately that every $(u, f) \in T_{1}$ satisfying such a condition at $b$ must satisfy $\operatorname{Im}\left(u^{\prime}(x) \overline{f(x)}\right) \rightarrow 0$ as $x \rightarrow b$.

Assuming now that we have a self-adjoint relation $T$, the spectral theorem looks as follows (see [1, Theorem 1.15]). Consider the set $\mathcal{H}_{\infty}=\left\{u \in \mathcal{H}_{1} \mid(0, u) \in T\right\}$. Then $\mathcal{H}_{\infty}$ is a subspace of $\mathcal{H}_{1}$, and setting $\mathcal{H}=\mathcal{H}_{1} \ominus \mathcal{H}_{\infty}$ the domain $D_{T}$ of $T$ (i.e., the set of first components of $T$ ) is a dense subset of $\mathcal{H}$, and $T \cap \mathcal{H} \oplus \mathcal{H}$ is the graph of a self-adjoint operator in $\mathcal{H}$. We will denote this operator by $T$ as well, and may now apply the usual spectral theorem to $T$. If the resolution of the identity for the operator $T$ is $\left\{E_{t}\right\}_{t \in \mathbb{R}}$, we extend the domain of the projection $E_{t}$ to all of $\mathcal{H}_{1}$ by setting $E_{t} \mathcal{H}_{\infty}=0$. Clearly one may view $\mathcal{H}_{\infty}$ as an eigenspace for the relation $T$ belonging to the eigenvalue $\infty$, so adjoining the orthogonal projection onto $\mathcal{H}_{\infty}$ to $\left\{E_{t}\right\}_{t \in \mathbb{R}}$ gives a resolution of the identity in $\mathcal{H}_{1}$ for the relation $T$. In the present case one may give a rather complete description of $\mathcal{H}_{\infty}$.

Proposition 2.8. The space $\mathcal{H}_{\infty}$ consists of those elements $g \in \mathcal{H}_{1}$ for which $w g=0$ a.e., and for which $(0, g)$ satisfies the boundary conditions that define $T$. In particular, if $w g=0$ a.e. and $g \in L_{0} \cap \mathcal{H}_{1}$, then $g \in \mathcal{H}_{\infty}$.

Proof. Now $g \in \mathcal{H}_{\infty}$ means that $(0, g) \in T$, which therefore satisfies the boundary conditions defining $T$. In particular, $0=\left\langle g, G_{0}(w f)\right\rangle-\langle 0, f\rangle=\left\langle g, G_{0}(w f)\right\rangle=\int g \bar{f} w$ for any $f \in L_{0} \cap \mathcal{H}_{1}$. It follows, as in the proof of Proposition 2.3, that $w g=0$ a.e.

Conversely, if $(0, g)$ satisfies the boundary conditions and $g w=0$ a.e., then if $(u, f) \in T$, an integration by parts gives

$$
\langle u, g\rangle-\langle f, 0\rangle=\left.\lim _{x \rightarrow b}\left(u^{\prime} \bar{g}-f \cdot 0\right)\right|_{0} ^{x}=0
$$

i.e., $(0, g) \in T$, so the proof is complete.

We remark that if an endpoint is regular, then the boundary condition implied by $u \in \mathcal{H}_{\infty}$ is in most cases the vanishing of $u$ in that endpoint. For separated boundary conditions an exception occurs when the boundary condition is of Neumann type (i.e., when $\alpha=\pi / 2$ in (2.6)). If we have Neumann conditions at both ends, or at one end when deficiency indices equal 1 , there are no boundary conditions for elements of $\mathcal{H}_{\infty}$.

We will base our derivation of the expansion theorem for the operator $T$ on a detailed description of the resolvent $R_{\lambda}=(T-\lambda)^{-1}$. Thus $R_{\lambda}$ is defined on $\mathcal{H}$, but we extend its domain to $\mathcal{H}_{1}$ by setting $R_{\lambda} \mathcal{H}_{\infty}=0$. The range of $R_{\lambda}$ is of course $D_{T}$, which is a dense set in $\mathcal{H}$. Using the kernel $g_{0}$ for the evaluation operator on $\mathcal{H}_{1}$ introduced in the proof of Proposition 2.3, we have $R_{\lambda} u(x)=\left\langle R_{\lambda} u, g_{0}(x, \cdot)\right\rangle=$ $\left\langle u, R_{\bar{\lambda}} g_{0}(x, \cdot)\right\rangle$, since the adjoint of $R_{\lambda}$ is $R_{\bar{\lambda}}$. Thus we may view $G(x, \cdot, \lambda)=\overline{R_{\bar{\lambda}} g_{0}(x, \cdot)}$ as Green's function for our operator; note, however, that $G$ is not the kernel of a standard integral operator. It will turn out to be convenient to introduce the kernel $g(x, y, \lambda)=G(x, y, \lambda)+g_{0}(x, y) / \lambda$, so that we obtain

$$
\begin{equation*}
R_{\lambda} u(x)=\langle u, \overline{g(x, \cdot, \lambda)}\rangle-u(x) / \lambda \tag{2.7}
\end{equation*}
$$

Note that $G(x, \cdot, \lambda) \in \mathcal{H}$ but this is not true of $g(x, \cdot, \lambda)$ unless $\mathcal{H}_{\infty}=\{0\}$. We shall need a precise description of $g(x, y, \lambda)$. To do this we must introduce solutions of (1.3) satisfying initial conditions at 0 , so let $\varphi(x, \lambda), \theta(x, \lambda)$ be solutions of (1.3) for $\lambda \neq 0$ satisfying

$$
\left\{\begin{array}{l}
\lambda \varphi(0, \lambda)=-\sin \alpha  \tag{2.8}\\
\varphi^{\prime}(0, \lambda)=\cos \alpha
\end{array} \quad, \quad\left\{\begin{array}{l}
\lambda \theta(0, \lambda)=\cos \alpha \\
\theta^{\prime}(0, \lambda)=\sin \alpha
\end{array}\right.\right.
$$

This means that $\varphi$ satisfies the boundary condition (2.6) and $\theta$ another similar boundary condition at 0 . We have the following theorem.

Theorem 2.9. Suppose $T$ is a self-adjoint realization of (1.3) given by (2.6) and, if needed, an appropriate condition at $b$. Then there exists a function $m(\lambda)$ defined for $\operatorname{Im} \lambda \neq 0$, the Titchmarsh-Weyl $m$-function for $T$, depending only on $\lambda$ and such that $\psi(x, \lambda)=\theta(x, \lambda)+m(\lambda) \varphi(x, \lambda)$, called the Weyl solution for $T$, is in $\mathcal{H}_{1}$ and satisfies the boundary condition at $b$, if any. Furthermore

$$
g(x, y, \lambda)=\varphi(\min (x, y), \lambda) \psi(\max (x, y), \lambda)
$$

Proof. For nonreal $\lambda$ neither $\varphi$ nor $\theta$ can be in $\mathcal{H}_{1}$ and satisfy the boundary condition at $b$, since that would make $\lambda$ a nonreal eigenvalue for a self-adjoint problem. Thus there is a solution $\psi(x, \lambda)=\theta(x, \lambda)+m(\lambda) \varphi(x, \lambda)$ in $\mathcal{H}_{1}$ which also satisfies the boundary condition at $b$, since if $\operatorname{dim} D(\lambda)=2$, one linear, homogeneous condition still leaves a one-dimensional space, whereas if $\operatorname{dim} D(\lambda)=1$, no boundary condition is imposed at $b$.

Define, for fixed $x$ and $\lambda \notin \mathbb{R}$, the function

$$
F(y)=\varphi(\min (x, y), \lambda) \psi(\max (x, y), \lambda)-\lambda^{-1} g_{0}(x, y)
$$

Since $\psi(\cdot, \lambda)$ and $\psi_{0}$ are in $\mathcal{H}_{1}$ so is $F$. We claim that $F \in D_{T}$. In fact, one easily checks that $F^{\prime}$ is locally absolutely continuous and that $F$ satisfies $-F^{\prime \prime}+q F=$ $\lambda w F+w g_{0}(x, \cdot)$. It is also easy to check that $F$ satisfies the boundary condition (2.6).

Finally, for $y>x$ the function $F$ is a linear combination of $\psi(\cdot, \lambda)$ and $\psi_{0}$. The former satisfies the boundary condition at $b$ by construction, and $\psi_{0}$ satisfies the boundary condition at $b$ by Theorem $2.6(5)$, since if $(u, f) \in T$, then $\psi_{0}^{\prime} \bar{f}-0 \overline{u^{\prime}}=$ $\psi_{0}^{\prime} \bar{f} \rightarrow 0$ at $b$. All this means that $F=R_{\lambda} g_{0}(x, \cdot)=\overline{R_{\bar{\lambda}} g_{0}(x, \cdot)}=G(x, \cdot, \lambda)$ so that $g(x, y, \lambda)$ is as claimed.

ThEOREM 2.10. The function $m$ is analytic outside $\mathbb{R}$, it maps the upper half plane into itself, and it satisfies $\overline{m(\lambda)}=m(\bar{\lambda})$.

Proof. Since $R_{\lambda}$ is analytic outside $\mathbb{R}$ in the strong operator topology $R_{\lambda} u(x)$ is, by (2.1), pointwise analytic. It follows that $g(x, \cdot, \lambda)$ is weakly analytic for each $x$, and thus, again by (2.1), $g(x, y, \lambda)$ is analytic outside $\mathbb{R}$ for each $x$ and $y$. Since $\varphi(x, \lambda)$ and $\theta(x, \lambda)$ also are analytic and since an integration by parts shows that they are nonzero for $x>0$ and $\lambda \notin \mathbb{R}$, it follows that $m(\lambda)$ is analytic in $\mathbb{C} \backslash \mathbb{R}$.

If $(v, g)$ defines a boundary condition at $b$, then so does either its real part or its imaginary part, which is easily seen. Therefore, since $\psi(x, \lambda)$ satisfies (1.3) and the boundary condition at $b$, so does $\overline{\psi(x, \bar{\lambda})}$, and is thus a multiple of $\psi(x, \lambda)$. Now $\overline{\varphi(x, \bar{\lambda})}=\varphi(x, \lambda), \overline{\theta(x, \bar{\lambda})}=\theta(x, \lambda)$ and $\psi(x, \lambda)=\theta(x, \lambda)+m(\lambda) \varphi(x, \lambda)$ so it follows that $m(\bar{\lambda})=\overline{m(\lambda)}$.

Integrating by parts we have

$$
\operatorname{Im} \lambda \int_{0}^{x}\left(\left|\psi^{\prime}(\cdot, \lambda)\right|^{2}+q\left|\psi\left(\cdot,\left.\lambda\right|^{2}\right)=\operatorname{Im}\left(\overline{\psi^{\prime}(\cdot, \lambda)} \lambda \psi(\cdot, \lambda)\right)\right|_{0}^{x}\right.
$$

Since $\psi$ satisfies a boundary condition at $b$, the integrated term vanishes as $x \rightarrow b$. At 0 the integrated term evaluates to $-\operatorname{Im} m(\lambda)$, so we obtain

$$
\begin{equation*}
\|\psi(\cdot, \lambda)\|^{2}=\operatorname{Im} m(\lambda) / \operatorname{Im} \lambda \tag{2.9}
\end{equation*}
$$

Thus $m$ maps the upper and lower half-planes into themselves.

A function with the properties of $m$ is a so-called Nevanlinna or Herglotz function, and has a unique representation

$$
\begin{equation*}
m(\lambda)=A+B \lambda+\int_{\mathbb{R}}\left(\frac{1}{t-\lambda}-\frac{t}{t^{2}+1}\right) d \rho \tag{2.10}
\end{equation*}
$$

where $A \in \mathbb{R}, B \geq 0$, and $d \rho$ is a positive measure with $\int_{\mathbb{R}} \frac{d \rho(t)}{1+t^{2}}<\infty$. We will call the measure $d \rho$ the spectral measure for $T$, for reasons that will become clear presently.

We finally note the following proposition.
Proposition 2.11. Unless $\alpha=\pi / 2$ and $0 \notin \operatorname{supp} w$ the functions $\psi_{0}$ and $\psi(\cdot, \lambda)$ are in $\mathcal{H}$.

Proof. Suppose $g \in \mathcal{H}_{\infty}$. An integration by parts then gives

$$
\langle g, \psi\rangle=-g(0) \overline{\psi^{\prime}(0)}
$$

where $\psi=\psi_{0}$ or $\psi(\cdot, \lambda)$. The boundary condition at 0 requires $g(0)=0$ unless $\alpha=\pi / 2$, and even then $g(0)=0$ unless $w=0$ in a neighbourhood of 0 .
3. The Fourier transform. We shall call functions that vanish near $b$ finite and from now on make the following simplifying assumption.

Assumption 3.1. Assume that finite functions are dense in $\mathcal{H}_{1}$.
According to Theorem 2.6 this means exactly that either $q \notin L^{1}(0, b)$ or else $b=$ $\infty$. Note that, according to Theorem 2.5, the assumption implies that the deficiency indices of $T_{1}$ equal 1.

The spectral measure introduced in the previous section gives rise to a Hilbert space $L_{\rho}^{2}$ with scalar product $\langle\hat{u}, \hat{v}\rangle_{\rho}=\int_{-\infty}^{\infty} \hat{u} \overline{\hat{v}} d \rho$. We shall define a generalized Fourier transform $\mathcal{F}: \mathcal{H}_{1} \rightarrow L_{\rho}^{2}$ with the following properties.

Theorem 3.2.
(1) The map $u \mapsto \int_{0}^{b}\left(u^{\prime} \varphi^{\prime}(\cdot, t)+q u \varphi(\cdot, t)\right)$, defined for finite $u \in \mathcal{H}_{1}$, extends by continuity to a map $\mathcal{F}: \mathcal{H}_{1} \rightarrow L_{\rho}^{2}$ called the generalized Fourier transform. The image of $u \in \mathcal{H}_{1}$ is denoted by $\mathcal{F}(u)$ or $\hat{u}$. We write this as $\hat{u}(t)=$ $\langle u, \varphi(\cdot, t)\rangle$ although the integral in general does not converge pointwise.
(2) The mapping $\mathcal{F}: \mathcal{H}_{1} \rightarrow L_{\rho}^{2}$ has kernel $\mathcal{H}_{\infty}$ and is unitary between $\mathcal{H}$ and $L_{\rho}^{2}$ so that Parseval's formula $\langle u, v\rangle=\langle\hat{u}, \hat{v}\rangle_{\rho}$ holds if at least one of $u$ and $v$ is in $\mathcal{H}$.
(3) If $u \in D_{T}$, then $\mathcal{F}(T u)(t)=t \hat{u}(t)$. Conversely, if $\hat{u}$ and $t \hat{u}(t)$ are in $L_{\rho}^{2}$, then $\mathcal{F}^{-1}(\hat{u}) \in D_{T}$.
(4) Suppose $\alpha \neq 0$ in (2.6). Then $\varphi(x, \cdot) \in L_{\rho}^{2}$ for each $x$ and $\int_{-\infty}^{\infty} \hat{u} \varphi(x, \cdot) d \rho=$ $\langle\hat{u}, \varphi(x, \cdot)\rangle_{\rho}$ converges in $\mathcal{H}$, and hence locally uniformly in $x$, for $\hat{u} \in L_{\rho}^{2}$. This is the adjoint of $\mathcal{F}: \mathcal{H}_{1} \rightarrow L_{\rho}^{2}$ and thus the inverse of $\mathcal{F}$ restricted to $\mathcal{H}$. If $M$ is a Borel set in $\mathbb{R}$, then

$$
\begin{equation*}
E_{M} u(x)=\int_{M} \hat{u} \varphi(x, \cdot) d \rho . \tag{3.1}
\end{equation*}
$$

If $\alpha=0$, the same is true, except that we must replace $\varphi(\cdot, t)$ for $t=0$ by the function $\psi_{0}$ of Proposition 2.7. Note that $\psi_{0}$ is the eigenfunction for the eigenvalue 0 in this case.
We first consider the Fourier transform for finite functions $u \in \mathcal{H}_{1}$, for every $\lambda \in \mathbb{C}$ setting

$$
\hat{u}(\lambda)=\langle u, \varphi(\cdot, \bar{\lambda})\rangle
$$

It is clear that $\hat{u}$ is an entire function, since integration by parts shows that

$$
\hat{u}(\lambda)=\langle u, \varphi(\cdot, \bar{\lambda})\rangle=\int_{0}^{b} u \lambda \varphi(\cdot, \lambda) w-u(0) \cos \alpha
$$

and by (2.8) $\lambda \varphi(x, \lambda)$ is an entire function of $\lambda$, locally uniformly in $x$.
Lemma 3.3. For finite $u$ and $v \in \mathcal{H}_{1}$ we have $\hat{u}$ and $\hat{v} \in L_{\rho}^{2}$. If $E_{\Delta}$ is the spectral projection for $T$ associated with an interval $\Delta$, then $\left\langle E_{\Delta} u, v\right\rangle=\int_{\Delta} \hat{u} \overline{\hat{v}} d \rho$.

Proof. We have $\left\langle R_{\lambda} u, v\right\rangle=\hat{u}(\lambda) \overline{\hat{v}(\bar{\lambda})} m(\lambda)+g(\lambda)$, where $g$ is entire, as is easily verified by direct calculation. Integrating around a rectangle $\gamma$ with corners at $c \pm i$ and $d \pm i$ we therefore have $\int_{\gamma}\left\langle R_{\lambda} u, v\right\rangle d \lambda=\int_{\gamma} \hat{u}(\lambda) \overline{\hat{v}(\bar{\lambda})} m(\lambda) d \lambda$ whenever one of the integrals exists. By the spectral theorem the first integral equals $\int_{\gamma} \int_{\mathbb{R}} \frac{d\left\langle E_{t} u, v\right\rangle}{t-\lambda} d \lambda$, so if the integral is absolutely convergent, changing the order of integration gives $-2 \pi i\left\langle E_{(c, d)} u, v\right\rangle$ if $c$ and $d$ are points of continuity for $\left\langle E_{t} u, v\right\rangle$.

Similarly, using the Nevanlinna representation (2.10), the other integral equals $-2 \pi i \int_{c}^{d} \hat{u}(t) \overline{\hat{v}(t)} d \rho(t)$ if it is absolutely convergent and $c, d$ are points of continuity for $\rho$.

The absolute convergence of the double integrals is ensured if $\left\langle E_{t} u, v\right\rangle$ and $\rho$ are differentiable at $c$ and $d$ as is easily seen. For more details of the identical calculation carried out for the right-definite case, see [6, Lemmas 14.3, 14.4].

As functions of bounded variation $\left\langle E_{t} u, v\right\rangle$ and $\rho$ are both differentiable a.e., so the second claim of the lemma is true if the endpoints of $\Delta$ belong to this dense set of points, and so in general by continuity. In particular, letting $c \rightarrow-\infty, d \rightarrow \infty$ through such points it follows that $\left\langle E_{\mathbb{R}} u, u\right\rangle=\langle\hat{u}, \hat{u}\rangle_{\rho}$, so that $\hat{u}, \hat{v} \in L_{\rho}^{2}$.

Since finite functions are dense in $\mathcal{H}_{1}$, and since $E_{\mathbb{R}}$ has kernel $\mathcal{H}_{\infty}$, we now obtain Theorem $3.2(1)$ by continuity and also (2) except for the surjectivity of $\mathcal{F}$. To prove this we need the following lemmas.

Lemma 3.4. The transform of $R_{\lambda} u$ is $\hat{u}(t) /(t-\lambda)$.
Proof. According to the spectral theorem we have $\left\langle R_{\lambda} u, v\right\rangle=\int_{\mathbb{R}} \frac{d\left\langle E_{t} u, v\right\rangle}{t-\lambda}$ and by Lemma 3.3 we have $\left\langle E_{t} u, v\right\rangle=\int_{-\infty}^{t} \hat{u} \overline{\hat{v}} d \rho$ so that

$$
\left\langle R_{\lambda} u, v\right\rangle=\int_{\mathbb{R}} \frac{\hat{u}(t)}{t-\lambda} \overline{\hat{v}(t)} d \rho(t)
$$

We also have $R_{\lambda}-R_{\bar{\lambda}}=(\lambda-\bar{\lambda}) R_{\bar{\lambda}} R_{\lambda}$ and $\left\langle R_{\lambda} u, R_{\lambda} u\right\rangle=\left\langle R_{\bar{\lambda}} R_{\lambda} u, u\right\rangle$ so

$$
\left\langle R_{\lambda} u, R_{\lambda} u\right\rangle=\frac{1}{\lambda-\bar{\lambda}}\left(\left\langle R_{\lambda} u, u\right\rangle-\left\langle R_{\bar{\lambda}} u, u\right\rangle\right)=\left\|\frac{\hat{u}(t)}{t-\lambda}\right\|_{\rho}^{2}
$$

Expanding $\left\|\frac{\hat{u}(t)}{t-\lambda}-\mathcal{F}\left(R_{\lambda} u\right)\right\|_{\rho}^{2}$ and using Parseval's formula and the above yields 0 , thus proving the lemma.

Lemma 3.5. The operator $T$ has eigenvalue 0 if and only if $\alpha=0$, in which case the eigenfunction is $\psi_{0}$, and for any $u \in \mathcal{H}_{1}$ we then have $\hat{u}(0)=-u(0)$.

Furthermore, the measure d $\rho$ has mass at 0 ( $\{0\}$ is not a nullset with respect to $d \rho)$ precisely if $\alpha=0$. In this case $\hat{\psi}_{0}=\chi_{\{0\}} / \rho\{0\}$, where $\chi_{\{0\}}$ is the characteristic function of the singleton $\{0\}$ and $\rho\{0\}$ the spectral measure of this set.

Proof. According to Theorem 2.6 the only nontrivial solutions of (1.3) for $\lambda=0$ in $\mathcal{H}_{1}$ are multiples of a solution $u$ for which $u^{\prime}(0) \overline{u(0)}<0$, so that $u^{\prime}(0) \neq 0$. These solutions satisfy the boundary condition (2.6) precisely if $\alpha=0$, which proves the first
claim. If $u$ is any finite function, integrating by parts gives $\hat{u}(0)=\langle u, \varphi(\cdot, 0)\rangle=-u(0)$. This holds in general by continuity, $u(0)$ being a bounded linear form on $\mathcal{H}_{1}$ by (2.1), and $\hat{u}(0)$ on $L_{\rho}^{2}$ since $d \rho$ has mass at 0 , as we shall see presently.

Now $u \in D_{T}$ and $T u=0$ precisely if $u+\lambda R_{\lambda} u=0$, and the Fourier transform of $u+\lambda R_{\lambda} u$ is $\left(1+\frac{\lambda}{t-\lambda}\right) \hat{u}(t)=\frac{t \hat{u}(t)}{t-\lambda}$. If this is 0 , then $\hat{u}=0$ a.e. with respect to $d \rho$ except possibly at $t=0$. Thus, if $\alpha=0$, then $\{0\}$ cannot be a nullset with respect to $d \rho$. It also follows that $\hat{\psi}_{0}$ is a multiple of the characteristic function of the set $\{0\}$. On the other hand, since $\operatorname{dim} D_{\lambda}=1$, Weyl solutions for different $\alpha$ are proportional so it immediately follows that

$$
\begin{equation*}
m_{0}(\lambda)=\frac{\psi^{\prime}(0, \lambda)}{\lambda \psi(0, \lambda)}=\frac{\sin \alpha+m_{\alpha}(\lambda) \cos \alpha}{\cos \alpha-m_{\alpha}(\lambda) \sin \alpha} \tag{3.2}
\end{equation*}
$$

where $m_{\alpha}$ denotes the $m$-function associated with the boundary condition parameter $\alpha$. Now $m_{0}(i \nu) \rightarrow \infty$ as $\nu \downarrow 0$, as a consequence of the mass at 0 , so that $m_{\alpha}(i \nu) \rightarrow$ $\cot \alpha$ for $\alpha \neq 0$. For $\alpha \neq 0$ the spectral measure therefore has no mass at 0 .

It only remains to prove the formula for $\hat{\psi}_{0}$. By Parseval's formula (note that $\psi_{0} \in$ $\mathcal{H}$ by Proposition 2.11) we have $\hat{\psi}_{0}(0)=-\psi_{0}(0)=\left\|\psi_{0}\right\|^{2}=\left\|\hat{\psi}_{0}\right\|_{\rho}^{2}=\left|\hat{\psi}_{0}(0)\right|^{2} \rho\{0\}$. Hence $-\psi_{0}(0)=\hat{\psi}_{0}(0)=1 / \rho\{0\}$.

It is now easy to prove that $\mathcal{F}$ is surjective.
Lemma 3.6. The Fourier transform $\mathcal{H} \rightarrow L_{\rho}^{2}$ is surjective.
Proof. Suppose that $\hat{u} \in L_{\rho}^{2}$ is orthogonal to all Fourier transforms $\hat{v}$. Since $\hat{v}(t) /(t-\lambda)$ is also a transform, for any nonreal $\lambda$, we have $\int \frac{1}{t-\lambda} \hat{u}(t) \overline{\hat{v}}(t) d \rho(t)=0$ for all nonreal $\lambda$. Thus the Stieltjes transform of the measure $\hat{u} \overline{\hat{v}} d \rho$ is 0 , so by the uniqueness of the Stieltjes transform it follows that this measure is the zero measure.

Now, if $\hat{v}$ is the transform of a finite function in $\mathcal{H}_{1}$, then it is an entire function, so to prove that $t$ is outside the support of $\hat{u} d \rho$ it is enough to show that there is such a $\hat{v}$ for which $\hat{v}(t) \neq 0$. If $t \neq 0$ and $\hat{v}(t)=0$ for all compactly supported $v \in \mathcal{H}_{1}$, then as in the proof of Proposition 2.4 it follows that $\varphi(\cdot, t)$ satisfies (1.3) both for $\lambda=0$ and $\lambda=t$, so that $\varphi(\cdot, t) w=0$ a.e., which is not possible since it implies that $\varphi(\cdot, t)=0$ in a set of positive Lebesgue measure. It therefore follows that $\hat{u} d \rho$ vanishes outside 0 . But according to Lemma 3.5 this proves that the measure is zero, unless $\alpha=0$. However, also in this case $\hat{u}=0$ since otherwise $\hat{u}$ would be the transform of an eigenfunction. $\quad$ ]

We next turn to Theorem 3.2(3).
Lemma 3.7. If $u \in D_{T}$, then $\mathcal{F}(T u)(t)=t \hat{u}(t)$. Conversely, if $\hat{u}$ and $t \hat{u}(t)$ are in $L_{\rho}^{2}$, then $\mathcal{F}^{-1}(\hat{u}) \in D_{T}$.

Proof. We have $u \in D_{T}$ if and only if for some $v \in \mathcal{H}_{1}$ we have $u=R_{\lambda}(v-\lambda u)$, i.e., if and only if $\hat{u}(t)=(\hat{v}(t)-\lambda \hat{u}(t)) /(t-\lambda)$ or $t \hat{u}(t)=\hat{v}(t)$ for some $\hat{v} \in L_{\rho}^{2}$.

We obtain the following corollary which will be useful later on.
Corollary 3.8. If $u \in D_{T}$, then $\hat{u}$ is integrable with respect to $d \rho$.
Proof. The functions $t \hat{u}(t), \hat{u}$, and $1 /(t-i)$ are all in $L_{\rho}^{2}$, so that $\hat{u}(t)=(t \hat{u}(t)-$ $i \hat{u}(t)) /(t-i)$ is integrable with respect to $d \rho$.

To finish the proof of Theorem 3.2 it only remains to consider the inverse transform.

Lemma 3.9. If $\alpha \neq 0$, the integral $\langle\hat{u}, \varphi(x, \cdot)\rangle_{\rho}$ converges in $\mathcal{H}$ and locally uniformly for every $\hat{u} \in L_{\rho}^{2}$. If $\hat{u}=\mathcal{F}(u)$ for some $u \in \mathcal{H}_{1}$, then the integral is the orthogonal projection of $u$ onto $\mathcal{H}$.

If $\alpha=0$, the same statement is true if one replaces $\varphi(\cdot, 0)$ by $\psi_{0}$ in the integral.

Remark 3.10. A simple integration by parts shows that every finite function is orthogonal to $\varphi_{0}$. Now suppose $\alpha=0$ and let $\theta_{0}=\varphi(\cdot, 0)$ so that $\theta_{0}$ solves (1.3) for $\lambda=0$ with initial data $\theta_{0}(0)=0, \theta_{0}^{\prime}(0)=1$. Then, when calculating the Fourier transform at 0 we may replace $\varphi(\cdot, 0)$ by any function $\theta_{0}+A \varphi_{0}$ for $A$ constant, with no change to the Fourier transform.

In particular we may choose $A=-\psi_{0}(0)=1 / \rho\{0\}$, according to Lemma 3.5 , so that $\theta_{0}+A \varphi_{0}=\psi_{0}$. This might seem a more natural choice of kernel for the Fourier transform, in view of the fact that it must be used for the inverse transform, and that $\psi_{0}$ is an eigenfunction to the eigenvalue 0 , but would thus not actually change the Fourier transform.

Proof of Lemma 3.9. We have $u(x)=\left\langle u, g_{0}(x, \cdot)\right\rangle=\langle\hat{u}, e(x, \cdot)\rangle_{\rho}$ for $u \in \mathcal{H}$, where $e(x, t)=\mathcal{F}\left(g_{0}(x, \cdot)\right)(t)$. If $u \in \mathcal{H}_{1}$, we instead get the projection of $u$ onto $\mathcal{H}$, so that the integral operator $\hat{u} \mapsto\langle\hat{u}, e(x, \cdot)\rangle_{\rho}$ is the adjoint of $\mathcal{F}$. We must prove that $e(x, t)=$ $\varphi(x, t)$, so suppose $\hat{u}$ has compact support and consider $\tilde{u}(x)=\langle\hat{u}, \varphi(x, \cdot)\rangle_{\rho}$ which satisfies the equation $-\tilde{u}^{\prime \prime}+q \tilde{u}=w(x)\langle\hat{u}, t \varphi(x, \cdot)\rangle_{\rho}$, differentiating under the integral sign. Since $\hat{u}$ has compact support $u \in D_{T}$, so that $-u^{\prime \prime}+q u=w(x)\langle t \hat{u}(t), e(x, t)\rangle_{\rho}$. Thus $u_{1}=u-\tilde{u}$ satisfies $-u_{1}^{\prime \prime}+q u_{1}=w(x)\langle t \hat{u}(t), e(x, t)-\varphi(x, t)\rangle_{\rho}$.

Now, if $v$ is finite, then

$$
\langle\tilde{u}, v\rangle=\iint \hat{u}(t)\left(\varphi^{\prime}(\cdot, t) \overline{v^{\prime}}+q \varphi(\cdot, t) \bar{v}\right) d \rho(t)=\langle\hat{u}, \hat{v}\rangle_{\rho}=\langle u, v\rangle,
$$

since the double integral is absolutely convergent. Hence $u_{1}$ is orthogonal to all finite $v$ so it satisfies $-u_{1}^{\prime \prime}+q u_{1}=0$. It follows that $w(x)\langle t \hat{u}(t), e(x, t)-\varphi(x, t)\rangle_{\rho}=0$ a.e., so that $\langle t \hat{u}(t), e(x, t)-\varphi(x, t)\rangle_{\rho}=0$ on a set of positive measure. But this function also satisfies (1.3) for $\lambda=0$, as is seen by replacing $\hat{u}$ by $t \hat{u}(t)$ in the previous calculations. It follows that $t(e(x, t)-\varphi(x, t))=0$ for a.a. $t$ with respect to $d \rho$, so that $e(x, t)=\varphi(x, t)$ except possibly if $t=0$ and $\alpha=0$.

However, 0 is an eigenvalue for $\alpha=0$ and the eigenfunction $\psi_{0}$ has transform $\chi_{\{0\}} / \rho\{0\}$ according to Lemma 3.5 , so we must choose $e(x, 0)=\psi_{0}(x)$.

The proof of Theorem 3.2 is now complete if we note that from $\left\langle E_{t} u, v\right\rangle=\int_{-\infty}^{t} \hat{u} \overline{\hat{v}}$ follows that the transform of $E_{t} u$ is $\hat{u}$ multiplied by the characteristic function of $(-\infty, t]$. The formula $E_{M} u(x)=\int_{M} \hat{u} \varphi(x, \cdot) d \rho$ therefore follows from the inversion formula.

In Lemma 3.5 we calculated the Fourier transform of $\psi_{0}$ in the case $\alpha=0$. We shall need to find a few more Fourier transforms.

Lemma 3.11. If $\lambda \notin \mathbb{R}$, the Fourier transform of $\psi(\cdot, \lambda)$ is $\hat{\psi}(t, \lambda)=1 /(t-\lambda)$. Furthermore, the Fourier transform of $\psi_{0}$ equals $\hat{\psi}_{0}(t)=\sin \alpha / t$ for $\alpha \neq 0$ and $1 / \rho\{0\}$ times the characteristic function of the set $\{0\}$ for $\alpha=0$.

Proof. We have already calculated $\hat{\psi}_{0}$ for $\alpha=0$ in Lemma 3.5. If $\alpha \neq 0$, we note that $\psi_{0}(x)=-g_{0}(0, x)$ so its Fourier transform is $-e(0, t)=-\varphi(0, t)=\sin \alpha / t$.

According to (2.7), Theorem 2.9, and Lemma 3.9, for $u \in \mathcal{H}$ we have

$$
\begin{aligned}
&-\sin \alpha\langle\hat{u}, \hat{\psi}(\cdot, \lambda)\rangle_{\rho}=\bar{\lambda} \varphi(0, \bar{\lambda})\langle u, \psi(\cdot, \lambda)\rangle \\
&=\bar{\lambda} R_{\bar{\lambda}} u(0)+u(0)=\left\langle\left(\frac{\bar{\lambda}}{t-\bar{\lambda}}+1\right) \hat{u}(t), e(0, t)\right\rangle_{\rho} \\
&=\left\langle\hat{u}(t), \frac{t e(0, t)}{t-\lambda}\right\rangle_{\rho}=-\sin \alpha\left\langle\hat{u}(t), \frac{1}{t-\lambda}\right\rangle_{\rho}
\end{aligned}
$$

so that we have $\hat{\psi}(t, \lambda)=1 /(t-\lambda)$ if $\alpha \neq 0$. If $\alpha=0$, we assume $\hat{u}$ has compact support so that we may differentiate $u(x)=\langle\hat{u}, e(x, \cdot)\rangle_{\rho}$ under the integral sign to obtain

$$
\begin{aligned}
\langle\hat{u}, \hat{\psi}(\cdot, \lambda)\rangle_{\rho} & =\varphi^{\prime}(0, \bar{\lambda})\langle u, \psi(\cdot, \lambda)\rangle=\left(R_{\bar{\lambda}} u\right)^{\prime}(0) \\
& =\left\langle\frac{\hat{u}(t)}{t-\bar{\lambda}}, e_{x}^{\prime}(0, t)\right\rangle_{\rho}=\left\langle\hat{u}(t), \frac{e_{x}^{\prime}(0, t)}{t-\lambda}\right\rangle_{\rho}=\left\langle\hat{u}(t), \frac{1}{t-\lambda}\right\rangle_{\rho}
\end{aligned}
$$

Thus, also in this case we obtain $\hat{\psi}(t, \lambda)=1 /(t-\lambda)$.
Corollary 3.12. Suppose $u \in \mathcal{H}$. Then $\langle u, \psi(\cdot, t \lambda)\rangle \rightarrow 0$ as $t \rightarrow \infty$, locally uniformly for $\lambda \notin \mathbb{R}$. By (2.1) this means that $\psi(x, t \lambda) \rightarrow 0$ as $t \rightarrow \infty$, locally uniformly in $x$ and $\lambda \notin \mathbb{R}$.

In fact, unless $0 \notin \operatorname{supp} w$ and $\alpha=\pi / 2$ we have $\psi(\cdot, t \lambda) \rightarrow 0$ in $\mathcal{H}$, locally uniformly in $\lambda \notin \mathbb{R}$ as $t \rightarrow \infty$.

Proof. We have $\langle u, \psi(\cdot, \lambda)\rangle=\left\langle\hat{u}, \hat{\psi}(\cdot, \lambda\rangle_{\rho}\right.$. With the extra assumptions Proposition 2.11 shows that $\psi(\cdot, \lambda) \in \mathcal{H}$ so that $\|\psi(\cdot, \lambda)\|=\|\hat{\psi}(\cdot, \lambda)\|_{\rho}$.

It follows immediately by dominated convergence from Lemma 3.11 that the claims are true. $\square$

Remark 3.13. All of the theory of sections 2 and 3 extends with no essential change to the case when $w$ is just a measure, or even an element of $H_{\text {loc }}^{-1}(0, b)$.
4. Uniqueness of the inverse problem. We shall here deal with the following question: To what extent is the operator $T$, i.e., the interval $[0, b)$, the coefficients $q$ and $w$, and the boundary condition parameter $\alpha$, determined by the spectral measure $d \rho$ ? To answer this question we introduce the concept of a Liouville transform as a map $v \mapsto u$ given by $u(x)=f(x) v(g(x))$, where $f$ and $g$ are fixed functions. We suppose that $g$ is strictly increasing and continuous, and that $f$ is never 0 . It is then easy to see that the inverse of a Liouville transform is also a Liouville transform, as is the composition of two Liouville transforms.

Now consider another relation $\breve{T}$ of the same type as $T$, with Hilbert space $\breve{\mathcal{H}}_{1}$, interval $[0, \breve{b}$ ), boundary condition parameter $\breve{\alpha}$, and coefficients $\breve{q}$ and $\breve{w}$. We will assume, as we do for $\mathcal{H}_{1}$, that finite functions are dense in $\mathcal{H}_{1}$.

Theorem 4.1. Suppose that $\alpha=\breve{\alpha}$, or $0<\alpha=\pi / 2-\breve{\alpha}<\pi / 2$, or $\pi / 2<\alpha=$ $3 \pi / 2-\breve{\alpha}<\pi$ and that there is a continuously differentiable bijection $g$ from $[0, b)$ to $[0, \breve{b})$ with the following properties: $g, g^{\prime}$, and $g^{\prime \prime}$ are locally absolutely continuous, $g^{\prime}>0, g(0)=g^{\prime \prime}(0)=0, g^{\prime}(0)=(\sin \breve{\alpha} / \sin \alpha)^{2}$ if $\alpha \neq 0 \neq \breve{\alpha}, g^{\prime}(0)=1$ if $\alpha=\breve{\alpha}=0$, and the coefficients of $T$ and $\breve{T}$ satisfy $\breve{q}(g(x))=\left(-f(x) f^{\prime \prime}(x)+q(x) f(x)^{2}\right) / g^{\prime}(x)$ and $\breve{w}(g(x))=w(x) / g^{\prime}(x)^{2}$, where $f(x)=g^{\prime}(x)^{-1 / 2}$.

Then the spectral measures associated with $T$ and $\breve{T}$ are identical.
Proof. The functions $g$ and $f$ give rise to Liouville transform $\mathcal{L}$ from functions defined on $[0, \breve{b})$ to functions defined on $[0, b)$, in particular to a transform from $\breve{\mathcal{H}}_{1}$ to $\mathcal{H}_{1}$. We will first show that this latter transform is unitary. To that end assume that $\breve{u}$ and $\breve{v}$ are in $\breve{\mathcal{H}}_{1}$ and that at least one of them is a finite function. Obviously $\mathcal{L} \breve{u}$ and $\mathcal{L} \breve{v}$ are locally absolutely continuous. Furthermore we obtain after a partial integration

$$
\begin{aligned}
\langle\mathcal{L} \breve{u}, \mathcal{L} \breve{v}\rangle_{\mathcal{H}_{1}} & =\int_{0}^{b}\left(g^{\prime}\left(\breve{u}^{\prime} \breve{\breve{v}}^{\prime}\right) \circ g+\left(-f f^{\prime \prime}+q f^{2}\right)(\breve{u} \breve{v}) \circ g\right) \\
& =\int_{0}^{b}\left(\breve{u}^{\prime} \breve{\breve{v}}^{\prime}+\breve{q} \breve{u} \breve{\widetilde{v}}\right)=\langle\breve{u}, \breve{v}\rangle_{\breve{\mathcal{H}}_{1}} .
\end{aligned}
$$

This proves first that $\mathcal{L} \breve{u} \in \mathcal{H}_{1}$ whenever $\breve{u}$ is a finite function in $\breve{\mathcal{H}}_{1}$ and second that $\mathcal{L}$ is an isometry from the finite functions in $\breve{\mathcal{H}}_{1}$ onto the finite functions in $\mathcal{H}_{1}$. As an isometry $\mathcal{L}$ can be extended to a unitary operator from $\breve{\mathcal{H}}_{1}$ to $\mathcal{H}_{1}$.

Next, a straightforward computation, using that $2 f^{\prime} g^{\prime}+f g^{\prime \prime}=0$, shows that $-u^{\prime \prime}+q u=w r$ if $u=\mathcal{L} \breve{u}, r=\mathcal{L} \breve{r}$, and $-\breve{u}^{\prime \prime}+\breve{q} \breve{u}=\breve{w} \breve{r}$. In particular, $(\breve{u}, \breve{r}) \in \breve{T}$ implies that $(\mathcal{L} \breve{u}, \mathcal{L} \breve{r}) \in T$ and $\mathcal{L} \breve{\psi}(\cdot, \lambda)$ must be a multiple of $\psi(\cdot, \lambda)$.

Also, since $\breve{\varphi}(\cdot, \lambda)$ satisfies the differential equation $-\breve{u}{ }^{\prime \prime}+\breve{q} \breve{u}=\lambda \breve{w} \breve{u}$ the function $\mathcal{L} \breve{\varphi}(\cdot, \lambda)$ satisfies $-u^{\prime \prime}+q u=\lambda w u$. Our assumptions on $\alpha, \breve{\alpha}, g^{\prime}(0)$, and $g^{\prime \prime}(0)$ imply that $f(0)=\sin \alpha / \sin \breve{\alpha}=\cos \breve{\alpha} / \cos \alpha$ and that $f^{\prime}(0)=0$. Therefore we find $\lambda(\mathcal{L} \breve{\varphi}(\cdot, \lambda))(0)=\lambda f(0) \breve{\varphi}(0, \lambda)=-\sin \alpha$ and $(\mathcal{L} \breve{\varphi}(\cdot, \lambda))^{\prime}(0)=\breve{\varphi}^{\prime}(0, \lambda) / f(0)=\cos \alpha$ which shows that $\varphi(\cdot, \lambda)=\mathcal{L} \breve{\varphi}(\cdot, \lambda)$. The situation is a little more complicated for the relationship between $\theta$ and $\ddot{\theta}$ where one finds that

$$
\mathcal{L} \breve{\theta}(\cdot, \lambda)=\theta(\cdot, \lambda)+(\tan \breve{\alpha}-\tan \alpha) \varphi(\cdot, \lambda) .
$$

By the linearity of $\mathcal{L}$ we have

$$
\mathcal{L} \breve{\psi}(\cdot, \lambda)=\theta(\cdot, \lambda)+(\tan \breve{\alpha}-\tan \alpha+\breve{m}) \varphi(\cdot, \lambda)=\psi(\cdot, \lambda) .
$$

This proves that $\breve{m}+\tan \breve{\alpha}=m+\tan \alpha$ and hence that $\breve{\rho}=\rho$.
In the rest of this section we will make the following additional assumption about (1.3).

Assumption 4.2. The coefficients $w$ and $\breve{w}$ satisfy $\operatorname{supp} w=[0, b), \operatorname{supp} \breve{w}=[0, \breve{b})$.
Note that this does not mean that $w \neq 0$ a.e.; $w$ could vanish on a nowhere dense set of strictly positive measure. However, it does mean that $\mathcal{H}_{\infty}=\{0\}, \mathcal{H}=\mathcal{H}_{1}$.

Remark 4.3. One may also allow $w$ to be an arbitrary measure. However, then in the definition of the function $h$ below, and in the statement of Lemma 5.1, $w$ should be replaced by the density of the absolutely continuous part of the measure $w$, and Assumption 4.2 will have to be made on this density. If this is done, the results in the rest of the paper are still true, mutatis mutandis, with essentially the same proofs.

Now define the functions $h(x)=\int_{0}^{x} \sqrt{|w|}$ on $[0, b)$ and $\breve{h}(x)=\int_{0}^{x} \sqrt{|\breve{w}|}$ on $[0, \breve{b})$, respectively. By Assumption 4.2 these are strictly increasing, locally absolutely continuous functions.

Our main theorem is the following.
Theorem 4.4. Suppose that $T$ and $\breve{T}$ have the same spectral measure $d \rho$. Then there is a unitary Liouville transform $\mathcal{U}$ taking $\breve{T}$ into $T$, in the sense that $\mathcal{H} \ni u \mapsto$ $\mathcal{U} u \in \breve{\mathcal{H}}$ through $u(x)=f(x) \mathcal{U} u(g(x))$ and $\mathcal{U} T=\breve{T} \mathcal{U}$. Here $g(x)=\breve{h}^{-1} \circ h(x)$ and $f(x)=\left(g^{\prime}(x)\right)^{-1 / 2}$.

The functions $f$ and $g$ are continuously differentiable, $f$ is strictly positive, and $f^{\prime}$ is locally absolutely continuous with $f^{\prime}(0)=0$. Also $\alpha=\breve{\alpha}$, in which case $f(0)=1$, or else $0<\alpha=\pi / 2-\breve{\alpha}<\pi / 2$ or $\pi / 2<\alpha=3 \pi / 2-\breve{\alpha}<\pi$, in which case $f(0)=|\tan \alpha|$.

The relations between the coefficients are $\breve{w}(g(x))=w(x) /\left(g^{\prime}(x)\right)^{2}$ and $\breve{q}(g(x))=$ $\left(-f^{\prime \prime}(x)+q(x) f(x)\right) /\left(f(x)\left(g^{\prime}(x)\right)^{2}\right)$.

It is clear from Theorem 4.1 that Theorem 4.4 is optimal in the sense that it is not possible to deduce more about the relation between $T$ and $\breve{T}$ from the equality of their spectral measures than is done in Theorem 4.4. Sufficient additional information, however, will imply that $T$ and $\breve{T}$ are identical. We give two corollaries of this type.

Corollary 4.5. Suppose $T$ and $\breve{T}$ have the same spectral measure and that $|w|=|\breve{w}|$ in $[0, \min (b, \breve{b}))$. Then $T=\breve{T}$, i.e., $b=\breve{b}, \alpha=\breve{\alpha}, q=\breve{q}$, and $w=\breve{w}$.

Proof. The assumptions together with Theorem 4.4 show that $g(x)=x$ so that $b=\breve{b}$, and that $f(x)=1$, so that $T$ and $\breve{T}$ are identical.

Note that only the absolute value of $w$ need be known, so that all information about sign changes in $w$ is encoded in the spectral measure. Also note that if $|w|=|\breve{w}|$ only in $[0, a)$, where $0<a<\min (b, \breve{b})$, we still have $\alpha=\breve{\alpha}$ and $q=\breve{q}, w=\breve{w}$ in $[0, a)$.

Corollary 4.6. Suppose $T$ and $\breve{T}$ have the same spectral measure, that $q=\breve{q}$ on $[0, \min (b, \breve{b}))$, and that either $b=\breve{b}$ or $\alpha=\breve{\alpha}$. Then $T=\breve{T}$, i.e., $b=\breve{b}, \alpha=\breve{\alpha}$, $q=\breve{q}$, and $w=\breve{w}$.

We will postpone the proof and first prove Theorem 4.4. To do this we will use a theorem of Paley-Wiener type. For its statement it will be convenient to introduce a special class of entire functions.

Definition 4.7. Let $\mathcal{A}$ be the set of entire functions $\hat{u}$ of order $\leq 1 / 2$ which satisfy

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t^{-1} \ln \left|\hat{u}\left(t^{2} \lambda\right)\right| \leq \int_{0}^{a} \operatorname{Re} \sqrt{-\lambda w} \tag{4.1}
\end{equation*}
$$

for some $a \in(0, b)$ and all $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Here the branch of the square root is that with a positive real part.

Theorem 4.8. Let $\hat{u}$ be the generalized Fourier transform of $u \in \mathcal{H}$. Then $\hat{u}$ has at most one entire continuation in $\mathcal{A}$, and if $\sup \operatorname{supp} u=a<b$, such a continuation is given by

$$
\hat{u}(\lambda)=\int_{0}^{a}\left(u^{\prime} \varphi^{\prime}(\cdot, \lambda)+q u \varphi(\cdot, \lambda)\right)
$$

in which case (4.1) holds with equality for all $\lambda \in \mathbb{C}$.
Conversely, if $\hat{u}$ has an entire continuation of order $\leq 1 / 2$ satisfying (4.1) for $\lambda$ on at least two different rays from the origin, then $\operatorname{supp} u \subset[0, a]$.

We will postpone the proof of Theorem 4.8 to the next section and instead turn to the proof of Theorem 4.4.

Lemma 4.9. Let $g:[0, b) \rightarrow[0, \breve{b})$ be increasing and $g(0)=0$. Suppose $\mathcal{U}: \mathcal{H}_{1} \rightarrow$ $\breve{\mathcal{H}}_{1}$ is linear with the properties that $(\mathcal{U} u)(0)=0$ if $u(0)=0$, that $\operatorname{supp} \mathcal{U} u \subset[0, g(x)]$ if $\operatorname{supp} u \subset[0, x]$, and that $\operatorname{supp} \mathcal{U} u \subset[g(x), \breve{b})$ if $\operatorname{supp} u \subset[x, b)$. Then there exists a function $f$ such that $(\mathcal{U} u)(g(x))=f(x) u(x)$ for all $u \in \mathcal{H}_{1}$.

Proof. Fix $x \in[0, b)$. Suppose $u, v \in \mathcal{H}_{1}$ and that $u(x)=v(x)$. We will first show that $(\mathcal{U}(u-v)(g(x))=0$. If $x=0$, this is by assumption.

For $x>0$ we define ${ }^{1} u_{-}=\chi_{[0, x]}(u-v)$ and $u_{+}=\chi_{[x, b)}(u-v)$. These are elements of $\mathcal{H}$. Thus $\operatorname{supp} \mathcal{U} u_{-} \subset[0, g(x)]$ and $\operatorname{supp} \mathcal{U} u_{+} \subset[g(x), b)$ so that the functions $\mathcal{U} u_{ \pm}$ vanish in $g(x)$. Adding them gives $\mathcal{U}(u-v)(g(x))=0$ as desired.

It follows that the value of $\mathcal{U} u$ at $g(x)$ only depends on the value of $u$ at $x$. Thus, for each fixed $x \in[0, b)$, the map $u(x) \mapsto \mathcal{U} u(g(x))$ is well-defined and linear on $\mathbb{C}$, so we may find $f(x)$ so that $\mathcal{U} u(g(x))=f(x) u(x)$.

We will also need the following lemma.
Lemma 4.10. Put $m(x, \lambda)=\psi^{\prime}(x, \lambda) /(\lambda \psi(x, \lambda))$. Then $m(x, \lambda) \rightarrow 0$ and $\lambda m(x, \lambda) \rightarrow \infty$ for every $x \in[0, b)$ as $\lambda \rightarrow \infty$ along any nonreal ray starting from the origin.

Proof. First note that $m(x, \lambda)$ is the $m$-function for (1.3) on the interval $[x, b)$, with the Dirichlet boundary condition $(\alpha=0)$ at $x$. The first claim is then an immediate consequence of [3, Theorem 3.6].

[^107]To prove the second claim, first assume that $q$ does not have compact support, so that it does not vanish identically on $[x, b)$. Now note that, according to (3.2), $\tilde{m}(\lambda)=-1 / m(x, \lambda)$ is the $m$-function for the Neumann boundary condition ( $\alpha=\pi / 2$ ) at $x$, so we need to show this to be $o(|\lambda|)$. Now, in the Nevanlinna representation (2.10) it is easy to see that the integral is always $o(|\lambda|)$, so we simply need to prove that $B=0$ in the representation of $\tilde{m}$. Denote the corresponding Weyl solution by $\tilde{\psi}$ and the spectral measure by $d \tilde{\rho}$. Using (2.9) and Lemma 3.11 we obtain

$$
\|\tilde{\psi}(\cdot, \lambda)\|_{[x, b)}^{2}=\frac{\operatorname{Im} \tilde{m}(\lambda)}{\operatorname{Im} \lambda}=B+\int_{-\infty}^{\infty} \frac{d \tilde{\rho}(t)}{|t-\lambda|^{2}}=B+\|\tilde{\tilde{\psi}}(\cdot, \lambda)\|_{\tilde{\rho}}^{2}
$$

However, by Proposition 2.11, Parseval's formula is correct for $\tilde{\psi}$, so that $B=0$ and we are done in the case when $q$ does not have compact support.

Now suppose $q$ vanishes identically in $[x, b)$. Consider an auxiliary equation for which $q$ does not have compact support, but which has the same coefficients as (1.3) up to some point $c, x<c<b$. For this equation the above proof of the lemma is valid. Moreover, let $\tilde{\theta}$ and $\tilde{\varphi}$ denote functions analogous to $\theta$ and $\varphi$ for $\alpha=0$, but with initial data given in the point $x$. In view of (2.9) both the original $m(x, \lambda)$ and the corresponding function for the auxiliary equation are in the "Weyl disk" defined by

$$
\int_{x}^{c}\left|\tilde{\theta}^{\prime}+m \tilde{\varphi}^{\prime}\right|^{2} \leq \frac{\operatorname{Im} m}{\operatorname{Im} \lambda}
$$

so their distance is bounded by the diameter of the disk, which is exponentially small as $\lambda$ becomes large (see [3, Theorem 6.3] for this result). Since $m(x, \lambda)$ is a nontrivial Nevanlinna function it cannot tend to 0 faster than a multiple of $1 /|\lambda|$ for large $|\lambda|$, so that asymptotically $m(x, \lambda)$ is the same as the corresponding function for the auxiliary equation. Thus the lemma is actually valid in all cases.

Proof of Theorem 4.4. Note first that by Lemma 3.5 we must have either $\alpha=$ $\breve{\alpha}=0$ or else $\alpha \neq 0 \neq \breve{\alpha}$.

Let $\mathcal{H}$ and $\breve{\mathcal{H}}$ denote the Hilbert spaces and $\mathcal{F}$ and $\breve{\mathcal{F}}$ the generalized Fourier transforms associated with the two equations, and put $\mathcal{U}=\breve{\mathcal{F}}^{-1} \circ \mathcal{F}: \mathcal{H} \rightarrow \mathcal{H}$, which is unitary since the target space is $L_{\rho}^{2}$ for both $\mathcal{F}$ and $\breve{\mathcal{F}}$. By Lemma 3.11 we have $\mathcal{U} \psi_{0}=\breve{\psi}_{0}$ if $\alpha=\breve{\alpha}$, and if $\alpha \neq 0 \neq \breve{\alpha}$, we have $\mathcal{U} \psi_{0}=\frac{\sin \alpha}{\sin \check{\alpha}} \breve{\psi}_{0}$. Since $\left\langle u, \psi_{0}\right\rangle=-u(0)$ it follows that

$$
\begin{equation*}
u(0)=-\left\langle u, \psi_{0}\right\rangle=-\left\langle\mathcal{U} u, \mathcal{U} \psi_{0}\right\rangle=\frac{\sin \alpha}{\sin \breve{\alpha}} \mathcal{U} u(0) \tag{4.2}
\end{equation*}
$$

where the quotient of the sines is to be read as 1 for $\alpha=\breve{\alpha}=0$. In particular, $\mathcal{U} u(0)=0$ if and only if $u(0)=0$.

Now, applying Theorem 4.8 for the rays generated by $\pm i$, it is clear that if $\breve{a} \in$ $(0, \breve{b})$ and $u \in \mathcal{H}$, then $\sup \operatorname{supp} u=a$ if $\sup \operatorname{supp} \mathcal{U} u=\breve{a}$, where $h(a)=\breve{h}(\breve{a})$, provided there is such an $a \in(0, b)^{2}$ (see [4, p. 29] for more details). This will certainly be the case if $\breve{a}$ is sufficiently close to 0 . Suppose for some $\breve{a} \in(0, \breve{b})$ we have $h(b) \leq \breve{h}(\breve{a})$. Then, since compactly supported functions are dense in $\mathcal{H}$, the range of $\mathcal{U}$ would be orthogonal to all elements of $\breve{\mathcal{H}}$ with supports in $(\breve{a}, \breve{b})$, contradicting the fact that $\mathcal{U}$ is unitary.

A similar reasoning applied to $\mathcal{U}^{-1}$ shows that the mapping

$$
g:[0, b) \ni a \mapsto \breve{a} \in[0, \breve{b})
$$

[^108]is bijective, and that $\sup \operatorname{supp} \mathcal{U} u=\breve{a}$ if $\sup \operatorname{supp} u=a$. It follows that $\sup \operatorname{supp} u=a$ if and only if $\sup \operatorname{supp} \mathcal{U} u=g(a)$.

We also have $\inf \operatorname{supp} u=a$ if and only if $\inf \operatorname{supp} \mathcal{U} u=g(a)$. To see this, note that what we have already proved implies that if $\inf \operatorname{supp} u=a>0$, then $\mathcal{U} u$ is orthogonal to all elements of $\breve{\mathcal{H}}$ with support in $[0, g(a)]$. This means that in this interval $\mathcal{U} u$ is a multiple of $\breve{\varphi}_{0}$. However, since $u(0)=0$ we also have $\mathcal{U} u(0)=0$, so that the multiple is 0 , and thus $\inf \operatorname{supp} \mathcal{U} u \geq g(a)$. A similar reasoning applied to $\mathcal{U}^{-1}$ proves the other direction.

We have now verified that $\mathcal{U}$ and $\mathcal{U}^{-1}$ both have the properties required in Lemma 4.9. This implies that there is a nonvanishing function $f$ so that

$$
\begin{equation*}
u(x)=f(x) \mathcal{U} u(g(x)) \tag{4.3}
\end{equation*}
$$

We must have $f$ real-valued since $\mathcal{F}$ and $\breve{\mathcal{F}}^{-1}$, and thus $\mathcal{U}$, map real-valued functions to real-valued functions. We note that (4.2) implies that $f(0)=1$ if $\alpha=\breve{\alpha}=0$ and $f(0)=\frac{\sin \alpha}{\sin \dot{\alpha}}>0$ if $\alpha \neq 0 \neq \breve{\alpha}$. Now choose $\mathcal{U} u=1$ in a neighborhood of $g(x)$. We then have $u=f$ in a neighborhood of $x$. Since $u \in \mathcal{H}$ is locally absolutely continuous, so is $f$. This also implies that $f$ is strictly positive, since it cannot change sign and $f(0)>0$. Similarly, choosing $\mathcal{U} u$ linear in a neighborhood of $g(x)$ it follows that also $g$ is locally absolutely continuous.

According to Lemma $3.11 \mathcal{U} \psi(\cdot, \lambda)=\breve{\psi}(\cdot, \lambda)$, so we have $\psi(x, \lambda)=f(x) \breve{\psi}(g(x), \lambda)$. Taking the logarithmic derivative we obtain

$$
\frac{\psi^{\prime}(x, \lambda)}{\psi(x, \lambda)}=\frac{f^{\prime}(x)}{f(x)}+g^{\prime}(x) \frac{\breve{\psi}^{\prime}(g(x), \lambda)}{\breve{\psi}(g(x), \lambda)}
$$

Here the left member and the coefficient for $g^{\prime}(x)$ are locally absolutely continuous, and the coefficient for $g^{\prime}(x)$ is not independent of $\lambda$ by Lemma 4.10. It follows that $g^{\prime}$ and $f^{\prime}$ are locally absolutely continuous, and differentiating, using the differential equations, we obtain

$$
-\frac{f^{\prime \prime}}{f}+q-\left(g^{\prime}\right)^{2} \breve{q} \circ g-\lambda\left(w-\left(g^{\prime}\right)^{2} \breve{w} \circ g\right)=\frac{\left(f^{2} g^{\prime}\right)^{\prime}}{f^{2}} \frac{\breve{\psi}^{\prime}(g(\cdot), \lambda)}{\breve{\psi}(g(\cdot), \lambda)} .
$$

Here the right member is $o(|\lambda|)$ according to Lemma 4.10 so the coefficient of $\lambda$ to the left vanishes. On the other hand, the right member is not independent of $\lambda$ unless $\left(f^{2} g^{\prime}\right)^{\prime}=0$, so that we obtain

$$
\begin{gathered}
\breve{q} \circ g=\frac{1}{f\left(g^{\prime}\right)^{2}}\left(-f^{\prime \prime}+q f\right), \\
\breve{w} \circ g=\left(g^{\prime}\right)^{-2} w, \\
f^{2} g^{\prime}=C
\end{gathered}
$$

for some constant $C$. Evaluating (4.3) and its derivative at 0 for $u=\psi(\cdot, \lambda)$ elementary calculations now shows ${ }^{3}$ that $C=1$ and $f^{\prime}(0)=0$. One also deduces that either $\alpha=\breve{\alpha}$ or else $0<\alpha=\pi / 2-\breve{\alpha}<\pi / 2$ or $\pi / 2<\alpha=3 \pi / 2-\breve{\alpha}<\pi$. In these calculations one uses that $\breve{m}$ is not a Möbius transform, which is clear since this would give

[^109]a transform space of dimension 1 . This can only happen if $w$, and $d \rho$, is a point mass.

Finally we have to prove Corollary 4.6.
Proof of Corollary 4.6. The function $\tilde{f}=-\varphi_{0}$ solves $-\tilde{f}^{\prime \prime}+q \tilde{f}=0$ with initial data $\tilde{f}(0)=1, \tilde{f}^{\prime}(0)=0$. Since $q \geq 0$ this solution is strictly positive on $[0, b)$, so we may put $\tilde{g}(x)=\int_{0}^{x} 1 / \tilde{f}^{2}$. The pair of functions $\tilde{f}, \tilde{g}$ gives us a Liouville transform $F_{0}$ mapping $[0, b)$ onto some interval $[0, c)$ and $[0, \breve{b})$ onto $[0, \breve{c})$, and transforming the equations into $-u_{0}^{\prime \prime}=\lambda w_{0} u_{0}$ and $-\breve{u}_{0}^{\prime \prime}=\lambda \breve{w}_{0} \breve{u}_{0}$, respectively. Thus $F_{0} F F_{0}^{-1}$, where $F$ is the Liouville transform of Theorem 4.4, transforms one of these equations into the other.

Being a composition of Liouville transforms this is itself a Liouville transform given, say, by $u_{0}(x)=f_{1}(x) \breve{u}_{0}\left(g_{1}(x)\right)$. By construction we obtain $f_{1}(0)=f(0)$, $f_{1}^{\prime}(0)=0$, and $f_{1}^{2} g_{1}^{\prime} \equiv 1$. Since both potentials are identically 0 it follows that $f_{1}^{\prime \prime}=0$. This means that $f_{1} \equiv f(0)$ and $g_{1}(x)=x /(f(0))^{2}$.

If $\alpha=\breve{\alpha}$, then by Theorem $4.4 f(0)=1$ so that $F_{0} F F_{0}^{-1}$ is the identity, implying that also $F$ is the identity. Similarly, if $b=\breve{b}$, then $c=\breve{c}$ so that $f(0)=1$, unless $c=\breve{c}=\infty$. We will show that $c$ is always finite, and then it again follows that $F$ is the identity.

Now $c=\int_{0}^{b} 1 / \tilde{f}^{2}$, so we need to show that this integral is finite. Put $H=\tilde{f}^{\prime} \tilde{f}$ which will be strictly positive sufficiently close to $b$ by (2.4).

Differentiating $H^{\prime}=\left(\tilde{f}^{\prime}\right)^{2}+\tilde{f}^{\prime \prime} \tilde{f}=\left(\tilde{f}^{\prime}\right)^{2}+q \tilde{f}^{2} \geq\left(\tilde{f}^{\prime}\right)^{2}$. Thus $1 / \tilde{f}^{2}=\left(\tilde{f}^{\prime}\right)^{2} / H^{2} \leq$ $H^{\prime} / H^{2}$ so that $\int_{d}^{b} 1 / \tilde{f}^{2} \leq 1 / H(d)<\infty$ if $d$ is sufficiently close to $b$. This completes the proof.
5. The Paley-Wiener theorem. The proof of Theorem 4.8 relies on the following lemma, which is taken from [3, Theorem 6.1, Corollary 6.2].

LEMMA 5.1. The following asymptotic formulas hold, locally uniformly for $\lambda \in$ $\mathbb{C} \backslash \mathbb{R}$ and $x>0$. The square root refers to the branch with positive real part:

$$
\begin{aligned}
\lim _{t \rightarrow \infty} t^{-1} \ln \varphi\left(x, t^{2} \lambda\right) & =\int_{0}^{x} \sqrt{-\lambda w} \\
\lim _{t \rightarrow \infty} t^{-1} \ln \psi\left(x, t^{2} \lambda\right) & =-\int_{0}^{x} \sqrt{-\lambda w}
\end{aligned}
$$

The next lemma implies the simple direction of Theorem 4.8.
Lemma 5.2. Suppose $u \in \mathcal{H}$ and $\operatorname{supp} u \subset[0, a]$. Then $\hat{u}(\lambda)$ is entire of order $\leq 1 / 2$ and $\hat{u}(\lambda)=o(|\lambda \varphi(a+\varepsilon, \lambda)|)$ for every $\varepsilon>0$ as $\lambda \rightarrow \infty$ along any nonreal ray originating at the origin.

Proof. For finite $u$ we have $\langle u, \varphi(\cdot, \bar{\lambda})\rangle=-u(0) \cos \alpha+\int_{0}^{b} u \lambda \varphi(\cdot, \lambda) w$. Now write

$$
\hat{u}(\lambda)=-u(0) \cos \alpha+\lambda \varphi(a+\varepsilon, \lambda) \int_{0}^{a} u \varphi(\cdot, \lambda) w / \varphi(a+\varepsilon, \lambda) .
$$

The function $\varphi(x, \lambda) / \varphi(a+\varepsilon, \lambda)$ tends to zero uniformly for $x \in[0, a]$ and $\lambda \varphi(a+$ $\varepsilon, \lambda) \rightarrow \infty$ according to Lemma 5.1 as $\lambda \rightarrow \infty$ along a nonreal ray. The lemma follows.

The hard direction of Theorem 4.8 follows from the next lemma.
Lemma 5.3. Suppose $u \in \mathcal{H}$, that $\hat{u}$ has an entire continuation of order $\leq 1 / 2$, and that $\hat{u}(\lambda)=\mathcal{O}(1 /|\psi(a, \lambda)|)$ as $\lambda \rightarrow \infty$ along two different nonreal rays originating at the origin. Then $\operatorname{supp} u \subset[0, a]$ and $\hat{u}(\lambda)=\langle u, \overline{\varphi(\cdot, \lambda)}\rangle$.

Proof. Let $\varepsilon>0$ and consider $F(\lambda)=\left\langle R_{\lambda} u, v\right\rangle-\hat{u}(\lambda)\langle\psi(\cdot, \lambda), v\rangle$, where $v=$ $G_{0}(w f)$ and $f \in \mathcal{H}$ has compact support in $(a+\varepsilon, b)$. In particular $v \in D_{T}$. We shall show that $F$ has an entire continuation of order $\leq 1 / 2$ which tends to 0 along the given rays. By the Phragmén-Lindelöf principle it follows that $F$ is bounded everywhere and is therefore constant by Liouville's theorem, thus actually identically 0 .

Now $F(\lambda)=\int_{0}^{b}\left(R_{\lambda} u-\hat{u}(\lambda) \psi(\cdot, \lambda)\right) \bar{f} w$ so, arguing like in the proof of Proposition 2.3, it follows that $R_{\lambda} u-\hat{u}(\lambda) \psi(\cdot, \lambda)$ has support in $[0, a+\varepsilon]$. Applying the differential equation it follows that also $u$ has support in $[0, a+\varepsilon]$. Since $\varepsilon>0$ is arbitrary, in fact $u$ has support in $[0, a]$. For $x>a$ the formula (2.7) gives $R_{\lambda} u(x)=\psi(x, \lambda)\langle u, \overline{\varphi(\cdot, \lambda)}\rangle$ so that $\psi(x, \lambda)(\hat{u}(\lambda)-\langle u, \overline{\varphi(\cdot, \lambda)}\rangle)=0$. The lemma follows from this.

To prove that $F$ is entire, Parseval's formula and Lemma 3.11 show that

$$
F(\lambda)=\int_{-\infty}^{\infty} \frac{\hat{u}(t)-\hat{u}(\lambda)}{t-\lambda} \overline{\hat{v}(t)} d \rho(t) .
$$

It is obvious that this is an entire function, at least if we can bound the integrand properly. To do this and see that the order is at most $1 / 2$, note that for $|t-\lambda| \leq 1$ we may estimate the integrand by $\sup _{|z| \leq 1}\left|\hat{u}^{\prime}(\lambda+z)\right||\hat{v}(t)|$. For $|t-\lambda|>1$ we may estimate the integrand by $|\hat{u}(t) \hat{v}(t)|+\mid \hat{u} \overline{( } \lambda)||\hat{v}(t)|$. Hence we have locally uniformly dominated convergence of the integral and

$$
|F(\lambda)| \leq\|u\|\|v\|+\left(\sup _{|z| \leq 1}\left|\hat{u}^{\prime}(\lambda+z)\right|+|\hat{u}(\lambda)|\right) \int_{-\infty}^{\infty}|\hat{v}| d \rho,
$$

which is the required estimate, the integral being finite by Corollary 3.8 and $\hat{u}$ and therefore $\hat{u}^{\prime}$ being of order $\leq 1 / 2$.

Finally, to show that $F$ tends to 0 along the rays, we first note that $\psi(x, \lambda) / \psi(a, \lambda)$ converges to 0 uniformly for $x \in[a+\varepsilon, b)$, according to Lemma 5.1. Assuming $f$ has compact support in $[a+\varepsilon, b)$ we obtain $\int_{0}^{b} \psi(\cdot, \lambda) \bar{f} w=o(|\psi(a, \lambda)|)$. Since $R_{\lambda} \rightarrow 0$ strongly as $\operatorname{Im} \lambda \rightarrow \infty$, it follows that $F$ tends to 0 along the given rays. This finishes the proof.

Theorem 4.8 is a simple consequence of these lemmas.
Proof of Theorem 4.8. If supp $u \subset[0, a]$, it follows from Lemmas 5.2 and 5.1 that $\hat{u}(\lambda)=\langle u, \varphi(\cdot, \bar{\lambda})\rangle$ is an entire continuation of $\hat{u}$ of order $\leq 1 / 2$ such that

$$
\limsup _{t \rightarrow \infty} t^{-1} \ln \left|\hat{u}\left(t^{2} \lambda\right)\right| \leq \lim _{t \rightarrow \infty} t^{-1} \ln \left|\varphi\left(a+\varepsilon, t^{2} \lambda\right)\right|=\int_{0}^{a+\varepsilon} \operatorname{Re} \sqrt{-\lambda w}
$$

for nonreal $\lambda$ and all $\varepsilon>0$.
On the other hand, suppose there is an entire continuation of $\hat{u}$ of order $\leq 1 / 2$ and such that

$$
\limsup _{t \rightarrow \infty} t^{-1} \ln \left|\hat{u}\left(t^{2} \lambda\right)\right| \leq \int_{0}^{a} \operatorname{Re} \sqrt{-\lambda w}
$$

for $\lambda$ on two different rays from the origin. If one or both of these are real, an immediate application of the Phragmén-Lindelöf principle shows this to be true for all other rays as well, so we may assume them nonreal. By Lemma 5.1 this implies that $\hat{u}(\lambda)=\mathcal{O}\left(|\psi(a+\varepsilon, \lambda)|^{-1}\right)$ for large $\lambda$ on these rays if $0<\varepsilon<b-a$. Lemma 5.3 now shows that $\operatorname{supp} u \subset[0, a+\varepsilon]$ for small $\varepsilon>0$ and thus for $\varepsilon=0$. The uniqueness
of the continuation also follows from Lemma 5.3. If we have strict inequality on one ray, a simple argument using the Phragmén-Lindelöf principle (see [4, Lemma 3.6]) shows this to hold on all nearby rays as well, so that in fact $\sup \operatorname{supp} u<a$. The proof is now complete.
6. Inverse scattering on the half-line. In this section we will show that scattering data for the half-line problem determines the coefficient $w$ if $q$ is known. We will of course have to assume that our equation is sufficiently close to a model equation, which, as usual, has constant coefficients.

Thus we consider $(1.3)$ on $[0, \infty)$ with the following additional assumption, which will be in force throughout this section.

Assumption 6.1. There is a constant $q_{0} \geq 0$ such that $q(x)-q_{0}$ and $w(x)-1$ are both in $L^{1}(0, \infty)$.

Note that according to Theorems 2.5 and 2.6 finite functions are dense in $\mathcal{H}_{1}$ and, given the boundary condition (2.6), there is a unique self-adjoint realization $T$ of (1.3) in $\mathcal{H}_{1}$.

We will need the following standard result.
Proposition 6.2. For $\operatorname{Im} k \geq 0, k \neq 0$, there exists a solution $f(\cdot, k)$ of (1.3) with $\lambda=k^{2}+q_{0}$ having the following properties: (1) $f(x, \cdot)$ and $f^{\prime}(x, \cdot)$ are analytic for $\operatorname{Im} k>0$ and continuous for $\operatorname{Im} k \geq 0, k \neq 0$; (2) $f(x, k) \sim e^{i k x}$ and $f^{\prime}(x, k) \sim i k e^{i k x}$ as $x \rightarrow \infty$.

This is standard. It is easily proved by first writing the equation for $g(x, k)=$ $f(x, k) e^{-i k x}$ as $g^{\prime \prime}+2 i k g^{\prime}=\left(q-q_{0}-\left(k^{2}+q_{0}\right)(w-1)\right) g$ and then solving this equation by successive approximations from its desired initial values $g(\infty)=1, g^{\prime}(\infty)=0$ at $\infty$ using the estimate $\left|e^{2 i k(t-x)}-1\right| \leq 2$. See, for instance, Deift and Trubowitz [19].

If $\operatorname{Im} k>0$, then $f(\cdot, k) \in \mathcal{H}_{1}$. Thus, if $\lambda \notin \mathbb{R}(i . e$., also $\operatorname{Re} k \neq 0)$, then

$$
f(x, k)=F(k) \psi(x, \lambda)
$$

for some function $F$ defined in $\operatorname{Im} k>0, \operatorname{Re} k \neq 0$.
Let $[u, v]=u^{\prime} v-u v^{\prime}$ denote the Wronskian of the functions $u$ and $v$ and recall that Wronskians of solutions to (1.3) are independent of $x$. Since

$$
\begin{equation*}
[\lambda \varphi(\cdot, \lambda), f(\cdot, k)]=F(k)[\lambda \varphi(\cdot, \lambda), \psi(\cdot, \lambda)]=F(k) \tag{6.1}
\end{equation*}
$$

is analytic for $\operatorname{Im}(k)>0$ we find that $F$ is analytic and can be extended analytically to the positive imaginary axis. Moreover, since $[\lambda \varphi(\cdot, \lambda), f(\cdot, k)]$ is continuous in $\operatorname{Im}(k) \geq 0, k \neq 0$, the function $F$ extends continuously to the positive and negative real line. The zeros of $F$ are located exactly where $\varphi$ and $f$ are linearly dependent, i.e., when $\lambda=q_{0}+k^{2}$ is an eigenvalue.

Equation (6.1) gives also that $F(-k)=\overline{F(k)}$ for real $k \neq 0$ and that $F$ has no zeros on either the positive or the negative real line since $\varphi(\cdot, \lambda)$ is real for real $\lambda$ and the real and imaginary parts of $f(x, k) \sim e^{i k x}$ are linearly independent.

For $k>0$ and thus $\lambda=k^{2}+q_{0}>q_{0}$ define

$$
\psi_{ \pm}(\cdot, \lambda)=\lim _{\epsilon \rightarrow 0} \psi\left(\cdot,( \pm k+i \epsilon)^{2}+q_{0}\right)
$$

and

$$
m_{ \pm}(\lambda)=\lim _{\epsilon \rightarrow 0} m\left(( \pm k+i \epsilon)^{2}+q_{0}\right)
$$

Since $\overline{m(\lambda)}=m(\bar{\lambda})$ when $\lambda$ is not real we find that $m_{+}(\lambda)=\overline{m_{-}(\lambda)}$ when $\lambda$ is real. Therefore

$$
\frac{2 i k \lambda}{|F(k)|^{2}}=\lambda\left[\psi_{+}(\cdot, \lambda), \psi_{-}(\cdot, \lambda)\right]=m_{+}(\lambda)-m_{-}(\lambda)=2 i \operatorname{Im} m_{+}(\lambda)
$$

when $k>0$ so that $\lambda>q_{0}$. This in turn implies

$$
\pi \rho^{\prime}(\lambda)=\operatorname{Im} m(\lambda+i 0)=\frac{k \lambda}{|F(k)|^{2}}
$$

for $\lambda>q_{0}$. Thus the restriction of $F$ to the positive real line determines the spectral measure on the interval $\left(q_{0}, \infty\right)$. It follows from this that the spectrum of $T$ is absolutely continuous ${ }^{4}$ in $\left(q_{0}, \infty\right)$.

In the interval $\left(-\infty, q_{0}\right)$, where $\lambda$ corresponds to the positive half of the imaginary axis for $k$, the spectrum is discrete since $F$ is analytic there. There might also be an eigenvalue for $k=0, \lambda=q_{0}$. Suppose $\lambda \neq 0$ is an eigenvalue. Then $\varphi(\cdot, \lambda)$ is a corresponding eigenfunction, and its Fourier transform $\hat{\varphi}(\lambda)$ is a multiple of the characteristic function of the set $\{\lambda\}$. The inversion formula (3.1) gives $\varphi(x, \lambda)=$ $\hat{\varphi}(\lambda) \varphi(x, \lambda) \rho\{\lambda\}$, where $\rho\{\lambda\}$ is the spectral measure of the set $\{\lambda\}$. Thus $\hat{\varphi}(\lambda)=$ $1 / \rho\{\lambda\}$. Parseval's formula gives $\|\varphi(\cdot, \lambda)\|^{2}=|\hat{\varphi}(\lambda)|^{2} \rho\{\lambda\}=1 / \rho\{\lambda\}$. On the interval $\left(-\infty, q_{0}\right]$ we therefore know the spectral measure if we know all eigenvalues $\lambda$ and the corresponding normalization constants $\|\varphi(\cdot, \lambda)\|^{2}$. Similarly, if $\alpha=0$, then by Lemma 3.5 also $\lambda=0$ is an eigenvalue, and $1 / \rho\{0\}$ is the normalization constant for the eigenfunction $\psi_{0}$. We obtain the following theorem.

THEOREM 6.3. Given the absolute value of the coefficient $F(k)$ for positive $k$, all eigenvalues, the corresponding normalization constants, and either $q$ or $|w|$, the coefficients $q$ and $w$ and the boundary value parameter $\alpha$ are uniquely determined.

Proof. We have already seen that the given data determine the spectral measure, and may now apply Corollaries 4.5 and 4.6 to draw the desired conclusion.
7. Eigenvalues. This section is devoted to the proof of the following theorem. Part of the proof is an adaptation of Marchenko [25].

Theorem 7.1. Assume that $q$ and $w$ satisfy Assumption 6.1. Then we have the following:
(1) The eigenvalues of $T$ are isolated and can accumulate only at $q_{0}$ or negative infinity.
(2) There will be infinitely many negative eigenvalues if and only if $w$ is negative on a set of positive measure.
If in addition we have $\int_{0}^{\infty} t\left|q(t)-q_{0} w(t)\right| d t<\infty$, we also have the following:
(3) Eigenvalues will not accumulate at $q_{0}$.
(4) $q_{0}$ is not an eigenvalue unless $q_{0}=0$ and $\alpha=0$.

To prove this we need the following strengthening of Proposition 6.2.
Proposition 7.2. Suppose $q$ and $w$ satisfy Assumption 6.1 and the integral $\int_{0}^{\infty} t\left|q(t)-q_{0} w(t)\right| d t$ is finite. Then, for every $x \in[0, \infty)$, the function $f(x, \cdot)$ and its $x$-derivative, which were previously defined for $\operatorname{Im}(k) \geq 0, k \neq 0$, extend continuously to $k=0$.

The additional assumption and the improved estimate

$$
\left|e^{2 i k(t-x)}-1\right| \leq \min (2|k| t, 2)
$$

[^110]allow us to perform the successive approximations also near $k=0$. The proposition follows from this.

Proof of Theorem 7.1. If $\mu=k^{2}+q_{0}<q_{0}$ is an eigenvalue of $T$, then, since $F$ is analytic in the upper half-plane, eigenvalues are isolated and hence cannot accumulate at any point in $\left(-\infty, q_{0}\right)$. This proves (1).

To prove the second statement we make first the assumption that $q_{0}>0$ and $\alpha \neq 0$. By Lemma 3.5 zero is then not in the spectrum of $T$ so that the range of $T$ is $\mathcal{H}$ and we may define a bilinear form $Q$ on $\mathcal{H}$ by setting

$$
Q(u, v)=\int_{\mathbb{R}} \frac{1}{t} \hat{u}(t) \overline{\hat{v}(t)} d \rho(t)
$$

Note that $Q(u, v)=0$ if the supports of $\hat{u}$ and $\hat{v}$ do not intersect, which happens, for instance, if $u$ and $v$ are eigenvectors for different eigenvalues. Furthermore, by Lemma 3.7 $Q(u, T v)=\int_{\mathbb{R}} \hat{u}(t) \overline{\hat{v}(t)} d \rho(t)=\langle u, v\rangle$. An integration by parts gives

$$
\int_{0}^{x}\left(u^{\prime} \overline{v^{\prime}}+q u \bar{v}\right)=u(x) \overline{v^{\prime}(x)}-u(0) \overline{v^{\prime}(0)}+\int_{0}^{x} w u \overline{T v}
$$

for $u \in \mathcal{H}$ and $v \in D_{T}$. Hence if $v$ is in the range of $T$ and $u$ is finite, or if $u$ and $v$ are exponentially decaying eigenfunctions, then we obtain

$$
\begin{equation*}
Q(u, v)=\int_{0}^{\infty} w u \bar{v}+\cot (\alpha) u(0) \overline{v(0)} \tag{7.1}
\end{equation*}
$$

taking into account the boundary condition satisfied by $\left(T^{-1} v, v\right)$.
Now assume that $w \geq 0$. If $\cot (\alpha) \geq 0$, there can be no negative eigenvalue since $T v=\lambda v, \lambda<0,\|v\| \neq 0$ would imply that

$$
0 \leq \int_{0}^{\infty} w|v|^{2}+\cot \alpha|v(0)|^{2}=\frac{1}{\lambda} Q(v, T v)=\frac{1}{\lambda}\|v\|^{2}<0
$$

giving a contradiction. If $\cot \alpha<0$, there can be at most one negative eigenvalue as we shall show now. If there were two distinct negative eigenvalues $\lambda_{1}$ and $\lambda_{2}$ with associated eigenvectors $v_{1}$ and $v_{2}$, we could assume that $v_{1}(0)=v_{2}(0)$. This would entail that

$$
0 \leq \int_{0}^{\infty} w\left|v_{1}-v_{2}\right|^{2}=Q\left(v_{1}-v_{2}, v_{1}-v_{2}\right)=Q\left(v_{1}, v_{1}\right)+Q\left(v_{2}, v_{2}\right)<0
$$

since eigenfunctions decay exponentially so that we are allowed to employ (7.1).
Next assume $w<0$ on a set of positive Lebesgue measure. We shall show that there are infinitely many negative eigenvalues. For any integer $n$ one can choose elements $u_{1}, \ldots, u_{n}$ in $\mathcal{H}$, compactly supported in $(0, \infty)$, such that $Q\left(u_{j}, u_{j}\right)<0$ and $Q\left(u_{j}, u_{k}\right)=0$ if $j \neq k$. To achieve this one may for instance choose first bounded sets $A_{1}, \ldots, A_{n}$ of positive measure and positive distances from zero and each other on which $w$ is negative. Then one lets $u_{j}$ be a suitable mollification of the characteristic function of $A_{j}$. Equation (7.1) now guarantees that they have the desired properties.

Thus $Q(u, u)<0$ whenever $u$ is in the linear span $B$ of $u_{1}, \ldots, u_{n}$. Let $P$ be the orthogonal projection of $B$ into the negative spectral subspace of $\mathcal{H}$, i.e., $P u=$ $\mathcal{F}^{-1}(u \chi)$, where $\chi$ is the characteristic function of $(-\infty, 0)$. Suppose now that $n$ is
larger than the number of negative eigenvalues. Then the kernel of $P$ cannot be trivial so that there is a nontrivial $u \in B$ such that $\hat{u}$ is supported in $[0, \infty)$. Hence

$$
0>Q(u, u)=\int_{\mathbb{R}} \frac{1}{t}|\hat{u}(t)|^{2} d \rho(t) \geq 0 .
$$

Since this is impossible the number of negative eigenvalues must be infinite.
If we only have $q_{0} \geq 0$, but still $\alpha \neq 0$, then $Q$ remains defined for functions $u, v$ with Fourier transforms bounded near 0 , since in this case $1 / t \in L_{\rho}^{2}$ by Lemma 3.11. But the Fourier transforms of eigenfunctions to nonzero eigenvalues are supported away from 0, and the Fourier transform of a finite function is entire and thus locally bounded. Also, $u_{j}$ is in the range of $T$. To see this, solve $-y^{\prime \prime}+q y=w u_{j}$ with 0 initial data at a point to the right of $\operatorname{supp} u_{j}$ which yields a finite function $y$. Adding an appropriate multiple of $\psi_{0}$ (Proposition 2.7) gives a function in $D_{T}$. Thus the proof applies also in this case.

Allowing also $\alpha=0$ the form $Q$ is still defined if $\hat{u}(t) \overline{\hat{v}(t)} / t$ is continuous at 0 . This is the case if $u$ and $v$ are eigenfunctions to negative eigenvalues. Also, if $u$ is a finite function orthogonal to the eigenfunction $\psi_{0}$, then $\hat{u}(0)=0$; so $Q$ is defined for such functions. This last condition is just one linear condition on the space $B$, so the remainder can still have arbitrarily large dimension. All of the $u_{j}$ are in the range of $T$, since the boundary condition now reads $u_{j}(0)=0$. Thus the proof applies also in this case, and the proof of (2) is finished.

Now assume that $\int_{0}^{\infty} t\left|q(t)-q_{0} w(t)\right| d t$ is finite, and that, contrary to our claim, there is a sequence $\mu_{n}=k_{n}^{2}+q_{0}<q_{0}$ of eigenvalues converging to $q_{0}$. Since eigenfunctions are orthogonal and satisfy the boundary condition an integration by parts shows

$$
\begin{equation*}
\int_{0}^{\infty} w f\left(\cdot, k_{n}\right) \overline{f\left(\cdot, k_{m}\right)}=-f\left(0, k_{n}\right) \overline{f\left(0, k_{m}\right)} \cot \alpha \tag{7.2}
\end{equation*}
$$

if $n \neq m$. If $\alpha=0$, the right-hand side has to be replaced by zero.
Since $\int_{0}^{\infty} t\left|q(t)-q_{0} w(t)\right| d t<\infty$, our construction of $f$ shows that $f(x, k) \sim e^{i k x}$ as $x \rightarrow \infty$, uniformly for $k \in i[0,1]$. This shows first that (7.2) is bounded as $n$ and $m$ tend to infinity, and second that we may find a positive $c$ such that $\left|f(x, k)-e^{i k x}\right| \leq$ $e^{-|k| x} / 4$ if $x \geq c, k \in i[0,1]$. Simple estimates then show that

$$
\frac{7}{16} e^{-\left(\left|k_{n}\right|+\left|k_{m}\right|\right) x} \leq \operatorname{Re}\left(f\left(x, k_{n}\right) \overline{f\left(x, k_{m}\right)}\right) \leq \frac{25}{16} e^{-\left(\left|k_{n}\right|+\left|k_{m}\right|\right) x}
$$

if $n$ and $m$ are large. Since $w-1$ is integrable this shows that the integral

$$
\int_{c}^{\infty} \operatorname{Re}\left(f\left(x, k_{n}\right) \overline{f\left(x, k_{m}\right)}\right) w \rightarrow+\infty
$$

as $n, m$ tend to infinity. Now, since $f(x, k)$ is uniformly continuous on $[0, c] \times i[0,1]$ it follows that the integral over $[0, c]$ is bounded, so the integral over $[0, \infty)$ tends to infinity, contradicting the previously established boundedness and proving (3).

Finally, if $q_{0}=0$, we already know $q_{0}$ is an eigenvalue if and only if $\alpha=0$. On the other hand, if $q_{0}>0$, then $f\left(\cdot, q_{0}\right)$ is asymptotic to 1 , and any other solution to (1.3) is asymptotically linear, as is easily seen from the well-known reduction of order method. Thus no such solution is in $\mathcal{H}$ and there is no eigenfunction with eigenvalue $q_{0}$. This proves (4).

Remark 7.3. If we allow $w$ to be a general measure, then the negative part of $w$ could be a finite sum of Dirac measures. In this case one may in the same way show that the number of negative eigenvalues is equal to the number of these Dirac measures if $\alpha \neq 0, \cot \alpha \geq 0$, and $q_{0}>0$, with suitable modifications in the other cases.
8. Appendix. Here we present some calculations which were omitted from the proof of Theorem 4.4.

For $x=0$ the relation $\psi(x, \lambda)=f(x) \breve{\psi}(g(x), \lambda)$ gives

$$
\begin{equation*}
\cos \alpha-m(\lambda) \sin \alpha=f(0)\{\cos \breve{\alpha}-\breve{m}(\lambda) \sin \breve{\alpha}\}, \tag{8.1}
\end{equation*}
$$

while $\psi^{\prime}(x, \lambda)=f^{\prime}(x) \breve{\psi}(g(x), \lambda)+f(x) g^{\prime}(x) \breve{\psi}^{\prime}(g(x), \lambda)$ for $x=0$ gives
(8.2) $\sin \alpha+m(\lambda) \cos \alpha=\frac{f^{\prime}(0)}{\lambda}\{\cos \breve{\alpha}-\breve{m}(\lambda) \sin \breve{\alpha}\}+\frac{C}{f(0)}\{\sin \breve{\alpha}+\breve{m}(\lambda) \cos \breve{\alpha}\}$.

From (8.1), (8.2) we obtain

$$
1=\left\{f(0) \cos \alpha+\frac{f^{\prime}(0)}{\lambda} \sin \alpha\right\}\{\cos \breve{\alpha}-\breve{m}(\lambda) \sin \breve{\alpha}\}+\frac{C \sin \alpha}{f(0)}\{\sin \breve{\alpha}+\breve{m}(\lambda) \cos \breve{\alpha}\}
$$

and

$$
\begin{aligned}
& m(\lambda)=\left\{-f(0) \sin \alpha+\frac{f^{\prime}(0)}{\lambda} \cos \alpha\right\}\{\cos \breve{\alpha}-\breve{m}(\lambda) \sin \breve{\alpha}\} \\
& \\
& \quad+\frac{C \cos \alpha}{f(0)}\{\sin \breve{\alpha}+\breve{m}(\lambda) \cos \breve{\alpha}\},
\end{aligned}
$$

which after rearranging gives

$$
\begin{align*}
1- & \left(f(0) \cos \alpha+\frac{f^{\prime}(0)}{\lambda} \sin \alpha\right) \cos \breve{\alpha}-\frac{C \sin \alpha \sin \breve{\alpha}}{f(0)}  \tag{8.3}\\
& =\breve{m}(\lambda)\left\{-\left(f(0) \cos \alpha+\frac{f^{\prime}(0)}{\lambda} \sin \alpha\right) \sin \breve{\alpha}+\frac{C \sin \alpha \cos \breve{\alpha}}{f(0)}\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \left(f(0) \sin \alpha-\frac{f^{\prime}(0)}{\lambda} \cos \alpha\right) \cos \breve{\alpha}-\frac{C \cos \alpha \sin \breve{\alpha}}{f(0)}  \tag{8.4}\\
& \quad=\breve{m}(\lambda)\left\{\left(f(0) \sin \alpha-\frac{f^{\prime}(0)}{\lambda} \cos \alpha\right) \sin \breve{\alpha}+\frac{C \cos \alpha \cos \breve{\alpha}}{f(0)}\right\}-m(\lambda) .
\end{align*}
$$

In (8.3) the left member and the coefficient of $\breve{m}$ are linear in $1 / \lambda$, while $\breve{m}(\lambda)$ is not constant or a Möbius transform (this would give a one-dimensional transform space). From (8.3) we therefore obtain

$$
\begin{aligned}
& \left(f(0) \cos \alpha+\frac{f^{\prime}(0)}{\lambda} \sin \alpha\right) \cos \breve{\alpha}=1-\frac{C \sin \alpha \sin \breve{\alpha}}{f(0)}, \\
& \left(f(0) \cos \alpha+\frac{f^{\prime}(0)}{\lambda} \sin \alpha\right) \sin \breve{\alpha}=\frac{C \sin \alpha \cos \breve{\alpha}}{f(0)},
\end{aligned}
$$

which gives

$$
\begin{gathered}
f(0) \cos \alpha+\frac{f^{\prime}(0)}{\lambda} \sin \alpha=\cos \breve{\alpha} \\
\frac{C \sin \alpha}{f(0)}=\sin \breve{\alpha} .
\end{gathered}
$$

From this it is (again) clear that $\sin \alpha=0$ if and only if $\sin \breve{\alpha}=0$, so that we have two cases.

- $\alpha=\breve{\alpha}=0$. We obtain $f(0)=1$, and insertion in (8.4) shows that $\frac{f^{\prime}(0)}{\lambda}=$ $m(\lambda)-C \breve{m}(\lambda)$. The right member is $(1-C) m(\lambda)$ since $m(i \nu)$ and $\breve{m}(i \nu) \rightarrow 0$ as $\nu \rightarrow+\infty$ by Lemma 4.10, and $m, \breve{m}$ have the same spectral measure. Again by Lemma 4.10 it follows that $C=1$, and thus $f^{\prime}(0)=0$.
- $\alpha \neq 0 \neq \breve{\alpha}$. We obtain $f^{\prime}(0)=0, f(0)=C \sin \alpha / \sin \breve{\alpha}$, and $C \sin (2 \alpha)=$ $\sin (2 \breve{\alpha})$. But we know that $f(0)=\sin \alpha / \sin \breve{\alpha}$ so that $C=1$. Insertion in (8.4) gives $m(\lambda)-\breve{m}(\lambda)=\cot \alpha-\cot \breve{\alpha}$.

Since $\sin (2 \alpha)=\sin (2 \breve{\alpha})$ we have either $\alpha=\breve{\alpha}$ or $0<\alpha=\pi / 2-\breve{\alpha}<\pi / 2$ or $\pi / 2<\alpha=3 \pi / 2-\breve{\alpha}<\pi$. If $\alpha=\breve{\alpha}$, we obtain $f(0)=1$ and $m(\lambda)=\breve{m}(\lambda)$. In the other cases we obtain $f(0)=|\tan \alpha|$ and $m(\lambda)-\breve{m}(\lambda)=2 \cot (2 \alpha)$.
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#### Abstract
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1. Introduction. We shall consider in this article the question of whether the law of $\mathbf{l}\left(X_{t}^{x}\right)$, for a finite-dimensional projection $\mathbf{l}: H \rightarrow \mathbb{R}^{M}$, is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^{M}$, where $X_{t}^{x}$ is the solution of the stochastic (partial) differential equation (SPDE)

$$
\begin{align*}
d X_{t}^{x} & =\left(A X_{t^{-}}^{x}+\alpha\left(X_{t^{-}}^{x}\right)\right) d t+\sum_{i=1}^{d} V_{i}\left(X_{t^{-}}^{x}\right) d B_{t}^{i}+\sum_{j=1}^{m} \delta_{j}\left(X_{t^{-}}^{x}\right) d L_{t}^{j}  \tag{1.1}\\
X_{0}^{x} & =x \in H \tag{1.2}
\end{align*}
$$

and $H$ is a possibly infinite-dimensional separable Hilbert space. We refer to the previous equation loosely speaking as a jump-diffusion on the Hilbert space $H$, pointing out that the involved Lévy processes are of finite type. For sake of simplicity we shall always work with the cadlag integrand $t \mapsto X_{t^{-}}^{x}$, even though for the $d t$ and $d B_{t}$ integrals this is superfluous. In the infinite-dimensional setting we are not aware of results on absolute continuity of the projected process in the jump-diffusion case.

[^111]Related work has been done in [5] for the construction of first variation processes. In the diffusion case we refer the reader to the work [3] and the references therein and in particular to the recently published inspiring results of Jonathan Mattingly; see, for instance [1]. We point out that we deal here with SPDEs and stochastic differential equations (SDEs) at the same time, where the latter case appears in this setting when the state (Hilbert) space $H$ is finite-dimensional.

Very satisfying results in the finite-dimensional setting with Lévy processes of infinite type have been obtained in [11] through a generalization of the Norris lemma to Lévy processes. These results have been built upon our results presented in this work for the finite activity case (see section 7). Substantial work with respect to absolute continuity and smoothness of the density has already been published in the 1980s, the most prominent being [7] and [6]. Therein several questions of extension of hypoellipticity results (and Malliavin Calculus) to jump-processes are discussed and completely solved; however, the problem of a hypoelliptic diffusion together with a finite-activity jump-structure remained open. It has to be pointed out here that-in contrast to [6]-we do not need any extension of Malliavin Calculus to jump-processes for our results (see also the discussion in Remark 5). This gap was filled by the announced results of [27], but several proofs therein are extremely short. Recently, motivated by questions from financial mathematics (see section 8 for an outline of the problem), there has been increasing interest in those results; see the works [2], [13], [14], and the references therein. This article aims to work out the most general finite activity case under Hörmander conditions on the diffusion part.

From the point of view of existence and uniqueness for jump-diffusions in infinite dimensions, our main reference is [15] and the references therein. Since we consider jump-diffusions as concatenated diffusions on Hilbert space, we mention [12] as the main reference for existence and uniqueness results but also [4] and [10] for many interesting constructions and ideas.

There are two applications added to this work. The first is the Heath-JarrowMorton (HJM) equation (as presented in [15]), where we show that the innocent Vasiček model (see, for instance, the seminal work [9]) with a certain jump-structure triggered by a one-dimensional Poisson process yields, under no-arbitrage assumptions, a model where not only do no finite-dimensional realizations exist but also where every projection into a finite-dimensional subspace admits a density (compare with the notion of generic interest rate evolutions from [3]). The second application is concerned with concrete formulas for the calculation of Malliavin weights. There our message is that one can think Poisson-trajectory-wise; i.e., the results from [18] or [17] can be literally applied by replacing the diffusion process by the respective jump-diffusion process.

When we analyze jump-diffusions with values in Hilbert spaces, loosely speaking the following facts hold true:

- Between two consecutive jumps of the jump-diffusion we are given an ordinary diffusion.
- At a jump we add to the left limit the jump size (which usually depends on the left limit, too). In [25, Chapter V.10, Hypothesis (H3)], this operation is formalized by the so-called linkage operators $x \mapsto x+\mu \delta^{j}(x)$, which encode what happens at a jump of size $\mu$ at $x$. We shall apply this notion here, too. Hence the following picture arises:
- In order to obtain absolute continuity of the projected diffusion process, we need the Hörmander condition to be in force. Otherwise we cannot expect-
conditioned on the event of positive probability that no jump occurs-that the law of $\mathbf{l}\left(X_{t}^{x}\right)$ is absolutely continuous with respect to Lebesgue measure.
- In order to preserve absolute continuity we need the linkage operators to be invertible in a proper sense.
Remark 1. Both conditions are "sine qua non," since it is easy to imagine counterexamples.

In section 2 we fix the general setting of this article. We shall deal with Lévy processes of finite type as drivers of the SDEs, even though we believe that one should be able to prove similar results in the case of many small jumps, too. We also state the main assumptions of this work in section 2 for later use.

In section 3 we state a "folklore" decomposition theorem, which tells that solving a jump-diffusion $S(P) D E$ is the same as solving associated diffusion $S(P) D E s$ and concatenating the solutions by linkage operators at jumps. In section 4 we show that we can also prove results on first variation processes in the spirit of the decomposition theorem. We prove that under our analytic requirements there is in fact a sufficiently regular first variation process.

In section 5 we show by means of Malliavin calculus for a $d$-dimensional Brownian motion that the law of a projected jump-diffusion is absolutely continuous with respect to Lebesgue measure. In section 6 we introduce a class of examples from mathematical Finance, where we see very directly the phenomenon of absolute continuity arising from the introduction of jumps and the no-arbitrage condition. This shows again that finite-dimensional realizations, as constructed, for instance, in [8], are a rare case in infinite dimensions. In section 7 we restrict our attention to the finite-dimensional setting to show that the density of the absolutely continuous law is in fact smooth by proving that the inverse of the covariance matrix has $p$ th moments for all $p \geq 1$. In section 8 we apply the invertibility of the covariance matrix to the calculation of Greeks. The appendix shows an important estimate implicitly present in the Norris lemma as presented in Nualart's book [24]. A similar result (which could be directly used in section 7 for the proof of the main theorem) can be found in [21, Corollary 3.25]. The article [21] is most likely the source of the first appearance of the precise polynomial time-dependence in the estimate of the $L^{p}$-norm of the inverse of the covariance matrix. We have been choosing here the path via the Norris lemma; we explain the estimate by redoing its proof in the appendix.
2. Setting and assumptions. Let $\left(\Omega, \mathcal{F}, P,\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ be a filtered probability space where the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ satisfies the usual conditions. Let $\left(B_{t}\right)_{t \geq 0}$ be a $d$-dimensional Brownian motion and $\left(L_{t}^{j}\right)_{t \geq 0}, j=1, \ldots, m$, be $m$ independent compound Poisson processes given by

$$
L_{t}^{j}:=\sum_{k=1}^{N_{t}^{j}} Z_{k}^{j}
$$

where $N_{t}^{j}$ denotes a Poisson process with jump intensity $\widetilde{\lambda_{j}}>0$ and $Z^{j}=\left(Z_{k}^{j}\right)_{k \geq 1}$ is an independently and identically distributed sequence of random variables with distribution $\mu_{j}$ for $j=1, \ldots, m$ such that each $\mu_{j}$ admits all moments. The compensated compound Poisson process reads as

$$
L_{t}^{j}-E\left(L_{t}^{j}\right)=L_{t}^{j}-\lambda_{j} t
$$

where $\lambda_{j}=E\left(Z_{1}^{j}\right) \widetilde{\lambda_{j}}$ is the average jump size times the jump rate.

We could equally take an $\mathbb{R}^{m}$-valued Lévy process of finite type, i.e., introduce a dependence structure between the jumps of the components, and all theorems would equally hold true with slightly modified proofs, but we believe that this generalization does not bring further insight.

We assume that all sources of randomness are mutually independent and that the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is the natural filtration with respect to $\left(B_{t}, L_{t}^{1}, \ldots, L_{t}^{m}\right)_{t \geq 0}$. Let $H$ be a separable Hilbert space. We fix furthermore a strongly continuous semigroup $S$ on $H$ with generator $A$. Let $\alpha, V_{1}, \ldots, V_{d}$, the diffusion vector fields, and $\delta_{1}, \ldots, \delta_{m}$, the jump vector fields, be $C^{\infty}$-bounded on $H$; that is, the vector fields are infinitely often differentiable with bounded partial derivatives of all proper orders $n \geq 1$. We consider the mild cadlag solution $\left(X_{t}^{x}\right)_{t \geq 0}$ of an SDE

$$
\begin{align*}
d X_{t}^{x} & =\left(A X_{t^{-}}^{x}+\alpha\left(X_{t^{-}}^{x}\right)\right) d t+\sum_{i=1}^{d} V_{i}\left(X_{t^{-}}^{x}\right) d B_{t}^{i}+\sum_{j=1}^{m} \delta_{j}\left(X_{t^{-}}^{x}\right) d L_{t}^{j}  \tag{2.1}\\
X_{0}^{x} & =x \in H \tag{2.2}
\end{align*}
$$

See [15] for all necessary details on existence and uniqueness of the previous equation.
The previous conditions are slightly more than standard for existence and uniqueness of mild solutions; i.e., in [15] the authors need Lipschitz conditions on the vector fields, whereas we assume them to be $C^{\infty}$-bounded. In order to speak about absolute continuity of projections to $\mathbb{R}^{M}$ we shall need more assumptions; in particular, for conclusions drawn from the geometry of the given vector fields $\alpha, V_{1}, \ldots, V_{d}, \delta_{1}, \ldots, \delta_{m}$ several quite strong analytic requirements are necessary. We group the assumptions into three groups and indicate in each section which assumptions we shall need.

Let $1: H \rightarrow \mathbb{R}^{M}$ be a projection; then we want to know whether the law of $\mathbf{l}\left(X_{t}^{x}\right)$ is absolutely continuous with respect to Lebesgue measure and if the density is smooth. Following the short discussion in the introduction, we need the Hörmander conditions to be in force, and we need to suppose invertibility on linkage operators.

We apply the following notation for Hilbert spaces $\operatorname{dom}\left(A^{k}\right)$ :

$$
\begin{aligned}
\operatorname{dom}\left(A^{k}\right) & :=\left\{h \in H \mid h \in \operatorname{dom}\left(A^{k-1}\right) \text { and } A^{k-1} h \in \operatorname{dom}(A)\right\} \\
\|h\|_{\operatorname{dom}\left(A^{k}\right)}^{2} & :=\sum_{i=0}^{k}\left\|A^{i} h\right\|^{2} \\
\operatorname{dom}\left(A^{\infty}\right) & =\bigcap_{k \geq 0} \operatorname{dom}\left(A^{k}\right)
\end{aligned}
$$

which we need in order to specify the analytic conditions.
Assumption 1. We assume that the generator $A$ of $S$ generates a strongly continuous group. We assume furthermore that $\alpha, V_{1}, \ldots, V_{d}$, the diffusion vector fields, and $\delta_{1}, \ldots, \delta_{m}$, the jump vector fields, are $C^{\infty}$-bounded on the Hilbert spaces $\operatorname{dom}\left(A^{k}\right)$ for $k \geq 0$; that is, the vector fields are infinitely often differentiable with bounded partial derivatives of all proper orders $n \geq 1$ on the Hilbert space $\operatorname{dom}\left(A^{k}\right)$ for $k \geq 0$.

Assumption 2. We take Assumption 1 for granted; i.e., we can consider all vector fields on the space $\operatorname{dom}\left(A^{k}\right)$ for $k=0, \ldots, \infty$. For a proper statement of the Hörmander condition we apply the "geometrically relevant" drift

$$
V_{0}(x)=A x+\alpha(x)-\frac{1}{2} \sum_{i=1}^{d} \mathrm{~T} V_{i}(x) \cdot V_{i}(x)
$$

for $x \in \operatorname{dom}(A)$ and call $V_{0}$ the Stratonovich drift of the diffusion. Recall the (tangent) directional derivative operator T defined through

$$
\mathrm{T} V(x) \cdot v=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} V(x+\epsilon v)
$$

Lie brackets can only be calculated on the Fréchet space $\operatorname{dom}\left(A^{\infty}\right)$ and there we formulate the Hörmander condition. We assume that the distribution $\mathcal{D}(x)$ generated by the vector fields

$$
\begin{gather*}
V_{1}(x), \ldots, V_{d}(x), \quad\left[V_{i}(x), V_{j}(x)\right](i, j=0,1, \ldots, d)  \tag{2.3}\\
{\left[V_{i}(x),\left[V_{j}(x), V_{k}(x)\right]\right](i, j, k=0,1, \ldots, d), \ldots}
\end{gather*}
$$

is dense in $H$ for one $x \in \operatorname{dom}\left(A^{\infty}\right)$.
Assumption 3. We assume that the inverse of $x \mapsto x+z \delta_{j}(x)$ exists and is $C^{\infty}$-bounded on each $\operatorname{dom}\left(A^{k}\right)$ for $z \in \operatorname{supp}\left(\mu_{j}\right), j=1, \ldots, m$, and $k \geq 0$ (recall that $\mu_{j}$ was the distribution of the random variable $\left.Z_{j}\right)$.

Remark 2. As far as Assumption 1 is concerned, we do believe that the assertions of this paper also hold true for (most) strongly continuous semigroups. A proof based on an application of the Szőkefalvi-Nagy theorem can be found in the recent preprint [26]; therefore, we could replace the assumption that $A$ generates a strongly continuous group by the assumption that $A$ generates a pseudocontractive, strongly continuous semigroup. This includes most of the second order partial differential operators. However, for this paper we do always assume the group property for the sake of simplicity.

Remark 3. The Hörmander condition could not be formulated without the analytic part of Assumption 1.

Example 1. In order to show examples of vector fields, which are $C^{\infty}$-bounded on $\operatorname{dom}\left(A^{k}\right)$, consider the following structure. Let $H$ be a separable Hilbert space and $A$ the generator of a strongly continuous semigroup. We know that $\operatorname{dom}\left(A^{\infty}\right)$ is a Fréchet space and an injective limit of the Hilbert spaces $\operatorname{dom}\left(A^{k}\right)$ for $k \geq 0$. Following the analysis as developed in [16] (see also [20] and [19], where the analytic concepts have been originally developed), we can consider vector fields $V: U \subset H \rightarrow \operatorname{dom}\left(A^{\infty}\right)$. If $V$ is smooth in the sense explained in [16] and has the property that its derivatives of proper order $n \geq 1$ are bounded on $U \subset H$, then $V$ is obviously a $C^{\infty}$-bounded vector field, and additionally $\left.V\right|_{\operatorname{dom}\left(A^{\infty}\right)}$ is a Banach map-vector field in the sense of [16]. Such vector fields constitute a class, where Assumptions 1-3 can be readily checked.
3. Decomposition theorem for jump-diffusions on Hilbert spaces. In order to properly understand how to apply the Malliavin calculus, we state the following rather obvious structure theorem on jump-diffusions, which simply takes into account that stochastic integration with respect to the Poisson process follows the rules of Lebesgue-Stieltjes integration (see, for instance, [25] for a general exposition). Here we need only that the vector fields are $C^{\infty}$-bounded on $H$ in order to guarantee existence and uniqueness of the respective equations.

Theorem 1. Let $\left(\Omega, \mathcal{F}, P,\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ be a filtered probability space, $\left(B_{t}\right)_{t \geq 0}$ be a d-dimensional Brownian motion, and $\left(L_{t}^{j}\right)_{t \geq 0}$ be $m$ independent compound Poisson processes for $j=1, \ldots, m$, such that the filtration is the natural filtration with respect to $\left(B_{t}, L_{t}^{1}, \ldots, L_{t}^{m}\right)_{t \geq 0}$. Let $S$ be a strongly continuous semigroup with generator $A$ on $H$. Let $\alpha, V_{1}, \ldots, V_{d}$, the diffusion vector fields, and $\delta_{1}, \ldots, \delta_{m}$, the jump vector fields,
be $C^{\infty}$-bounded on $H$, and consider the cadlag solution $\left(X_{t}^{x}\right)_{0 \leq t \leq T}$ of an SPDE

$$
\begin{align*}
d X_{t}^{x} & =\left(A X_{t^{-}}^{x}+\alpha\left(X_{t^{-}}^{x}\right)\right) d t+\sum_{i=1}^{d} V_{i}\left(X_{t^{-}}^{x}\right) d B_{t}^{i}+\sum_{j=1}^{m} \delta_{j}\left(X_{t^{-}}^{x}\right) d L_{t}^{j}  \tag{3.1}\\
X_{0}^{x} & =x \tag{3.2}
\end{align*}
$$

Let $\eta$ denote a piecewise constant cadlag trajectory $\eta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{m}$ of the compound Poisson process $L$ with finitely many jumps on compact intervals and starting at 0. We consider

$$
\begin{align*}
d Y_{s, t}^{x, \eta} & =\left(A Y_{s, t^{-}}^{x, \eta}+\alpha\left(Y_{s, t^{-}}^{x, \eta}\right)\right) d t+\sum_{i=1}^{d} V_{i}\left(Y_{s, t^{-}}^{x, \eta}\right) d B_{t}^{i}  \tag{3.3}\\
& +\sum_{j=1}^{m} \delta_{j}\left(Y_{s, t^{-}}^{x, \eta}\right) d \eta^{j}(t) \\
Y_{s, s}^{x, \eta} & =x \tag{3.4}
\end{align*}
$$

Then $\left(Y_{s, t}^{x, \eta}\right)_{s \geq 0}$ can be given explicitly in terms of the jump times $\tau_{n}$ of $\eta$ for $n \geq 0$ and the diffusion process between two consecutive jumps:

$$
\begin{aligned}
Y_{t}^{x, \eta} & :=Y_{0, t}^{x, \eta} \text { for } 0 \leq t<\tau_{1} \\
Y_{t}^{x, \eta} & :=\left.Y_{\tau_{1}, t}^{y, \eta}\right|_{y=Y_{0, \tau_{1}}^{x, \eta}+\sum_{j=1}^{m} \delta_{j}\left(Y_{\substack{x, \tau_{1}^{-}}}^{x, \eta}\right) \Delta \eta^{j}\left(\tau_{1}\right)} \text { for } \tau_{1} \leq t<\tau_{2} \\
& \vdots \\
Y_{t}^{x, \eta} & :=\left.Y_{\tau_{n-1}, t}^{y, \eta}\right|_{y=Y_{0, \tau_{n-1}^{-}}^{x, \eta}+\sum_{j=1}^{m} \delta_{j}\left(Y_{0, \tau_{n-1}^{-}}^{x, \eta}\right) \Delta \eta^{j}\left(\tau_{n-1}\right)} \text { for } \tau_{n-1} \leq t<\tau_{n} .
\end{aligned}
$$

Here we write $\Delta \eta(t):=\eta(t)-\eta\left(t^{-}\right)$for $t \geq 0$. We define the process $\left(Y_{t}^{x, L}\right)_{t \geq 0}$ by inserting the compound Poisson process $L$ for $\eta$ into $\left(Y_{t}^{x, \eta}\right)_{t \geq 0}$. The resulting process $\left(Y_{t}^{x, L}\right)_{t \geq 0}$ is then indistinguishable from $\left(X_{t}^{x}\right)_{t \geq 0}$.

Proof. For the proof we refer the reader to [25, Chapter V.10, Theorem 57], particularly with respect to the conditioning on the jump part. The proof remains unchanged in the infinite-dimensional setting; see [15] for the existence and uniqueness proof on separable Hilbert spaces.

Remark 4. For future use we shall always assume that the first jumping time of $\eta$ is strictly positive, $\tau_{1}>0$, and that each time corresponds to the jump of exactly one coordinate process $L^{j}$, which is true for almost all trajectories of the compound Poisson process $L$. Notice that the dependence of $\left(Y_{t}^{x, \eta}\right)_{t \geq 0}$ on the jump times of $\eta$ is continuous but certainly not smooth since the jump times are inserted instead of the time of a hypoelliptic diffusion process.

Remark 5. Notice that one can also interpret the result in the following way: consider the solution $\left(X_{t}^{x}\right)_{t \geq 0}$ of (3.1) as an element of $L^{2}\left(\Omega_{1} \times \Omega_{2} ; H\right)$, where $\Omega_{1}$ carries the Brownian motion part (with natural filtration), $\Omega_{2}$ carries the Poisson part (with natural filtration), and $\Omega_{1} \times \Omega_{2}$ is equipped with the respective product $\sigma$-algebra. Then we know by Fubini's theorem that

$$
L^{2}\left(\Omega_{1} \times \Omega_{2} ; H\right)=L^{2}\left(\Omega_{2} ; L^{2}\left(\Omega_{1} ; H\right)\right)
$$

The previous theorem only clarifies the jump-diffusion structure of the dependence on $\Omega_{2}$. In other words, between jumps we have ordinary diffusions, and at a jump we link by linkage operators.
4. First variation processes. In order to calculate Malliavin derivatives, which is crucial for arguments on absolute continuity, we need precise statements on first variation processes of jump-diffusions. For later purposes, but also in order to see results on the inverse of the first variation process easily, we write our equations in the Stratonovich notation. This is not innocent in infinite dimensions, since mild solutions are in general not semimartingales, and therefore the Stratonovich notation fails to be applicable in general. However, by Assumption 1 we are able to determine whether we are given a semimartingale, or not, by analyzing the initial value of the process. Indeed, for fixed $k \geq 0$, if $x \in \operatorname{dom}\left(A^{k+1}\right)$, then there is a mild solution taking values in $\operatorname{dom}\left(A^{k+1}\right)$ of the Itô SDE. However, this solution process has to coincide, by uniqueness, with the solution process obtained by considering the same equation on $\operatorname{dom}\left(A^{k}\right)$ with an initial value in $\operatorname{dom}\left(A^{k+1}\right)$. Therefore, the mild solution in $\operatorname{dom}\left(A^{k+1}\right)$ is a strong solution in $\operatorname{dom}\left(A^{k}\right)$. Therefore, we assume Assumptions 1 and 3 to be in force in this section.

By the previous arguments for the given $\operatorname{SDE}$ (3.1), we can switch to Stratonovich notation for $x \in \operatorname{dom}(A)$ and obtain

$$
d X_{t}^{x}=V_{0}\left(X_{t^{-}}^{x}\right) d t+\sum_{i=1}^{d} V_{i}\left(X_{t^{-}}^{x}\right) \circ d B_{t}^{i}+\sum_{j=1}^{m} \delta_{j}\left(X_{t^{-}}^{x}\right) d L_{t}^{j}
$$

with the Stratonovich drift given by

$$
V_{0}(x):=A x+\alpha(x)-\frac{1}{2} \sum_{i=1}^{d} \mathrm{~T} V_{i}(x) \cdot V_{i}(x)
$$

for $x \in \operatorname{dom}(A)$. Recall the tangent (derivative) operator T :

$$
\mathrm{T} V(x) \cdot v=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} V(x+\epsilon v)
$$

We do also consider the $\operatorname{SDE}$ (3.3) with respect to one trajectory $\eta$ and switch to Stratonovich notation there, too. The following theorem states the result on the first variation process along one trajectory $\eta$, which yields in what follows the same result by inserting the compound Poisson process $L$ for $\eta$. Notice that the trajectory $\eta$ is such that the first jumping time is strictly positive and that at each jumping time $\tau_{n}$ for $n \geq 1$ only one coordinate jumps.

ThEOREM 2. Assume Assumptions 1 and 3 hold. We fix $k \geq 0$. The first variation process $\left(J_{s \rightarrow t}(x, \eta)\right)_{t \geq s}$ associated with $\left(Y_{t}^{x, \eta}\right)_{t \geq 0}$ on $\operatorname{dom}\left(A^{k}\right)$ is well defined and satisfies the $S D E$

$$
\begin{align*}
d J_{s \rightarrow t}(x, \eta) \cdot h & =\left(A J_{s \rightarrow t-}(x, \eta) \cdot h+\mathrm{T} \alpha\left(Y_{s, t^{-}}^{x, \eta}\right) \cdot J_{s \rightarrow t^{-}}(x, \eta) \cdot h\right) d t \\
& +\sum_{i=1}^{d}\left(\mathrm{~T} V_{i}\left(Y_{s, t^{-}}^{x, \eta}\right) \cdot J_{s \rightarrow t^{-}}(x, \eta) \cdot h\right) d B_{t}^{i} \\
& +\sum_{j=1}^{m}\left(\mathrm{~T} \delta_{j}\left(Y_{s, t^{-}}^{x, \eta}\right) \cdot J_{s \rightarrow t^{-}}(x, \eta) \cdot h\right) d \eta^{j}(t) \\
J_{s \rightarrow s}(x, \eta) \cdot h & =h \tag{4.1}
\end{align*}
$$

for $h, x \in \operatorname{dom}\left(A^{k}\right)$ and $t \geq s$. The Itô equation has a unique global mild solution for $h, x \in \operatorname{dom}\left(A^{k}\right)$, and $J_{s \rightarrow t}(x, \eta)$ defines a continuous linear operator on $\operatorname{dom}\left(A^{k}\right)$, which is invertible if $x \in \operatorname{dom}\left(A^{k+1}\right)$.

The Stratonovich equation on $\operatorname{dom}\left(A^{k}\right)$ in turn is well defined only for $h, x \in$ $\operatorname{dom}\left(A^{k+1}\right)$. We apply the (formal) notation here:

$$
\mathrm{T} V_{0}(x) v=A v+\mathrm{T} \alpha(x) v-\frac{1}{2} \mathrm{~T}\left(x \mapsto \sum_{i=1}^{d} \mathrm{~T} V_{i}(x) \cdot V_{i}(x)\right) v
$$

for $x \in \operatorname{dom}(A)$ and $v \in \operatorname{dom}(A)$.

$$
\begin{align*}
d J_{s \rightarrow t}(x, \eta) \cdot h= & \left(\mathrm{T} V_{0}\left(Y_{s, t^{-}}^{x, \eta}\right) \cdot J_{s \rightarrow t^{-}}(x, \eta) \cdot h\right) d t \\
& +\sum_{i=1}^{d}\left(\mathrm{~T} V_{i}\left(Y_{s, t^{-}}^{x, \eta}\right) \cdot J_{s \rightarrow t^{-}}(x, \eta) \cdot h\right) \circ d B_{t}^{i}  \tag{4.2}\\
& +\sum_{j=1}^{m}\left(\mathrm{~T} \delta_{j}\left(Y_{s, t^{-}}^{x, \eta}\right) \cdot J_{s \rightarrow t^{-}}(x, \eta) \cdot h\right) d \eta^{j}(t) \\
J_{s \rightarrow s}(x, \eta) \cdot h= & h
\end{align*}
$$

for $h, x \in \operatorname{dom}\left(A^{k+1}\right)$ and $t \geq s$. The adjoint of the inverse

$$
Z_{t}^{x, h}:=\left(J_{s \rightarrow t}(x, \eta)^{-1}\right)^{*} \cdot h
$$

if it exists, should satisfy the following Stratonovich equation at the point $x$ in direction $h$ :

$$
\begin{align*}
d Z_{t}^{x, h}= & -\left(\mathrm{T} V_{0}\left(Y_{s, t^{-}}^{x, \eta}\right)^{*} \cdot Z_{t^{-}}^{x, h}\right) d t-\sum_{i=1}^{d}\left(\mathrm{~T} V_{i}\left(Y_{s, t^{-}}^{x, \eta}\right)^{*} \cdot Z_{t^{-}}^{x, h}\right) \circ d B_{t}^{i} \\
- & \sum_{j=1}^{m}\left(\mathrm{~T} \delta_{j}\left(Y_{s, t^{-}}^{x, \eta}\right)^{*} \cdot Z_{t^{-}}^{x, h}\right) d \eta^{j}(t)  \tag{4.3}\\
+ & \sum_{j=1}^{m}\left(\left(\mathrm{~T} \delta_{j}\left(Y_{s, t^{-}}^{x, \eta}\right)^{2}\right)^{*} \cdot\left(\left(i d_{H}+\Delta \eta^{j}(t) \mathrm{T} \delta_{j}\left(Y_{s, t^{-}}^{x, \eta}\right)\right)^{-1}\right)^{*}\right. \\
& \left.\cdot Z_{t^{-}}^{x, h}\left(\Delta \eta^{j}(t)\right)^{2}\right)
\end{align*}
$$

for $h, x \in \operatorname{dom}\left(A^{k+1}\right)$ and $t \geq s \geq 0$ (here we applied the notions of [25]).
Remark 6. The completely analogous theorem holds when we replace $\eta$ by a compound Poisson process $L$. We do not state this theorem again, but we point out that we even have moment estimates for the respective processes, which is the only additional relevant information. To be precise, the first variation process $J_{s \rightarrow t}(x) \cdot h$, which equals $J_{s \rightarrow t}(x, L)$ by construction, has bounded second moments by [15].

Proof. Under our Assumption 1, the regularity in the initial values is clear by wellknown results from [12] and the chain rule on Hilbert spaces (recall that the linkage operators are smooth). We are allowed to pass to the Stratonovich decomposition since we integrate semimartingales by Itô's formula on Hilbert spaces for $x, h \in \operatorname{dom}\left(A^{k+1}\right)$ due to the arguments of [3]: the core assertion here is that we can replace $H$ by each $\operatorname{dom}\left(A^{k}\right)$ for some $k \geq 0$, which means in turn if we start in $\operatorname{dom}\left(A^{k+1}\right)$ and obtain a mild solution there, it is indeed a strong solution considered on $\operatorname{dom}\left(A^{k}\right)$ for $k \geq 0$. It remains to show the invertibility results on the respective first variation processes.

Left invertibility of the first variation $J_{s \rightarrow t}(y,$.$) follows by Itô's formula since we$ have cadlag trajectories with finitely many jumps. Calculating the semimartingale decomposition of $\left(Z_{t}^{y, \cdot}\right)^{*} \cdot J_{0 \rightarrow t}(x, \eta)$ given by (4.2) and (4.3) yields the result

$$
\left(Z_{t}^{x, \cdot}\right)^{*} J_{0 \rightarrow t}(x, \eta)=i d_{\operatorname{dom}\left(A^{k}\right)}
$$

Thus, the solution of (4.3) is the left inverse of $J_{s \rightarrow t}$.
We prove that the left inverse is also the right inverse by the same reasoning as in the proof of Proposition 2 in [3]. Therefore, we choose an orthonormal basis $\left(g_{i}\right)_{i \geq 1}$ of $\operatorname{dom}\left(A^{k}\right)$ which lies in $\operatorname{dom}\left(A^{k+1}\right)$. Then we can compute the semimartingale decomposition of

$$
\begin{aligned}
& \sum_{i=1}^{N}\left\langle\left(Z_{t}^{x, h_{1}}\right)^{*}, g_{i}\right\rangle_{\operatorname{dom}\left(A^{k}\right)}\left\langle g_{i}, J_{s \rightarrow t}(x, \eta)^{*} \cdot h_{2}\right\rangle_{\operatorname{dom}\left(A^{k}\right)} \\
& =\sum_{i=1}^{N}\left\langle h_{1}, Z_{t}^{x, g_{i}}\right\rangle_{\operatorname{dom}\left(A^{k}\right)}\left\langle J_{s \rightarrow t}(x, \eta) \cdot g_{i}, h_{2}\right\rangle_{\operatorname{dom}\left(A^{k}\right)}
\end{aligned}
$$

for $h_{1}, h_{2} \in \operatorname{dom}\left(A^{k+1}\right)$ and $N \geq 1$. Applying the Stratonovich decomposition and by adjoining, we can free the $g_{i}$ 's and pass to the limit, which yields the vanishing finite variation and martingale part. Hence

$$
\begin{gathered}
\left\langle J_{s \rightarrow t}(x, \eta)\left(Z_{t}^{x, h_{1}}\right)^{*}, h_{2}\right\rangle_{\operatorname{dom}\left(A^{k}\right)} \\
=\lim _{N \rightarrow \infty} \sum_{i=1}^{N}\left\langle\left(Z_{t}^{x, h_{1}}\right)^{*}, g_{i}\right\rangle_{\operatorname{dom}\left(A^{k}\right)}\left\langle g_{i}, J_{s \rightarrow t}(x, \eta)^{*} \cdot h_{2}\right\rangle_{\operatorname{dom}\left(A^{k}\right)} \\
=\left\langle h_{1}, h_{2}\right\rangle_{\operatorname{dom}\left(A^{k}\right)},
\end{gathered}
$$

which is what a right inverse should satisfy.
5. Absolutely continuous laws in finite and infinite dimensions. In this section we assume Assumptions 1, 2, and 3. We want to determine by means of Malliavin calculus whether the law of $\mathbf{l}\left(Y_{t}^{x, \eta}\right)$ is absolutely continuous with respect to Lebesgue measure for $t>0$.

For details on Malliavin calculus see [22] and [24], where in particular the derivative operator and the Skorohod integral for Malliavin calculus with respect to a $d$-dimensional Brownian motion are defined. Notice that we do not need a Malliavin calculus with respect to the Poissonian trajectories, since we calculate Poisson-trajectory-wise.

Our first task is the calculation of the Malliavin derivative for a fixed cadlag path $\eta$. In a second step, we consider the composed problem, where we replace $\eta$ by a compound Poisson process $L$ as outlined before. Therefore, we first fix a piecewise constant cadlag trajectory $\eta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{m}$ of the process $\left(L_{t}^{1}, \ldots, L_{t}^{m}\right)_{t \geq 0}$ with finitely many jumps on compact intervals starting at 0 .

Theorem 3. We take Assumptions 1, 2, and 3 for granted, where $x \in \operatorname{dom}\left(A^{\infty}\right)$ denotes the point where the Hörmander condition (2.3) holds true. Let $\left(Y_{t}^{x}\right)_{t \geq 0}$ denote the unique cadlag solution of (3.3). Then for projections $\mathbf{1}: H \rightarrow \mathbb{R}^{M}$ the law of $\mathbf{l}\left(Y_{t}^{x}\right)$ is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^{M}$ for $t>0$.

Proof. Fix $t>0$. We are able to write the Malliavin derivative of $Y_{t}^{x}$ for each Poissonian trajectory $\eta$ :

$$
D_{s}^{i}\left(\mathbf{l} \circ Y_{t}^{x, \eta}\right)=\mathbf{l} \circ J_{0 \rightarrow t}(x) J_{0 \rightarrow s}(x)^{-1} V_{i}\left(Y_{s^{-}}^{x, \eta}\right) 1_{[0, t]}(s)
$$

We can calculate the Malliavin covariance matrix $\gamma$ as

$$
\left\langle\gamma\left(\mathbf{l} \circ Y_{t}^{x, \eta}\right) \xi, \xi\right\rangle:=\sum_{i=1}^{d} \int_{0}^{t}\left\langle\mathbf{l} \circ J_{0 \rightarrow t}(x) J_{0 \rightarrow s}(x)^{-1} V_{i}\left(Y_{s^{-}}^{x, \eta}\right), \xi\right\rangle^{2} d s
$$

Consequently, the covariance matrix $\gamma\left(\mathbf{l} \circ Y_{t}^{x, \eta}\right)$ can be calculated in the usual way via the reduced covariance matrix

$$
\left\langle C_{t} \xi, \xi\right\rangle:=\sum_{i=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(Y_{s^{-}}^{x, \eta}\right), \xi\right\rangle^{2} d s
$$

through the relation

$$
\gamma\left(\mathbf{l} \circ Y_{t}^{x, \eta}\right)=\left(\mathbf{l} \circ J_{0 \rightarrow t}(x)\right) C_{t}\left(\mathbf{l} \circ J_{0 \rightarrow t}(x)\right)^{*},
$$

where $*$ denotes the adjoint operator with respect to the Hilbert space structures on $H$ and $\mathbb{R}^{M}$. We assume $n$ jumps of $\eta$ on $[0, t]$, and we denote by $0=\tau_{0}<\tau_{1}<\cdots<$ $\tau_{n} \leq t$ the sequence of jump times of $\eta$. For convenience, we denote the last point in time $t$ by $\tau_{n+1}$, even if $\tau_{n+1}=\tau_{n}$, which can in principle happen. Hence we can decompose:

$$
\left\langle C_{t} \xi, \xi\right\rangle:=\sum_{k=0}^{n} \sum_{i=1}^{d} \int_{\tau_{k}}^{\tau_{k+1}}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(Y_{s^{-}}^{x, \eta}\right), \xi\right\rangle^{2} d s=\sum_{k=0}^{n}\left\langle C_{t}^{k} \xi, \xi\right\rangle .
$$

Each of the summands determines a symmetric matrix $C_{t}^{k}$ and can be interpreted as a reduced covariance matrix coming from a diffusion between $\tau_{k}$ and $\tau_{k+1}$ with initial value $Y_{\tau_{k}^{-}}^{x}$ for $k=0, \ldots, n$. We do not know whether the Hörmander condition is true everywhere. Therefore, we do not know whether $C_{t}^{k}$ is a positive definite operator for each $k \geq 0$. From [3], Theorem 1, we do know, however, that $C_{t}^{0}$ is a positive definite operator and there exist null sets $N_{0}$ such that on $N_{0}^{c}$ the matrix $C_{t}^{0}$ is invertible. Hence the law of $\left(\mathbf{l} \circ Y_{t}^{x, \eta}\right)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{M}$, since $J_{0 \rightarrow t}(x)$ is invertible and therefore $\gamma\left(\mathbf{l} \circ Y_{t}^{x, \eta}\right)$ has empty kernel (Theorem 2.1.2 in [24, p. 86]).

Remark 7. The same conclusions hold for $Y_{t^{-}}^{x, \eta}$ : notice that $Y_{t}^{x, \eta}=Y_{t^{-}}^{x, \eta}$ if there is no jump at $t$. Otherwise, $Y_{t}^{x, \eta}=Y_{t^{-}}^{x, \eta}+\sum_{j=1}^{m^{t}} \delta_{j}\left(Y_{0, t^{-}}^{x, \eta}\right) \Delta \eta^{j}(t)$, but invertible diffeomorphisms transform absolutely continuous laws into absolutely continuous ones.

Now we extend this theorem to the jump-diffusion process $\left(X_{t}^{x}\right)_{t \geq 0}$, which is easy since, conditioned on one trajectory $\eta$, we do have an absolutely continuous law and this property is not perturbed by integration due to Fubini's theorem.

THEOREM 4. We take Assumptions 1, 2, and 3 for granted, where $x \in \operatorname{dom}\left(A^{\infty}\right)$ denotes the point where the Hörmander condition (2.3) holds true. Let $\left(X_{t}^{x}\right)_{t \geq 0}$ denote the unique cadlag solution of (3.1). Then for projections $\mathbf{l}=\left(l_{1}, \ldots, l_{k}\right): \bar{H} \rightarrow \mathbb{R}^{M}$ the law of $\mathbf{l}\left(X_{t}^{x}\right)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{M}$ for $t>0$. Notice that $\mathbf{l}\left(X_{t}^{x}\right)$ and $\mathbf{l}\left(X_{t^{-}}^{x}\right)$ have the same distribution.

Proof. The proof applies the following simple corollary of Fubini's theorem on $\mathbb{R}^{M}$ with Lebesgue measure $\lambda$ and a probability space $(\Omega, \mathcal{F}, P)$ : let $\nu$ be a probability measure on $\mathbb{R}^{M} \times \Omega$ such that there is random density $p: \mathbb{R}^{M} \times \Omega \rightarrow \mathbb{R}_{\geq 0}$ with

$$
\int_{\mathbb{R}^{M} \times \Omega} f(x, \eta) p(x, \eta)(\lambda \otimes P)(d x, d \eta)=\int_{\mathbb{R}^{M} \times \Omega} f(x, \eta) \nu(d x, d \eta)
$$

then the marginal of $\nu$ on $\mathbb{R}^{M}$ is absolutely continuous with respect to Lebesgue measure $\lambda$ with density

$$
p(x)=\int_{\Omega} p(x, \eta) P(d \eta)
$$

for almost all $x \in \mathbb{R}^{M}$. In our case we know that the law of $\left(\mathbf{l}\left(X_{t}^{x}\right)\right.$ is absolutely continuous for almost all trajectories $\eta$ of the compound Poisson processes $L$ (precisely those where $\tau_{1}>0$, where only one coordinate jumps at each jumping time, and finitely many jumps occur on compact intervals); the probability measure $\nu$ corresponds to the distribution of $\left(\mathbf{l}\left(X_{t}^{x}\right), L\right)$, where we choose $\Omega$ as the space of cadlag trajectories on $\mathbb{R}_{\geq 0}$ with values in $\mathbb{R}^{m}$. Finally, we have that the law of $\left(\mathbf{l}\left(X_{t}^{x}\right)\right.$ is $p(x) \lambda(d x)$.
6. Applications of the infinite-dimensional result to interest rate theory. In mathematical Finance, the theory of interest rates deals with the market of interest rate related products like swaps, bonds, bills, etc. If one considers default-free products one can crystallize from the data of real markets the prices of default-free zero-coupon bonds for any maturity. A zero-coupon bond contract with maturity $T$ (a calendar date) can be entered at calendar time $t \leq T$ and (certainly) pays 1 unit of currency at maturity time $T$. Therefore, bonds reflect the level of interest rate between time $t$ and maturity time $T$. No coupons are paid between $t$ and $T$, which explains the notion of "zero-coupon bond." We denote the price of a default-free zero-coupon bond with maturity $T$ at time $t \leq T$ by $P(t, T)$. Commonly one assumes that bond prices are at least $C^{1}$ with respect to $T$, i.e.,

$$
P(t, T)=\exp \left(-\int_{t}^{T} f(t, r) d r\right)
$$

for $0 \leq t \leq T$, where $f(t, T)$ denotes the forward rate. This leads to the concept of the short rate

$$
R_{t}=f(t, t)
$$

for $t \geq 0$, which corresponds to the level of interest rate for instantaneous transactions from $t$ to $t+d t$. As usual in mathematical Finance, discounted default-free zerocoupon bonds are modeled by semimartingales, and one assumes the existence of an equivalent martingale measure for discounted price processes. This leads to the following fundamental formula with respect to the martingale measure

$$
E\left(\exp \left(-\int_{t}^{T} R_{s} d s\right) \mid \mathcal{F}_{t}\right)=P(t, T)=\exp \left(-\int_{t}^{T} f(t, r) d r\right)
$$

The formula simply expresses the fact that the expected value of discounted value of the payoff $P(T, T)=1$ conditional on today's information equals today's price with respect to the martingale measure. Assuming a jump-diffusion model for $\left(f(t, T)_{0 \leq t \leq T}\right.$ for $T \geq 0$ for the forward rates together with Musiela's parametrization $r(t, T-t)=$ $f(t, T)$ for $0 \leq t \leq T$ leads to the famous Heath-Jarrow-Morton (HJM) equation of interest rate theory, which is an SDE taking values in a Hilbert space of forward rate curves $H$ (and therefore an SPDE). We quote here as leading reference [15], where the no-arbitrage conditions for the HJM equation are discussed in all necessary detail. A
very readable introduction can also be found in [8], particularly for HJM equations with jumps.

The HJM equation has been analyzed from different points of view:

- The question of which HJM equations driven by finitely many Brownian motions admit finite-dimensional realizations has been treated in detail in [16]. This research was inspired by [9], where the geometric approach was introduced. The satisfying answer is that, under quite natural restrictions, finite-dimensional realizations do exist if and only if the corresponding factor processes are affine processes. This is the case, for instance, for Vasiček's model or for the Cox-Ingersoll-Ross model of interest rate theory. In both cases the finite-dimensional realizations are, in fact, two-dimensional. In [8] finite-dimensional realizations are treated for HJM equations with jumps but under the strong restriction that the vector fields do not depend on the forward rate. In this case one can solve the HJM equation explicitly by variation of constants and read off the respective geometric properties of the solution process.
- The question of whether the solution process of an HJM equation always admits a density with respect to Lebesgue measure when projected to a finite-dimensional subspace has been treated in [3] and could be answered affirmatively under Hörmander-type conditions.
We ask here the question-having the theory of the previous sections in mind-of whether a structure of finite-dimensional realizations, such as for Vasiček's model, can be perturbed so strongly through the introduction of jumps that the resulting HJM evolution is "hypoelliptic," i.e., the assumptions of Theorem 3 are fulfilled. We can answer this question affirmatively in the case of a Vasiček model. In contrast to [8], we allow the vector fields to be state-dependent (therefore, we cannot hope for explicit solutions of the HJM equation, and we have to apply local methods from differential geometry to conclude).

We consider the HJM model with jumps

$$
\left\{\begin{aligned}
d r_{t} & =\left(\frac{d}{d x} r_{t^{-}}+\alpha_{H J M}\left(r_{t^{-}}\right)+\beta_{H J M}\left(r_{t^{-}}\right)\right) d t+\sigma\left(r_{t^{-}}\right) d B_{t}+\delta\left(r_{t^{-}}\right) d N_{t} \\
r_{0} & =r^{*} \in H
\end{aligned}\right.
$$

on some Hilbert space $H$ of forward rate curves as constructed in [3] and [15]. Here $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, and $\left(N_{t}\right)_{t \geq 0}$ is a standard Poisson process with intensity $\widetilde{\lambda}>0$ and jump measure $\mu=\delta_{1}$ (hence $\widetilde{\lambda}=\lambda$ ). Define

$$
\begin{aligned}
\Psi_{1}(z) & \equiv \ln \mathbb{E}\left[e^{z W_{1}}\right]=\ln \left(e^{\frac{z^{2}}{2}}\right)=\frac{z^{2}}{2} \quad \text { and } \\
\Psi_{2}(z) & \equiv \ln \mathbb{E}\left[e^{z N_{1}}\right]=\ln \left(\exp \left(\lambda\left(e^{z}-1\right)\right)\right)=\lambda\left(e^{z}-1\right)
\end{aligned}
$$

Then we know from [15, equation (2.4)], that

$$
\begin{aligned}
\alpha_{H J M}(r)(x) & =-\sigma(r)(x) \Psi_{1}^{\prime}\left(-\int_{0}^{x} \sigma(r)(y) d y\right) \\
& =\sigma(r)(x) \int_{0}^{x} \sigma(r)(y) d y
\end{aligned}
$$

and

$$
\begin{aligned}
\beta_{H J M}(r)(x) & =-\delta(r)(x) \Psi_{2}^{\prime}\left(-\int_{0}^{x} \delta(r)(y) d y\right) \\
& =-\lambda \delta(r)(x) \exp \left(-\int_{0}^{x} \delta(r)(y) d y\right)
\end{aligned}
$$

For an explicit example we choose

$$
\sigma(r)(x)=\sigma(x)>0 \quad \text { and } \quad \delta(r)(x)=-\frac{d}{d x} \ln (B(r)(x))
$$

where the vector field $B$ will be determined later. Then we have

$$
\alpha_{H J M}(r)(x)=\sigma(x) \int_{0}^{x} \sigma(y) d y
$$

and

$$
\beta_{H J M}(r)(x)=\lambda \frac{d}{d x} \ln (B(r)(x)) \frac{(B(r)(x))}{(B(r)(0))}=\lambda \frac{\frac{d}{d x}(B(r)(x))}{(B(r)(0))}
$$

We choose $B$ such that $(B(r)(x))$ is positive on $H$ for $x \in \mathbb{R}$ and $B(r)(0)=1$ for all $r \in H$, whence $\delta$ is well defined. Thus, for such $r \in U$ we have

$$
\beta_{H J M}(r)(x)=\lambda \frac{d}{d x}(B(r)(x))
$$

and

$$
\delta(r)(x)=-\frac{d}{d x} \ln (B(r)(x))
$$

A particular choice in the spirit of Remark 1 is given through

$$
B(r)(x)=\psi(x, l(r))
$$

where the maps $y \mapsto \frac{d}{d x} \psi(., y)$ and $y \mapsto \frac{1}{\psi(., y)}$ from $\mathbb{R}$ to $\operatorname{dom}\left(A^{\infty}\right) \subset H$ are supposed to be $C^{\infty}$-bounded with $\psi(0, y)=1$ for all $y \in \mathbb{R}$. The map $l$ denotes here a nonvanishing linear functional $l: H \rightarrow \mathbb{R}$. Hence $\delta$ and $\beta$ are well defined $C^{\infty}$-bounded vector fields on the whole Hilbert space, and we have global existence of mild solutions.

The Vasiček model is defined by

$$
\sigma(r)=\rho \exp (-a x)
$$

for $\rho, a>0$ without any jump component. By [9] and [16] we know that the Vasiček model admits finite-dimensional realizations, as for

$$
V_{0}(r)(x)=\frac{d}{d x} r(x)+\alpha_{H J M}(r)(x)
$$

we have

$$
\operatorname{dim}\left(\left\{V_{0}, \sigma\right\}_{L A}(r)\right) \leq 2
$$

at any point $r \in \operatorname{dom}\left(\left(\frac{d}{d x}\right)^{\infty}\right)$. Here the index $L A$ stands for the Lie algebra generated by the vector fields $V_{0}, \sigma$ on $\operatorname{dom}\left(A^{\infty}\right)$. If we add a jump structure as described above and if we choose $\psi$ generic, the two-dimensional structure (a regular finite-dimensional realization in the sense of [16]) is destroyed, since then the drift changes due to noarbitrage. We obtain a dense Lie algebra if we choose the vector field $B$ generically.

These results might be of interest for recent works in interest rate theory; see, for instance, [23], where under diffusion assumptions hypoellipticity is tested empirically. If one allows for jumps in an HJM model, the phenomenon of hypoellipticity seems to be more generic.
7. Smooth densities for the law $\boldsymbol{X}_{\boldsymbol{T}}^{\boldsymbol{x}}$ on $\mathbb{R}^{M}$. In the what folllows we consider the cases $\operatorname{dim} H=M$ and $\mathbf{l}=\mathrm{id}$, and we choose a coordinate representation $H=\mathbb{R}^{M}$. We then want to show that the $p$ th power of the inverse of the Malliavin covariance matrix of $X_{t}^{x}$ for $t>0$ can be integrated even with respect to Poisson trajectory $\eta$. We therefore need an extension of the Hörmander condition which is called the uniform Hörmander condition.

Following [24], we define

$$
\begin{aligned}
\Sigma_{0}^{\prime} & :=\left\{V_{1}, \ldots, V_{d}\right\} \\
\Sigma_{n}^{\prime} & :=\left\{\left[V_{k}, V\right], k=1, \ldots, d, V \in \Sigma_{n-1}^{\prime} ;\left[V_{0}, V\right]+\frac{1}{2} \sum_{i=1}^{d}\left[V_{i},\left[V_{i}, V\right]\right], V \in \Sigma_{n-1}^{\prime}\right\}
\end{aligned}
$$

for $n \geq 1$. We assume that there exist $j_{0}$ and $c>0$ such that

$$
\begin{equation*}
\inf _{\xi \in S^{M-1}} \sum_{j=0}^{j_{0}} \sum_{V \in \Sigma_{j}^{\prime}}\langle V(x), \xi\rangle^{2} \geq c \tag{7.1}
\end{equation*}
$$

uniformly in $x \in \mathbb{R}^{M}$.
ThEOREM 5. Assume that $\operatorname{dim} H<\infty$. We take Assumptions 2 and 3 for granted but assume that the Hörmander condition (2.3) holds true uniformly on $\mathbb{R}^{M}$ in the sense of (7.1). Let $\left(X_{t}^{x}\right)_{t \geq 0}$ denote the unique cadlag solution of (3.1), and fix $t>0$. Then the random variable $X_{t}^{x}$ admits a smooth density with respect to Lebesgue measure on $\mathbb{R}^{M}$. Furthermore, the covariance matrix of $X_{t}^{x}$ is invertible with $p$-integrable inverse for all $p \geq 1$.

Proof. We write the Malliavin derivative of $X_{t}^{x}$,

$$
D_{s}^{i} X_{t}^{x}=J_{0 \rightarrow t}(x) J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) \mathbf{1}_{[0, t]}(s),
$$

and calculate the reduced covariance matrix

$$
\left\langle C_{t} \xi, \xi\right\rangle=\sum_{i=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right), \xi\right\rangle^{2} d s
$$

We now apply the result from Theorem 1 and the condition on the trajectories of the compound Poisson process (2)

$$
\begin{equation*}
=\sup _{\xi \in S^{M-1}} \sum_{n_{1}, \ldots, n_{m} \geq 0}\left[\prod_{k=1}^{m} P\left(N_{t}^{k}=n_{k}\right)\right] P\left(\left\langle C_{t} \xi, \xi\right\rangle<\epsilon \mid N_{t}^{j}=n_{j} \text { for } j=1, \ldots, m\right) . \tag{7.2}
\end{equation*}
$$

As in the proof of Theorem 3, we can decompose $\left\langle C_{t} \xi, \xi\right\rangle$ into

$$
\left\langle C_{t} \xi, \xi\right\rangle=\sum_{k=0}^{\infty} \sum_{i=1}^{d} \int_{\tau_{k} \wedge t}^{\tau_{k+1} \wedge t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right), \xi\right\rangle^{2} d s
$$

where $\tau_{0}=0<\tau_{1}<\cdots<\tau_{n} \leq \ldots$ denotes the sequence of jump times of $\left(N_{t}\right)_{0 \leq t \leq T}$. Hence, we obtain for $n=n_{1}+\cdots+n_{m}$

$$
\begin{aligned}
& \sup _{\xi \in S^{M-1}} P\left(\left\langle C_{t} \xi, \xi\right\rangle<\epsilon \mid N_{t}^{j}=n_{j}, j=1, \ldots, m\right) \\
\leq & \sup _{\xi \in S^{M-1}} P\left(\sum_{i=1}^{d} \int_{\tau_{k} \wedge t}^{\tau_{k+1} \wedge t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right), \xi\right\rangle^{2} d s<\epsilon \mid N_{t}^{j}=n_{j}, j=1, \ldots, m\right)
\end{aligned}
$$

for all $0 \leq k \leq n$. Observing that $\max _{0 \leq k \leq n}\left(\tau_{k+1}-\tau_{k}\right)^{K(p)} \geq\left(\frac{t}{n}\right)^{K(p)}$ (after all, we have only $n$ jumps, so the maximal distance between two consecutive jumps is bigger than $\frac{t}{n}$ ), we finally obtain

$$
P\left(\left\langle C_{t} \xi, \xi\right\rangle<\epsilon \mid N_{t}^{j}=n_{j} \text { for } j=1, \ldots, m\right) \leq \epsilon^{p}
$$

for $0 \leq \epsilon \leq\left(\frac{t}{n}\right)^{K(p)} \epsilon_{0}(p)$ due to the calculations outlined in the appendix. Note that we can apply the calculations from the appendix, since $J_{0 \rightarrow s}(x)^{-1}$ is well defined and bounded due to boundedness of $\left(i d+z d \delta_{j}\right)^{-1}$ for $z \in \operatorname{supp}\left(\mu_{j}\right)$ and $j=1, \ldots, m$. Hence integration with respect to the measures $\mu_{j}$ is possible and yields finite bounds. Recall also that $\mu_{j}$ has moments of all orders; hence $X_{t}^{x}$ is $L^{p}$, and so is $J_{0 \rightarrow s}(x)^{-1}$ (see [25] for all necessary details on SDEs).

Let $\Lambda=\inf _{\xi \in S^{M-1}}\left\langle C_{t} \xi, \xi\right\rangle$ be the smallest eigenvalue of the reduced covariance matrix $C_{t}$. Following the steps of [24, Lemma 2.3.1], we know that

$$
P\left(\Lambda<\epsilon \mid N_{t}^{j}=n_{j} \text { for } j=1, \ldots, m\right) \leq \text { const } \cdot \epsilon^{p}
$$

for any $p \geq 2$ and $0 \leq \epsilon \leq\left(\frac{t}{n}\right)^{K(p+2 M)} \epsilon_{0}(p+2 M)=: \epsilon_{\text {max }}$, where the constant depends on the $p$-norm of $C_{t}$. In what follows we shall denote any constant of this type by $D$. We denote by $\rho$ the law of $\Lambda$ conditioned on $N_{t}^{j}=n_{j}$ for $j=1, \ldots, m$. Consequently, for $j=1, \ldots, m$, we have by Fubini's theorem

$$
\begin{aligned}
E\left(\left.\frac{1}{\Lambda^{p-1}} \right\rvert\, N_{t}^{j}=n_{j}\right)= & E\left(\left.\frac{1}{\Lambda^{p-1}} \cdot \mathbf{1}_{\left\{\Lambda>\epsilon_{\max }\right\}} \right\rvert\, N_{t}^{j}=n_{j}\right) \\
& +E\left(\left.\frac{1}{\Lambda^{p-1}} \cdot \mathbf{1}_{\left\{\Lambda \leq \epsilon_{\max }\right\}} \right\rvert\, N_{t}^{j}=n_{j}\right) \\
& \leq \frac{1}{\epsilon_{\max }^{p-1}}+\int_{0}^{\epsilon_{\max }} \frac{1}{z^{p-1}} \rho(d z) \\
= & \frac{1}{\epsilon_{\max }^{p-1}}+\int_{0}^{\epsilon_{\max }}(p-1) \int_{z}^{\infty} \frac{1}{t^{p}} d t \rho(d z) \\
= & \frac{1}{\epsilon_{\max }^{p-1}}+(p-1) \int_{0}^{\epsilon_{\max }} \frac{1}{z^{p}} \int_{0}^{z} \rho(d t) d z
\end{aligned}
$$

$$
\begin{aligned}
& +(p-1) \int_{\epsilon_{\max }}^{\infty} \frac{1}{z^{p}} \int_{0}^{\epsilon_{\max }} \rho(d t) d z \\
& \quad \leq \frac{D}{\epsilon_{\max }^{p-1}}+D \underbrace{\int_{0}^{\epsilon_{\max }} \frac{1}{z^{p}} z^{p} d z}_{=\epsilon_{\max }} \\
& \quad \leq D\left(\frac{t}{n}\right)^{K(p+2 M)} \epsilon_{0}(p+2 M) \\
& +\frac{D}{\left[\left(\frac{t}{n}\right)^{K(p+2 M)} \epsilon_{0}(p+2 M)\right]^{p-1}}
\end{aligned}
$$

Here we applied $\int_{0}^{z} \rho(d t) \leq D \times z^{p}$ as previously proved. Hence, through the decomposition (7.2),

$$
\begin{aligned}
E\left(\frac{1}{\Lambda^{p-1}}\right) & \leq \sum_{n_{1}, \ldots, n_{m}>0} \prod_{k=1}^{m} P\left(N_{t}^{k}=n_{k}\right) \\
& \cdot D \cdot\left[\left(\frac{t}{n}\right)^{K(p+2 M)} \epsilon_{0}(p+2 M)+\frac{1}{\left[\left(\frac{t}{n}\right)^{K(p+2 M)} \epsilon_{0}(p+2 M)\right]^{p-1}}\right]<\infty
\end{aligned}
$$

the result follows by $n=n_{1}+\cdots+n_{m}$ and by the following fact for any real number $K$ :

$$
\sum_{n_{1}, \ldots, n_{m}>0} \frac{\widetilde{\lambda}_{1}^{n_{1}} \cdots \widetilde{\lambda}_{m}^{n_{m}}}{n_{1}!\cdots n_{m}!} e^{-t \tilde{\lambda}_{1} n_{1}-\cdots-t \tilde{\lambda}_{m} n_{m}} t^{n}\left(n_{1}+\cdots+n_{m}\right)^{K}<\infty
$$

Remark 8. We could have also applied the beautiful results of [21, Corollary 3.25] to evaluate the $L^{p}$-norm of the inverse of the covariance matrix between two jumps. Both methods lead to the same result. We have been choosing our approach since we can root it as much as possible in the standard reference [24].
8. Calculating the Greeks in finite dimension. In what follows we consider the case $\operatorname{dim} H=M$ and $\mathbf{l}=\mathrm{id}$ as in the previous section. Once we are given an invertible Malliavin covariance matrix with $p$-integrable inverse such as in Theorem 5 , we can easily calculate derivatives with respect to initial values and obtain explicit formulas for so-called Malliavin weights (see [17] for successful applications of this method in mathematical Finance). We quickly sum up the main idea: in mathematical Finance the gradient of the function $x \mapsto E\left(f\left(X_{t}^{x}\right)\right)$ has the meaning of hedging ratios, which control the hedging portfolios away from jumps. Hence for any hedging portfolio corresponding to prices $E\left(f\left(X_{t}^{x}\right)\right)$ of a certain derivative at maturity $t>0$ it is crucial to know $\nabla E\left(f\left(X_{t}^{x}\right)\right)$ to perform hedging off jumps.

Very often pricing results in the applications of a weak approximation scheme for the process $X$, for instance, the Euler-Maruyama scheme. For the calculation of $\nabla E\left(f\left(X_{t}^{x}\right)\right)$ in the direction of some vector $v \in H$, basically three methods can be applied:

- a finite difference method to approximate $\nabla E\left(f\left(X_{t}^{x}\right)\right) \cdot v$, resulting in the calculation of $\frac{E\left(f\left(X_{t}^{x+\epsilon v}\right)\right)-E\left(f\left(X_{t}^{x}\right)\right)}{\epsilon}(v \in H$ denotes some vector) for small $\epsilon>0$;
- a pathwise method applying the formula

$$
\nabla E\left(f\left(X_{t}^{x}\right)\right) \cdot v=E\left(d f\left(X_{t}^{x}\right) J_{0 \rightarrow t}(x) \cdot v\right)
$$

resulting in the weak numerical approximation of $\left(X_{t}^{x}, J_{0 \rightarrow t}(x)\right)$; and

- the method of Malliavin weights applying the formula

$$
\nabla E\left(f\left(X_{t}^{x}\right)\right) \cdot v=E\left(f\left(X_{t}^{x}\right) \pi^{v}\right)
$$

resulting in the weak numerical approximation of $\left(X_{t}^{x}, \pi^{v}\right)$.
The first method is the most robust in the sense that it can be applied under very weak assumptions both on $X_{t}^{x}$ and on the payoff $f$, but the rate of convergence might be very slow since the errors of Monte Carlo evaluations are amplified. The second method works for all reasonable jump-diffusion processes, but one needs Lipschitz conditions on the payoff $f$. The third method needs the assumptions of Theorem 5 on $X_{t}^{x}$, but no restrictions on the payoff $f$, which makes the third method attractive for several problems from mathematical Finance, where measurable, non-Lipschitz payoffs (e.g., digital options) are quite usual and hypoellipticity assumptions as in Theorem 5 are common, too.

The implementation of procedures for all three methods has been outlined in [18] in the pure diffusion case. We shall not work on this issue here, since our main message is that one can implement precisely the same methods in pure diffusion cases as in jump-diffusion cases. The important point is that the formulas have the same structure in both cases, a fact we shall point out in this section on several occasions.

We denote in what follows the Skorohod integral (resp., the divergence operator) by $\delta$ and its domain by $\operatorname{dom}(\delta)$.

Definition 1. Assume that $H=\mathbb{R}^{M}$ and fix $t>0$ and a direction $v \in \mathbb{R}^{M}$. We define a set of Skorohod-integrable processes

$$
\mathbb{A}_{t, x, v}=\left\{a \in \operatorname{dom}(\delta) \text { such that } \sum_{i=1}^{d} \int_{0}^{t} J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) a_{s}^{i} d s=v\right\}
$$

and call it the set of path-perturbations with target-value $v$.
Remark 9. In the previous definition, as in the whole section, assertions on Skorohod-integrability are meant Poissonian-trajectory-wise.

Proposition 1. Assume that $H=\mathbb{R}^{M}$. We take Assumption 3 for granted. Fix $t>0$ and a direction $v \in \mathbb{R}^{M}$. Assume furthermore uniform ellipticity; i.e., $M=d$ and there is $c>0$ such that

$$
\inf _{\xi \in S^{M-1}} \sum_{k=1}^{M}\left\langle V_{k}(x), \xi\right\rangle^{2} \geq c
$$

Then $\mathbb{A}_{t, x, v} \neq \emptyset$ and there exists an integrable, real valued random variable $\pi^{v}$ (which depends linearly on $v$ ) such that for all bounded random variables $f$ we obtain

$$
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} E\left(f\left(X_{t}^{x+\epsilon v}\right)\right)=E\left(f\left(X_{t}^{x}\right) \pi^{v}\right)
$$

Such a random variable $\pi^{v}$ is called a Malliavin weight and can be obtained through an Itô integral.

Remark 10. The assertion of this theorem corresponds to Assumption (E) in [18] and to the assumptions of [17]. The assumptions are seen as too restrictive since not every problem in mathematical Finance has an elliptic volatility matrix. The formulas of [18] and [17] correspond precisely to the formulas obtained here, which
leads to the assertion that even in the presence of jumps one can apply the same (numerical) methods for the calculation of Greeks as in the pure diffusion cases.

Proof. Here the proof is particularly simple, since we can take a matrix $\sigma(x):=$ $\left(V_{1}(x), \ldots, V_{M}(x)\right)$, which is uniformly invertible with bounded inverse. We define

$$
a_{s}:=\frac{1}{t} \sigma\left(X_{s^{-}}^{x}\right)^{-1} \cdot J_{0 \rightarrow s}(x) \cdot v
$$

for $0 \leq s \leq t$ and obtain that $a \in \mathbb{A}_{t, x, v}$. Furthermore, as in [17] and [13], we obtain

$$
\pi^{v}=\sum_{i=1}^{M} \int_{0}^{t} a_{s}^{i} d B_{s}^{i}
$$

since the Skorohod-integrable process $a$ is in fact adapted, left-continuous, and hence Itô-integrable.

Theorem 6. Assume that $H=\mathbb{R}^{M}$. We take Assumptions 2 and 3 for granted but assume that the Hörmander condition (2.3) holds true uniformly on $\mathbb{R}^{M}$ (see section 7). Fix $t>0$ and a direction $v \in \mathbb{R}^{M}$. Then $\mathbb{A}_{t, x, v} \neq \emptyset$ and there exists an integrable, real valued random variable $\pi^{v}$ (which depends linearly on $v$ ) such that for all bounded random variables $f$ we obtain

$$
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} E\left(f\left(X_{t}^{x+\epsilon v}\right)\right)=E\left(f\left(X_{t}^{x}\right) \pi^{v}\right)
$$

We can choose $\pi^{v}$ to be the Skorohod integral of any element $a \in \mathbb{A}_{t, x, v} \neq \emptyset$ and call it a Malliavin weight. Moreover, by the explicit construction of a in the proof, we can assert that $\pi^{v}$ is the sum of an Itô integral and an integral with respect to Lebesgue measure; see, for instance, [18].

Remark 11. The assertion of this theorem corresponds to Assumption ( $\mathrm{E}^{\prime}$ ) in [18]. The assumptions (E) and ( $\mathrm{E}^{\prime}$ ) are fundamental for the third method in [18]. Again the formulas of [18] correspond to the formulas obtained here.

Proof. We take $f$ bounded with bounded first derivative; then we obtain

$$
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} E\left(f\left(X_{t}^{x+\epsilon v}\right)\right)=E\left(d f\left(X_{t}^{x}\right) J_{0 \rightarrow t}(x) \cdot v\right)
$$

If there is $a \in \mathbb{A}_{t, x, v}$, we obtain

$$
\begin{aligned}
E\left(d f\left(X_{t}^{x}\right) J_{0 \rightarrow t}(x) \cdot v\right) & =E\left(d f\left(X_{t}^{x}\right) \sum_{i=1}^{d} \int_{0}^{t} J_{0 \rightarrow t}(x) J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) a_{s}^{i} d s\right) \\
& =E\left(\sum_{i=1}^{d} \int_{0}^{t} d f\left(X_{t}^{x}\right) J_{0 \rightarrow t}(x) J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) a_{s}^{i} d s\right) \\
& =E\left(\sum_{i=1}^{d} \int_{0}^{t} D_{s}^{i} f\left(X_{t}^{x}\right) a_{s}^{i} d s\right) \\
& =E\left(f\left(X_{t}^{x}\right) \delta(a)\right) .
\end{aligned}
$$

Here we cannot assert that the strategy is Itô-integrable, since it will be anticipative in general. In order to see that $\mathbb{A}_{t, x, v} \neq \emptyset$, we construct an element, namely,

$$
a_{s}^{i}:=\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right),\left(C_{t}\right)^{-1} v\right\rangle,
$$

where $C_{t}$ denotes the reduced covariance matrix from Theorem 5. Indeed,

$$
\begin{aligned}
& \sum_{i=1}^{d}\left\langle\int_{0}^{t} J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) a_{s}^{i} d s, \xi\right\rangle \\
& =\sum_{i=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right), \xi\right\rangle\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right),\left(C_{t}\right)^{-1} v\right\rangle d s \\
& =\left\langle\xi, C_{t}\left(C_{t}\right)^{-1} v\right\rangle=\langle\xi, v\rangle
\end{aligned}
$$

for all $\xi \in \mathbb{R}^{M}$, since $C_{t}$ is a symmetric random operator defined via

$$
\left\langle\xi, C_{t} \xi\right\rangle=\sum_{i=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right), \xi\right\rangle^{2} d s
$$

for $\xi \in \mathbb{R}^{M}$.
For any other derivative with respect to parameters $\epsilon$, we consider a modified set, namely,

$$
\mathbb{B}_{t, x, v}=\left\{b \in \operatorname{dom}(\delta)\left|\sum_{i=1}^{d} \int_{0}^{t} J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) b_{s}^{i} d s=J_{0 \rightarrow t}(x)^{-1} \frac{d}{d \epsilon}\right|_{\epsilon=0} X_{t}^{x, \epsilon}\right\}
$$

Here we are given a parameter-dependent process $X_{t}^{x, \epsilon}$, where all derivatives with respect to $\epsilon$ can be calculated nicely. Also in this case we can construct-if the reduced covariance matrix is invertible and regular enough - an element, namely,

$$
b_{s}^{i}:=\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right),\left.\left(C_{t}\right)^{-1} J_{0 \rightarrow t}(x)^{-1} \frac{d}{d \epsilon}\right|_{\epsilon=0} X_{t}^{x, \epsilon}\right\rangle
$$

This is a consequence of the reasoning

$$
\begin{aligned}
& \sum_{i=1}^{d}\left\langle\int_{0}^{t} J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right) b_{s}^{i} d s, \xi\right\rangle=\sum_{i=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right), \xi\right\rangle \\
& \cdot\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s^{-}}^{x}\right),\left.\left(C_{t}\right)^{-1} J_{0 \rightarrow t}(x)^{-1} \frac{d}{d \epsilon}\right|_{\epsilon=0} X_{t}^{x, \epsilon}\right\rangle d s \\
& =\left\langle\xi,\left.C_{t}\left(C_{t}\right)^{-1} J_{0 \rightarrow t}(x)^{-1} \frac{d}{d \epsilon}\right|_{\epsilon=0} X_{t}^{x, \epsilon}\right\rangle=\left\langle\xi,\left.J_{0 \rightarrow t}(x)^{-1} \frac{d}{d \epsilon}\right|_{\epsilon=0} X_{t}^{x, \epsilon}\right\rangle
\end{aligned}
$$

due to the symmetry of $C_{t}$.

## Appendix.

Theorem 7. Let $\left(\Omega, \mathcal{F}, P,\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ be a filtered probability space, and let $\left(B_{t}\right)_{t \geq 0}$ be a d-dimensional Brownian motion adapted to the filtration (which is not necessarily generated by the Brownian motion). Let $V, V_{1}, \ldots, V_{d}$, the diffusion vector fields, be $C^{\infty}$-bounded on $\mathbb{R}^{M}$, and consider the continuous solution $\left(X_{t}^{x}\right)_{0 \leq t \leq T}$ of an SDE (in Stratonovich notation). $V_{0}$ denotes the Stratonovich corrected drift term,

$$
\begin{align*}
d X_{t}^{x} & =V_{0}\left(X_{t}^{x}\right) d t+\sum_{i=1}^{d} V_{i}\left(X_{t}^{x}\right) \circ d B_{t}^{i}  \tag{A.1}\\
X_{0}^{x} & =x \tag{A.2}
\end{align*}
$$

Assume that the uniform Hörmander condition holds true (see the proof for the precise statement). Then for any $p \geq 1$ there exist numbers $\epsilon_{0}(p)>0$ and an integer $K(p) \geq 1$ such that for each $0<t<T$

$$
\sup _{\xi \in S^{M-1}} P\left(\left\langle C_{t} \xi, \xi\right\rangle<\epsilon\right) \leq \epsilon^{p}
$$

holds true for $0 \leq \epsilon \leq t^{K(p)} \epsilon_{0}(p)$. The result holds uniformly in $x$.
Remark 12. The time-dependence of the estimate $0 \leq \epsilon \leq t^{K(p)} \epsilon_{0}(p)$ is best explained by redoing the proof. It is heavily applied in section 7 and the main technical ingredient of the given proof. We could have also directly used the results from [21].

Proof. The proof of the theorem is a careful rereading of the Norris lemma and the classical proof of the Hörmander theorem in probability theory (see [22] or [24]). We shall sketch this path in what follows (see [24, pp. 120-123]).

1. Consider the random quadratic form

$$
\left\langle C_{t} \xi, \xi\right\rangle=\sum_{i=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V_{i}\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s
$$

Following [24], we define

$$
\begin{aligned}
\Sigma_{0}^{\prime} & :=\left\{V_{1}, \ldots, V_{d}\right\} \\
\Sigma_{n}^{\prime} & :=\left\{\left[V_{k}, V\right], k=1, \ldots, d, V \in \Sigma_{n-1}^{\prime} ;\left[V_{0}, V\right]+\frac{1}{2} \sum_{i=1}^{d}\left[V_{i,}\left[V_{i}, V\right]\right], V \in \Sigma_{n-1}^{\prime}\right\}
\end{aligned}
$$

for $n \geq 1$. We assume that there exist $j_{0}$ and $c>0$ such that

$$
\inf _{\xi \in S^{M-1}} \sum_{j=0}^{j_{0}} \sum_{V \in \Sigma_{j}^{\prime}}\langle V(x), \xi\rangle^{2} \geq c
$$

uniformly in $x \in \mathbb{R}^{M}$.
2. We define $m(j):=2^{-4 j}$ for $0 \leq j \leq j_{0}$ and the sets

$$
E_{j}:=\left\{\sum_{V \in \Sigma_{j}^{\prime}} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s \leq \epsilon^{m(j)}\right\}
$$

We consider the decomposition

$$
\begin{aligned}
E_{0} & =\left\{\left\langle C_{t} \xi, \xi\right\rangle \leq \epsilon\right\} \subset\left(E_{0} \cap E_{1}^{c}\right) \cup\left(E_{1} \cap E_{2}^{c}\right) \cup \cdots \cup\left(E_{j_{0}-1} \cap E_{j_{0}}^{c}\right) \cup F, \\
F & =E_{0} \cap \cdots \cap E_{j_{0}}
\end{aligned}
$$

and proceed with

$$
P(F) \leq C \epsilon^{\frac{q \beta}{2}}
$$

for $\epsilon \leq \epsilon_{1}$ and any $q \geq 2$ with a constant $C$ depending on $q$ and the norms of the derivatives of the vector fields $V_{0}, \ldots, V_{d}$. Furthermore, $0<\beta<m\left(j_{0}\right)$. The number $\epsilon_{1}$ is determined by the following two (!) equations:

$$
\begin{aligned}
\left(j_{0}+1\right) \epsilon_{1}^{m\left(j_{0}\right)} & <\frac{c \epsilon_{1}^{\beta}}{4} \\
\epsilon_{1}^{\beta} & <t
\end{aligned}
$$

Hence $\epsilon_{1}$ depends on $j_{0}, c, t$, and the choice of $\beta$ via

$$
\epsilon_{1}<\min \left(t^{\frac{1}{\beta}},\left(\frac{c}{4\left(j_{0}+1\right)}\right)^{\frac{1}{m\left(j_{0}\right)-\beta}}\right)
$$

This little observation, in addition to the proof in [24], is key for our proof.
3 . We obtain furthermore that

$$
\begin{aligned}
P\left(E_{j} \cap E_{j+1}^{c}\right)= & P\left(\sum_{V \in \Sigma_{j}^{\prime}} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s \leq \epsilon^{m(j)},\right. \\
& \left.\sum_{V \in \Sigma_{j+1}^{\prime}} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s>\epsilon^{m(j+1)}\right) \\
\leq & \sum_{V \in \Sigma_{j}^{\prime}} P\left(\int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1} V\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s \leq \epsilon^{m(j)},\right. \\
& \sum_{k=1}^{d} \int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1}\left[V_{k}, V\right]\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s \\
& \left.+\int_{0}^{t}\left\langle J_{0 \rightarrow s}(x)^{-1}\left(\left[V_{0}, V\right]+\frac{1}{2} \sum_{i=1}^{d}\left[V_{i},\left[V_{i}, V\right]\right]\right)\left(X_{s}^{x}\right), \xi\right\rangle^{2} d s>\frac{\epsilon^{m(j+1)}}{n(j)}\right),
\end{aligned}
$$

where $n(j)=\# \Sigma_{j}^{\prime}$. Since we can find the bounded variation and the quadratic variation parts of the martingale $\left(\left\langle J_{0 \rightarrow s}(x)^{-1} V\left(X_{s}^{x}\right), \xi\right\rangle\right)_{0 \leq s \leq t}$ in the above expression, we are able to apply the Norris lemma (see [24, Lemma 2.3.2]). We observe that $8 m(j+1)<m(j)$; hence we can apply it with $q=\frac{m(j)}{m(j+1)}$.
4. We obtain for $p \geq 2$-still by the Norris lemma-the estimate

$$
P\left(E_{j} \cap E_{j+1}^{c}\right) \leq d_{1}\left(\frac{\epsilon^{m(j+1)}}{n(j)}\right)^{r p}+d_{2} \exp \left(-\left(\frac{\epsilon^{m(j+1)}}{n(j)}\right)^{-\nu}\right)
$$

for $\epsilon \leq \epsilon_{2}$. Furthermore, $r, \nu>0$ with $18 r+9 \nu<q-8$, and the numbers $d_{1}, d_{2}$ depend on the vector fields $V_{0}, \ldots, V_{d}$, and on $p, T$. The number $\epsilon_{2}$ can be chosen as $\epsilon_{2}=\epsilon_{3} t^{k_{1}}$, where $\epsilon_{3}$ does not depend on $t$ anymore.
5. Putting all this together, we take the minimum of $\epsilon_{1}$ and $\epsilon_{2}$ to obtain the desired dependence on $t$.
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#### Abstract

The notion of a rough two-dimensional (convex) body is introduced, and to each rough body there is assigned a measure on $\mathbb{T}^{3}$ describing billiard scattering on the body. The main result is characterization of the set of measures generated by rough bodies. This result can be used to solve various problems of least aerodynamical resistance.
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## 1. Definition of a rough set and statement of main theorem.

1.1. Introductory remarks and review of literature. In this paper the notion of a rough two-dimensional (convex) body is given and some properties of rough bodies are established.

Let $B \subset \mathbb{R}^{2}$ be a convex bounded set with nonempty interior, that is, a bounded convex body. Consider the "set" obtained from $B$ by moving off a set of "very small" area. Such a (heuristically defined) set is called a rough body: from the "macroscopic" point of view, it almost coincides with $B$, and, from the "microscopic" point of view, it contains some "flaws." (One can imagine a detail of a mechanism that, after a period of exploitation, has some defects.) If the removed set adjoins the boundary $\partial B$, then one can expect that a flow of point particles incident on the rough body is reflected in another way as compared to reflection from $B$.

The notion of rough body arises naturally when studying Newton-like problems of the body of least resistance. The first problem of such kind was considered by Newton himself [1]. Recently there were several works made concerning the problem of least resistance in various classes of admissible bodies; see, e.g., [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [15]. The solution of a minimization problem for the case of rotating bodies can be naturally identified with a rough body [14]; see also the concluding remarks to this paper.

There are many papers on particle scattering by rough bodies (see, e.g., [16], [17], [18]); they describe bodies and flows of particles that occur in nature. On the contrary, we assume that a rough structure can be "manufactured," and our aim is to describe all possible rough structures.
1.2. Definition of a rough body. It is supposed that the "microscopic structure" of the boundary of a rough body can be detected from observations of particle

[^112]scattering on the body. From this point of view, two rough bodies are considered equal if they scatter flows of particles in an identical manner. Having these observations in mind, we give the definition of a rough body.

Let $B$ be a bounded convex body. Denote by $n(\xi)$ the unit outer normal vector to $\partial B$ at a regular point $\xi \in \partial B$, and denote by $\left(\partial B \times S^{1}\right)_{+}$the set of pairs $(\xi, v) \in$ $\partial B \times S^{1}$ such that $\langle n(\xi), v\rangle \geq 0$. Here and in what follows, $\langle\cdot, \cdot\rangle$ means the standard scalar product in $\mathbb{R}^{2}$. The set $\left(\partial B \times S^{1}\right)_{+}$is equipped with the measure $\mu$ which is defined by $d \mu(\xi, v)=\langle n(\xi), v\rangle d \xi d v$, where $d \xi$ and $d v$ are the one-dimensional Lebesgue measures on $\partial B$ and $S^{1}$, respectively.


Fig. 1. A billiard trajectory in $\mathbb{R}^{2} \backslash Q$.
Let $Q$ be a set with piecewise smooth boundary contained in $B$; consider the billiard in $\mathbb{R}^{2} \backslash Q$. Note that $Q$ is not necessarily connected. For $(\xi, v) \in\left(\partial B \times S^{1}\right)_{+}$, consider a billiard particle starting at the point $\xi$ with the velocity $-v$. After several (maybe none) reflections from $\partial Q \backslash \partial B$, the particle will intersect $\partial B$ again, at a point $\xi^{+}=\xi_{Q, B}^{+}(\xi, v) \in \partial B$; denote by $v^{+}=v_{Q, B}^{+}(\xi, v)$ the velocity at this point (see Figure 1). It may happen that the initial point $\xi$ belongs to $\partial Q$; in that case we have $\xi^{+}=\xi$ and the vector $v^{+}$is symmetric to $v$ with respect to $n(\xi)$. It may also happen that at some moment the particle either gets into a singular point of $\partial Q$, or touches $\partial Q$ at a regular point, or stays in $B \backslash Q$ forever and does not intersect $\partial B$ again, or makes an infinite number of reflections in finite time. The set of corresponding points $(\xi, v)$ has zero measure, and the corresponding values $\xi_{Q, B}^{+}(\xi, v)$ and $v_{Q, B}^{+}(\xi, v)$ are not defined.

Thus, there is defined the one-to-one mapping $T_{Q, B}:(\xi, v) \mapsto\left(\xi_{Q, B}^{+}(\xi, v)\right.$, $\left.v_{Q, B}^{+}(\xi, v)\right)$ of a full measure subset of $\left(\partial B \times S^{1}\right)_{+}$onto itself. It has the following properties:

T1. $T_{Q, B}$ preserves the measure $\mu$.

$$
\mathrm{T} 2 . T_{Q, B}^{-1}=T_{Q, B}
$$

The mapping $T_{Q, B}$ induces the measure $\nu_{Q, B}$ on $\mathbb{T}^{3}=S^{1} \times S^{1} \times S^{1}$ in the following way. Let $A \subset \mathbb{T}^{3}$ be a Borel set; by definition,

$$
\nu_{Q, B}(A)=\mu\left(\left\{(\xi, v) \in\left(\partial B \times S^{1}\right)_{+}:\left(v, v_{Q, B}^{+}(\xi, v), n(\xi)\right) \in A\right\}\right)
$$

In fact, the measure $\nu_{Q, B}$ contains information about particle scattering on $Q$. Imagine that an observer has no means to track the trajectory of particles inside $B$. Instead, for each incident particle there is registered the triple of vectors: the initial and final
velocities (measured at the points of first and second intersection with $\partial B$ ), and the normal vector to $\partial B$ at the point of first intersection with $\partial B$. The normal vector at the second point of intersection is not registered; as will be seen later (Lemma 1), if the area of $B \backslash Q$ is small, then the difference between the normal vectors at these two points is also small. The measure $\nu_{Q, B}$ describes the distribution of triples.

Definition 1. We say that a sequence of sets $\left\{Q_{m}, m=1,2, \ldots\right\}$ represents $a$ rough body if it has the following properties:

$$
\text { M1. } Q_{m} \subset B \text { and } \operatorname{Area}\left(B \backslash Q_{m}\right) \rightarrow 0 \text { as } m \rightarrow \infty
$$

M 2 . The sequence of measures $\nu_{Q_{m}, B}$ weakly converges.
Two sequences of such sets are called equivalent if the corresponding limiting measures coincide. An equivalence class is called $a$ body obtained by roughening $B$, or simply rough body, and denoted by $\mathcal{B}$, and the corresponding limiting measure is denoted by $\nu_{\mathcal{B}}$.

Note that the sets $Q_{m}$ in this definition are not necessarily connected.
Remark. Since $\mathbb{T}^{3}$ is compact and the full measure of $\mathbb{T}^{3}$ satisfies $\nu_{Q, B}\left(\mathbb{T}^{3}\right) \leq$ $2 \pi|\partial B|$, one concludes that the set of measures $\left\{\nu_{Q, B}\right\}$, with fixed $B$, is weakly precompact. That is, any sequence of measures $\left\{\nu_{Q_{m}, B}\right\}$ contains a weakly converging subsequence. In this sense one can say that a sequence, satisfying only condition M1, can represent more than one rough body.

We would also like to mention that, first, two rough bodies obtained one from another by translation are identified, according to our definition. Second, particle scattering on $\mathcal{B}$ in a small neighborhood of $\xi \in \partial B$ can be detected if $\xi$ is an extreme point of $B$, and cannot otherwise. Indeed, if $\xi$ is an extreme point of $B$, then the scattering is described by the restriction of $\nu_{\mathcal{B}}$ on $\mathbb{T}^{2} \times \mathcal{N}_{n(\xi)}$, with $\mathcal{N}_{n(\xi)}$ being a small neighborhood of $n(\xi)$ in $S^{1}$. If, otherwise, $\xi$ is not an extreme point of $B$, that is, belongs to an open linear segment contained in $\partial B$, the scattering can be determined only on the whole segment.

Actually, from the viewpoint of applications to the problems of optimal resistance in homogeneous and rarefied media (see section 4, containing concluding remarks and applications), these drawbacks are not so serious. Indeed, resistance of a body is invariant under translations (due to homogeneity). Besides, if the boundary of a body contains a linear segment, then one does not need to know scattering at each point of the segment; it suffices to know it on the whole segment (due to homogeneity and rarefaction).

The definition of a rough body could be made in a slightly different way, basing it on measures defined on $S^{1} \times S^{1} \times \partial B$. In that case the triple $\left(v, v^{+}, \xi\right)$ should be registered, with $\xi$ being the point of first intersection with $\partial B$. That definition would allow one to register particle scattering at each point of $\partial B$ and to distinguish between bodies obtained by translation one from another. However, we prefer to adopt the former definition, since it seems to us mathematically more transparent and makes the arguments a bit easier.
1.3. Examples. Sometimes it is convenient to use another representation of the measure $\nu_{\mathcal{B}}$. Namely, consider the change of coordinates $\left(v, v^{+}, n\right) \mapsto\left(\varphi, \varphi^{+}, n\right)$, where $\varphi=\operatorname{Arg} v-\operatorname{Arg} n, \varphi^{+}=\operatorname{Arg} v^{+}-\operatorname{Arg} n$. Here $\operatorname{Arg} v$ is the angle between a fixed vector and $v$ measured, say, clockwise from this vector to $v$. If $\left(v, v^{+}, n\right) \in$ $\operatorname{spt} \nu_{\mathcal{B}}$, then $\varphi$ and $\varphi^{+}$belong to $[-\pi / 2, \pi / 2]$ modulo $2 \pi$. Introduce the shorthand notation $\square:=[-\pi / 2, \pi / 2] \times[-\pi / 2, \pi / 2]$ and define the mapping $\varpi: \square \times S^{1} \rightarrow \mathbb{T}^{3}$ by $\varpi\left(\varphi, \varphi^{+}, n\right)=\left(v, v^{+}, n\right)$. One has $\operatorname{spt} \nu_{\mathcal{B}} \subset \varpi\left(\square \times S^{1}\right)$. Denote $\breve{\nu}_{\mathcal{B}}:=\left(\varpi^{-1}\right)^{\#} \nu_{\mathcal{B}}$. Sometimes this measure can be factorized: $\breve{\nu}_{\mathcal{B}}=\eta_{\mathcal{B}} \otimes \tau_{B}$, where $\eta_{\mathcal{B}}$ is defined on
and $\tau_{B}$ is the surface measure on $B$; so to say, the "roughness" is "homogeneous" along the body's boundary. Consider several examples.

Example 1 ("smooth body"). The rough body represented by the sequence $Q_{m}=B$ is identified with $B$ itself. The corresponding measure is $\breve{\nu}_{B}=\eta_{0} \otimes \tau_{B}$, where the measure $\eta_{0}$ has the density $\cos \varphi \cdot \delta\left(\varphi+\varphi^{+}\right)$; the support of $\eta_{0}$ is shown in Figure 2(b). In Figure 2(a), $B$ is taken to be an ellipse.


FIG. 2. A smooth body (a) and the support of the corresponding measure $\eta_{0}$ (b).
Example 2 (roughness formed by triangular hollows). $Q_{m}$ is a $2 m$-polygon; the $270^{\circ}$ angles alternate with the angles that are slightly smaller than $90^{\circ}$. All vertices corresponding to the angles smaller than $90^{\circ}$ belong to $\partial B$. Any two sides that form a $270^{\circ}$ angle are equal. The largest side length tends to zero as $m \rightarrow \infty$. Thus, the set $Q_{m}$ is obtained by moving off $m$ "hollows" from its convex hull, each of the hollows being an isosceles right triangle.


Fig. 3. A rough body with hollows being isosceles right triangles (a) and the support of the corresponding measure $\eta_{\nabla}$ (b).

The corresponding measure is $\breve{\nu}_{\mathcal{B}}=\eta_{\nabla} \otimes \tau_{B}$, where the measure $\eta_{\nabla}$ has the density $\cos \varphi \cdot\left[\chi_{[-\pi / 2,-\pi / 4]}(\varphi) \delta\left(\varphi+\varphi^{+}+\frac{\pi}{2}\right)+\chi_{[-\pi / 4, \pi / 4]}(\varphi) \delta\left(\varphi-\varphi^{+}\right)+\chi_{[\pi / 4, \pi / 2]}(\varphi) \delta\left(\varphi+\varphi^{+}{ }_{-}\right.\right.$ $\left.\left.\frac{\pi}{2}\right)\right]+|\sin \varphi| \cdot\left[\chi_{[-\pi / 4,0]}(\varphi) \delta\left(\varphi+\varphi^{+}+\frac{\pi}{2}\right)-\chi_{[-\pi / 4, \pi / 4]}(\varphi) \delta\left(\varphi-\varphi^{+}\right)+\chi_{[0, \pi / 4]}(\varphi) \delta(\varphi+\right.$ $\left.\left.\varphi^{+}-\frac{\pi}{2}\right)\right]$. Thus, the support of $\eta_{\nabla}$ is the union of three segments; see Figure 3(b). The
middle segment $\varphi^{+}=\varphi$ corresponds to double reflections, and the lateral segments, $\varphi^{+}=-\varphi-\pi / 2$ and $\varphi^{+}=-\varphi+\pi / 2$, correspond to single reflections, from the right or from the left side of a triangular hollow. In Figure 3(a), $B$ is a circle.

Example 3 (roughness formed by rectangular hollows). The sets $Q_{m}$ are obtained by removing a finite number of "rectangular hollows" from $B$. In other words, one has $Q_{m}=B \backslash\left(\cup_{n} \Omega_{m, n}\right)$, where the removed sets $\Omega_{m, n}$ do not mutually intersect and each set $\partial \Omega_{m, n} \backslash \partial B$ is the union of three sides of a rectangle. The ratio (width)/(depth) of a hollow depends only on $m$ and is denoted by $h_{m}$. Denote by $l_{m}=\left|\partial B \backslash \cup_{n}\left(\partial \Omega_{m, n}\right)\right| /|\partial B|$ the relative length of the part of boundary $\partial B$ not covered by hollows. We assume that $\lim _{m \rightarrow \infty} h_{m}=0=\lim _{m \rightarrow \infty} l_{m}$. In Figure 4(a), B is a square.

(b)

FIG. 4. A rough body where hollows are "thin rectangles" (a); the support of the corresponding measure $\eta_{\square}$ (b).

The measure $\breve{\nu}_{\mathcal{B}}$ equals $\breve{\nu}_{\mathcal{B}}=\eta_{\square} \otimes \tau_{B}$. The density of the measure $\eta_{\square}$ equals $\frac{1}{2} \cos \varphi \cdot\left(\delta\left(\varphi+\varphi^{+}\right)+\delta\left(\varphi-\varphi^{+}\right)\right)$, and the support is the union of two diagonals, $\varphi^{+}=\varphi$ and $\varphi^{+}=-\varphi$; see Figure 4(b). The particles with an even (odd) number of reflections contribute to the first (second) diagonal.
1.4. Main theorem. According to Definition 1, each rough body is identified with a measure on $\mathbb{T}^{3}$. The question is, What is the set of these measures? The following definition and theorem give the answer.

Let us first introduce some notation: $\pi_{v, n}: \mathbb{T}^{3} \rightarrow \mathbb{T}^{2}, \pi_{n}: \mathbb{T}^{3} \rightarrow S^{1}$, etc., are projections onto the corresponding subspaces: $\pi_{v, n}\left(v, v^{+}, n\right)=(v, n), \pi_{n}\left(v, v^{+}, n\right)=n$, etc.; $\pi_{d}: \mathbb{T}^{3} \rightarrow \mathbb{T}^{3}$ is the symmetry with respect to the plane $v=v^{+}$, that is, $\pi_{d}\left(v, v^{+}, n\right)=\left(v^{+}, v, n\right) ; z_{+}=\max \{0, z\}$ is the positive part of $z \in \mathbb{R}$; and $u$ means Lebesgue measure on $S^{1}$. Recall that $\tau_{B}$ is the surface measure on $B$ and is defined on $S^{1}$.

Definition 2. We denote by $\mathcal{M}_{B}$ the set of measures $\nu$ on $\mathbb{T}^{3}$ such that the following properties hold:

A1. The marginal measures $\pi_{v, n}^{\#} \nu$ and $\pi_{v^{+}, n}^{\#} \nu$ are

$$
\pi_{v, n}^{\#} \nu=\langle v, n\rangle_{+} \cdot u \otimes \tau_{B}, \quad \pi_{v^{+}, n}^{\#} \nu=\left\langle v^{+}, n\right\rangle_{+} \cdot u \otimes \tau_{B}
$$

A2. $\pi_{d}^{\#} \nu=\nu$.
Denote also $\mathcal{M}=\cup_{B} \mathcal{M}_{B}$, the union being taken over all bounded convex bodies $B$.
Taking into account the Alexandrov theorem on characterization of surface measures, one concludes that $\mathcal{M}$ is the set of measures $\nu$ on $\mathbb{T}^{3}$ such that
(1) the marginal measure $\pi_{n}^{\#} \nu=: \tau$ satisfies the conditions

1a. $\int_{S^{1}} n d \tau(n)=0$;
1b. for any $v \in S^{1}$ it holds that $\int_{S^{1}}\langle n, v\rangle^{2} d \tau(n) \neq 0$;
(2) the marginal measures $\pi_{v, n}^{\#} \nu$ and $\pi_{v^{+}, n}^{\#} \nu$ satisfy the conditions

$$
\begin{aligned}
& \text { 2a. } \pi_{v, n}^{\#} \nu=\langle v, n\rangle_{+} \cdot u \otimes \tau \\
& \text { 2b. } \pi_{v^{+}, n}^{\#} \nu=\left\langle v^{+}, n\right\rangle_{+} \cdot u \otimes \tau
\end{aligned}
$$

Thus, these marginal measures coincide; the only difference is in the notation for the variables: $v, n$ in case 2 a and $v^{+}, n$ in case 2 b .

Now we can state the main theorem.
Theorem. The set of measures $\left\{\nu_{\mathcal{B}}\right\}$, with $\mathcal{B}$ being all possible bodies obtained by roughening $B$, coincides with $\mathcal{M}_{B}$. Therefore, $\left\{\nu_{\mathcal{B}}, \mathcal{B}\right.$ is a rough body $\}=\mathcal{M}$.

In section 2, we formulate two auxiliary lemmas and using them prove the theorem. In section 3 , the lemmas are proved. Section 4 contains concluding remarks and applications of the theorem to problems of optimal aerodynamic resistance. Appendices A and B contain proofs of some auxiliary technical results.

## 2. Statement of auxiliary lemmas and proof of theorem.

2.1. Statement of Lemma 1. Fix a bounded convex body $B$. Two points $\xi_{1}, \xi_{2} \in \partial B, \xi_{1} \neq \xi_{2}$, divide the curve $\partial B$ into two arcs. Denote by $l\left(\xi_{1}, \xi_{2}\right)$ the length of the smallest arc and denote

$$
c=c_{B}:=\inf _{\substack{\xi_{1}, \xi_{2} \notin \partial B \\ \xi_{1} \neq \xi_{2}}} \frac{\left|\xi_{1}-\xi_{2}\right|}{l\left(\xi_{1}, \xi_{2}\right)}
$$

one obviously has $0<c<1$.
Let $Q \subset B$; denote

$$
{\overline{\mid \xi-\xi^{+}}}_{Q, B}:=\iint_{\left(\partial B \times S^{1}\right)_{+}}\left|\xi-\xi_{Q, B}^{+}(\xi, v)\right| d \mu(\xi, v)
$$

and

$$
\overline{\left|n-n^{+}\right|_{Q, B}}:=\iint_{\left(\partial B \times S^{1}\right)_{+}}\left|n(\xi)-n\left(\xi_{Q, B}^{+}(\xi, v)\right)\right| d \mu(\xi, v) .
$$

Lemma 1. (a) The following holds true:

$$
{\overline{\mid \xi-\xi^{+}}}_{Q, B} \leq 2 \pi \cdot \operatorname{Area}(B \backslash Q)
$$

(b) For sufficiently small $\operatorname{Area}(B \backslash Q)$, ${ }^{1}$ one has

$$
{\overline{\mid n-n^{+}}}_{Q, B} \leq \frac{2 \pi \sqrt{8 \pi}}{\sqrt{c}} \sqrt{\operatorname{Area}(B \backslash Q)}
$$

2.2. Statement of Lemma 2. Let us first introduce the notion of a hollow.

Definition 3. Let $\Omega \subset \mathbb{R}^{2}$ be a closed bounded set with piecewise smooth boundary and $I \subset \partial \Omega$, where the following hold:
(i) $I$ is an interval contained in a straight line $\langle x, n\rangle=a$.
(ii) $\Omega \backslash I$ is contained in the open half-plane $\langle x, n\rangle<a$. Here $n$ is a fixed unit vector.
Then the pair $(\Omega, I)$ is called a hollow oriented by $n$, or just an $n$-hollow.
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Fig. 5. A hollow.
In Figure 5 and in what follows, $I$ is shown by a dashed line, and $\partial \Omega \backslash I$ is shown by a solid line.

Define the measure $\tilde{\mu}_{I}$ on $I \times S^{1}$ by $d \tilde{\mu}_{I}(\xi, v)=\frac{\langle n, v\rangle_{+}}{|I|} d \xi d v$, where $|I|$ means the length of $I$. Obviously, $\tilde{\mu}_{I}$ is supported on the set $\left(I \times S^{1}\right)_{+}:=\left\{(\xi, v) \in I \times S^{1}\right.$ : $\langle n, v\rangle \geq 0\}$. Define the one-to-one mapping $(\xi, v) \mapsto\left(\Xi_{\Omega, I}^{+}(\xi, v), V_{\Omega, I}^{+}(\xi, v)\right)$ of a full measure subset of $\left(I \times S^{1}\right)_{+}$onto itself. Namely, consider the billiard in $\Omega$. Let $(\xi, v) \in\left(I \times S^{1}\right)_{+}$; consider the billiard particle starting at the point $\xi$ with the velocity $-v$. It makes several reflections from $\partial \Omega \backslash I$ and then reflects from $I$ again, at a point $\Xi^{+}=\Xi_{\Omega, I}^{+}(\xi, v)$. The velocity immediately before this reflection is denoted by $V^{+}=V_{\Omega, I}^{+}(\xi, v)$. The mapping so defined preserves the measure $\tilde{\mu}_{I}$ and is an involution, that is, coincides with its inverse.

One can give an equivalent definition based on the mapping $\xi_{Q, B}^{+}(\xi, v), v_{Q, B}^{+}(\xi, v)$ just defined in section 1.2. Take a set $Q$ such that $\Omega$ is a connected component of conv $Q \backslash Q$ and $I$ is a connected component of $\partial(\operatorname{conv} Q) \backslash \partial Q$. For $(\xi, v) \in\left(I \times S^{1}\right)_{+}$, let by definition $\left(\Xi_{\Omega, I}^{+}(\xi, v), V_{\Omega, I}^{+}(\xi, v)\right):=\left(\xi_{Q, \operatorname{conv} Q}^{+}(\xi, v), v_{Q, \text { conv } Q}^{+}(\xi, v)\right)$. This definition does not depend on the choice of $Q$.

Definition 4. Let $(\Omega, I)$ be a hollow. The measure $\eta_{\Omega, I}$ on $\mathbb{T}^{2}=S^{1} \times S^{1}$ is defined as follows. For a Borel set $A \subset \mathbb{T}^{2}$, put

$$
\eta_{\Omega, I}(A):=\tilde{\mu}_{I}\left(\left\{(\xi, v) \in\left(I \times S^{1}\right)_{+}:\left(v, V_{\Omega, I}^{+}(\xi, v)\right) \in A\right\}\right)
$$

We shall say that $\eta_{\Omega, I}$ is the measure generated by the hollow $(\Omega, I)$.
Here we use the notation $\pi_{v}, \pi_{v^{+}}: \mathbb{T}^{2} \rightarrow S^{1}$ for the projections onto the subspaces $\{v\}$ and $\left\{v^{+}\right\}$, respectively; $\pi_{v}\left(v, v^{+}\right)=v, \pi_{v^{+}}\left(v, v^{+}\right)=v^{+}$. We also denote by $\pi_{d}$ the symmetry with respect to the diagonal $v=v^{+} ; \pi_{d}\left(v, v^{+}\right)=\left(v^{+}, v\right)$.

Definition 5. Denote by $\Lambda_{n}$ the set of measures $\eta$ on $\mathbb{T}^{2}$ such that
(i) $d \pi_{v}^{\#} \eta(v)=\langle v, n\rangle_{+} d v, d \pi_{v^{+}}^{\#} \eta\left(v^{+}\right)=\left\langle v^{+}, n\right\rangle_{+} d v^{+}$;
(ii) $\pi_{d}^{\#} \eta=\eta$.

Any measure $\eta_{\Omega, I}$ generated by an $n$-hollow belongs to $\Lambda_{n}$. Indeed, for any $A \subset S^{1}$ one has $\pi_{v}^{\#} \eta_{\Omega, I}(A)=\eta_{\Omega, I}\left(A \times S^{1}\right)=\tilde{\mu}_{I}\left(\left\{(\xi, v) \in\left(I \times S^{1}\right)_{+}: v \in A\right\}\right)=$ $\frac{1}{|I|} \iint_{I \times A}\langle n, v\rangle_{+} d \xi d v=\int_{A}\langle n, v\rangle_{+} d v$. This proves the first equality in (i).

Similarly, one has $\pi_{v^{+}}^{\#} \eta_{\Omega, I}(A)=\eta_{\Omega, I}\left(S^{1} \times A\right)=\tilde{\mu}_{I}\left(\left\{(\xi, v) \in\left(I \times S^{1}\right)_{+}: V_{\Omega, I}^{+}(\xi, v)\right.\right.$ $\in A\})$. Since the mapping $(\xi, v) \mapsto\left(\Xi_{\Omega, I}^{+}, V_{\Omega, I}^{+}\right)$preserves the measure, one gets the
value $\tilde{\mu}_{I}\left(\left\{(\xi, v) \in\left(I \times S^{1}\right)_{+}: v \in A\right\}\right)$, which in turns equals $\int_{A}\langle n, v\rangle_{+} d v$. This proves the second equality in (i). Finally, the relation (ii) for $\eta_{\Omega, I}$ is a simple consequence of involutive and measure preserving properties of the mapping $(\xi, v) \mapsto\left(\Xi_{\Omega, I}^{+}, V_{\Omega, I}^{+}\right)$.

Lemma 2. The set of measures generated by n-hollows is weakly dense in $\Lambda_{n}$.
2.3. Proof of the direct statement of theorem. Here we prove that for any body $\mathcal{B}$ obtained by roughening $B$ it holds that $\nu_{\mathcal{B}} \in \mathcal{M}_{B}$.

Let $Q \subset B$; define the measure $\nu_{Q, B}^{\prime}$ on $\mathbb{T}^{3}$ by

$$
\nu_{Q, B}^{\prime}(A):=\mu\left(\left\{(\xi, v) \in\left(\partial B \times S^{1}\right)_{+}:\left(v, v_{Q, B}^{+}(\xi, v), n\left(\xi_{Q, B}^{+}(\xi, v)\right)\right) \in A\right\}\right)
$$

where $A$ is an arbitrary Borel subset of $\mathbb{T}^{3}$. Thus, the definition of both $\nu_{Q, B}$ and $\nu_{Q, B}^{\prime}$ is based on observations of vector triples $\left(v, v^{+}, n\right)$ and $\left(v, v^{+}, n^{+}\right)$, respectively. Here $n$ and $n^{+}$are the outer normals to $\partial B$ at the points where the particle gets in $B$ and gets out of $B$. The measures $\nu_{Q, B}$ and $\nu_{Q, B}^{\prime}$ have the following properties:

$$
\begin{gather*}
\pi_{v, n}^{\#} \nu_{Q, B}=\langle v, n\rangle_{+} \cdot u \otimes \tau_{B}  \tag{1}\\
\pi_{v^{+}, n^{+}}^{\#} \nu_{Q, B}^{\prime}=\left\langle v^{+}, n^{+}\right\rangle_{+} \cdot u \otimes \tau_{B}  \tag{2}\\
\pi_{d}^{\#} \nu_{Q, B}=\nu_{Q, B}^{\prime} . \tag{3}
\end{gather*}
$$

Consider a sequence $\left\{Q_{m}\right\}$ representing $\mathcal{B}$; let us show that $\nu_{Q_{m}, B}-\nu_{Q_{m}, B}^{\prime}$ weakly converges to zero as $m \rightarrow \infty$. It is enough to prove that for any continuous function $f$ on $\mathbb{T}^{3}$ it holds that

$$
\begin{equation*}
\int_{\mathbb{T}^{3}} f\left(v, v^{+}, n\right) d \nu_{Q_{m}, B}\left(v, v^{+}, n\right)-\int_{\mathbb{T}^{3}} f\left(v, v^{+}, n^{+}\right) d \nu_{Q_{m}, B}^{\prime}\left(v, v^{+}, n^{+}\right) \rightarrow_{m \rightarrow \infty} 0 \tag{4}
\end{equation*}
$$

Taking into account the formulas for a change of variables

$$
\int_{\mathbb{T}^{3}} f\left(v, v^{+}, n\right) d \nu_{Q, B}\left(v, v^{+}, n\right)=\int_{\left(\partial B \times S^{1}\right)_{+}} f\left(v, v_{Q, B}^{+}(\xi, v), n(\xi)\right) d \mu(\xi, v)
$$

and

$$
\int_{\mathbb{T}^{3}} f\left(v, v^{+}, n^{+}\right) d \nu_{Q, B}^{\prime}\left(v, v^{+}, n^{+}\right)=\int_{\left(\partial B \times S^{1}\right)_{+}} f\left(v, v_{Q, B}^{+}(\xi, v), n\left(\xi_{Q, B}^{+}(\xi, v)\right)\right) d \mu(\xi, v)
$$

formula (4) takes the form
(5) $\lim _{m \rightarrow \infty} \int_{\left(\partial B \times S^{1}\right)+}$

$$
\left[f\left(v, v_{Q_{m}, B}^{+}(\xi, v), n\left(\xi_{Q_{m}, B}^{+}(\xi, v)\right)\right)-f\left(v, v_{Q_{m}, B}^{+}(\xi, v), n(\xi)\right)\right] d \mu(\xi, v)=0
$$

According to Lemma 1, the difference $n\left(\xi_{Q_{m}, B}^{+}(\xi, v)\right)-n(\xi)$ converges to zero in mean, and hence it converges to zero in measure; therefore the difference

$$
f\left(v, v_{Q_{m}, B}^{+}(\xi, v), n\left(\xi_{Q_{m}, B}^{+}(\xi, v)\right)\right)-f\left(v, v_{Q_{m}, B}^{+}(\xi, v), n(\xi)\right)
$$

also converges to zero in measure. It follows that formula (5) is true.

Thus, both $\nu_{Q_{m}, B}$ and $\nu_{Q_{m}, B}^{\prime}$ weakly converge to $\nu_{\mathcal{B}}$. Substituting $Q=Q_{m}$ into formulas (1)-(3) and passing to limit as $m \rightarrow \infty$, one gets

$$
\begin{aligned}
& \pi_{v, n}^{\#} \nu_{\mathcal{B}}=\langle v, n\rangle_{+} \cdot u \otimes \tau_{B} \\
& \pi_{v^{+}, n}^{\#} \nu_{\mathcal{B}}=\left\langle v^{+}, n\right\rangle_{+} \cdot u \otimes \tau_{B} \\
& \pi_{d}^{\#} \nu_{\mathcal{B}}=\nu_{\mathcal{B}}
\end{aligned}
$$

that is, $\nu_{\mathcal{B}} \in \mathcal{M}_{B}$.
2.4. Proof of the inverse statement of theorem. Here it is proved that for any $\nu \in \mathcal{M}_{B}$ there exists a body $\mathcal{B}$ obtained by roughening $B$ such that $\nu_{\mathcal{B}}=\nu$. The proof is based on two statements.

Statement 1. Let $B$ be a convex polygon. Then for any measure $\nu \in \mathcal{M}_{B}$ there exists a body $\mathcal{B}$ obtained by roughening $B$ such that $\nu_{\mathcal{B}}=\nu$.

Proof. Let us enumerate the sides of the polygon $B$ and denote by $c_{i}$ the length of the $i$ th side and by $n_{i}$ the outer unit normal to this side. By $\delta_{n}$, denote the probabilistic atomic measure on $S^{1}$ concentrated at $n \in S^{1}$, that is, $\delta_{n}(n)=1$. The surface measure of $B$ is $\tau_{B}=\sum c_{i} \delta_{n_{i}}$; this implies that any measure $\nu \in \mathcal{M}_{B}$ has the form $\nu=\sum c_{i} \eta_{i} \otimes \delta_{n_{i}}$, where $\eta_{i} \in \Lambda_{n_{i}}$.

According to Lemma 2, any measure $\eta_{i}$ is the weak limit as $m \rightarrow \infty$ of measures $\eta_{\Omega_{i}^{m}, I_{i}^{m}}$ generated by a sequence of $n_{i}$-hollows $\left(\Omega_{i}^{m}, I_{i}^{m}\right)$. Now take a sequence of sets $Q_{m}$ such that conv $Q_{m}=B$ and each connected component of $B \backslash Q_{m}$ is the image of a set $\Omega_{i}^{m}$ under the composition of a homothety with positive ratio and a translation; additionally, the image of $I_{i}^{m}$ under this transformation belongs to ( $i$ th side of $B$ ) $\backslash \partial Q_{m}$. We also require that $\operatorname{Area}\left(B \backslash Q_{m}\right) \rightarrow 0$ and $\mid(i$ th side of $B) \backslash \partial Q_{m} \mid=: c_{i}^{m} \rightarrow c_{i}$ as $m \rightarrow \infty$. In Appendix A it is shown how to construct such a sequence $Q_{m}$. The measure $\nu_{Q_{m}, B}=\tilde{\nu}_{m}+\sum_{i} \nu_{i}^{m}$ is the sum of the measure $\tilde{\nu}_{m}$ corresponding to reflections from $\partial B \cap \partial Q_{m}$ and the measures $\nu_{i}^{m}$ corresponding to particles getting into the "hollows on the $i$ th side." One has $\tilde{\nu}_{m}=\sum_{i}\left(c_{i}-c_{i}^{m}\right) \cdot \eta_{0} \otimes \delta_{n_{i}}$ and $\nu_{i}^{m}=c_{i}^{m} \cdot \eta_{\Omega_{i}^{m}, I_{i}^{m}} \otimes \delta_{n_{i}}$. The norm of $\tilde{\nu}_{m}$ goes to zero and $\nu_{i}^{m}$ weakly converges to $c_{i} \eta_{i} \otimes \delta_{n_{i}}$ for any $i$; it follows that $\nu_{Q_{m}, B}$ weakly converges to $\nu$ as $m \rightarrow \infty$. Therefore, the sequence $Q_{m}$ represents a body $\mathcal{B}$ obtained by roughening $B$, and $\nu_{\mathcal{B}}=\nu$.

Statement 2. For any measure $\nu \in \mathcal{M}_{B}$ there exist a sequence of convex polygons $B_{k} \subset B$ with $\operatorname{Area}\left(B \backslash B_{k}\right) \rightarrow 0$ and a sequence of measures $\nu_{k} \in \mathcal{M}_{B_{k}}$ weakly converging to $\nu$ as $k \rightarrow \infty$.

Proof. Consider a partition of the circumference $S^{1}$ into a finite number of arcs, $S^{1}=\cup_{i} \mathcal{S}^{i}$. It induces the partition of $\partial B$ into $\operatorname{arcs} \partial B^{i}=\left\{\xi \in \partial B: n(\xi) \in \mathcal{S}^{i}\right\}$. Consider the polygon $\check{B}$ inscribed into $\partial B$ whose vertices are separation points of this partition. Denote by $n_{i}$ the outer normal to the $i$ th side of this polygon. Denote by $s_{v_{1}, v_{2}}$ the operator of rotation on $S^{1}$ that takes $v_{1}$ to $v_{2}$, and define the mapping $\Upsilon_{i}: \mathbb{T}^{2} \times \mathcal{S}^{i} \rightarrow \mathbb{T}^{2}$ by $\Upsilon_{i}\left(v, v^{+}, n\right)=\left(s_{n, n_{i}} v, s_{n, n_{i}} v^{+}\right)$. Finally, consider the measure $\check{\nu}=\sum_{i}\left|b^{i}\right| \eta_{i} \otimes \delta_{n_{i}}$, where $\left|b^{i}\right|$ is the length of the $i$ th side of the polygon, and the measure $\eta_{i}$ on $\mathbb{T}^{2}$ is defined by $\eta_{i}(A)=\frac{1}{\partial B^{2}} \nu\left(\Upsilon_{i}^{-1}(A)\right)$ for arbitrary Borel set $A \subset \mathbb{T}^{2}$. Here $\left|\partial B^{i}\right|$ is the length of the arc $\partial B^{i}$. One easily verifies that $\check{\nu}$ belongs to $\mathcal{M}_{\check{B}}$.

Now take a sequence of partitions of $S^{1},\left\{\mathcal{S}_{k}^{i}\right\}_{i}, k=1,2, \ldots$, where the maximum arc length of a partition goes to zero as $k \rightarrow \infty$. Denote by $\left\{\partial B_{k}^{i}\right\}_{i}, k=1,2, \ldots$, the sequence of induced partitions of $\partial B$, and take the sequence of polygons $B_{k}$ generated by these partitions. One clearly has $\operatorname{Area}\left(B \backslash B_{k}\right) \rightarrow 0$ and

$$
\begin{equation*}
\max _{i} \frac{\left|b_{k}^{i}\right|}{\left|\partial B_{k}^{i}\right|} \rightarrow 1 \quad \text { as } \quad k \rightarrow \infty \tag{6}
\end{equation*}
$$

where $\left|b_{k}^{i}\right|$ is the length of the $i$ th side of $B_{k}$. In the same way as above, one defines the mappings $\Upsilon_{i k}: \mathbb{T}^{2} \times \mathcal{S}_{k}^{i} \rightarrow \mathbb{T}^{2}$ and the measures $\nu_{k}=\sum_{i}\left|b_{k}^{i}\right| \eta_{i k} \otimes \delta_{n_{i k}} \in \mathcal{M}_{B_{k}}$, where $\eta_{i k}$ is given by $\eta_{i k}(A):=\frac{1}{\left|\partial B_{k}^{i}\right|} \nu\left(\Upsilon_{i k}^{-1}(A)\right)$ and $n_{i k}$ is the outer unit normal to the $i$ th side of $B_{k}$.

It remains to show that $\nu_{k}$ weakly converges to $\nu$. For any continuous function $f$ on $\mathbb{T}^{3}$ one has

$$
\begin{gather*}
\iiint_{\mathbb{T}^{3}} f\left(v, v^{+}, n\right) d \nu_{k}\left(v, v^{+}, n\right)=\sum_{i}\left|b_{k}^{i}\right| \iint_{\mathbb{T}^{2}} f\left(v, v^{+}, n_{i k}\right) d \eta_{i k}\left(v, v^{+}\right) \\
=\sum_{i} \frac{\left|b_{k}^{i}\right|}{\left|\partial B_{k}^{i}\right|} \iiint_{\mathbb{T}^{2} \times \mathcal{S}_{k}^{i}} f\left(\Upsilon_{i k}\left(v, v^{+}, n\right), n_{i k}\right) d \nu\left(v, v^{+}, n\right) \tag{7}
\end{gather*}
$$

For each $k$ define the mapping from $\mathbb{T}^{3}$ to $\mathbb{T}^{3}$ by the relations $\left(v, v^{+}, n\right) \mapsto\left(\Upsilon_{i k}(v\right.$, $\left.\left.v^{+}, n\right), n_{i k}\right)$ if $n \in \mathcal{S}_{k}^{i}$. It uniformly converges to the identity mapping as $k \rightarrow \infty$; hence the function $\tilde{f}_{k}$, defined by the relations $\tilde{f}_{k}\left(v, v^{+}, n\right):=f\left(\Upsilon_{i k}\left(v, v^{+}, n\right), n_{i k}\right)$ if $n \in \mathcal{S}_{k}^{i}$, uniformly converges to $f$ as $k \rightarrow \infty$. From here and from (6) it follows that the right-hand side in (7) converges to $\iiint_{\mathbb{T}^{3}} f\left(v, v^{+}, n\right) d \nu\left(v, v^{+}, n\right)$ as $k \rightarrow \infty$. Thus, the convergence $\int f d \nu_{k} \rightarrow \int f d \nu$ is proved.

The inverse statement of the theorem follows from Statements 1 and 2. Indeed, let $\nu \in \mathcal{M}_{B}$. Using Statement 2, find a sequence of convex polygons $B_{k} \subset B$ and a sequence $\nu_{k} \in \mathcal{M}_{B_{k}}$ weakly converging to $\nu$. According to Statement 1, each measure $\nu_{k}$ is generated by a rough body. Consider the sequence of sets $Q_{k l} \subset B_{k}, l=1,2, \ldots$, representing this body, and then from all of these sequences choose a diagonal sequence $\tilde{Q}_{k}=Q_{k l_{k}}$ such that the corresponding sequence of measures $\nu_{\tilde{Q}_{k}, B}$ weakly converges to $\nu$ and $\operatorname{Area}\left(B \backslash \tilde{Q}_{k}\right)$ goes to zero as $k \rightarrow \infty$. The sequence $\tilde{Q}_{k}$ represents a body $\mathcal{B}$ obtained by roughening $B$ and $\nu_{\mathcal{B}}=\nu$.

## 3. Proof of the lemmas.

3.1. Proof of Lemma 1. Consider the billiard in $\mathbb{R}^{2} \backslash Q$. For $(\xi, v) \in(\partial B \times$ $\left.S^{1}\right)_{+}$, denote by $\tau(\xi, v)$ the time the billiard trajectory with the initial data $\xi,-v$ spends in $B \backslash Q$. In particular, if $\xi \in \partial B \cap \partial Q$, then one has $\tau(\xi, v)=0$.

Denote by $D$ the set of points $(x, w) \in(B \backslash Q) \times S^{1}$ that are accessible from $\left(\partial B \times S^{1}\right)_{+}$; that is, there exists $(\xi, v) \in\left(\partial B \times S^{1}\right)_{+}$such that the billiard particle with the data $\xi,-v$ at the zero moment of time at some moment $0 \leq t \leq \tau(\xi, v)$ will pass through $x$ with the velocity $w$. This description defines the change of coordinates in $D:(\xi, v, t) \mapsto(x, w) ;(\xi, v) \in\left(\partial B \times S^{1}\right)_{+}, t \in[0, \tau(\xi, v)]$, and the element of phase volume $d^{2} x d w$ in the new coordinates takes the form $d \mu(\xi, v) d t$. Hence, the phase volume of $D$ equals $\iiint_{D} d^{2} x d w=\iint_{\left(\partial B \times S^{1}\right)_{+}} \tau(\xi, v) d \mu(\xi, v)$. Taking into account that $D \subset(B \backslash Q) \times S^{1}$ and the phase volume of $(B \backslash Q) \times S^{1}$ equals $2 \pi \cdot \operatorname{Area}(B \backslash Q)$, one gets

$$
\begin{equation*}
\iint_{\left(\partial B \times S^{1}\right)_{+}} \tau(\xi, v) d \mu(\xi, v) \leq 2 \pi \cdot \operatorname{Area}(B \backslash Q) \tag{8}
\end{equation*}
$$

This is in fact a simple modification of the well-known mean free path formula (see, e.g., [19]).

One has $\tau(\xi, v) \geq\left|\xi-\xi_{Q, B}^{+}(\xi, v)\right|$ : the time the particle spends in $B \backslash Q$ exceeds the distance between the initial and final points of the trajectory. This inequality and (8) imply (a).

The points $\xi$ and $\xi_{Q, B}^{+}(\xi, v)$ divide the curve $\partial B$ into two arcs; denote by $\gamma(\xi, v)$ the shortest one. One has $|\gamma(\xi, v)|=l\left(\xi, \xi_{Q, B}^{+}(\xi, v)\right)$, and therefore $\left|\xi-\xi_{Q, B}^{+}(\xi, v)\right| \geq$ $c|\gamma(\xi, v)|$. It follows that (9)
$c \iint_{\left(\partial B \times S^{1}\right)_{+}}|\gamma(\xi, v)| d \mu(\xi, v) \leq \iint_{\left(\partial B \times S^{1}\right)_{+}}\left|\xi-\xi_{Q, B}^{+}(\xi, v)\right| d \mu(\xi, v) \leq 2 \pi \cdot \operatorname{Area}(B \backslash Q)$.
Let $\varrho(y)$ be a natural parametrization of the curve $\partial B, \varrho:[0,|\partial B|] \rightarrow \partial B$. By $f(y)$ denote the measure of the values $(\xi, v)$ such that the interval $\gamma(\xi, v)$ contains the point $\varrho(y)$; that is, $f(y):=\iint_{\left(\partial B \times S^{1}\right)_{+}} \mathbb{I}(\varrho(y) \in \gamma(\xi, v)) d \mu(\xi, v)$. Making a change of variables in the integral in the left-hand side of (9), one gets

$$
\iint_{\left(\partial B \times S^{1}\right)_{+}}|\gamma(\xi, v)| d \mu(\xi, v)=\int_{0}^{|\partial B|} f(y) d y
$$

and therefore

$$
\begin{equation*}
\int_{0}^{|\partial B|} f(y) d y \leq \frac{2 \pi}{c} \operatorname{Area}(B \backslash Q) \tag{10}
\end{equation*}
$$

One easily sees that $\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right| \leq 4\left|y_{1}-y_{2}\right|$ for any $y_{1}$ and $y_{2}$ and $f(y) \geq 0$. From here and from (10) it follows that for sufficiently small Area $(B \backslash Q)$ (namely, for $\left.\operatorname{Area}(B \backslash Q) \leq c|\partial B|^{2} /(2 \pi)\right)$ it holds that $f(y) \leq \sqrt{8 \pi / c} \sqrt{\operatorname{Area}(B \backslash Q)}$.

Recall that $\operatorname{Arg}(v)$ is the angle the vector $v \neq 0$ forms with a fixed vector $v_{0}$; the angle is measured clockwise from $v_{0}$ to $v$ and is defined modulo $2 \pi$. Introduce the shorthand notation $\xi^{+}:=\xi_{Q, B}^{+}(\xi, v)$, and denote by $\Delta \operatorname{Arg}(\xi, v)$ the smallest in modulus of the values $\operatorname{Arg}\left(n\left(\xi^{+}\right)\right)-\operatorname{Arg}(n(\xi))$. In other words, $\Delta \operatorname{Arg}(\xi, v)$ equals the smallest of the values

$$
\int_{\gamma(\xi, v)}\left|d \operatorname{Arg}\left(n_{\xi^{\prime}}\right)\right|, \quad \int_{\partial B \backslash \gamma(\xi, v)}\left|d \operatorname{Arg}\left(n_{\xi^{\prime}}\right)\right| .
$$

Taking into account that $\left|n\left(\xi^{+}\right)-n(\xi)\right| \leq|\Delta \operatorname{Arg}(\xi, v)|$, one gets that

$$
\left|n\left(\xi^{+}\right)-n(\xi)\right| \leq \int_{\gamma(\xi, v)}\left|d \operatorname{Arg}\left(n_{\xi^{\prime}}\right)\right|
$$

and therefore

$$
{\overline{\mid n-n^{+}}}_{Q, B} \leq \iint_{\left(\partial B \times S^{1}\right)_{+}}\left(\int_{\gamma(\xi, v)}\left|d \operatorname{Arg}\left(n_{\xi^{\prime}}\right)\right|\right) d \mu(\xi, v) .
$$

Making a change of variables in this integral, one obtains

$$
{\overline{\mid n-n^{+}}}_{Q, B} \leq \int_{0}^{|\partial B|} f(y)\left|d \operatorname{Arg}\left(n_{\varrho(y)}\right)\right| \leq 2 \pi \sqrt{8 \pi / c} \sqrt{\operatorname{Area}(B \backslash Q)}
$$

Thus, (b) is also proved.
3.2. Proof of Lemma 2. Fix $n \in S^{1}$ and $m \in \mathbb{N}$. Let $\sigma$ be an involutive permutation of $\{1, \ldots, m\}$, that is, $\sigma^{2}=$ id. Divide the half-circumference $S_{n}^{1}:=$ $\left\{v \in S^{1}:\langle v, n\rangle \geq 0\right\}$ into $m$ arcs $\mathcal{S}_{n, m}^{1}=\mathcal{S}_{n}^{1}, \ldots, \mathcal{S}_{n, m}^{m}=\mathcal{S}_{n}^{m}$ numbered clockwise such that, for any $i, \int_{\mathcal{S}_{n}^{i}}\langle v, n\rangle d v=2 / m$. For the sake of brevity we omit the subscript $m$ when no confusion can arise.

Definition 6. A measure $\eta$ is called a $(\sigma, n)$-measure if $\eta \in \Lambda_{n}$ and $\operatorname{spt} \eta \subset$ $\cup_{i=1}^{m}\left(\mathcal{S}_{n}^{i} \times \mathcal{S}_{n}^{\sigma(i)}\right)$, and therefore, for any $i$ it holds that $\eta\left(\mathcal{S}_{n}^{i} \times \mathcal{S}_{n}^{\sigma(i)}\right)=2 / \mathrm{m}$.

Proposition 1. For any measure $\eta \in \Lambda_{n}$ there exists a sequence of involutive permutations $\sigma_{k}$ on $\left\{1, \ldots, m_{k}\right\}, k=1,2, \ldots$, such that $m_{k}$ tends to infinity and any sequence of $\left(\sigma_{k}, n\right)$-measures weakly converges to $\eta$ as $k \rightarrow \infty$.

Proposition 2. Let $\sigma$ be an involutive permutation on $\{1, \ldots, m\}$. Then the distance (in variation) between the set of measures generated by n-hollows and the set of $(\sigma, n)$-measures does not exceed $16 / m$. In other words, whatever $\varepsilon>0$, there exist $a(\sigma, n)$-measure $\eta$ and an $n$-hollow $(\Omega, I)$ such that $\left\|\eta_{\Omega, I}-\eta\right\|<16 / m+\varepsilon$; here the norm means variation of measure.

This distance actually equals zero, but we need only the (weaker) claim of Proposition 2.

Lemma 2 follows from Propositions 1 and 2. Indeed, let $\eta \in \Lambda_{n}$. First, choose the sequence of permutations $\sigma_{k}$, according to Proposition 1, and then, using Proposition 2 , for every $k$ choose an an $n$-hollow $\left(\Omega_{k}, I_{k}\right)$ such that the distance from $\eta_{\Omega_{k}, I_{k}}$ to the set of $\left(\sigma_{k}, n\right)$-measures does not exceed $17 / m_{k}$. The sequence of chosen measures $\eta_{\Omega_{k}, I_{k}}$ weakly converges to $\eta$.
3.3. Proof of Proposition 1. Introduce on $S_{n}^{1}$ the angular coordinate $\varphi=$ $\operatorname{Arg} v-\operatorname{Arg} n$; that is, $\varphi$ changes between $-\pi / 2$ and $\pi / 2$ and increases clockwise. With this notation, to the $\operatorname{arcs} \mathcal{S}_{n, m}^{i}$ correspond the segments $J_{m}^{i}=[\arcsin (-1+2(i-1) / m)$, $\arcsin (-1+2 i / m)]$. Define the measure $\lambda$ on $[-\pi / 2, \pi / 2]$ by $d \lambda(\varphi)=\cos \varphi d \varphi$, and denote by $\Lambda$ the set of measures $\eta$ on $\square:=[-\pi / 2, \pi / 2] \times[-\pi / 2, \pi / 2]$ such that (a) $\pi_{\varphi}^{\#} \eta=\lambda=\pi_{\varphi^{+}}^{\#} \eta$ and (b) $\pi_{d}^{\#} \eta=\eta$. Here $\pi_{\varphi}, \pi_{\varphi^{+}}$, and $\pi_{d}$ are defined by $\pi_{\varphi}\left(\varphi, \varphi^{+}\right)=\varphi, \pi_{\varphi^{+}}\left(\varphi, \varphi^{+}\right)=\varphi^{+}$, and $\pi_{d}\left(\varphi, \varphi^{+}\right)=\left(\varphi^{+}, \varphi\right)$. Reformulating Definition 6 , we shall say that $\eta$ is a $\sigma$-measure if $\eta \in \Lambda$ and $\operatorname{spt} \eta \subset \cup_{i=1}^{m}\left(J_{m}^{i} \times J_{m}^{\sigma(i)}\right)$. Notice that in the new notation the objects no longer depend on $n$ : we write $\Lambda$ instead of $\Lambda_{n}, \sigma$-measure instead of $(\sigma, n)$-measure, and hollow instead of $n$-hollow.

In this notation, Proposition 1 can be reformulated as follows: for any measure $\eta \in \Lambda$ there exists a sequence of involutive permutations $\sigma_{k}$ on $\left\{1, \ldots, m_{k}\right\}, k=$ $1,2, \ldots$, such that $m_{k}$ tends to infinity and any sequence of $\sigma_{k}$-measures weakly converges to $\eta$ as $k \rightarrow \infty$.

The idea of the proof is as follows. First, $\eta$ is approximated by means of a rational matrix, and then this matrix is approximated by means of a larger matrix generated by a permutation.

Consider the partition of $\square$ into smaller rectangles $\square_{k}^{i j}=J_{k}^{i} \times J_{k}^{j}, i, j=1, \ldots, k$. Choose rational nonnegative numbers $c_{k}^{i j}$ such that $c_{k}^{i j}=c_{k}^{j i}, \sum_{j} c_{k}^{i j}=2 / k$ for any $i$, and $\left|\eta\left(\square_{k}^{i j}\right)-c_{k}^{i j}\right| \leq k^{-3}$ for any $i$ and $j$. To do so, it suffices to take positive rational values $c_{k}^{i j}$ such that $\eta\left(\square_{k}^{i j}\right)-k^{-4} \leq c_{k}^{i j} \leq \eta\left(\square_{k}^{i j}\right)$ for $i>j$ and put $c_{k}^{i j}=c_{k}^{j i}$ for $i<j$ and $c_{k}^{i i}=2 / k-\sum_{j \neq i} c_{k}^{i j}$ for $i=j$. One has $\eta\left(J_{k}^{i} \times[-\pi / 2, \pi / 2]\right)=\sum_{j=1}^{k} \eta\left(\square_{k}^{i j}\right)=2 / k$; hence $c_{k}^{i i}-\eta\left(\square_{k}^{i i}\right)=\sum_{j \neq i}\left(\eta\left(\square_{k}^{i j}\right)-c_{k}^{i j}\right) \in\left[0,(k-1) \cdot k^{-4}\right] \subset\left[0, k^{-3}\right]$.

Any sequence of measures $\eta_{k}$ satisfying the conditions $\eta_{k}\left(\square_{k}^{i j}\right)=c_{k}^{i j}, 1 \leq i, j \leq k$, weakly converges to $\eta$. Indeed, for any continuous function $f$ on $\square$ it holds that

$$
\int_{\square} f d \eta_{k}-\int_{\square} f d \eta=\sum_{i, j=1}^{k} \int_{\square_{k}^{i j}} f\left(d \eta_{k}-d \eta\right) \leq k^{-1} \max f \rightarrow 0
$$

as $k \rightarrow \infty$.
To complete the proof, it suffices to find an integer $m_{k}>k$ and an involutive permutation $\sigma_{k}$ of $\left\{1, \ldots, m_{k}\right\}$ such that any $\sigma_{k}$-measure, $\eta_{k}$, satisfies the equalities $\eta_{k}\left(\square_{k}^{i j}\right)=c_{k}^{i j}, i, j=1, \ldots, k$. Choose a positive integer $N$ such that all of the values $a_{i j}:=N \cdot c_{k}^{i j}$ are integer. The obtained matrix $A=\left(a_{i j}\right)_{i, j=1}^{k}$ is symmetric, and for any $i$ the value $\sum_{j=1}^{k} a_{i j}=2 N / k$ is a fixed positive integer. In Appendix B it is shown that there exist square matrices $B_{i j}=\left(b_{i j}^{\mu \nu}\right)_{\mu, \nu}$ of size $2 N / k$ such that $B_{i j}^{T}=B_{j i}$, the sum of elements in any matrix $B_{i j}$ equals $a_{i j}$, and the block matrix $D=\left(B_{i j}\right)$ composed of these matrices has exactly one unit in each row and each column, and other elements are zeros.
$D$ is a symmetric square matrix of size $2 N$; denote its elements by $d_{i j}$. Put $m_{k}=2 N$, and define the mapping $\sigma_{k}$ on $\{1, \ldots, 2 N\}$ in such a way that $d_{i \sigma_{k}(i)}=1$ for any $i$. The so defined mapping $\sigma_{k}$ is a permutation; it is involutive since the matrix $D$ is symmetric. Moreover, if $\eta_{k}$ is a $\sigma_{k}$-measure, then for any $i$ and $j$ it holds that $\eta_{k}\left(\square_{k}^{i j}\right)=N^{-1} \sum_{\mu, \nu} b_{i j}^{\mu \nu}=c_{k}^{i j}$. The proposition is proved.

### 3.4. Proof of Proposition 2.

1. Whatever the $n$-hollow $(\Omega, I)$, one introduces the reference system $\left(x_{1}, x_{2}\right)$ in such a way that $n$ coincides with $(0,-1)$, and the interval $I$ belongs to the straight line $x_{2}=0$ and contains the origin $O=(0,0)$. Like in the proof of Proposition 1, introduce the coordinate $\varphi=\operatorname{Arg} v-\operatorname{Arg} n$ on $S_{n}^{1}$. One has $v=-(\sin \varphi, \cos \varphi), \varphi \in[-\pi / 2, \pi / 2]$. The definitions of the segments $J_{m}^{i}=J^{i}$, the measure $\lambda$, the set of measures $\Lambda$, and the $\sigma$-measure are seen in the beginning of the previous subsection. The mapping $(\xi, v) \mapsto V_{\Omega, I}^{+}(\xi, v)$ in the new coordinates $\xi, \varphi$ is written as $(\xi, \varphi) \mapsto \varphi_{\Omega, I}^{+}(\xi, \varphi)$. Finally, define the measure $\mu_{I}$ on $I \times[-\pi / 2, \pi / 2]$ by $d \mu_{I}(\xi, \varphi)=\frac{\cos \varphi}{|I|} d \xi d \varphi$.

Denote $\square^{\prime}=\left(\cup_{i=2}^{m-1} J^{i}\right) \times\left(\cup_{i=2}^{m-1} J^{i}\right), \square_{1}=J^{1} \times[-\pi / 2, \pi / 2], \square_{2}=J^{m} \times$ $[-\pi / 2, \pi / 2], \square_{3}=\left(\cup_{i=2}^{m-1} J^{i}\right) \times J^{1}$, and $\square_{4}=\left(\cup_{i=2}^{m-1} J^{i}\right) \times J^{m}$. Thus, one has $\square \backslash \square^{\prime}=\square_{1} \cup \square_{2} \cup \square_{3} \cup \square_{4}$; see Figure 6 .


Fig. 6. Partition of the square into rectangles.
It suffices to construct a sequence of hollows $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right), \varepsilon>0$, such that
$(\mathrm{P})$ for any $i \neq 1, m, \sigma(1), \sigma(m)$ the measure of the set of values $(\xi, \varphi) \in I_{\varepsilon} \times J^{i}$ such that $\varphi_{\Omega_{\varepsilon}, I_{\varepsilon}}^{+}(\xi, \varphi) \notin J^{\sigma(i)}$ goes to zero as $\varepsilon \rightarrow 0$.
Then, speaking of restrictions of measures on the subset $\square^{\prime}$, one gets that the distance from the restrictions of measures $\eta_{\Omega_{\varepsilon}, I_{\varepsilon}}$ to the set of restrictions of $\sigma$-measures goes to zero as $\varepsilon \rightarrow 0$. On the other hand, for any measure $\eta \in \Lambda$ one has $\eta\left(\square_{1}\right)=$
$\eta\left(\square_{2}\right)=2 / m, \eta\left(\square_{3}\right) \leq 2 / m, \eta\left(\square_{4}\right) \leq 2 / m$, and hence $\eta\left(\square \backslash \square^{\prime}\right) \leq 8 / m$; therefore the distance between the restrictions on $\square \backslash \square^{\prime}$ of any two measures $\eta_{1}$ and $\eta_{2}$ from $\Lambda$ does not exceed $\left.\left.16 / m: \| \eta_{1}\right\rfloor_{\square \backslash \square^{\prime}}-\eta_{2}\right\rfloor_{\square \backslash \square^{\prime}} \| \leq 16 / m$. It follows that the upper limit of distances from $\eta_{\Omega_{\varepsilon}, I_{\varepsilon}}$ to the set of $\sigma$-measures does not exceed $16 / m$, and so Proposition 2 is proved.
2. The rest of this subsection is dedicated to the detailed description of the sequence of hollows $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right)$ and to the proof of property (P) for them.

First, consider an auxiliary construction (see Figure 7). Take two different points $F$ and $F^{\prime}$ above the line $l=\left\{x_{2}=0\right\}$, with $|O F|=2=\left|O F^{\prime}\right|$. Denote by $\Phi$ and $\Phi^{\prime}$ the angles the rays $O F$ and $O F^{\prime}$, respectively, formed with the vector $(0,1)$. The angles are counted clockwise from $(0,1)$. Thus, $F=2(\sin \Phi, \cos \Phi)$ and $F^{\prime}=2\left(\sin \Phi^{\prime}, \cos \Phi^{\prime}\right)$. Assume, for further convenience, that $F$ is situated on the left of $F^{\prime}$; thus, one has $-\pi / 2<\Phi<\Phi^{\prime}<\pi / 2$. (The case where $F$ is situated on the right of $F^{\prime}$ is completely similar.) Select three positive numbers $\lambda, \lambda^{\prime}$, and $\delta$, and define two ellipses $\mathcal{E}$ and $\mathcal{E}$ ' and two parabolas $\mathcal{P}$ and $\mathcal{P}^{\prime}$. The first ellipse has the foci $O$ and $F$, the length of its large semiaxis is $\sqrt{1+\lambda}$, of the small semiaxis, $\sqrt{\lambda}$, and the focal distance equals 2 . The second ellipse has the foci $O$ and $F^{\prime}$, the lengths of its large and small semiaxes are $\sqrt{1+\lambda^{\prime}}$ and $\sqrt{\lambda^{\prime}}$, respectively, and the focal distance is also 2. The parabolas $\mathcal{P}$ and $\mathcal{P}^{\prime}$ have the foci $F$ and $F^{\prime}$, respectively, the common axis $F F^{\prime}$, and the same focal distance $\delta$. Thus, the parabolas are symmetric to each other with respect to the bisectrix of the triangle $O F F^{\prime}$. The parameter $\delta$ is chosen sufficiently small, so that the point $O$ lies in the exterior of both parabolas.


Fig. 7. Auxiliary construction.
In what follows, we shall distinguish between the billiard and pseudobilliard dynamics. The pseudobilliard dynamics is defined as follows. A particle starts at a point $(\xi, 0) \in l$ and moves with a velocity $(\sin \varphi, \cos \varphi)$ until it reflects from the interior side of $\mathcal{E}$. (Before the reflection it can intersect other curves $\mathcal{E}$, $\mathcal{P}, \mathcal{P}^{\prime}$, or even intersect $\mathcal{E}$ from the outer side, without changing the velocity.) Then it moves again with constan velocity until it reflects from the interior side of $\mathcal{P}$. Then, in the same way, it reflects from the interior side of $\mathcal{P}^{\prime}$, and then from the interior side of $\mathcal{E}^{\prime}$, and, finally, it intersects $l$ from above to below. Denote by $\left(\xi^{\prime}, 0\right)$ the point of intersection and by $-\left(\sin \varphi^{\prime}, \cos \varphi^{\prime}\right)$ the velocity at this point.

Consider the admissible set: the set of 7 -tuples $\left(\varphi, \xi, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right)$ such that all of the indicated reflections occur in the prescribed order. This set is open and nonempty.

Indeed, let $\delta\left(\Phi, \Phi^{\prime}\right)$ be the least of the values $\delta$ such that one of the parabolas (in fact, both of them simultaneously) passes through $O$. Put $\varphi=\Phi, \xi=0$, and take arbitrary values $\lambda>0, \lambda^{\prime}>0,-\pi / 2<\Phi<\Phi^{\prime}<\pi / 2,0<\delta<\delta\left(\Phi, \Phi^{\prime}\right)$. The particle with initial data $\varphi=\Phi, \xi=0$ first passes along the large semiaxis of $\mathcal{E}$, reflects from $\mathcal{E}$, returns along the same semiaxis, and reflects from $\mathcal{P}$. Then it moves with the velocity parallel to $F F^{\prime}$, reflects from $\mathcal{P}^{\prime}$, moves the large semiaxis of the ellipse $\mathcal{E}^{\prime}$, reflects from it, and returns to $O$ along the same semiaxis. Thus, the admissible set is nonempty. Under a small perturbation of the parameters $\varphi, \xi, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta$, all of the reflections are maintained and the order of reflections remains the same. This implies that the admissible set is open.

This description determines the mapping $\varphi^{\prime}=\varphi^{\prime}\left(\varphi, \xi, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right), \xi^{\prime}=\xi^{\prime}(\varphi, \xi$, $\left.\Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right)^{2}$ from the admissible set to $\mathbb{R}^{2}$. This mapping is infinitely differentiable. For $\varphi=\Phi$ and $\xi=0$ one has

$$
\begin{equation*}
\varphi^{\prime}\left(\Phi, 0, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right)=\Phi^{\prime} \tag{11}
\end{equation*}
$$

For $\xi=0$ with arbitrary $\varphi$ one has

$$
\begin{equation*}
\xi^{\prime}\left(\varphi, 0, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right)=0 \tag{12}
\end{equation*}
$$

and

$$
\varphi^{\prime}\left(\varphi, 0, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right) \quad \text { does not depend on } \delta
$$

Indeed, a particle starting at $O$, after the reflection from $\mathcal{E}$ passes through $F$, after reflecting from $\mathcal{P}$ moves in parallel to $F F^{\prime}$, after the reflection from $\mathcal{P}^{\prime}$ passes through $F^{\prime}$, and, finally, after the reflection from $\mathcal{E}^{\prime}$ returns to $O$ (see Figure 8). The initial and final velocities of the particle are, respectively, $(\sin \varphi, \cos \varphi)$ and $-\left(\sin \varphi^{\prime}, \cos \varphi^{\prime}\right)$. Denoting by $\alpha$ and $\alpha^{\prime}$ the angles the second and fourth segments of the ( 5 -segment) trajectory form, respectively, with $O F$ and $O F^{\prime}$, one has $\alpha=\alpha^{\prime}$. The angle $\alpha$ is a function of $\varphi$, and $\varphi^{\prime}$ is a function of $\alpha^{\prime}$; these functions depend only on the parameters of the ellipses $\mathcal{E}$ and $\mathcal{E}^{\prime}$, respectively, and do not depend on the parameter $\delta$ determining the shape of parabolas.

Using properties of ellipses, one derives the formulas connecting $\varphi, \alpha$, and $\varphi^{\prime}=$ $\varphi^{\prime}\left(\varphi, 0, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}, \delta\right)$ :
(13)

$$
\sin (\varphi-\Phi)=\frac{\lambda \sin \alpha}{2+\lambda-2 \cos \alpha \sqrt{1+\lambda}}, \quad \sin \left(\varphi^{\prime}-\Phi^{\prime}\right)=-\frac{\lambda^{\prime} \sin \alpha}{2+\lambda^{\prime}-2 \cos \alpha \sqrt{1+\lambda^{\prime}}}
$$

It follows that

$$
\begin{equation*}
\left.\frac{\partial \varphi^{\prime}}{\partial \varphi}\right|_{\substack{\varphi=\Phi \\ \xi=0}}=-\left(\frac{\sqrt{\lambda^{\prime}}}{1+\sqrt{\lambda^{\prime}}} \frac{1+\sqrt{\lambda}}{\sqrt{\lambda}}\right)^{2} . \tag{14}
\end{equation*}
$$

With fixed $\Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}$, and $\delta$ the mapping $\varphi^{\prime}(\varphi, \xi), \xi^{\prime}(\varphi, \xi)$ preserves the measure, $\cos \varphi d \varphi d \xi=\cos \varphi^{\prime} d \varphi^{\prime} d \xi^{\prime}$, and hence

$$
\cos \varphi= \pm \cos \varphi^{\prime}\left|\begin{array}{ll}
\frac{\partial \varphi^{\prime}}{\partial \varphi} & \frac{\partial \varphi^{\prime}}{\partial \xi} \\
\frac{\partial \xi^{\prime}}{\partial \varphi} & \frac{\partial \xi^{\prime}}{\partial \xi}
\end{array}\right|
$$
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Fig. 8. Pseudobilliard dynamics.

Using (12), one gets that $\left.\frac{\partial \xi^{\prime}}{\partial \varphi}\right\rfloor_{\xi=0}=0$, and hence

$$
\left|\begin{array}{ll}
\frac{\partial \varphi^{\prime}}{\partial \varphi} & \frac{\partial \varphi^{\prime}}{\partial \xi} \\
\frac{\partial \xi^{\prime}}{\partial \varphi} & \frac{\partial \xi^{\prime}}{\partial \xi}
\end{array}\right|_{\xi=0}=\left.\frac{\partial \varphi^{\prime}}{\partial \varphi} \frac{\partial \xi^{\prime}}{\partial \xi}\right|_{\xi=0}
$$

therefore

$$
\begin{equation*}
\left.\cos \varphi= \pm \cos \varphi^{\prime} \frac{\partial \varphi^{\prime}}{\partial \varphi} \frac{\partial \xi^{\prime}}{\partial \xi}\right\rfloor_{\xi=0} \tag{15}
\end{equation*}
$$

Putting $\varphi=\Phi$ and $\xi=0$, and taking into account (11), (14), and (15), one gets

$$
\begin{equation*}
\cos \Phi= \pm\left.\cos \Phi^{\prime}\left(\frac{\sqrt{\lambda^{\prime}}}{1+\sqrt{\lambda^{\prime}}} \frac{1+\sqrt{\lambda}}{\sqrt{\lambda}}\right)^{2} \frac{\partial \xi^{\prime}}{\partial \xi}\right|_{\substack{\varphi=\Phi \\ \xi=0}} \tag{16}
\end{equation*}
$$

Define the positive continuous functions $\lambda\left(\Phi^{\prime}\right)$ and $\lambda^{\prime}(\Phi)$ by the relations

$$
\begin{equation*}
\left(\frac{\sqrt{\lambda}}{1+\sqrt{\lambda}}\right)^{2}=\frac{1}{2} \cos \Phi^{\prime}, \quad\left(\frac{\sqrt{\lambda^{\prime}}}{1+\sqrt{\lambda^{\prime}}}\right)^{2}=\frac{1}{2} \cos \Phi \tag{17}
\end{equation*}
$$

then one has

$$
\begin{equation*}
\left.\left|\frac{\partial \xi^{\prime}}{\partial \xi}\right|_{\substack{\varphi=\Phi ; \lambda=\lambda\left(\Phi^{\prime}\right) \\ \xi=0 ; \lambda^{\prime}=\lambda^{\prime}(\Phi)}} \right\rvert\,=1 \tag{18}
\end{equation*}
$$

Additionally, taking into account (14) and (17), one gets

$$
\begin{equation*}
\left.\frac{\cos \Phi^{\prime}}{\cos \Phi} \frac{\partial \varphi^{\prime}}{\partial \varphi}\right|_{\substack{\varphi=\Phi ; \lambda=\lambda\left(\Phi^{\prime}\right) \\ \xi=0 ; \lambda^{\prime}=\lambda^{\prime}(\Phi)}}=-1 \tag{19}
\end{equation*}
$$

Recall that $\varphi^{\prime}=\varphi^{\prime}\left(\varphi, 0, \Phi, \Phi^{\prime}, \lambda, \lambda^{\prime}\right)$; that is, the restriction of the function $\varphi^{\prime}$ to the subspace $\xi=0$ does not depend on $\delta$. Hence the function $\left.\frac{\partial \varphi^{\prime}}{\partial \varphi}\right\rfloor_{\xi=0}$ and, by formula (15), the function $\left.\frac{\partial \xi^{\prime}}{\partial \xi}\right\rfloor_{\xi=0}$ also do not depend on $\delta$. Put $\Phi_{0}=\arcsin (1-2 / m)$,
so that $J^{1}=\left[-\pi / 2,-\Phi_{0}\right]$ and $J^{m}=\left[\Phi_{0}, \pi / 2\right]$, and put $\Delta \Phi=2 / \mathrm{m}$. The set $\left\{\left(\Phi, 0, \Phi, \Phi^{\prime}, \lambda\left(\Phi^{\prime}\right), \lambda^{\prime}(\Phi)\right):-\Phi_{0} \leq \Phi, \Phi^{\prime} \leq \Phi_{0}, \Phi^{\prime}-\Phi \geq \Delta \Phi\right\}$ is compact and belongs to the (open) domain of the function $\varphi^{\prime}$. Choose a sufficiently large integer value $k=k(\varepsilon)$, so that for

$$
\begin{gather*}
|\sin \varphi-\sin \Phi|<2 /(k m), \quad \xi=0, \quad-\Phi_{0} \leq \Phi, \Phi^{\prime} \leq \Phi_{0} \\
\Phi^{\prime}-\Phi \geq \Delta \Phi, \quad \lambda=\lambda\left(\Phi^{\prime}\right), \quad \lambda^{\prime}=\lambda^{\prime}(\Phi) \tag{20}
\end{gather*}
$$

it holds true that

$$
\begin{equation*}
-\frac{\cos \Phi^{\prime}}{\cos \Phi} \frac{\partial \varphi^{\prime}}{\partial \varphi} \in\left[(1+\varepsilon)^{-1}, 1+\varepsilon\right] \tag{21}
\end{equation*}
$$

Formulas (21) and (11) mean that, under conditions (20), $\varphi^{\prime}$ is also close to $\Phi^{\prime}$. Increasing $k$ if necessary, ensure (under the same conditions) that

$$
\begin{equation*}
\frac{\cos \Phi^{\prime}}{\cos \Phi} \frac{\cos \varphi}{\cos \varphi^{\prime}} \in\left[(1+\varepsilon)^{-1}, 1+\varepsilon\right] \tag{22}
\end{equation*}
$$

Taking into account (15), (21), and (22), one obtains that under conditions (20) it holds true that

$$
\begin{equation*}
\left|\frac{\partial \xi^{\prime}}{\partial \xi}\right| \in\left[(1+\varepsilon)^{-2},(1+\varepsilon)^{2}\right] \tag{23}
\end{equation*}
$$

3. Now we proceed to the description of the hollow $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right)$.
(a) If $2 \leq i \neq \sigma(i) \leq m-1$, then divide the interval $J^{i}$ into $k$ subintervals $J^{i, j}$ of equal measure $\lambda$, going in increasing order: $J^{i}=\cup_{j=1}^{k} J^{i, j}, \lambda\left(J^{i, j}\right)=2 /(k m)$ for any $j=1, \ldots, k$. Recall that $d \lambda(\varphi)=\cos \varphi d \varphi$ and the value $k=k(\varepsilon)$ is defined above. Without loss of generality assume that $k(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0$.

To each pair of intervals, $J^{i, j}$ and $J^{\sigma(i), j}$, we apply the construction described above; see Figure 9. Namely, draw arcs of ellipses $\mathcal{E}_{i, j}=\widetilde{A B}, \mathcal{E}_{i, j}^{\prime}=A^{\prime} B^{\prime}$, and arcs of parabolas $\mathcal{P}_{i, j}, \mathcal{P}_{i, j}^{\prime}$. Without loss of generality suppose that $i<\sigma(i)$. The angles $A O B$ and $A^{\prime} O B^{\prime}$ correspond to the angular intervals $J^{i, j}$ and $J^{\sigma(i), j}$, respectively. The foci $\bar{F}=F_{i, j}$ and $\bar{F}^{\prime}=F_{i, j}^{\prime}$ belong to the intervals $O A$ and $O A^{\prime}$, respectively. The endpoints of the arcs $\mathcal{P}_{i, j}$ and $\mathcal{P}_{i, j}^{\prime}$ also belong to the intervals $O A$ and $O A^{\prime}$, respectively. The angle corresponding to the ray $O A$ (and therefore to the left endpoint of the interval $J^{i, j}$ ) will be denoted by $\bar{\Phi}=\Phi_{i, j}$, and the angle corresponding to the ray $O A^{\prime}$ (and therefore to the right endpoint of the interval $J^{\sigma(i), j}$ ) will be denoted by $\bar{\Phi}^{\prime}=\Phi_{i, j}^{\prime}$. Denote $\bar{\lambda}=\lambda_{i, j}:=\lambda\left(\bar{\Phi}^{\prime}\right)$ and $\bar{\lambda}^{\prime}=\lambda^{\prime}{ }_{i, j}:=\lambda^{\prime}(\bar{\Phi})$, according to formula (17). Next, select a value $\bar{\delta}=\delta_{i, j}$ and draw two curves (lateral reflectors) in such a way that (i) each of the curves contains an arc of parabola (the first curve contains $\mathcal{P}_{i, j}$ and the second one $\mathcal{P}_{i, j}^{\prime}$, an arc of circumference centered at $O$, and three radial segments; (ii) these curves do not intersect the intervals whose endpoints belong to the set $\left\{F_{\alpha, \beta}, F_{\gamma, \delta}^{\prime}:(\alpha, \beta) \neq(i, j),(\gamma, \delta) \neq(\sigma(i), j)\right\}$ : this will guarantee free passage of particles from one parabola to another; and (iii) the $\lambda$-measure of the angular interval occupied by each lateral reflector does not exceed $\varepsilon /(\mathrm{km})$. In Figure 9, the angular reflectors are the curves joining the points $A$ and $C$, and the points $A^{\prime}$ and $C^{\prime}$.

Notice that $-\Phi_{0} \leq \bar{\Phi}, \bar{\Phi}^{\prime} \leq \Phi_{0}$, and $\bar{\Phi}^{\prime}-\bar{\Phi} \geq \Delta \Phi$. Indeed, $\bar{\Phi}$ and $\bar{\Phi}^{\prime}$ do not belong to the intervals $J^{1}=\left[-\pi / 2,-\Phi_{0}\right]$ and $J^{m}=\left[\Phi_{0}, \pi / 2\right]$. On the other hand, one has $\bar{\Phi}^{\prime}-\bar{\Phi} \geq \sin \bar{\Phi}^{\prime}-\sin \bar{\Phi}=\lambda\left(\left[\bar{\Phi}^{\prime}, \bar{\Phi}^{\prime}\right]\right) \geq 2 / m=\Delta \Phi$.


Fig. 9. Part of the hollow corresponding to the angular intervals $J^{i, j}$ and $J^{\sigma(i), j}$.

Introduce the shorthand notation $\varphi^{\prime}(\varphi, \xi)=\varphi^{\prime}\left(\varphi, \xi, \Phi_{i, j}, \Phi_{i, j}, \lambda_{i, j}, \lambda_{i, j}^{\prime}, \delta_{i, j}\right)$. According to (21) and (23), for $\varphi \in J^{i, j}$ it holds true that

$$
\begin{equation*}
-\frac{\cos \bar{\Phi}^{\prime}}{\cos \bar{\Phi}} \frac{\partial \varphi^{\prime}}{\partial \varphi}(\varphi, 0) \in\left[(1+\varepsilon)^{-1}, 1+\varepsilon\right] \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial \xi}{\partial \xi}(\varphi, 0)\right| \in\left[(1+\varepsilon)^{-2},(1+\varepsilon)^{2}\right] \tag{25}
\end{equation*}
$$

According to (11), one has $\varphi^{\prime}(\bar{\Phi}, 0)=\bar{\Phi}^{\prime}$; this equality and formula (24) imply that for $\varphi \in J^{i, j}$ and $\varphi^{\prime}=\varphi^{\prime}(\varphi, 0)$ one has

$$
\begin{equation*}
-\frac{\cos \bar{\Phi}}{\cos \bar{\Phi}} \frac{\varphi^{\prime}-\bar{\Phi}}{\varphi-\bar{\Phi}} \in\left[(1+\varepsilon)^{-1}, 1+\varepsilon\right] \tag{26}
\end{equation*}
$$

On the other hand, one has

$$
\begin{align*}
\cos \bar{\Phi}\left|J^{i, j}\right| & =\frac{2}{k m}(1+o(1))  \tag{27}\\
\cos \bar{\Phi} \cdot\left|J^{\sigma(i), j}\right| & =\frac{2}{k m}(1+o(1)) \tag{28}
\end{align*}
$$

with $o(1)$ being uniformly small over all $i, j$ as $\varepsilon \rightarrow 0$, and $|J|$ being the Lebesgue measure of $J$. (Recall that the parameters $\bar{\Phi}, \bar{\Phi}^{\prime}, k$ and the intervals $J^{i, j}$ implicitly depend on $\varepsilon$.)

Choose closed intervals $\tilde{J}^{i, j} \subset J^{i, j}$ and $\tilde{J}^{\sigma(i), j} \subset J^{\sigma(i), j}$ satisfying the following conditions: (i) $\varphi^{\prime}\left(\tilde{J}^{i, j} \times\{0\}\right)=\tilde{J}^{\sigma(i), j}$; (ii) some neighborhoods of $\tilde{J}^{i, j}$ and $\tilde{J}^{\sigma(i), j}$ belong to $J^{i, j}$ and $J^{\sigma(i), j}$, respectively; and (iii) the pseudobilliard trajectory with the initial data $(\varphi, 0), \varphi \in \tilde{J}^{i, j}$ does not intersect the neighbor lateral reflectors (that is, the lateral reflectors corresponding to the intervals $\tilde{J}^{i, j+1}$ and $\tilde{J}^{\sigma(i), j-1}$ if $j \neq 1, k$; if $j=1$, then $\tilde{J}^{\sigma(i), j-1}$ should be replaced with $\tilde{J}^{\sigma(i)-1, k}$, and if $j=k$, then $\tilde{J}^{i, j+1}$ should be replaced with $\left.\tilde{J}^{i+1,1}\right)$. Note in this regard that the neighbor lateral reflectors occupy a small part of the angular intervals $J^{i, j}$ and $J^{\sigma(i), j}$ (represented in the figure
by the $\operatorname{arcs} A B$ and $\left.B^{\prime} A^{\prime}\right)$. Other lateral reflectors will not be intersected by the choice of lateral reflectors.

By virtue of $(26),(27),(28)$ and because of smallness of the angular intervals occupied by the lateral reflectors, $\tilde{J}^{i, j}$ and $\tilde{J}^{\sigma(i), j}$ may be chosen in such a way that the ratios $\lambda\left(\tilde{J}^{i, j}\right) / \lambda\left(J^{i, j}\right)$ and $\lambda\left(\tilde{J}^{\sigma(i), j}\right) / \lambda\left(J^{\sigma(i), j}\right)$ uniformly (with respect to $i, j$ ) tend to 1 as $\varepsilon \rightarrow 0$. Thus, a billiard particle going from $O$ in a direction $\varphi \in \tilde{J}^{i, j}$ makes the same reflections and in the same order as under the pseudobilliard dynamics: first, reflection from $\mathcal{E}_{i, j}$, from $\mathcal{P}_{i, j}$, from $\mathcal{P}^{\prime}{ }_{i, j}$, and from $\mathcal{E}^{\prime}{ }_{i, j}$; finally, the particle goes back to $O$ in the direction $\varphi^{\prime}(\varphi, 0) \in \tilde{J}^{\sigma(i), j}$.

Choose $a_{i, j}$ in such a way that the following conditions are fulfilled: if $(\xi, \varphi) \in$ $\left[-a_{i, j}, a_{i, j}\right] \times \tilde{J}{ }^{i, j}$, then (i) the corresponding billiard trajectory does not intersect the lateral reflectors and the indicated order of reflections is preserved; (ii) $\varphi^{\prime}(\varphi, \xi) \in$ $J^{\sigma(i), j}$; (iii) $\left|\frac{\partial \xi^{\prime}}{\partial \xi}(\varphi, \xi)\right| \in\left[(1+\varepsilon)^{-3},(1+\varepsilon)^{3}\right]$. Analogously, choose $a_{\sigma(i), j}$ in such a way that the conditions are fulfilled: if $(\xi, \varphi) \in\left[-a_{\sigma(i), j}, a_{\sigma(i), j}\right] \times \tilde{J}^{\sigma(i), j}$, then (i) the billiard trajectory does not intersect the lateral reflectors and the order of its reflections is reversed; (ii) $\varphi^{\prime}(\varphi, \xi) \in J^{i, j}$; (iii) $\left|\frac{\partial \xi^{\prime}}{\partial \xi}(\varphi, \xi)\right| \in\left[(1+\varepsilon)^{-3},(1+\varepsilon)^{3}\right]$. Note that the values $a_{i, j}$ and $a_{\sigma(i), j}$ implicitly depend on $\varepsilon$.

Select $a_{\varepsilon} \leq \min _{i, j} a_{i j}$ in such a way that $a_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$, and denote $I_{\varepsilon}=$ $\left(-a_{\varepsilon}, a_{\varepsilon}\right) \times\{0\}, \tilde{I}_{\varepsilon}=\left(-a_{\varepsilon}(1+\varepsilon)^{-3}, a_{\varepsilon}(1+\varepsilon)^{-3}\right) \times\{0\}$, and $\tilde{J}_{\varepsilon}^{i}=\tilde{J}^{i}:=\cup_{j} \tilde{J}_{\varepsilon}^{i, j}$. The part of the boundary of $\Omega_{\varepsilon}$ related to the angular intervals $J^{i, j}$ and $J^{\sigma(i), j}$ under consideration is formed by the arcs of ellipses $\mathcal{E}_{i, j}, \mathcal{E}_{i, j}$ and the corresponding lateral reflectors. Then a billiard particle with initial conditions $(\xi, \varphi) \in \tilde{I}_{\varepsilon} \times \tilde{J}^{i, j}$ after making four reflections will intersect $l$ at a point $\left(\xi^{\prime}, 0\right) \in I_{\varepsilon}$, and the angle at the point of intersection will be $\varphi_{\Omega_{\varepsilon}, I_{\varepsilon}}^{+}(\xi, \varphi)=\varphi^{\prime}(\varphi, \xi) \in J^{\sigma(i), j} \subset J^{\sigma(i)}$. Thus, the set of values $(\xi, \varphi) \in I_{\varepsilon} \times J^{i}$ such that $\varphi_{\Omega_{\varepsilon}, I_{\varepsilon}}^{+}(\xi, \varphi) \notin J^{\sigma(i)}$ is contained in the set $\left(I_{\varepsilon} \times J^{i}\right) \backslash\left(\tilde{I}_{\varepsilon} \times \tilde{J}_{\varepsilon}^{i}\right)$, whose measure is vanishing as $\varepsilon \rightarrow 0$.
(b) If $2 \leq i=\sigma(i) \leq m-1$, then the corresponding part of the boundary is the arc of circumference of radius 2 with the center at $O$ occupying the angular interval $J^{i}$, that is, the set $\left\{2(\sin \varphi, \cos \varphi), \varphi \in J^{i}\right\}$. Next, we will show that for all values $(\xi, 0) \in I_{\varepsilon}, \varphi \in J^{i}$, except for a portion of order $o(1)$, the corresponding billiard particle makes one reflection from the arc and then goes back to $I_{\varepsilon}$ in the direction $\varphi^{\prime} \in J^{i}$.

For all values $\varphi \in J^{i}$, except for the union of two intervals of vanishing length (each of the intervals is contained in $J^{i}$, has the length $2 \arctan \left(a_{\varepsilon} / 4\right)$, and contains an endpoint of $J^{i}$ ), the particle starting at $(\xi, 0) \in I_{\varepsilon}$ in the direction $\varphi$ will reflect from the indicated arc of circumference. Let $\psi \in J^{i}$ be the angular coordinate of the reflection point. By $\left(\xi^{\prime}, 0\right)$ denote the point at which the reflected particle intersects the straight line $l$. One easily verifies that

$$
\begin{equation*}
\frac{1}{\xi}+\frac{1}{\xi}=\cos \psi \tag{29}
\end{equation*}
$$

One has

$$
\begin{equation*}
|\xi|<a_{\varepsilon} \tag{30}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\frac{1}{\left|\xi^{\prime}\right|}=\left|\cos \psi-\frac{1}{\xi}\right|>\frac{1}{a_{\varepsilon}}-1 \tag{31}
\end{equation*}
$$

From (29) it follows that $\left|\xi+\xi^{\prime}\right| /\left|\xi \xi^{\prime}\right|=|\cos \psi| \leq 1$, and, taking into account (30) and (31), one finds that $\left|\xi+\xi^{\prime}\right|<a_{\varepsilon}^{2} /\left(1-a_{\varepsilon}\right)$. This implies that for all values $(\xi, 0) \in I_{\varepsilon}$, except for a set of measure $O\left(a_{\varepsilon}^{2}\right)$, the second point of intersection of the billiard trajectory belongs to $I_{\varepsilon}$; moreover, the velocity at this point, $\varphi_{\Omega_{\varepsilon}, I_{\varepsilon}}^{+}(\xi, \varphi)$, belongs to $\mathcal{N}_{2 \arctan \left(a_{\varepsilon} / 4\right)}\left(J^{i}\right)$, the neighborhood of $J^{i}$ of radius $2 \arctan \left(a_{\varepsilon} / 4\right)$. This finally implies that for all $(\xi, \varphi) \in I_{\varepsilon} \times J^{i}$, except for a portion of order $O\left(a_{\varepsilon}\right)$, it holds that $\varphi_{\Omega_{\varepsilon}, I_{\varepsilon}}^{+}(\xi, \varphi) \in J^{i}$.
(c) The parts of the hollow's boundary, corresponding to $J^{1}$ and $J^{m}$, are formed by smooth curves joining the corresponding endpoints of $I_{\varepsilon}$ and the points $2\left(\sin \Phi_{0}\right.$, $\left.-\cos \Phi_{0}\right)$ and $2\left(\sin \Phi_{0}, \cos \Phi_{0}\right)$, respectively. The unique condition on these curves is that they can be parametrized by the monotonically increasing angular coordinate. For those values $\sigma(1), \sigma(m)$ that coincide with neither 1 nor $m$ take just the arcs of circumference of radius 2 corresponding to the angular intervals $J^{\sigma(1)}, J^{\sigma(m)}$.

Consider the union of all of the elliptic $\operatorname{arcs} \mathcal{E}_{i, j}, \mathcal{E}_{i, j}$ introduced in item (a), all of the arcs of circumference defined in items (a) and (b), and the two curves introduced in this item (c). Let us call this union the main element. Each lateral reflector is a curve; select it in such a way that both its endpoints belong to the main element. Finally, the curve $\partial \Omega_{\varepsilon} \backslash I_{\varepsilon}$ is the union of all of the lateral reflectors and the part of the main element visible from $O$ (that is, which is not shielded by the adjacent lateral reflectors). Thus, the definition of the hollow $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right)$ is complete.

In Figure 10, there is shown a particular hollow $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right)$ corresponding to the permutation $\sigma=\left(\begin{array}{ccccc}1 & 2 & 3 & 4 & 5 \\ 5 & 4 & 3 & 2 & 1\end{array}\right)$. The angular intervals $J^{1}, \ldots, J^{5}$ are separated by dotted lines. The family of hollows $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right)$, with vanishingly small $\varepsilon$, has the following property: for almost all particles with the initial direction from $J^{2}$ (resp. $J^{3}, J^{4}$ ), the final direction will belong to $J^{4}$ (resp. $J^{3}, J^{2}$ ). In the figure, there is shown the trajectory of a particle with the initial direction $\varphi \in J^{2}$ and the final direction $\varphi^{+} \in J^{4}$. The particle makes a reflection from an elliptic arc, then two reflections from (very small) parabolic arcs, and, finally, again from an elliptic arc. According to our notation, these arcs are $\mathcal{E}_{2,2}, \mathcal{P}_{2,2}, \mathcal{P}_{2,2}^{\prime}$, and $\mathcal{E}_{2,2}^{\prime}$.


FIG. 10. A hollow $\left(\Omega_{\varepsilon}, I_{\varepsilon}\right)$ approximating a $\sigma$-measure.
4. Concluding remarks and applications. Physical bodies in the real world have atomic structure and therefore are disconnected. This is a reason for using (generally) disconnected sets $Q_{m}$ in the definition of a rough body. In the future we intend to turn to propose and study the notion of a three-dimensional rough body, where the connectivity assumption is absolutely useless; this is another reason. By removing this assumption, the consideration in two dimensions (namely, the proof of Lemma 1) is made somewhat more difficult, but at the same time prerequisites for passing to the three-dimensional case are created.

In fact, the notions of "disconnected" (as everywhere in this paper) and "connected" rough bodies are equivalent. There is a natural one-to-one correspondence between the equivalence classes in the connected and disconnected cases, ${ }^{3}$ the former classes being subclasses of the latter ones under this correspondence.

Let us now consider applications of the main theorem to problems of the body of minimal or maximal aerodynamic resistance. A two-dimensional convex body $B$ moves, at constant velocity, through a rarefied homogeneous medium in $\mathbb{R}^{2}$, and at the same time it slowly rotates. The rotation is generally nonuniform; we assume that, during a sufficiently long observation period, in a reference system connected with the body the body's velocity is distributed in $S^{1}$ according to a given density function $\rho$, with $\int_{S^{1}} \rho(v) d v=1$. The medium particles do not mutually interact, and collisions of the particles with the body are absolutely elastic. The resistance of the medium to the motion of the body is a vector-valued function of time. After averaging it over a sufficiently long period of time, one gets a vector. We are interested in the projection of this vector onto the direction of motion; for the sake of brevity, it will be called mean resistance, or just resistance. The problem is as follows: given $B$, determine the roughness on it in such a way that the main resistance of the resulting rough body is minimal or maximal.

A prototype of such a mechanical system is an artificial satellite of the Earth on relatively low altitudes $(100 \div 200 \mathrm{~km})$, with restricted capacity of rotation angle control. The satellite's motion is slowing down by the rest of the atmosphere; the problem is to minimize or maximize the effect of slowing down. The problems of resistance maximization may also arise when considering solar sail: a spacecraft driven by the pressure of solar photons.

The initial velocity of an incident particle (in the reference system connected with the body) is $-v$, and the final velocity is $v^{+}$; therefore, the momentum transmitted by the particle to the body is $v+v^{+}$. The projection of the transmitted momentum onto the direction of motion of the body equals $1+\left\langle v, v^{+}\right\rangle$. Averaging this value over all particles incident on the body within a sufficiently long time interval, one gets the mean resistance. The averaging amounts to integration over $\rho(v) d \nu_{\mathcal{B}}\left(v, v^{+}, n\right)$; that is, the mean resistance of the rough body equals

$$
R\left(\nu_{\mathcal{B}}\right)=\iiint_{\mathbb{T}^{3}}\left(1+\left\langle v, v^{+}\right\rangle\right) \rho(v) d \nu_{\mathcal{B}}\left(v, v^{+}, n\right)
$$

Using the main theorem and Fubini's theorem, one rewrites this formula in the form

$$
\begin{equation*}
R\left(\nu_{\mathcal{B}}\right)=\int_{S^{1}} d \tau_{B}(n) \iint_{\mathbb{T}^{2}}\left(1+\left\langle v, v^{+}\right\rangle\right) \rho(v) d \eta_{\mathcal{B}, n}\left(v, v^{+}\right) \tag{32}
\end{equation*}
$$

[^115]where $\eta_{\mathcal{B}, n} \in \Lambda_{n}$. Thus, the minimization problem for $R\left(\nu_{\mathcal{B}}\right)$ reduces to minimization, for any $n$, of the functional $\iint_{\mathbb{T}^{2}}\left(1+\left\langle v, v^{+}\right\rangle\right) \rho(v) d \eta\left(v, v^{+}\right)$over all $\eta \in \Lambda_{n}$. Using the notation introduced in section 3.3 , one comes to the problem:
\[

$$
\begin{equation*}
\inf _{\eta \in \Lambda} \iint_{\square}\left(1+\cos \left(\varphi-\varphi^{+}\right)\right) \varrho(\varphi) d \eta\left(\varphi, \varphi^{+}\right) \tag{33}
\end{equation*}
$$

\]

where $\varrho(\varphi)=\rho(v)$ for $\varphi=\operatorname{Arg} v-\operatorname{Arg} n$. This problem, in turn, by symmetrization of the cost function reduces to a particular Monge-Kantorovich problem:

$$
\begin{equation*}
\inf _{\eta \in \Lambda_{\lambda, \lambda}} \mathcal{F}(\eta), \quad \text { where } \quad \mathcal{F}(\eta)=\iint_{\square} c\left(\varphi, \varphi^{+}\right) d \eta\left(\varphi, \varphi^{+}\right) \tag{34}
\end{equation*}
$$

where $c\left(\varphi, \varphi^{+}\right)=\left(1+\cos \left(\varphi-\varphi^{+}\right)\right) \frac{\varrho(\varphi)+\varrho\left(\varphi^{+}\right)}{2}$ and $\Lambda_{\lambda, \lambda}$ is the set of measures $\eta$ on having both marginal measures equal to $\lambda: \pi_{\varphi}^{\#} \eta=\lambda=\pi_{\varphi^{+}}^{\#} \eta$. Recall that $\lambda$ is defined by $d \lambda(v)=\cos \varphi d \varphi$.

Problem (34) can be exactly solved in several particular cases. Consider the case of uniform motion, where the function $\rho$, and therefore $\varrho$, is constant, and thus one can take $c\left(\varphi, \varphi^{+}\right)=\frac{3}{8}\left(1+\cos \left(\varphi-\varphi^{+}\right)\right) .{ }^{4}$ Note that $\mathcal{F}\left(\eta_{0}\right)=1$ and therefore resistance of the smooth body is equal to its perimeter: $R\left(\nu_{B}\right)=\int_{S^{1}} d \tau_{B}(n) \mathcal{F}\left(\eta_{0}\right)=|\partial B|$. (Recall that the measure $\eta_{0}$ belongs to $\Lambda$ and is supported on the diagonal $\varphi^{+}=-\varphi$.) The minimization problem (34) for constant $\varrho$ was solved in [14]: one has $\inf _{\mathcal{B}} R\left(\nu_{\mathcal{B}}\right)=$ $0.9878 \ldots \cdot|\partial B|$, the infimum being taken over all roughenings of $B$.

Note that the corresponding maximization problem for (34) has the trivial solution, which does not depend on the function $\varrho: \eta=\eta_{\star}$, the measure $\eta_{\star} \in \Lambda$ being supported on the diagonal $\varphi^{+}=\varphi$. One has $\sup _{\mathcal{B}} R\left(\nu_{\mathcal{B}}\right)=\kappa|\partial B|$, where $\kappa=\left(\int_{-\pi / 2}^{\pi / 2} \varrho(\varphi) \cos \varphi d \varphi\right) /\left(\int_{-\pi / 2}^{\pi / 2} \varrho(\varphi) \cos ^{3} \varphi d \varphi\right)>1$; in the case of uniform rotation one has $\kappa=1.5$. The maximization problem was studied in more detail in [20].

Appendix A. The construction below is simple (see Figure 11), but its description is a bit cumbersome.

Take a point in the interior of $B$ and connect it by segments with all vertices. The polygon is thus divided into several triangles; fix $i$ and $m$ and consider the triangle with the base $\mathfrak{b}_{i}$, the $i$ th side of $B$. Denote by $d\left(\Omega_{i}^{m}\right)$ the diameter of the orthogonal projection of $\Omega_{i}^{m}$ onto the straight line containing $I_{i}^{m}$; one obviously has $d\left(\Omega_{i}^{m}\right) \geq\left|I_{i}^{m}\right|$. Fix a positive number $\kappa<\left|I_{i}^{m}\right| / d\left(\Omega_{i}^{m}\right)$.

Take a rectangle $\Pi^{1}$ contained in the triangle and such that one side of $\Pi^{1}$ belongs to $\mathfrak{b}_{i}$. By $\delta_{1}$ denote the total length of the part of $\mathfrak{b}_{i}$ which is not occupied by this side.

For the sake of brevity, the image of a set under the composition of a homothety with positive ratio and a translation will be called a copy of this set. Take several copies of $\Omega_{i}^{m}$ (copies of first order) that do not mutually interact, that belong to $\Pi^{1}$, whose corresponding copies of $I_{i}^{m}$ belong to $\mathfrak{b}_{i}$, and whose portion of the side of $\Pi^{1}$ occupied by them is more than $\kappa$.

Next, take several rectangles that do not mutually intersect and do not intersect with the chosen copies of $\Omega_{i}^{m}$, belong to $\Pi^{1}$, and have one side contained in $\mathfrak{b}_{i}$. Denote by $\Pi^{2}$ the union of these rectangles and by $\delta_{2}$ the total length of the part of the side of $\Pi^{1}$ which is not occupied by the rectangles from $\Pi^{2}$ and by the copies of $I_{i}^{m}$. Next,
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FIG. 11. Making hollows on the ith side of a polygon.
for each rectangle from $\Pi^{2}$ choose several copies of $\Omega_{i}^{m}$ (copies of second order) in the way completely similar to the described above (see Figure 11).

Continuing this process, one obtains a sequence $\Pi^{1}, \Pi^{2}, \ldots$ of unions of rectangles and collections of copies of $\Omega_{i}^{m}$ of first, second, ... order. Choose the rectangles in such a way that $\delta_{1}+\delta_{2}+\cdots<1 / m$ and Area $\left(\Pi^{1}\right)<1 / m$. Finally, choose $k$ such that the total length of sides of rectangles from $\Pi^{k+1}$ contained in $\mathfrak{b}_{i}$ is less than $1 / m$, and take the collection of copies of $\Omega_{i}^{m}$ of order $1,2, \ldots, k$ (we shall call it full collection). The total length of the part of $\mathfrak{b}_{i}$ not occupied by the corresponding copies of $I_{i}^{m}$ is less than $2 / m$, and therefore it goes to zero as $m \rightarrow \infty$.

By definition, the desired set $Q_{m}$ is $B$ minus the union of full collections of copies of $\Omega_{i}^{m}$ over all $i$.

Appendix B. We prove here slightly more than needed.
Statement 3. Let $A=\left(a_{i j}\right)_{i, j=1}^{k}$ be a symmetric matrix, with $a_{i j}$ being nonnegative integers. Denote $n_{i}=\sum_{j=1}^{k} a_{i j}$. Then there exist matrices $B_{i j}=\left(b_{i j}^{\mu \nu}\right)_{\mu, \nu}$ of size $n_{i} \times n_{j}$ such that $b_{i j}^{\mu \nu} \in\{0,1\}, B_{i j}^{T}=B_{j i}$, the sum of elements in $B_{i j}$ equals $a_{i j}$, and the block matrix $D=\left(B_{i j}\right)$ contains exactly one unit in each row and each column.

Note that for some values $i=i_{1}, i_{2}, \ldots$ it may happen that $n_{i}=0$, that is, $a_{i j}=0$ for all $j=1, \ldots, k$. Then the corresponding matrices $B_{i j}$ have the size $0 \times n_{j}$, that is, are empty. In this case $D$ coincides with the block matrix $D^{\prime}=\left(B_{i j}\right)$ having the rows $i_{1}, i_{2}, \ldots$ and columns $i_{1}, i_{2}, \ldots$ crossed out.

Proof. The proof is by induction on $k$. Let the statement be true for $k-1$; prove it for $k$. Take the matrix $\tilde{A}=\left(a_{i j}\right)_{i, j=2}^{k}$; there exists a block matrix $\tilde{B}=\left(\tilde{B}_{i j}\right)_{i, j=2}^{k}$ satisfying the statement. Note that the order of $\tilde{B}_{i j}$ is $\tilde{n}_{i} \times \tilde{n}_{j}$, where $\tilde{n}_{i}=\sum_{j=2}^{k} a_{i j}=$ $n_{i}-a_{i 1}$. Define the matrices $B_{i j}$ as follows.
(a) Put $B_{11}=\operatorname{diag}\{\underbrace{1, \ldots, 1}_{a_{11}}, 0, \ldots, 0\}$.
(b) Put $b_{12}^{a_{11}+1,1}=\cdots=b_{12}^{a_{11}+a_{12}, a_{12}}=1 ; b_{13}^{a_{11}+a_{12}+1,1}=\cdots=b_{13}^{a_{11}+a_{12}+a_{13}, a_{13}}=$ $1 ; \cdots ; b_{1 k}^{a_{11}+\cdots+a_{1, k-1}+1,1}=\cdots=b_{1 k}^{a_{11}+\cdots+a_{1 k}, a_{1 k}}=1$; the other elements of the matrices $B_{1 j}, j=2, \ldots, k$, are zeros. Thus, on the diagonal of $B_{1 j}$ starting from the element at the first column and the $\left(a_{11}+a_{12}+\cdots+a_{1, j-1}+1\right)$ th row, the first $a_{1 j}$ elements equal 1 , and the remaining elements on this diagonal and all of the elements
off the diagonal are zeros. This defines the matrices $B_{1 j}, j=2, \ldots, k$. The matrices $B_{i 1}, i=2, \ldots, k$, are determined by the condition $B_{i 1}=B_{1 i}^{T}$.
(c) For $i \geq 2, j \geq 2$ define the matrix $B_{i j}$ as follows. For $\mu \leq a_{1 i}$ or $\nu \leq a_{1 j}$, put $b_{i j}^{\mu \nu}=0$, and for $\mu \geq a_{1 i}+1, \nu \geq a_{1 j}+1$, put $b_{i j}^{\mu \nu}=\tilde{b}_{i j}^{\mu-a_{1 i}, \nu-a_{1 j}}$. Thus, in the obtained matrix $B_{i j}$, the right lower corner coincides with the matrix $\tilde{B}_{i j}$, and all of the remaining elements are equal to zero. The number of rows of this matrix equals $a_{1 i}+\tilde{n}_{i}=n_{i}$, and the number of columns equals $a_{1 j}+\tilde{n}_{j}=n_{j}$. One obviously has $B_{i j}^{T}=B_{j i}$.

One easily verifies that $\sum_{\mu \nu} b_{i j}^{\mu \nu}=a_{i j}$ and that each row and each column of the obtained block matrix $D=\left(B_{i j}\right)_{i, j=1}^{k}$ contains precisely one unit.
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#### Abstract

Lotka-Volterra systems are the canonical ecological models used to analyze population dynamics of competition, symbiosis, or prey-predator behavior involving different interacting species in a fixed habitat. Much of the work on these models has been within the framework of infinite-dimensional dynamical systems, but this has frequently been extended to allow explicit time dependence, generally in a periodic, quasiperiodic, or almost periodic fashion. The presence of more general nonautonomous terms in the equations leads to nontrivial difficulties which have stalled the development of the theory in this direction. However, the theory of nonautonomous dynamical systems has received much attention in the last decade, and this has opened new possibilities in the analysis of classical models with general nonautonomous terms. In this paper we use the recent theory of attractors for nonautonomous PDEs to obtain new results on the permanence and the existence of forwards and pullback asymptotically stable global solutions associated to nonautonomous Lotka-Volterra systems describing competition, symbiosis, or prey-predator phenomena. We note in particular that our results are valid for prey-predator models, which are not order-preserving: even in the "simple" autonomous case the uniqueness and global attractivity of the positive equilibrium (which follows from the more general results here) is new.
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1. Introduction. Partial differential equations have proved a very useful tool in the modelling of many ecological phenomena related to the dynamics between species interacting in a given habitat. Many authors have allowed explicit dependence on both space and time in the parameters of the equation, a natural way to take into account the spatial and temporal variations that influence real species interactions.

In this paper we consider a nonautonomous model for two species ( $u$ and $v$ ), evolving within a habitat $\Omega$ that is a bounded domain in $\mathbf{R}^{N}, N \geq 1$, with a smooth

[^117]boundary $\partial \Omega$, of the following type:
\[

$$
\begin{cases}u_{t}-d_{1} \Delta u=u f(t, x, u, v) & x \in \Omega, t>s  \tag{1.1}\\ v_{t}-d_{2} \Delta v=v g(t, x, u, v) & x \in \Omega, t>s \\ \mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0 & x \in \partial \Omega, t>s \\ u(s)=u_{s}, v(s)=v_{s}, & \end{cases}
$$
\]

where $f$ and $g$ are regular functions, $d_{1}, d_{2}$ are positive constants, and $\mathcal{B}_{i}$ denotes one of the boundary operators

$$
\begin{equation*}
\mathcal{B} u=u, \quad \text { or } \quad \mathcal{B} u=\frac{\partial u}{\partial \vec{n}}, \quad \text { or } \quad \mathcal{B} u=d \frac{\partial u}{\partial \vec{n}}+\sigma(x) u \tag{1.2}
\end{equation*}
$$

for the Dirichlet, Neumann, or Robin case, respectively, $\vec{n}$ is the outward normal vector-field to $\partial \Omega$, and $\sigma(x)$ a $C^{1}$ function. Note that we take diffusion coefficient $d_{i}$ and boundary potential $\sigma_{i}(x)$ for the case of Robin boundary condition $\mathcal{B}_{i}$. Also note that we allow all of the nine possible combinations of boundary conditions in (1.1).

A particularly interesting class of models of the form (1.1) are the nonautonomous Lotka-Volterra models:

$$
\left\{\begin{array}{lc}
u_{t}-d_{1} \Delta u=u(\lambda(t, x)-a(t, x) u-b(t, x) v) & x \in \Omega, t>s  \tag{1.3}\\
v_{t}-d_{2} \Delta v=v(\mu(t, x)-c(t, x) u-d(t, x) v) & x \in \Omega, t>s \\
\mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0 & x \in \partial \Omega, t>s \\
u(s)=u_{s}, v(s)=v_{s} &
\end{array}\right.
$$

We refer, for example, to [6] for the biological meaning of the parameters $d_{1}, d_{2}$, $\lambda, \mu, a, b, c, d$ involved in (1.3).

In line with the ecological interpretation of these models, we will consider only positive solutions, and in the light of this we note here that $u_{s}, v_{s} \geq 0$ implies that the solution of (1.1) satisfies $u, v \geq 0$.

Note that our hypotheses on $b$ and $c$ allow different models of population dynamics: competition if $b, c>0$, symbiosis if $b, c<0$, and prey-predator if $b>0$ and $c<0$, although we do not allow sign-changing coefficients.

Of course, it is an important problem to determine the asymptotic behavior of solutions of the system (1.1). Since in general this is a very complicated task, one may try to solve simpler problems; e.g., one can try to determine whether or not the two species will survive in the long term or if, on the contrary, one of them will be driven to extinction. Survival of the species has been formalized in the notion of permanence; see Hale and Waltman [15] or Hutson and Schmitt [20]. Loosely speaking, the system (1.1) is said to be permanent if for any positive initial data $u_{s}$ and $v_{s}$, within a finite time the values of the solution $\left(u\left(t, s, x ; u_{s}, v_{s}\right), v\left(t, s, x ; u_{s}, v_{s}\right)\right)$, for $x \in \Omega$, enter and remain within a compact set in $\mathbf{R}^{2}$ that is strictly bounded away from zero in each component. Note, however, that this is an imprecise statement in the presence of Dirichlet boundary conditions.

Note that permanence is a form of coexistence of the species, since none is extinguished at any part of the habitat domain at any time.

A related situation, which implies that the system is permanent but gives more detail since it also indicates the expected final state of the system, is when there exists a solution, bounded away from zero, to which all other solutions tend asymptotically.

These two are the main topics with which we are concerned in this paper.
Before going further observe that both (1.1) and (1.3) always possess the trivial solution $(0,0)$ and semitrivial solutions of the form $(u, 0)$ and $(0, v)$. In the latter
case the nontrivial component satisfies a scalar parabolic problem, of logistic type in the case of (1.3). The dynamics of these solutions have a deep impact on the global dynamics of general solutions. Indeed, if the system is permanent, this implies that semitrivial solutions must be unstable in some sense. On the other hand, if semitrivial solutions are stable, then it can be expected that some solutions of the system exhibit extinction, that is, one of the species (or both) approaches asymptotically the value zero.

Some results are already known along these lines. For example, in the autonomous case, assume that all the coefficients in (1.3) are constants and consider, for example, the problem with Dirichlet boundary conditions. In this case results about permanence for problem (1.3) depend on the values of $\lambda$ and $\mu$ with respect to the first eigenvalue of certain associated linear elliptic problems, which we now describe. Given $d \in \mathbf{R}, d>0$, and $f \in L^{\infty}(\Omega)$, we denote by $\Lambda(d, f)$ (we write $\left.\Lambda_{0}:=\Lambda(d, 0)\right)$ the first eigenvalue of the problem

$$
\begin{cases}-d \Delta w=\sigma w+f(x) w & \text { in } \Omega \\ w=0 & \text { on } \partial \Omega\end{cases}
$$

and given $\gamma, \alpha \in \mathbf{R}$ with $\alpha>0$, we denote by $\omega_{[d, \gamma, \alpha]}$ the unique positive solution of

$$
\begin{cases}-d \Delta w=\gamma w-\alpha w^{2} & \text { in } \Omega \\ w=0 & \text { on } \partial \Omega\end{cases}
$$

If $\lambda$ and $\mu$ satisfy

$$
\begin{equation*}
\lambda>\Lambda\left(d_{1},-b \omega_{\left[d_{2}, \mu, d\right]}\right) \quad \text { and } \quad \mu>\Lambda\left(d_{2},-c \omega_{\left[d_{1}, \lambda, a\right]}\right), \tag{1.4}
\end{equation*}
$$

then the autonomous version of the competition or prey-predator cases of (1.3), with Dirichlet boundary conditions in both components, are permanent and moreover there exists a positive equilibrium solution (Cantrell et al. [4], [6], [7], [8] and López-Gómez [27]).

Although the case of symbiosis, $b, c<0$, is not treated in these papers, a similar result holds provided that

$$
b c<a d,
$$

a condition which is used to obtain a priori bounds for the solutions (see, for instance, Pao [30] or Theorem 9.8 in Delgado et al. [12], where moreover the coefficients $a, b, c$, and $d$ depend on $x)$.

Note that (1.4) is a condition that expresses the instability of semitrivial solutions.
However, in the competition case it is well known that if $\lambda \leq \Lambda_{0}$ or $\mu \leq \Lambda_{0}$, then one of the two species (or both of them) will be driven to extinction (see López-Gómez and Sabina [29] for an improvement of this result). Similar results can be obtained in the other cases; see [6] and [30]. Note that, in contrast with (1.4), the condition above expresses the stability of either one of the semitrivial solutions.

When nonautonomous terms are allowed in the equations, this is usually done under the assumption of periodicity, quasiperiodicity, or almost periodicity, and in this case similar results can be obtained to those for autonomous equations (see Hess [17], Hess and Lazer [18], Hetzer and Shen [19], and references therein). For the case of periodic coefficients, the use of the Poincaré map implies that the system resembles an autonomous one in many respects.

Cantrell and Cosner [5] assume general nonautonomous terms that are bounded by periodic functions, and using a comparison method give conditions on $\lambda$ and $\mu$ that guarantee that (1.3) is permanent.

Note that most of the references cited in the papers above are concerned (besides periodicity or almost periodicity) with some particular choice of boundary conditions (typically Neumann, or even Dirichlet, in both components) and one of the competition, symbiosis or prey-predator cases. In the first two cases a common tool in the references is the use of order-preserving properties of the Lotka-Volterra system.

For example, in the case of almost periodic time dependence, Hetzer and Shen [19] proved similar results for the competition case, assuming that $d_{1}=d_{2}$ and $\lambda=\mu$ are constant and both components of the system satisfy Dirichlet boundary conditions (no such restrictions are required in the case of Neumann BCs). In that paper, the limitation to almost periodic cases is due to the use of skew-product techniques which require, some way or another, some sort of time recurrence in the coefficients of the system.

Note that in [25] Langa et al. studied permanence for the competition case with Dirichlet boundary conditions when only the coefficient $a$ is allowed to depend on time.

In this paper we allow general nonautonomous terms and do not restrict ourselves to (for example) almost periodic time dependence. As said before, we also consider all nine possible choices of boundary conditions and treat competition, symbiosis, and prey-predator models, since we do not rely on monotonicity properties of the system. Note that the only restriction that we impose on the coefficients is that $d_{1}=d_{2}$ in the symbiotic case, a condition that we assume only in order to have explicit upper bounds on the solutions, but not for the permanence results. Also note that as we employ for the solutions of (1.1) or (1.3) the approach of nonautonomous processes rather than skew-product techniques, we have to pay attention to both the initial time, $s$, and the observation time for the solutions, $t>s$. This implies that concepts like permanence, stability, instability, and attractivity can be defined and analyzed in both pullback and forwards senses; see section 2 for further details and also [24]. Observe also that while pullback properties (e.g., permanence, attraction) are usually the most one can expect for general nonautonomous terms, in this case we can also show results on permanence and attractivity forwards in time; see Langa et al. [25, 23] for cases of pullback but not forwards permanence or attraction in nonautonomous reaction-diffusion equations.

In section 3, using results for the scalar nonautonomous logistic equations from, e.g., $[25,34]$, which we compile in section 3.1 , we make use of the theory of attractors for nonautonomous PDEs as developed by Chepyzhov and Vishik [9] (see also Crauel et al. [11] or Kloeden and Schmalfuss [21]). Thus, we prove in section 3.2 that under the assumptions

$$
\inf _{\mathbf{R} \times \Omega} a(t, x)>0 \quad \text { and } \quad \inf _{\mathbf{R} \times \Omega} d(t, x)>0
$$

the system (1.3) has a nonautonomous attractor; see Theorem 3.5. The existence of a nonautonomous attractor in this case implies the presence of bounded complete trajectories, i.e., solutions defined for all time.

From here we derive in section 3.3 some sufficient conditions for the extinction of one (or both) of the species of the system. These conditions are far from optimal but qualitatively describe the stability of semitrivial solutions; see Proposition 3.6.

Then, in section 3.4 we give sufficient conditions reflecting the instability of semitrivial solutions that guarantee that (1.3) is permanent both in a pullback and in
a forwards sense. We want to stress here that these sufficient conditions involve only information about the behavior of the coefficients of the system as either $t \rightarrow-\infty$ or $t \rightarrow \infty$. Also, they are given in such a way that the result is robust with respect to perturbations of the coefficients.

The rest of the paper is then devoted to a more detailed analysis of the asymptotic behavior of the solutions of (1.3). After some preparatory material in sections 4 and 5 , we will prove in section 6 that under appropriate conditions on the parameters all nonsemitrivial solutions of (1.3) have the same asymptotic behavior as $t \rightarrow \infty$. In particular all bounded complete trajectories in the nonautonomous attractor have the same asymptotic behavior as $t \rightarrow \infty$. For this we make use of the permanence results in section 3.4 and impose a smallness condition on the product of the coupling parameters:

$$
\limsup _{t \rightarrow \infty}\|b\|_{L^{\infty}(\Omega)} \limsup _{t \rightarrow \infty}\|c\|_{L^{\infty}(\Omega)}<\rho_{0}
$$

for some suitable constant $\rho_{0}>0$; see Theorem 6.1.
Moreover we show that, under a similar smallness condition on the coupling coefficients, now as $t \rightarrow-\infty$, if one of the bounded complete trajectories of (1.3) (which exists from the existence of the nonautonomous attractor) is bounded away from zero at $-\infty$, it is the unique such trajectory, and it also describes the unique pullback asymptotic behavior of all nonsemitrivial solutions of (1.3); see Theorem 6.2. When these two theorems can be applied together, there is a unique bounded complete trajectory $\left(u^{*}(t), v^{*}(t)\right)$ that is both forwards and pullback attracting for (1.3); i.e., $\left(u^{*}, v^{*}\right)$ is a bounded trajectory such that, for any $s \in \mathbf{R}$ and for any positive solution $(u(t, s), v(t, s))$ of (1.3) defined for $t>s$, one has

$$
\begin{equation*}
\left(u(t, s)-u^{*}(t), v(t, s)-v^{*}(t)\right) \rightarrow(0,0) \quad \text { as } \quad t \rightarrow \infty, \text { or } \quad s \rightarrow-\infty . \tag{1.5}
\end{equation*}
$$

To obtain these results we need some nontrivial machinery for the linear scalar case, section 4.1, and some perturbation results about the exponential decay for solutions of linear parabolic nonautonomous systems, section 4.2. In particular, we find conditions guaranteeing that any bounded solution of

$$
\left\{\begin{array}{c}
u_{t}-d_{1} \Delta u=p(t, x) u  \tag{1.6}\\
v_{t}-d_{2} \Delta v=q(t, x) v
\end{array}\right.
$$

gives rise to a solution that tends to zero as $t \rightarrow \infty$, when (1.6) is perturbed in a certain way; see Theorem 4.6. It is because we are able to study the linear part of the system in detail that we can obtain results for the nonlinear system.

Since we are able to treat the difference of two solutions of problem (1.3) within this framework, as a consequence of this argument we can apply our results to the Lotka-Volterra model in all three standard cases: competition, symbiosis, and preypredator. It is noteworthy that these different situations are usually studied separately in the literature, but since we do not make any use of monotonicity arguments (which do not apply in the prey-predator case) we are able to give a unified treatment.

We close this paper in section 7 with a discussion of our results and some possibilities for further developments.

In the case in which all the coefficients are autonomous or periodic, our results in section 6 that we described above in (1.5) imply the uniqueness of the asymptotic behavior of all nonsemitrivial solutions.

Hence, in the autonomous case our results agree with all the classical results of uniqueness and stability of the nonsemitrivial steady states of (1.3) for the three cases of competition, symbiosis, and prey-predator (see, for instance, Theorem 4.4 in Furter and López-Gómez [13] and Corollary 4.3 in López-Gómez and Sabina de Lis [29] in the competition case, and Corollary 9.5 in Delgado et al. [12] in the symbiosis case).

Moreover, in the prey-predator case, with (1.5) we are able to conclude the uniqueness and global stability of a steady state, solving (for particular ranges of parameter values) one of the most interesting open problems in this field. We emphasize that this result is new even in the autonomous case, where until now only local stability has been proved; see Theorem 4.1 in Leung [26], see also Lakos [22], López-Gómez and Pardo [28], and Yamada [36].
2. Some notations and preliminaries. In this section we introduce some basic notations and terminology that will be used throughout the rest of the paper. In particular, we make precise the way systems (1.1) or (1.3) are said to be permanent.
2.1. Asymptotic behavior and complete trajectories for nonlinear systems. Note that if the solutions of (1.1) are global, then we can define a nonautonomous nonlinear process in some Banach space $X$ appropriate for the solutions, i.e., a family of mappings $\{S(t, s)\}_{t \geq s}: X \rightarrow X, t, s \in \mathbf{R}$ satisfying:
(a) $S(t, s) S(s, \tau) z=S(t, \tau) z$, for all $\tau \leq s \leq t, z \in X$,
(b) $S(t, \tau) z$ is continuous in $t>\tau$ and $z$, and
(c) $S(t, t)$ is the identity in $X$ for all $t \in \mathbf{R}$.
$S(t, \tau) z$ arises as the value of the solution of our nonautonomous system at time $t$ with initial condition $z$ at initial time $\tau$. For an autonomous system the solutions depend only on $t-\tau$, and we can write $S(t, \tau)=S(t-\tau, 0)$.

In order to describe the asymptotic behavior of nonautonomous systems like (1.1) and (1.3), we rely on the concept of a nonautonomous pullback attractor (Chepyzhov and Vishik [9], Kloeden and Schmalfuss [21]), which is the sensible generalization of an attractor for nonautonomous systems. For $A, B \subset X$ we denote the Hausdorff semidistance between $A$ and $B$ by $\operatorname{dist}(A, B)=\sup _{a \in A} \inf _{b \in B} d(a, b)$.

Definition 2.1. We say that a family of compact sets $\{\mathcal{A}(t)\}_{t \in \mathbf{R}} \subset X$ is a pullback attractor associated to $S$ if
(a) $S(t, \tau) \mathcal{A}(\tau)=\mathcal{A}(t)$, for all $t \geq \tau$ and
(b) for all $t \in \mathbf{R}$ and $D \subset X$ bounded

$$
\left.\lim _{\tau \rightarrow-\infty} \operatorname{dist}(S(t, \tau) D, \mathcal{A}(t))\right)=0 .
$$

Observe that the attraction in (b) fixes the final time and moves the initial time backwards towards $-\infty$. We are not evolving one trajectory backwards in time, but rather we consider the current state of the system (at the fixed time $t$ ) which would result from the same initial condition starting at earlier and earlier times.

To guarantee the existence of such a pullback attractor, one is usually faced with the task of proving the existence of a pullback absorbing family, defined as follows.

Definition 2.2. Given $t_{0} \in \mathbf{R}$, we say that $B\left(t_{0}\right) \subset X$ is pullback absorbing at time $t_{0}$ if for every bounded $D \subset X$ there exists a $T=T(t, D) \in \mathbf{R}$ such that

$$
S\left(t_{0}, \tau\right) D \subset B\left(t_{0}\right), \text { for all } \tau \leq T .
$$

A family $\{B(t)\}_{t \in \mathbf{R}}$ is pullback absorbing if $B\left(t_{0}\right)$ is pullback absorbing at time $t_{0}$, for all $t_{0} \in \mathbf{R}$.

The general result on the existence of nonautonomous pullback attractors is a generalization of the abstract theory for autonomous dynamical systems (Temam [37], Hale [14]).

Theorem 2.3 (Crauel et al. [11], Schmalfuss [35]). Assume that there exists a family of compact pullback absorbing sets. Then, there exists a pullback attractor $\{\mathcal{A}(t)\}_{t \in \mathbf{R}}$ that is minimal in the sense that if $\{C(t)\}_{t \in \mathbf{R}}$ is another family of closed pullback attracting sets, then $\mathcal{A}(t) \subset C(t)$ for all $t \in \mathbf{R}$.

To have a more precise description of the dynamical objects within the pullback attractor, we make the following definition:

Definition 2.4. Let $S$ be a process. We call the continuous map $w: \mathbf{R} \rightarrow X a$ complete trajectory if, for all $s \in \mathbf{R}$,

$$
S(t, s) w(s)=w(t) \quad \text { for all } \quad t \geq s
$$

According to Chepyzhov and Vishik [9], when the family of absorbing sets is uniformly bounded, the pullback attractor can be characterized as

$$
\begin{equation*}
\mathcal{A}(t)=\{w(t): w(\cdot) \text { is a bounded complete trajectory for } S\} \tag{2.1}
\end{equation*}
$$

2.2. Pullback and forwards permanence for nonautonomous systems. Consider the nonlinear system (1.1) and assume that $f$ and $g$ are regular functions. Hence, we can assume that for initial data $\left(u_{s}, v_{s}\right) \in C_{\mathcal{B}_{1}}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}(\bar{\Omega})$ there exists a unique (local) smooth solution such that $(u, v) \in C_{\mathcal{B}_{1}}^{1}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}^{1}(\bar{\Omega})$ for $t>s$, where, for $j=0,1$,

$$
C_{\mathcal{B}}^{j}(\bar{\Omega})= \begin{cases}C_{0}^{j}(\bar{\Omega}) & \text { for Dirichlet BCs, } \\ C^{j}(\bar{\Omega}) & \text { for Neumann or Robin BCs },\end{cases}
$$

with $C_{0}^{j}(\bar{\Omega})$ denoting functions in $C^{j}(\bar{\Omega})$ that are zero on $\partial \Omega$ and $C^{0}(\bar{\Omega})=C(\bar{\Omega})$.
Note that in practice we will be interested only in nonnegative solutions and that if $u_{s} \geq 0$ and $v_{s} \geq 0$ in (1.1), then the local solution satisfies $u, v \geq 0$. In fact, the maximum principle implies that if both $u_{s} \geq 0$ and $v_{s} \geq 0$ are nontrivial, then $u$ and $v$ are strictly positive in $\Omega$.

Although at this point we assume only local existence of solutions, it still makes sense to consider complete trajectories of (1.1), which roughly speaking are solutions defined for all times. These objects will play a central role in our analysis below, as can be seen from (2.1). More precisely, a restatement of Definition 2.4 gives the following.

Definition 2.5. A continuous function $U=\binom{u}{v}: \mathbf{R} \rightarrow C_{\mathcal{B}_{1}}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}(\bar{\Omega})$ is a complete trajectory of (1.1), if for all $s<t$ in $\mathbf{R},(u(t), v(t))$ is the solution of (1.1) with initial data $u_{s}=u(s), v_{s}=v(s)$.

Now we define several concepts that will help us in making precise the concepts of pullback and forwards permanence for the solutions of (1.1) or (1.3). Note that the concepts below are related to the spaces $C_{\mathcal{B}_{i}}(\bar{\Omega})$ above. We start with the following.

Definition 2.6. A set of nonnegative functions $B \subset C(\bar{\Omega})$ is bounded away from zero if there exists a nonnegative nontrivial continuous function $\varphi_{0}(x) \geq 0$ in $\Omega$ (vanishing on $\partial \Omega$ in case of Dirichlet boundary conditions) such that

$$
u(x) \geq \varphi_{0}(x) \quad \text { for all } \quad x \in \Omega, \quad u \in B
$$

The set $B$ is nondegenerate if the function $\varphi_{0}(x)$ above is in $C^{1}(\bar{\Omega})$ and $\varphi_{0}(x)>0$ in $\Omega$.

Note that $\varphi_{0}$ above can be a positive constant in the case of Neumann or Robin boundary conditions.

Then we have the following definitions for curves in the space of continuous functions.

Definition 2.7. A positive function with values in $C(\bar{\Omega})$ is nondegenerate at $\infty$ (respectively, $-\infty$ ) if there exists $t_{0} \in \mathbf{R}$ such that $u$ is defined in $\left[t_{0}, \infty\right)$ (respectively, $\left.\left(-\infty, t_{0}\right]\right)$ and

$$
\left\{u(t), t \geq t_{0}\right\} \quad \text { is a nondegenerate set }
$$

(respectively, for $t \leq t_{0}$ ), that is, there exists a $C^{1}(\bar{\Omega})$ function $\varphi_{0}(x)>0$ in $\Omega$, (vanishing on $\partial \Omega$ in case of Dirichlet boundary conditions), such that

$$
u(t, x) \geq \varphi_{0}(x) \quad \text { for all } \quad x \in \Omega, \quad t \geq t_{0}
$$

(respectively, for all $t \leq t_{0}$ ).
A family of curves in $C(\bar{\Omega})$, denoted $\left\{u_{\sigma}(t)\right\}_{\sigma \in \Sigma}$, is nondegenerate at $\infty$ if there exists $t_{0} \in \mathbf{R}$ such that $u_{\sigma}$ is defined in $\left[t_{0}, \infty\right)$ and

$$
\left\{u_{\sigma}(t), t \geq t_{0}, \sigma \in \Sigma\right\} \quad \text { is a nondegenerate set. }
$$

Finally, a family of curves in $C(\bar{\Omega})$, denoted $\left\{u_{\sigma}(t, s)\right\}_{\sigma \in \Sigma}$, defined in the intervals $[s, \infty)$ is nondegenerate as $s \rightarrow-\infty$ if there exists $s_{0} \in \mathbf{R}$ such that for all $s \leq s_{0}$

$$
\left\{u_{\sigma}(t), s \leq t \leq s_{0}, \sigma \in \Sigma\right\} \quad \text { is a nondegenerate set. }
$$

For systems, analogously to Definition 2.6, a set $B \subset(C(\bar{\Omega}))^{2}$ is bounded away from zero if each projection of $B$ is bounded away from zero in $C(\bar{\Omega})$. In a similar way, as in Definition 2.7, a family of curves $U_{\sigma}(x, \cdot) \in(C(\bar{\Omega}))^{2}, \sigma \in \Sigma$, is nondegenerate if both components are nondegenerate in $C(\bar{\Omega})$.

Now we can finally define when the system (1.1) or (1.3) is pullback permanent. Observe that we assume here that solutions are globally defined.

Definition 2.8. We say that system (1.1) is pullback permanent if for any bounded set of intial $B \subset(C(\bar{\Omega}))^{2}$ bounded away from zero, there exists $t_{0} \in \mathbf{R}$ such that for any $t \leq t_{0}$ the family of solutions

$$
\begin{equation*}
\left\{\left(u\left(t, s ; u_{0}, v_{0}\right), v\left(t, s ; u_{0}, v_{0}\right)\right), s \leq t,\left(u_{0}, v_{0}\right) \in B\right\} \tag{2.2}
\end{equation*}
$$

is nondegenerate as $s \rightarrow-\infty$.
The system (1.1) is uniformly pullback permanent if it is pullback permament and the functions $\varphi_{0}$ in Definition 2.7 are independent of $B$.

Note that using the regularizing properties of the solutions of (1.1) or (1.3), if the system is pullback permanent, as defined above, then the set (2.2) is nondegenerate as $s \rightarrow-\infty$ for any fixed $t \in \mathbf{R}$.

In an analogous although subtly different way, we can define when system (1.1) or (1.3) is forwards permanent.

Definition 2.9. We say that system (1.1) is forwards permanent if for any bounded set of initial $B \subset(C(\bar{\Omega}))^{2}$ bounded away from zero, and for any $s \in \mathbf{R}$, the family of solutions

$$
\begin{equation*}
\left\{\left(u\left(t, s ; u_{0}, v_{0}\right), v\left(t, s ; u_{0}, v_{0}\right)\right), s \leq t,\left(u_{0}, v_{0}\right) \in B\right\} \tag{2.3}
\end{equation*}
$$

is nondegenerate at $\infty$.

The system (1.1) is uniformly forwards permanent if it is forwards permanent and the functions $\varphi_{0}$ in Definition 2.7 are independent of $B$.

Note that (1.1) always has the trivial solution $(0,0)$ as well as semitrivial solutions $(u, 0)$ and $(0, v)$. Hence, if the system is permanent, as defined above, this implies that trivial and semitrivial solutions are unstable in the pullback or forwards sense; see, e.g., Langa, Robinson, and Suárez [24]. Also, note that permanence implies coexistence of the species, since the values of the solutions eventually remain far from zero in all points of the domain (except at the boundary in the case of Dirichlet boundary conditions).

In the next section we will give conditions on the coefficients of (1.3) for uniform permanence (both forwards and pullback), which will be moreover robust with respect to suitable perturbations on the coefficients.
3. Extinction and permanence for nonautonomous Lotka-Volterra equations: Competition, symbiosis, and prey-predator models. In this section we give results on extinction and pullback and forwards permanence for nonautonomous Lotka-Volterra systems of the type

$$
\left\{\begin{array}{lc}
u_{t}-d_{1} \Delta u=u(\lambda(t, x)-a(t, x) u-b(t, x) v), & x \in \Omega, t>s  \tag{3.1}\\
v_{t}-d_{2} \Delta v=v(\mu(t, x)-c(t, x) u-d(t, x) v), & x \in \Omega, t>s \\
\mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0, & x \in \partial \Omega, t>s \\
u(s)=u_{s} \geq 0, v(s)=v_{s} \geq 0, &
\end{array}\right.
$$

with $d_{1}, d_{2}>0 ; \lambda, \mu, a, b, c, d \in C^{\theta}(\bar{Q})$, and $\bar{Q}=\mathbf{R} \times \bar{\Omega}$. Given a function $e \in C^{\theta}(\bar{Q})$, we define

$$
e_{L}:=\inf _{\bar{Q}} e(t, x) \quad e_{M}:=\sup _{\bar{Q}} e(t, x) .
$$

We assume from now on that

$$
\begin{equation*}
a_{L}, d_{L}>0 \tag{3.2}
\end{equation*}
$$

and consider the three classical cases depending on the signs of $b$ and $c$ :

1. Competition: $b_{L}, c_{L}>0$ in $\bar{Q}$.
2. Symbiosis: $b_{M}, c_{M}<0$ in $\bar{Q}$.
3. Prey-predator: $b_{L}>0, c_{M}<0$ in $\bar{Q}$.

Also, note that we consider all nine possible choices for $\mathcal{B}_{i}$ as in (1.2).
Using standard techniques, see for instance Pao [30], it can be shown that given $0 \leq u_{s} \in C(\bar{\Omega}), 0 \leq v_{s} \in C(\bar{\Omega})$ there exists, locally in time, a unique solution of (3.1) which is nonnegative, and which we will denote by

$$
u=u\left(t, s, x ; u_{s}, v_{s}\right) \geq 0, \quad v=v\left(t, s, x ; u_{s}, v_{s}\right) \geq 0
$$

In fact, due to the strong maximum principle, if $u_{s} \geq 0$ and $v_{s} \geq 0$ are both nontrivial, then $u$ and $v$ are strictly positive in $\Omega$. Furthermore, if we denote by $\mathcal{C}_{i}$ and $\operatorname{int}\left(\mathcal{C}_{i}\right)$ for $i=1,2$, respectively, the positive cones in $C_{\mathcal{B}_{i}}^{1}(\bar{\Omega})$ and their corresponding interior sets, we have

$$
\operatorname{int}\left(\mathcal{C}_{i}\right):=\left\{u \in \mathcal{C}_{i}: u>0 \quad \text { in } \Omega, \text { and } \frac{\partial u}{\partial \vec{n}}<0 \quad \text { on } \partial \Omega\right\} \quad \text { if } \mathcal{B}_{i} u=u
$$

and

$$
\operatorname{int}\left(\mathcal{C}_{i}\right):=\left\{u \in \mathcal{C}_{i}: u \geq \delta>0, \quad \text { for some } \delta>0 \quad \text { in } \bar{\Omega}\right\}
$$

if $\mathcal{B}_{i} u=\frac{\partial u}{\partial \vec{n}}$ or $\mathcal{B}_{i} u=d_{i} \frac{\partial u}{\partial \vec{n}}+\sigma_{i}(x) u$.

Thus, if $u_{s} \geq 0$ and $v_{s} \geq 0$ are both nontrivial, then $(u, v) \in \operatorname{int}\left(\mathcal{C}_{1}\right) \times \operatorname{int}\left(\mathcal{C}_{2}\right)$ for $t>s$.

Note that (3.1) also admits semitrivial solutions of the form $(u, 0)$ or $(0, v)$. As indicated in the Introduction, the stability properties of semitrivial solutions play an important role in the global dynamics of (3.1). In fact, extinction requires some semitrivial solution is stable whereas permanence is only possible if semitrivial solutions are somehow unstable.

Thus, we first review some results on the solutions of scalar logistic equations that will be used further below. These results will be used to prove that the local solutions of (3.1) above are, in fact, globally defined. Also, they will be crucially used to prove the existence of a pullback attractor as in section 2.1, and to obtain our results on extinction and permanence as well.
3.1. On the nonautonomous logistic equation. Note that (3.1) always admits semitrivial solutions of the form $(u, 0)$ or $(0, v)$. In this case, when one species is not present, the other one satisfies the nonautonomous logistic equation

$$
\begin{cases}u_{t}-d \Delta u=h(t, x) u-g(t, x) u^{2} & \text { in } \Omega, t>s  \tag{3.3}\\ \mathcal{B} u=0 & \text { on } \partial \Omega \\ u(s)=u_{s} \geq 0 & \text { in } \Omega\end{cases}
$$

where $d>0$ and $\mathcal{B}$ as in (1.2), $u_{s} \in C(\bar{\Omega}), h, g \in C^{\theta}(\bar{Q})$, and

$$
g_{L}>0 \quad \text { in } \quad \bar{Q}
$$

For $m \in L^{\infty}(\Omega)$ we denote by $\Lambda_{\mathcal{B}}(d, m)$ the first eigenvalue of

$$
\begin{cases}-d \Delta u=\lambda u+m(x) u & \text { in } \Omega  \tag{3.4}\\ \mathcal{B} u=0 & \text { on } \partial \Omega\end{cases}
$$

In particular, we denote by $\Lambda_{0, \mathcal{B}}(d)=\Lambda_{\mathcal{B}}(d, 0)$ the first eigenvalue of the operator $-d \Delta$ with boundary conditions $\mathcal{B}$. It is well known that $\Lambda_{\mathcal{B}}(d, m)$ is a simple eigenvalue and a continuous and decreasing function of $m$. Also note that if $m_{1}$ is constant, then

$$
\begin{equation*}
\Lambda_{\mathcal{B}}\left(d, m_{1}+m_{2}\right)=\Lambda_{\mathcal{B}}\left(d, m_{2}\right)-m_{1} \tag{3.5}
\end{equation*}
$$

We write $\varphi_{1, \mathcal{B}}(d, m)$ for the positive eigenfunction associated to $\Lambda_{\mathcal{B}}(d, m)$, normalized such that $\left\|\varphi_{1, \mathcal{B}}(d, m)\right\|_{L^{\infty}(\Omega)}=1$.

If there is no possible confusion we will suppress the dependence on $d$ and $\mathcal{B}$ in the notations above. When we need to distinguish these quantities with respect to $\mathcal{B}_{i}$, or $d_{i}, i=1,2$, we will employ superscripts as $\Lambda^{i}(m)$ or $\Lambda_{0}^{i}$.

Finally, for $h, g \in L^{\infty}(\Omega)$ with $g_{L}>0$ consider the elliptic equation

$$
\begin{cases}-d \Delta u=h(x) u-g(x) u^{2} & \text { in } \Omega  \tag{3.6}\\ \mathcal{B} u=0 & \text { on } \partial \Omega\end{cases}
$$

The following result is well known (Cantrell and Cosner [6]).
Proposition 3.1. If $\Lambda(h) \geq 0$, the unique nonnegative solution of (3.6) is the trivial one, i.e., $\omega_{[h, g]}(x)=0$. On the other hand, if $\Lambda(h)<0$ there exits a unique positive solution of (3.6), which we denote by $\omega_{[h, g]}(x)$. Moreover, $0<\omega_{[h, g]}(x) \leq$ $\Psi(x)$ in $\Omega$, where

$$
\Psi(x)= \begin{cases}\frac{h_{M}}{g_{L}} & \text { for Dirichlet or Neumann BCs } \\ -\frac{\Lambda(h)}{\varphi_{L} g_{L}} \varphi(x) & \text { for Robin BCs }\end{cases}
$$

with $\varphi=\varphi_{1, \mathcal{B}}(m)$.

The following result will be used in what follows.
Lemma 3.2. Assume that $h_{n} \in L^{\infty}(\Omega)$ and that

$$
h_{n} \rightarrow h_{\infty} \quad \text { in } L^{\infty}(\Omega),
$$

with $\Lambda\left(h_{\infty}\right)<0$. Then, there exist $n_{0} \in \mathbb{N}$, and $\varphi \in \operatorname{int}(\mathcal{C})$ such that

$$
\varphi(x) \leq \omega_{\left[h_{n}, g\right]}(x) \quad \text { in } \Omega, \quad \text { for all } n \geq n_{0}
$$

where $\omega_{\left[h_{n}, g\right]}(x)$ is given by Proposition 3.1.
Proof. Since $\Lambda\left(h_{\infty}\right)<0$, we can take $\varepsilon>0$ such that $0<\varepsilon<-\Lambda\left(h_{\infty}\right)$. For this $\varepsilon>0$, there exists $n_{0} \in \mathbb{N}$ such that for $n \geq n_{0}$

$$
-\varepsilon<h_{n}-h_{\infty}<\varepsilon \quad \text { for all } x \in \Omega
$$

Consider $\varphi_{\infty} \in \operatorname{int}(\mathcal{C})$ the eigenfunction associated to $\Lambda\left(h_{\infty}\right)$ with $\left\|\varphi_{\infty}\right\|_{L^{\infty}(\Omega)}=1$. It is not hard to show that $\delta \varphi_{\infty}$ is a subsolution of (3.6) with $h=h_{n}$ provided that

$$
\delta \leq-\frac{\varepsilon+\Lambda\left(h_{\infty}\right)}{g_{M}}
$$

So, $\delta \varphi_{\infty}(x) \leq \omega_{\left[h_{n}, g\right]}(x)$ in $\Omega$. This completes the proof.
In [25] and [34] the following properties of (3.3) were proved.
Theorem 3.3. Assume that in (3.3)

$$
h_{M}<\infty \quad \text { and } \quad g_{L}>0 \quad \text { in } \bar{Q}
$$

Then

1. For every nontrivial $u_{s} \in C(\bar{\Omega})$, $u_{s} \geq 0$, there exists a unique positive solution of (3.3) denoted by $\Theta_{[h, g]}\left(t, s, u_{s}\right)$. Moreover,

$$
\begin{equation*}
0 \leq \Theta_{[h, g]}\left(t, s, u_{s}\right) \leq K \tag{3.7}
\end{equation*}
$$

where

$$
K:= \begin{cases}\max \left\{\left(u_{s}\right)_{M}, \frac{h_{M}}{g_{L}}\right\} & \text { for Dirichlet or Neumann BCs } \\ \max \left\{\left(\frac{u_{s}}{\varphi}\right)_{M}, \frac{-\Lambda\left(h_{M}\right)}{\varphi_{L} g_{L}}\right\} & \text { for Robin BCs }\end{cases}
$$

and $\varphi$ is the positive eigenfunction associated to $\Lambda\left(h_{M}\right)$ with $\|\varphi\|_{L^{\infty}(\Omega)}=1$.
2. For fixed $t>s$, $u_{s}$, the map $h \mapsto \Theta_{[h, g]}\left(t, s, u_{s}\right)$ is increasing and $g \mapsto$ $\Theta_{[h, g]}\left(t, s, u_{s}\right)$ is decreasing.
For fixed $t>s, h$ and $g$, the map $u_{s} \mapsto \Theta_{[h, g]}\left(t, s, u_{s}\right)$ is increasing.
3. Define, for $x \in \Omega$,

$$
h_{0}(x):=\inf _{t \in \mathbf{R}} h(t, x), \quad H_{0}(x):=\sup _{t \in \mathbf{R}} h(t, x)
$$

and

$$
g_{0}(x):=\inf _{t \in \mathbf{R}} g(t, x), \quad G_{0}(x):=\sup _{t \in \mathbf{R}} g(t, x)
$$

Then, if $u_{s} \in \operatorname{int}(\mathcal{C})$ and $\Lambda\left(h_{0}\right)<0$ we have, for any $t>s$,

$$
\begin{equation*}
0<\varepsilon \varphi_{1}(x) \leq \Theta_{[h, g]}\left(t, s, x ; u_{s}\right) \quad \text { in } \Omega, \tag{3.8}
\end{equation*}
$$

where $\varphi_{1}$ is the positive eigenfunction associated to $\Lambda\left(h_{0}\right)$ and

$$
\varepsilon=\varepsilon\left(u_{s}\right):=\min \left\{\left(\frac{u_{s}}{\varphi_{1}}\right)_{L}, \frac{-\Lambda\left(h_{0}\right)}{g_{M}}\right\}
$$

4. If $\Lambda\left(H_{0}\right)>0$, then for all initial data $u_{s} \geq 0, \Theta_{[h, g]}\left(t, s, u_{s}\right) \rightarrow 0$, in $C^{1}(\bar{\Omega})$, as $t-s \rightarrow \infty$. Moreover the convergence is exponential and uniform for bounded sets of initial data $u_{s}$.
5. If $\Lambda\left(h_{0}\right)<0$, then there exists a unique bounded, complete, and nondegenerate trajectory at $\pm \infty$ of (3.3), $\varphi_{[h, g]}$, which moreover satisfies that for all $s$ and any bounded set of nontrivial initial data $u_{s} \geq 0$, bounded away from 0 ,

$$
\Theta_{[h, g]}\left(t, s, u_{s}\right)-\varphi_{[h, g]}(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

That is, $\varphi_{[h, g]}$ describes the forward behavior of all solutions. Also, $\varphi_{[h, g]}$ describes the pullback behavior of all nondegenerate solutions of (3.3), that is, for each $t$, if $s \mapsto u_{s} \geq 0$ is bounded and nondegenerate, then

$$
\Theta_{[h, g]}\left(t, s, u_{s}\right)-\varphi_{[h, g]}(t) \rightarrow 0 \quad \text { as } s \rightarrow-\infty
$$

Both limits above are taken in $C^{1}(\bar{\Omega})$. Furthermore for all $t \in \mathbf{R}$, we have

$$
\omega_{\left[h_{0}, G_{0}\right]}(x) \leq \varphi_{[h, g]}(t, x) \leq \omega_{\left[H_{0}, g_{0}\right]}(x) \quad \text { in } \Omega
$$

6. If $h, g$ are independent of $t$ and are in $L^{\infty}(\Omega)$ with $g_{L}>0$ and $\Lambda(h)<0$, then $\varphi_{[h, g]}(t, x)=\omega_{[h, g]}(x)$ is the unique positive solution of (3.6) and for all $t>s$ and $u_{s}$

$$
\Theta_{[h, g]}\left(t, s, u_{s}\right)=\Theta_{[h, g]}\left(t-s, u_{s}\right) \rightarrow \omega_{[h, g]} \quad \text { in } C^{1}(\bar{\Omega}) \text { as } t-s \rightarrow \infty
$$

uniformly for bounded sets of initial data $u_{s} \geq 0$ bounded away from zero. In particular, there exist $m \leq 1 \leq M$ such that

$$
m \omega_{[h, g]} \leq \Theta_{[h, g]}\left(t, s, u_{s}\right) \leq M \omega_{[h, g]}
$$

for $t-s$ large.
Moreover in statements 4, 5, and 6 above the convergence as $t \rightarrow \infty$ is exponentially fast (see [33]).
3.2. Existence of the pullback attractor and complete trajectories for nonautonomous Lotka-Volterra systems. Our first purpose is to prove the existence of a nonautonomous pullback attractor for (3.1). To do this we will derive suitable estimates on the solutions of (3.1). In doing this we will use the following notation for the solutions of (3.3) with diffusion coefficients $d_{1}$ and $d_{2}$ and boundary conditions $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$, respectively,

$$
\xi_{[\lambda, a]}(t, s)=\Theta_{[\lambda, a]}\left(t, s, u_{s}\right), \quad \eta_{[\mu, d]}(t, s)=\Theta_{[\mu, d]}\left(t, s, v_{s}\right)
$$

where $u_{s} \geq 0$ and $v_{s} \geq 0$ in $\Omega$.
Theorem 3.4. Provided that $a_{L}, d_{L}>0$, for any solution $(u, v)$ of (3.1), with initial data $u_{s} \geq 0, v_{s} \geq 0$, the following lower and upper bounds hold:

1. Competition, $b_{L}>0, c_{L}>0$ :

$$
\xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]} \leq u \leq \xi_{[\lambda, a]}, \quad \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]} \leq v \leq \eta_{[\mu, d]}
$$

2. Symbiosis, $b_{M}<0, c_{M}<0$ : Assume that

$$
\begin{equation*}
b_{L} c_{L}<a_{L} d_{L} \tag{3.9}
\end{equation*}
$$

Then,

$$
\xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]} \leq u, \quad \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]} \leq v
$$

Assume furthermore that $d_{1}=d_{2}$ and define

$$
\gamma=\max \left\{\lambda_{M}, \mu_{M}\right\}, \quad M=\frac{a_{L}-c_{L}}{d_{L}-b_{L}}>0, \quad K=\frac{a_{L} d_{L}-b_{L} c_{L}}{d_{L}-b_{L}}>0
$$

and choose $w_{s}$ such that $w_{s} \geq \max \left\{u_{s}, \frac{1}{M} v_{s}\right\}$. Denote by $\Theta_{[\gamma, K]}\left(t, s, w_{s}\right)$ the solution of (3.3) with $d=d_{1}$ and a certain boundary condition that depends on $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ and that will be specified in the proof. Then, we have the upper bounds

$$
u \leq \Theta_{[\gamma, K]}\left(t, s, w_{s}\right), \quad v \leq M \Theta_{[\gamma, K]}\left(t, s, w_{s}\right)
$$

3. Prey-predator, $b_{L}>0, c_{M}<0$ :

$$
\xi_{\left[\lambda-b \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}, a\right]} \leq u \leq \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]} \leq \xi_{[\lambda, a]}, \quad \eta_{[\mu, d]} \leq v \leq \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}
$$

Proof. 1. Assume that $b_{L}, c_{L}>0$. If we write the equation for $u$ as

$$
u_{t}-d_{1} \Delta u=u(\lambda-b v)-a u^{2}
$$

then using Theorem 3.3 we get

$$
u=\xi_{[\lambda-b v, a]} \leq \xi_{[\lambda, a]}
$$

and similarly,

$$
v \leq \eta_{[\mu, d]}
$$

Hence, again by Theorem 3.3

$$
u=\xi_{[\lambda-b v, a]} \geq \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}
$$

2. Assume now that $b_{M}, c_{M}<0$. To have the lower bounds it is enough to check that in the equation for $u$ one has
$\xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}\left(\lambda-a \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}-b \eta_{[\mu, d]}\right) \leq \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}\left(\lambda-a \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}-b \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}\right)$, or equivalently,

$$
\eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]} \geq \eta_{[\mu, d]}
$$

which is true since $c<0$. We treat the equation for $v$ similarly.

On the other hand, assuming that $d_{1}=d_{2}$, define

$$
\bar{u}=\Theta_{[\gamma, K]}\left(t, s, w_{s}\right), \quad \bar{v}=M \Theta_{[\gamma, K]}\left(t, s, w_{s}\right)
$$

with a suitable boundary condition, $\mathcal{B}$, to be described below. Then using the equations we get that $\bar{u}$ and $\bar{v}$ are supersolutions if

$$
-K \geq-a-b M, \quad-K \geq-d M-c,
$$

which is satisfied with the choice of $M$ and $K$. To compare the solutions with the uppersolutions on the boundary, if either $u$ or $v$ satisfies Dirchlet boundary conditions we take $\mathcal{B}$ the boundary condition of the other component. If both $u$ and $v$ satisfy Robin or Neumann (i.e., $\sigma_{i}=0$ in the latter case) boundary conditions we define

$$
\sigma=\min \left\{\sigma_{1}, \sigma_{2}\right\},
$$

and $\mathcal{B} u=d_{1} \frac{\partial u}{\partial \vec{n}}+\sigma(x) u$.
3. Assume finally that $b_{L}>0, c_{M}<0$, then

$$
u \leq \xi_{[\lambda, a]} \quad \text { and } \quad \eta_{[\mu, d]} \leq v .
$$

Hence

$$
v=\eta_{[\mu-c u, d]} \leq \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]},
$$

and then,

$$
u=\xi_{[\lambda-b v, a]} \geq \xi_{\left[\lambda-b \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}, a\right]} .
$$

With the upper bounds in Theorem 3.4 and using the results for scalar logistic equations in Theorem 3.3, we get the following result.

Theorem 3.5. Under the assumptions in cases (1)-(3) of Theorem 3.4, all solutions of (3.1) are global in time and moreover there exists a pullback attractor $\mathcal{A}(t)$ of (3.1), which is bounded for all $t \in \mathbf{R}$. More precisely, we have

$$
\limsup _{t-s \rightarrow \infty} u\left(t, s ; u_{s}, v_{s}\right) \leq M_{\infty}, \quad \limsup _{t-s \rightarrow \infty} v\left(t, s ; u_{s}, v_{s}\right) \leq N_{\infty},
$$

uniformly in $\Omega$ and for bounded sets of intial data $u_{s}, v_{s} \geq 0$, for some constants $M_{\infty} \geq 0$ and $N_{\infty} \geq 0$ that depend on the coefficients of (3.1).

In particular, there exists at least one complete bounded trajectory $\left(u^{*}(t), v^{*}(t)\right)$, $t \in \mathbf{R}$, for (3.1). Furthermore, all complete bounded trajectories of (3.1) are uniformly bounded by $M_{\infty}$ and $N_{\infty}$ and for all $t \in \mathbf{R}$.

Proof. Thanks to the upper bounds in Theorem 3.4, the positive solutions of (3.1) are always bounded by solutions of the logistic equation of the type (3.3). In particular, all solutions of (3.1) are globally defined.

Now we use that

$$
0 \leq \Theta_{[\alpha, \beta]}(t, s ; z) \leq \Theta_{\left[\alpha_{M}, \beta_{L}\right]}(t-s ; z),
$$

statements (4)-(6) in Theorem 3.3, and that $0 \leq \omega_{\left[\alpha_{M}, \beta_{L}\right]}(x) \leq \Psi_{M}$, with $\omega$ and $\Psi(x)$ as in Proposition 3.1, to get the estimates.

In particular, this implies the existence of bounded pullback absorbing sets for (3.1) in $C(\bar{\Omega}) \times C(\bar{\Omega})$.

Then following the proof of section 6 in Langa et al. [25], we can show the existence of a bounded pullback absorbing set in $C^{1}(\bar{\Omega}) \times C^{1}(\bar{\Omega})$, and so compact in $C(\bar{\Omega}) \times C(\bar{\Omega})$. Hence, we conclude using Theorem 2.3 as the existence of a bounded nonautonomous pullback attractor $\mathcal{A}(t)$, and thus the existence of at least one bounded complete trajectory $\left(u^{*}(t), v^{*}(t)\right), t \in \mathbf{R}$, follows.
3.3. Extinction for nonautonomous Lotka-Volterra systems. Note that with the arguments above there are some cases, when statement 4 in Theorem 3.3 can be used, in which one (or both) constants $M_{\infty}$ and $N_{\infty}$ are zero and we have then extinction of one of the species. This implies, in turn, that the semitrivial (or the trivial) solutions are stable in a forwards and pullback senses. More precisely, we have the following result. Observe that these sufficient conditions are far from optimal but qualitatively they describe the global stability of trivial or semitrivial solutions.

Proposition 3.6. With the notations in Theorems 3.4 and 3.5, we have

1. Competition, $b_{L}>0, c_{L}>0$. If

$$
\lambda_{M}<\Lambda_{0}^{1}, \quad \text { then } \quad M_{\infty}=0
$$

while if

$$
\mu_{M}<\Lambda_{0}^{2}, \quad \text { then } \quad N_{\infty}=0
$$

2. Symbiosis, $b_{M}<0, c_{M}<0, d_{1}=d_{2}$ and (3.9), that is $b_{L} c_{L}<a_{L} d_{L}$. If

$$
\gamma<\Lambda_{0}^{1}, \quad \text { then } \quad M_{\infty}=0
$$

while if

$$
\gamma<\Lambda_{0}^{2}, \quad \text { then } \quad N_{\infty}=0
$$

3. Prey-predator, $b_{L}>0, c_{M}<0$. If

$$
\lambda_{M}<\Lambda_{0}^{1}, \quad \text { then } \quad M_{\infty}=0
$$

and in this case, if

$$
\mu_{M}<\Lambda_{0}^{2}, \quad \text { then } \quad M_{\infty}=0
$$

On the other hand, if

$$
\Lambda_{0}^{1}<\lambda_{M}, \quad \text { and } \quad \mu_{M}-c_{L} \frac{\lambda_{M}}{a_{L}}<\Lambda_{0}^{2}, \quad \text { then } \quad N_{\infty}=0
$$

In all the cases, when $M_{\infty}=0$ the $u$ component of the solutions of (3.1) extinguishes in pullback and forwards senses, while the $v$ component of the solutions asymptotically follows the dynamics of the scalar logistic equation (3.3) with $h(t, x)=\mu(t, x)$ and $g(t, x)=d(t, x)$ as described in Theorem 3.3.

The case when $N_{\infty}=0$ is analogous.
Proof. In fact, in the case of competition we have $0 \leq u \leq \xi_{\left[\lambda_{M}, a_{L}\right]}$ and $0 \leq$ $v \leq \eta_{\left[\mu_{M}, d_{L}\right]}$. Hence, from statement 4 in Theorem 3.3 and using (3.5), if $\Lambda^{1}\left(\lambda_{M}\right)=$ $\Lambda_{0}^{1}-\lambda_{M}>0$, then $M_{\infty}=0$, while $N_{\infty}=0$ if $\Lambda^{2}\left(\mu_{M}\right)=\Lambda_{0}^{2}-\mu_{M}>0$.

In the case of symbiosis, assuming $d_{1}=d_{2}$, we have $0 \leq u \leq \Theta_{[\gamma, K]}\left(t, s, w_{s}\right)$, $0 \leq v \leq M \Theta_{[\gamma, K]}\left(t, s, w_{s}\right)$. Hence, if $\Lambda^{1}(\gamma)=\Lambda_{0}^{1}-\gamma>0$, then $M_{\infty}=0$, while $N_{\infty}=0$ if $\Lambda^{2}(\gamma)=\Lambda_{0}^{2}-\gamma>0$.

Finally, in the case of prey-predator, we have $0 \leq u \leq \xi_{\left[\lambda_{M}, a_{L}\right]}, 0 \leq v \leq$ $\eta_{\left[\mu_{M}-c_{L} \xi_{\left[\lambda_{M}, a_{L}\right]}, d_{L}\right]}$. Hence, if $\Lambda^{1}\left(\lambda_{M}\right)=\Lambda_{0}^{1}-\lambda_{M}>0$, then $M_{\infty}=0$. In this case, $N_{\infty}=0$ if $\Lambda^{2}\left(\mu_{M}\right)=\Lambda_{0}^{2}-\mu_{M}>0$.

On the other hand, if $\Lambda_{0}^{1}<\lambda_{M}$, then for large values of $t-s$ we have $v \leq$ $\eta_{\left[\mu_{M}-c_{L}\left(\omega_{\left[\lambda_{M}, a_{L}\right]}+\varepsilon\right), d_{L}\right]}$, and then $N_{\infty}=0$ if $\Lambda^{2}\left(\mu_{M}-c_{L} \frac{\lambda_{M}}{a_{L}}\right)=\Lambda_{0}^{2}-\mu_{M}+c_{L} \frac{\lambda_{M}}{a_{L}}>0$.

The rest is immediate.

As we are interested in the "permanence" problem for (3.1), we will consider in what follows only the cases in which $M_{\infty}>0$ and $N_{\infty}>0$. In particular, note that for sufficiently large values of $\lambda_{M}>0$ and $\mu_{M}>0$ we can take, for the case of Dirichlet or Neumann boundary conditions in either one of the components $u$ or $v$,

$$
\begin{gathered}
M_{\infty}= \begin{cases}\frac{\lambda_{M}}{a_{L}} & \text { in the competition case, } \\
\frac{\gamma}{K} & \text { in the symbiosis case, } \\
\frac{\lambda_{M}}{a_{L}} & \text { in the prey-predator case, }\end{cases} \\
N_{\infty}= \begin{cases}\frac{\mu_{M}}{d_{L}} & \text { in the competition case }, \\
M \frac{\gamma}{K} & \text { in the symbiosis case, } \\
\frac{\mu_{M}-c_{L} \frac{\lambda_{M}}{a_{L}}}{d_{L}} & \text { in the prey-predator case, }\end{cases}
\end{gathered}
$$

while for Robin boundary conditions we have

$$
\begin{gathered}
M_{\infty}= \begin{cases}\frac{\lambda_{M}-\Lambda_{0}^{1}}{\left(\varphi^{1}\right)_{L} a_{L}} & \text { in the competition case, } \\
\frac{\gamma-\Lambda_{0}^{1}}{\left(\varphi^{1}\right)_{L} K} & \text { in the symbiosis case }, \\
\frac{\lambda_{M}-\Lambda_{0}^{1}}{\left(\varphi^{1}\right)_{L} a_{L}} & \text { in the prey-predator case, }\end{cases} \\
N_{\infty}= \begin{cases}\frac{\mu_{M}-\Lambda_{0}^{2}}{\left(\varphi^{2}\right)_{L} d_{L}} & \text { in the competition case }, \\
M \frac{\gamma-\Lambda_{0}^{2}}{\left(\varphi^{2}\right)_{L} K} & \text { in the symbiosis case }, \\
\frac{\mu_{M}-c_{L} \frac{\lambda_{M}-\Lambda_{0}^{1}}{\left(\varphi^{1} a_{L}\right.}-\Lambda_{0}^{2}}{\left(\varphi^{2}\right)_{L} d_{L}} & \text { in the prey-predator case },\end{cases}
\end{gathered}
$$

where $\varphi^{i}$ denotes the positive eigenfunction associated to $\Lambda_{0}^{i}$ with $\left\|\varphi^{i}\right\|_{L^{\infty}(\Omega)}=1$. Note that similar expressions can be given in the remaining five cases for the boundary conditions, although their explicit form becomes more cumbersome.

In fact, in the next section we will impose conditions on the coefficients to ensure that the pullback and forwards behavior of the solutions of (3.1), with nontrivial initial data, is far from the semitrivial and the trivial solutions.

### 3.4. Permanence for nonautonomous Lotka-Volterra systems: Nonde-

 generacy of solutions. Now, using the lower bounds in Theorem 3.4, we will give sufficient conditions for the system (3.1) to be uniformly permanent in pullback and forwards senses, as in section 2.2. For reasons that will become clear further below, we are interested in obtaining such nondegeneracy in a uniform way with respect to the coefficients $\lambda, \mu, a, b, c, d$ in the system. For this, recall the notations in (3.4) and that we always take nonnegative nontrivial initial data $u_{s}, v_{s}$.Also note that in the results of this section we will use the quantities $\lambda_{I} \leq \lambda_{S}$, $\mu_{I} \leq \mu_{S}, a_{I} \leq a_{S}, b_{I} \leq b_{S}, c_{I} \leq c_{S}$, and $d_{I} \leq d_{S}$ to control the asymptotic sizes of
the coefficients $\lambda, \mu, a, b, c, d$ as $t \rightarrow \pm \infty$. As all the results will be given in terms of such quantities, the statements below show the robustness of the results with respect to perturbations in the coefficients of the system.

Finally, we stress here once again that the results below imply the instability of trivial and semitrivial solutions.

### 3.4.1. Competition.

Proposition 3.7 (forwards permanence-competitive case). Assume (3.2) and $b_{L}, c_{L}>0$. Then:
(i) If $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right)$ there exists $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ such that whenever

$$
\lambda(t, x) \geq \lambda_{I}, \mu(t, x) \leq \mu_{S}, b(t, x) \leq b_{S}, a(t, x) \leq a_{S}, \text { and } \quad d(t, x) \geq d_{I}>0
$$

for all $x \in \Omega$ and $t \geq t_{0}$, for any $u_{s}, v_{s}>0$, the solution for $t>s \geq t_{0}$ of (3.1) satisfies $\psi_{11}(x) \leq u\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
(ii) If $\mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{S}, a_{I}\right]}\right)$ there exists $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\lambda(t, x) \leq \lambda_{S}, \quad \mu(t, x) \geq \mu_{I}, \quad a(t, x) \geq a_{I}>0, \quad d(t, x) \leq d_{S}, \quad c(t, x) \leq c_{S}
$$

for all $x \in \Omega$ and $t \geq t_{0}$, for any $u_{s}, v_{s}>0$, the solution for $t>s \geq t_{0}$ of (3.1) satisfies $\psi_{22}(x) \leq v\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.

Hence, if

$$
\begin{equation*}
\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right) \quad \text { and } \quad \mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{S}, a_{I}\right]}\right) \tag{3.10}
\end{equation*}
$$

then there exist $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ and $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that for any choice of coefficients that satisfy

$$
\begin{array}{lll}
\lambda_{I} \leq \lambda(t, x) \leq \lambda_{S}, & \mu_{I} \leq \mu(t, x) \leq \mu_{S}, & 0<a_{I} \leq a(t, x) \leq a_{S} \\
0<b_{I} \leq b(t, x) \leq b_{S}, & 0<c_{I} \leq c(t, x) \leq c_{S}, & 0<d_{I} \leq d(t, x) \leq d_{S}
\end{array}
$$

for all $x \in \Omega$ and for all $t \geq t_{0}$, and for all nontrivial $u_{s} \geq 0, v_{s} \geq 0$ in a fixed bounded set of $C(\bar{\Omega})$ bounded away from 0 , the solution $(u, v)$ of (3.1) for $t>s \geq t_{0}$ is nondegenerate at $\infty$ and for all $t-s$ large enough,

$$
u\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{11}(x) \quad \text { and } \quad v\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{22}(x)
$$

In particular, (3.1) is uniformly forwards permanent.
Proof. Since $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right)$, by the continuity of $\Lambda^{1}(m)$ with respect to $m$, there exists $\varepsilon>0$ such that
$\lambda_{I}>\Lambda^{1}\left(-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right)\right) \quad$ or equivalently by $(3.5) \quad \Lambda^{1}\left(\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right)\right)<0$.
Using Theorems 3.3 and 3.4, we get, for $t>s \geq t_{0}$,

$$
u\left(t, s, u_{s}, v_{s}\right) \geq \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}\left(t, s, u_{s}\right) \geq \Theta_{\left[\lambda_{I}-b_{S} \eta_{\left[\mu_{S}, d_{I}\right]}, a_{S}\right]}\left(t-s, u_{s}\right)
$$

Moreover, $\eta_{\left[\mu_{S}, d_{I}\right]}\left(t, s, v_{s}\right) \rightarrow \omega_{\left[\mu_{S}, d_{I}\right]}$ in $C^{1}(\bar{\Omega})$ and uniformly for $v_{s}$ in bounded sets bounded away from zero, as $t-s \rightarrow \infty$, and so

$$
\begin{equation*}
u\left(t, s, u_{s}, v_{s}\right) \geq \Theta_{\left[\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right), a_{S}\right]}\left(t-s, u_{s}\right) \rightarrow \omega_{\left[\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right), a_{S}\right]} \tag{3.11}
\end{equation*}
$$

in $C^{1}(\bar{\Omega})$ and uniformly for $u_{s}$ in bounded sets bounded away from zero, as $t-s \rightarrow \infty$ by Theorem 3.3 and where we have used (3.10). Hence, the result follows for $u$.

On the other hand, we have analogously for the $v$ component, for $t>s \geq t_{0}$,

$$
v\left(t, s, u_{s}, v_{s}\right) \geq \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}\left(t, s, v_{s}\right) \geq \Theta_{\left[\mu_{I}-c_{S} \xi_{\left[\lambda_{S}, a_{I}\right]}, d_{S}\right]}\left(t-s, v_{s}\right)
$$

Now, from (3.10), $\xi_{\left[\lambda_{S}, a_{I}\right]}\left(t, s, u_{s}\right) \rightarrow \omega_{\left[\lambda_{S}, a_{I}\right]}$ in $C^{1}(\bar{\Omega})$ and uniformly for $u_{s}$ in bounded sets bounded away from zero, as $t-s \rightarrow \infty$, and so

$$
\begin{equation*}
v\left(t, s, u_{s}, v_{s}\right) \geq \Theta_{\left[\mu_{I}-c_{S}\left(\omega_{\left[\lambda_{S}, a_{I}\right]}+\varepsilon\right), d_{S}\right]}\left(t-s, v_{s}\right) \rightarrow \omega_{\left[\mu_{I}-c_{S}\left(\omega_{\left[\lambda_{S}, a_{I}\right]}+\varepsilon\right), d_{S}\right]} \tag{3.12}
\end{equation*}
$$

in $C^{1}(\bar{\Omega})$ and uniformly for $v_{s}$ in bounded sets bounded away from zero, as $t-s \rightarrow \infty$ by Theorem 3.3.

The same arguments as above, carried out in all pullback sense lead to the following result. Note that, in particular, this proposition guarantees the uniform nondegeneracy at $-\infty$ of complete nondegenerate trajectories with respect to the coefficients in the system.

Proposition 3.8 (pullback permanence - competitive case). Assume (3.2) and $b_{L}, c_{L}>0$. Then:
(i) If $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right)$ there exists $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ such that whenever

$$
\lambda(t, x) \geq \lambda_{I}, \quad \mu(t, x) \leq \mu_{S}, \quad b(t, x) \leq b_{S}, \quad a(t, x) \leq a_{S}, \quad d(t, x) \geq d_{I}>0
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (for some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$, the solution for $s<t \leq t_{0}$ of (3.1) satisfies $\psi_{11}(x) \leq u\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
In particular, any complete trajectory of (3.1) that is nondegenerate at $-\infty$ satisfies $u(t, x) \geq \psi_{11}(x)$ for all $x \in \Omega$ and $t \leq t_{0}$.
(ii) If $\mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{S}, a_{I}\right]}\right)$ there exists $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\lambda(t, x) \leq \lambda_{S}, \quad \mu(t, x) \geq \mu_{I}, \quad a(t, x) \geq a_{I}>0, \quad d(t, x) \leq d_{S}, \quad c(t, x) \leq c_{S}
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$, the solution for $s<t \leq t_{0}$ of (3.1) satisfies $\psi_{22}(x) \leq v\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
In particular, any complete trajectory of (3.1) that is nondegenerate at $-\infty$ satisfies $v(t, x) \geq \psi_{22}(x)$ for all $x \in \Omega$ and $t \leq t_{0}$.
Hence, if

$$
\begin{equation*}
\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right) \quad \text { and } \quad \mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{S}, a_{I}\right]}\right) \tag{3.13}
\end{equation*}
$$

there exist functions $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ and $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\begin{array}{lll}
\lambda_{I} \leq \lambda(t, x) \leq \lambda_{S}, & \mu_{I} \leq \mu(t, x) \leq \mu_{S}, & 0<a_{I} \leq a(t, x) \leq a_{S} \\
0<b_{I} \leq b(t, x) \leq b_{S}, & 0<c_{I} \leq c(t, x) \leq c_{S}, & 0<d_{I} \leq d(t, x) \leq d_{S}
\end{array}
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (for some $t_{0} \in \mathbf{R}$ ), and for all nontrivial $u_{s} \geq 0, v_{s} \geq 0$ in a fixed bounded set, $B$, of $C(\bar{\Omega})$ bounded away from 0 , the set of solutions of (3.1) $\left\{(u, v), s<t \leq t_{0},\left(u_{s}, v_{s}\right) \in B\right\}$ is nondegenerate as $s \rightarrow-\infty$ and for all $t-s$ large enough

$$
u\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{11}(x) \quad \text { and } \quad v\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{22}(x) .
$$

In particular, (3.1) is uniformly pullback permanent and any bounded complete trajectory that is nondegenerate at $-\infty$ satisfies

$$
u(t, x) \geq \psi_{11}(x) \quad \text { and } \quad v(t, x) \geq \psi_{22}(x) \quad \text { for all } x \in \Omega \text { and } t \leq t_{0}
$$

Proof. The first part of the statements follow from (3.11) and (3.12), with $t-s \rightarrow$ $\infty$ but now $s<t \leq t_{0}$.

For a complete solution, arguing as in Proposition 3.7 we get for any $t_{0} \geq t>s$,

$$
u(t) \geq \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]}(t, s, u(s)) \geq \Theta_{\left[\lambda_{I}-b_{S} \eta_{\left[\mu_{S}, d_{I}\right]}, a_{S}\right]}(t-s, u(s))
$$

As $v$ is nondegenerate at $-\infty, 5$ in Theorem 3.3 implies $\eta_{\left[\mu_{S}, d_{I}\right]}(t, s, v(s)) \rightarrow \omega_{\left[\mu_{S}, d_{I}\right]}$ in $C^{1}(\bar{\Omega})$ as $s \rightarrow-\infty$. Thus, for sufficiently negative $s$,

$$
\begin{equation*}
u(t) \geq \Theta_{\left[\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right), a_{S}\right]}(t-s, u(s)) \rightarrow \omega_{\left[\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right), a_{S}\right]} \tag{3.14}
\end{equation*}
$$

in $C^{1}(\bar{\Omega})$ as $s \rightarrow-\infty$, because $u$ is nondegenerate at $-\infty$ and 5 in Theorem 3.3 again. Hence the result follows for $u$.

On the other hand, we have analogously for the $v$ component for any $t_{0} \geq t>s$,

$$
v(t) \geq \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}(t, s, v(s)) \geq \Theta_{\left[\mu_{I}-c_{S} \xi_{\left[\lambda_{S}, a_{I}\right]}, d_{S}\right]}(t-s, v(s))
$$

Now, $\xi_{\left[\lambda_{S}, a_{I}\right]}(t, s, u(s)) \rightarrow \omega_{\left[\lambda_{S}, a_{I}\right]}$ in $C^{1}(\bar{\Omega})$ as $s \rightarrow-\infty$, because $u$ is nondegenerate at $-\infty$, and so, for sufficiently negative $s$,

$$
\begin{equation*}
v(t) \geq \Theta_{\left[\mu_{I}-c_{S}\left(\omega_{\left[\lambda_{S}, a_{I}\right]}+\varepsilon\right), d_{S}\right]}(t-s, v(s)) \rightarrow \omega_{\left[\mu_{I}-c_{S}\left(\omega_{\left[\lambda_{S}, a_{I}\right]}+\varepsilon\right), d_{S}\right]} \tag{3.15}
\end{equation*}
$$

in $C^{1}(\bar{\Omega})$ as $s \rightarrow-\infty$ by Theorem 3.3, because $v$ is nondegenerate at $-\infty$.
Results for the other cases can be proved analogously, as we now show.
3.4.2. Symbiosis. First for the case of symbiosis, we have the following result. Note that as we make no use here of the upper bound in Theorem 3.4, we do not assume below that $d_{1}=d_{2}$.

Proposition 3.9 (forwards permanence-symbiotic case). Assume (3.2), $b_{M}$, $c_{M}<0$, and (3.9), that is

$$
b_{L} c_{L}<a_{L} d_{L}
$$

Then:
(i) If $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}\right)$ there exists $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ such that whenever

$$
\lambda(t, x) \geq \lambda_{I}, \quad \mu(t, x) \geq \mu_{I}, \quad b(t, x) \leq b_{S}<0, \quad a(t, x) \leq a_{S}, \quad d(t, x) \leq d_{S}
$$

for all $x \in \Omega$ and $t \geq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$ the solution for $t>s \geq t_{0}$ of (3.1) satisfies $\psi_{11}(x) \leq u\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
(ii) If $\mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}\right)$ there exists $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever
$\lambda(t, x) \geq \lambda_{I}, \quad \mu(t, x) \geq \mu_{I}, \quad a(t, x) \leq a_{S}, \quad d(t, x) \leq d_{S}, \quad c(t, x) \leq c_{S}<0$
for all $x \in \Omega$ and $t \geq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$ the solution for $t>s \geq t_{0}$ of (3.1) satisfies $\psi_{22}(x) \leq v\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
Hence, if

$$
\begin{equation*}
\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}\right) \quad \text { and } \quad \mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}\right) \tag{3.16}
\end{equation*}
$$

then there are functions $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ and $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\begin{array}{lll}
\lambda_{I} \leq \lambda(t, x), & \mu_{I} \leq \mu(t, x), & a(t, x) \leq a_{S} \\
b(t, x) \leq b_{S}<0, & c(t, x) \leq c_{S}<0, & d(t, x) \leq d_{S}
\end{array}
$$

$x \in \Omega$ and $t \geq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), and for all $u_{s}>0, v_{s}>0$ in a fixed bounded set of $C(\bar{\Omega})$ bounded away from 0 , the solution $(u, v)$ of (3.1) for $t>s \geq t_{0}$ is nondegenerate at $\infty$, and for all $t-s$ large enough

$$
u\left(t, s ; u_{s}, v_{s}\right) \geq \psi_{11}(x) \quad \text { and } \quad v\left(t, s ; u_{s}, v_{s}\right) \geq \psi_{22}(x) .
$$

In particular, (3.1) is uniformly forwards permanent.
Proof. We proceed as in the Proposition 3.7 using now that, as $t-s \rightarrow \infty$,

$$
u \geq \xi_{\left[\lambda-b \eta_{[\mu, d]}, a\right]} \geq \xi_{\left[\lambda_{I}-b_{S} \eta_{\left[\mu_{I}, d_{S}\right]}, a_{S}\right]} \rightarrow \omega_{\left[\lambda_{I}-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}, a_{S}\right]}
$$

and

$$
v \geq \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]} \geq \eta_{\left[\mu_{I}-c_{S} \xi_{\left[\lambda_{I}, a_{S}\right]}, d_{S}\right]} \rightarrow \omega_{\left[\mu_{I}-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}, d_{S}\right]} .
$$

On the other hand, for pullback permenence and for complete nondegenerate solutions, we have the following proposition along the same lines as that above.

Proposition 3.10 (pullback permanence-symbiotic case). Assume (3.2), $b_{M}$, $c_{M}<0$, and (3.9), that is

$$
b_{L} c_{L}<a_{L} d_{L}
$$

Then
(i) If $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}\right)$ there exists $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ such that whenever
$\lambda(t, x) \geq \lambda_{I}, \quad \mu(t, x) \geq \mu_{I}, \quad b(t, x) \leq b_{S}<0, \quad a(x, t) \leq a_{S}, \quad d(t, x) \leq d_{S}$.
for all $x \in \Omega$ and $t \leq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$, the solution for $s<t \leq t_{0}$ of (3.1) satisfies $\psi_{11}(x) \leq u\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
In particular, any complete trajectory of (3.1) that is nondegenerate at $-\infty$ satisfies $u(t, x) \geq \psi_{11}(x)$ for all $x \in \Omega$ and $t \leq t_{0}$.
(ii) If $\mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}\right)$ there exists $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever
$\lambda(t, x) \geq \lambda_{I}, \quad \mu(t, x) \geq \mu_{I}, \quad a(t, x) \leq a_{S}, \quad d(t, x) \leq d_{S}, \quad c(t, x) \leq c_{S}<0$, $x \in \Omega$ and $t \leq t_{0}$ (some $t_{0} \in \mathbf{R}$ ) for any $u_{s}, v_{s}>0$, the solution for $s<t \leq t_{0}$ of (3.1) satisfies $\psi_{22}(x) \leq v\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
In particular, any complete trajectory of (3.1) that is nondegenerate at $-\infty$ satisfies $v(t, x) \geq \psi_{22}(x)$ for all $x \in \Omega$ and $t \leq t_{0}$.
Hence, if

$$
\begin{equation*}
\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}\right) \quad \text { and } \quad \mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}\right) \tag{3.17}
\end{equation*}
$$

there exist $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ and $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\begin{array}{lll}
\lambda_{I} \leq \lambda(t, x), & \mu_{I} \leq \mu(t, x), & a(t, x) \leq a_{S} \\
b(t, x) \leq b_{S}<0, & c(t, x) \leq c_{S}<0, & d(t, x) \leq d_{S}
\end{array}
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), and for all nontrivial $u_{s} \geq 0, v_{s} \geq 0$ in a fixed bounded set, $B$, of $C(\bar{\Omega})$ bounded away from 0 , the set of solutions of (3.1) $\left\{(u, v), s<t \leq t_{0},\left(u_{s}, v_{s}\right) \in B\right\}$ is nondegenerate as $s \rightarrow-\infty$ and for all $t-s$ large enough

$$
u\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{11}(x) \quad \text { and } \quad v\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{22}(x)
$$

In particular, (3.1) is uniformly pullback permanent and any bounded complete trajectory that is nondegenerate at $-\infty$ satisfies

$$
u(t, x) \geq \psi_{11}(x) \quad \text { and } \quad v(t, x) \geq \psi_{22}(x) \quad \text { for all } x \in \Omega \text { and } t \leq t_{0} .
$$

3.4.3. Prey-predator. We also have for the prey-predator case the following result.

Proposition 3.11 (forwards permanence-prey-predator case). Assume (3.2) and $b_{L}>0$ and $c_{M}<0$. Then:
(i) If $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}\right)$, there exists $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ such that whenever

$$
\begin{array}{lll}
\lambda_{S} \geq \lambda(t, x) \geq \lambda_{I}, & \mu(t, x) \leq \mu_{S}, & a_{S} \geq a(t, x) \geq a_{I}>0 \\
b(t, x) \leq b_{S}, & c(t, x) \geq c_{I}, & d(t, x) \geq d_{I}>0
\end{array}
$$

for all $x \in \Omega$ and $t \geq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$ the solution for $t>s \geq t_{0}$ of (3.1) satisfies $\psi_{11}(x) \leq u\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
(ii) If $\mu_{I}>\Lambda_{0}^{2}$, there exists $\psi_{22} \in \operatorname{int}\left(\overline{\mathcal{C}_{2}}\right)$ such that whenever

$$
\mu(t, x) \geq \mu_{I}, \quad d(x, t) \leq d_{S}
$$

for all $x \in \Omega$ and $t \geq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$ the solution for $t>s \geq t_{0}$ of (3.1) satisfies $\psi_{22}(x) \leq v\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough.
Hence, if

$$
\begin{equation*}
\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}\right) \quad \text { and } \quad \mu_{I}>\Lambda_{0}^{2} \tag{3.18}
\end{equation*}
$$

there are functions $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ and $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\left.\begin{array}{ll}
\lambda_{I} \leq \lambda(t, x) \leq \lambda_{S}, & \mu_{I} \leq \mu(t, x) \leq \mu_{S},
\end{array} \quad a_{S} \geq a(t, x) \geq a_{I}>0, ~ 子 ~ i t, x\right) \leq c_{S}<0, \quad d_{S} \geq d(t, x) \geq d_{I}>0
$$

for all $x \in \Omega$ and $t \geq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), and for all $u_{s}>0, v_{s}>0$ in a fixed bounded set of $C(\bar{\Omega})$ bounded away from 0 , the solution $(u, v)$ of (3.1) for $t>s \geq t_{0}$ is nondegenerate at $\infty$ and for all $t-s$ large enough

$$
u\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{11}(x) \quad \text { and } \quad v\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{22}(x)
$$

In particular, (3.1) is uniformly forwards permanent.
Proof. As before, we use now that as $t-s \rightarrow \infty$,

$$
u \geq \xi_{\left[\lambda-b \eta_{\left[\mu-c \xi_{[\lambda, a]}, d\right]}, a\right]} \geq \xi_{\left[\lambda_{I}-b_{S} \eta_{\left[\mu_{S}-c_{I} \xi_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}, a_{I}\right]} \rightarrow \omega_{\left[\lambda_{I}-b_{S} \eta_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}, a_{I}\right]}
$$

and

$$
v \geq \eta_{[\mu, d]} \geq \eta_{\left[\mu_{I}, d_{S}\right]} \rightarrow \omega_{\left[\mu_{I}, d_{S}\right]}
$$

Proposition 3.12 (pullback permanence-prey-predator case). Assume (3.2) and $b_{L}>0$ and $c_{M}<0$. Then:
(i) If $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}\right)$, there exists $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ such that whenever

$$
\begin{array}{lll}
\lambda_{S} \geq \lambda(t, x) \geq \lambda_{I}, & \mu(t, x) \leq \mu_{S}, & a_{S} \geq a(t, x) \geq a_{I}>0 \\
b(t, x) \leq b_{S}, & c(t, x) \geq c_{I}, & d(t, x) \geq d_{I}>0
\end{array}
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (some $t \in \mathbf{R}$ ), for any $u_{s}, v_{s}>0$, the solution for $s<t \leq t_{0}$ of (3.1) satisfies $\psi_{11}(x) \leq u\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough. In particular, any complete trajectory of (3.1) that is nondegenerate at $-\infty$ satisfies $u(t, x) \geq \psi_{11}(x)$ for all $x \in \Omega$ and $t \leq t_{0}$.
(ii) If $\mu_{I}>\Lambda_{0}^{2}$, there exists $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\mu(t, x) \geq \mu_{I}, \quad d(x, t) \leq d_{S}
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), for any $u_{s}$, $v_{s}>0$, the solution for $s<t \leq t_{0}$ of (3.1) satisfies $\psi_{22}(x) \leq v\left(t, s, x ; u_{s}, v_{s}\right)$ for $t-s$ large enough. In particular, any complete trajectory of (3.1) that is nondegenerate at $-\infty$ satisfies $v(t, x) \geq \psi_{22}(x)$ for all $x \in \Omega$ and $t \leq t_{0}$.
Hence, if

$$
\begin{equation*}
\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}\right) \quad \text { and } \quad \mu_{I}>\Lambda_{0}^{2} \tag{3.19}
\end{equation*}
$$

there exist functions $\psi_{11} \in \operatorname{int}\left(\mathcal{C}_{1}\right)$ and $\psi_{22} \in \operatorname{int}\left(\mathcal{C}_{2}\right)$ such that whenever

$$
\begin{array}{lll}
\lambda_{I} \leq \lambda(t, x) \leq \lambda_{S}, & \mu_{I} \leq \mu(t, x) \leq \mu_{S}, & a_{S} \geq a(t, x) \geq a_{I}>0 \\
0<b_{I} \leq b(t, x) \leq b_{S}, & c_{I} \leq c(t, x) \leq c_{S}<0, & d_{S} \geq d(t, x) \geq d_{I}>0
\end{array}
$$

for all $x \in \Omega$ and $t \leq t_{0}$ (some $t_{0} \in \mathbf{R}$ ), and for all nontrivial $u_{s} \geq 0, v_{s} \geq 0$ in a fixed bounded set, $B$, of $C(\bar{\Omega})$ bounded away from 0 , the set of solutions of (3.1) $\left\{(u, v), s<t \leq t_{0},\left(u_{s}, v_{s}\right) \in B\right\}$ is nondegenerate as $s \rightarrow-\infty$ and for all $t-s$ large enough

$$
u\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{11}(x) \quad \text { and } \quad v\left(t, s, x ; u_{s}, v_{s}\right) \geq \psi_{22}(x) .
$$

In particular, (3.1) is uniformly pullback permanent and any bounded complete trajectory that is nondegenerate at $-\infty$ satisfies

$$
u(t, x) \geq \psi_{11}(x) \quad \text { and } \quad v(t, x) \geq \psi_{22}(x) \quad \text { for all } x \in \Omega \text { and } t \leq t_{0}
$$

Remark 3.13. Note that in order to apply the previous results one has to check that the assumptions in Propositions 3.7-3.12 are meaningful. Indeed, conditions (3.10), (3.16), and (3.18) must define nonempty sets of coefficients. Here we analyze only Dirichlet or Neumann boundary conditions; Robin ones can be treated in a similar way although the estimates are a little more involved.

In fact, (3.16) includes all coefficients such that

$$
\lambda_{I}>\Lambda_{0}^{1}, \quad \mu_{I}>\Lambda_{0}^{2}
$$

since in this case $\lambda_{I}>\Lambda_{0}^{1}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}\right)$ and $\mu_{I}>\Lambda_{0}^{2}$ then $\mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}\right)$; see also [12].

However, in order to show that (3.10) defines a nonempty set we must impose some conditions on $b$ or $c$. If, for example, $b_{S} \rightarrow 0$, then $\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right) \rightarrow \Lambda_{0}^{1}$. Also, if $c_{S} \rightarrow 0$, then $\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{S}, a_{I}\right]}\right) \rightarrow \Lambda_{0}^{2}$. Hence if $b_{S}$ or $c_{S}$ are small, the conditions in (3.10) can be met; see also [27] and [29].

We analyze condition (3.18) for the prey-predator case in more detail. From Proposition 3.1, in the case of Dirichlet or Neumann boundary conditions, we have $\omega_{[h, g]} \leq h_{M} / g_{L}$, and so

$$
\omega_{\left[\lambda_{S}, a_{I}\right]} \leq \frac{\lambda_{S}}{a_{I}} \quad \text { and then } \quad \omega_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]} \leq \frac{\mu_{S}-c_{I}\left(\frac{\lambda_{S}}{a_{I}}\right)}{d_{I}}
$$

and then using the monotonicity of $\Lambda(m)$ with respect to $m$ and (3.5), we get

$$
\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}-c_{I} \omega_{\left[\lambda_{S}, a_{I}\right]}, d_{I}\right]}\right) \leq \Lambda^{1}\left(-b_{S} \frac{\left(a_{I} \mu_{S}-c_{I} \lambda_{S}\right)}{a_{I} d_{I}}\right)=\Lambda_{0}^{1}+b_{S} \frac{\left(a_{I} \mu_{S}-c_{I} \lambda_{S}\right)}{a_{I} d_{I}}
$$

Hence, if $\lambda_{I}$ and $\mu_{I}$ satisfy

$$
\lambda_{I}>\Lambda_{0}^{1}+\frac{b_{S} \mu_{S}}{d_{I}}+\frac{-b_{S} c_{I}}{a_{I} d_{I}} \lambda_{S}, \quad \mu_{I}>\Lambda_{0}^{2}
$$

then (3.18) defines a nonempty set of parameters.
Observe that the first condition above is a restriction on the oscillation of $\lambda(t, x)$ as $t \rightarrow \pm \infty$.

In particular, if $\Lambda_{0}^{1}+\frac{b_{S} \mu_{S}}{d_{I}}>0$, then a necessary condition is

$$
a_{I} d_{I}+b_{S} c_{I}>0
$$

In such a case the conditions above can be met.
Now, for reasons that will be apparent in the following sections, we are interested in some uniformity in the previous results with respect to the coefficients $b_{I} \leq b_{S}$ and $c_{I} \leq c_{S}$. More precisely, we are going to show that the functions $\psi_{11}(x)$ and $\bar{\psi}_{22}(x)$ in all the previous propositions can be taken independent of $b(t, x)$ and $c(t, x)$, provided that one of the numbers $b_{I} \leq b_{S}$ or $c_{I} \leq c_{S}$ is sufficiently small. In fact we have the following:

Theorem 3.14. (i) The competitive case: $b_{L}, c_{L}>0$. Assume either

1. $\lambda_{I}>\Lambda_{0}^{1}, \mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{S}, a_{I}\right]}\right)$, and $b_{S}$ is sufficiently small, or
2. $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right)$, $\mu_{I}>\Lambda_{0}^{2}$, and $c_{S}$ is sufficiently small, for $t-s$ large enough.
Then the functions $\psi_{11}(x)$ and $\psi_{22}(x)$ in Propositions 3.7 and 3.8 can be taken also independent of $b_{S}$ and $c_{S}$.
(ii) The symbiotic case: $b_{M}, c_{M}<0$ and $b_{L} c_{L}<a_{L} d_{L}$. Assume either
3. $\lambda_{I}>\Lambda_{0}^{1}, \mu_{I}>\Lambda^{2}\left(-c_{S} \omega_{\left[\lambda_{I}, a_{S}\right]}\right)$, or
4. $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{I}, d_{S}\right]}\right), \mu_{I}>\Lambda_{0}^{2}$.

Then the functions $\psi_{11}(x)$ and $\psi_{22}(x)$ in Propositions 3.9 and 3.10 can be taken also independent of $b_{I}$ and $c_{I}$.
(iii) The prey-predator case: $b_{L}>0, c_{M}<0$. Assume either

1. $\lambda_{I}>\Lambda_{0}^{1}, \mu_{I}>\Lambda_{0}^{2}$, and $b_{S}$ is sufficiently small, or
2. $\lambda_{I}>\Lambda^{1}\left(-b_{S} \omega_{\left[\mu_{S}, d_{I}\right]}\right), \mu_{I}>\Lambda_{0}^{2}$, and $\left|c_{I}\right|$ is sufficiently small.

Then the functions $\psi_{11}(x)$ and $\psi_{22}(x)$ in Propositions 3.11 and 3.12 can be taken also independent of $b_{S}$ and $c_{I}$.

Proof. We analyze only the competitive case. By the proof of Proposition 3.7 and Theorem 3.3, statement 6 we get

$$
\begin{aligned}
& u\left(t, s, u_{s}, v_{s}\right) \geq \Theta_{\left[\lambda_{I}-b_{S} \eta_{\left[\mu_{S}, d_{I}\right]}, a_{S}\right]}\left(t-s, u_{s}\right) \geq \\
& \quad \geq \omega_{\left[\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right), a_{S}\right]} \geq m \omega_{\left[\lambda_{I}-b_{S}\left(\omega_{\left[\mu_{S}, d_{I}\right]}+\varepsilon\right), a_{S}\right]} .
\end{aligned}
$$

It suffices to apply Lemma 3.2 as $b_{S} \rightarrow 0$ where $m<1$.
On the other hand,

$$
v\left(t, s, u_{s}, v_{s}\right) \geq \Theta_{\left[\mu_{I}-c_{S}\left(\omega_{\left[\lambda_{S}, a_{I}\right]}+\varepsilon\right), d_{S}\right]}\left(t-s, v_{s}\right) \rightarrow \omega_{\left[\mu_{I}-c_{S}\left(\omega_{\left[\lambda_{S}, a_{I}\right]}+\varepsilon\right), d_{S}\right]}
$$

and so taking $\varepsilon$ small, the result follows.
The other cases can be studied in an analogous way by Propositions 3.9, 3.10, 3.11 , and 3.12 .
4. Exponential decay for nonautonomous linear systems. Once the results on permanence of the previous section have been established, we turn now our
attention to determining ranges of parameters such that there exist some special asymptotically stable trajectories describing the asymptotic behavior of solutions of (3.1), either forwards or in a pullback sense. For this we have to develop some tools for linear systems.

Hence, in this section we give sufficient conditions for certain linear systems to have exponential decay. The results are of a perturbative nature and are based upon results in [33] for scalar equations.
4.1. Preliminary results for the scalar case. We start by recalling some results for the following scalar equation:

$$
\left\{\begin{array}{rc}
u_{t}-d \Delta u=c(t, x) u & x \in \Omega, t>s  \tag{4.1}\\
\mathcal{B} u=0, & x \in \partial \Omega, t>s \\
u(s)=u_{s} . &
\end{array}\right.
$$

Assume that $d>0, c \in C^{\theta}\left(\mathbf{R}, L^{p}(\Omega)\right)$, with $0<\theta \leq 1$ and some $p>\max (N / 2,1)$. Then for any $u_{s} \in X$, where $X=L^{q}(\Omega)$ with $1 \leq q<\infty$, or $X=C(\bar{\Omega})$, (4.1) has a unique solution given by $u\left(t, s ; u_{s}\right)$, which is a strong solution in $L^{r}(\Omega)$ for any $1 \leq r<p$. This solution can be used to define an order-preserving evolution operator $T_{c}$ in $X$ via the definition $T_{c}(t, s) u_{s}=u\left(t, s ; u_{s}\right)$.

Moreover for each $q$ and $r$ with $1 \leq q \leq r \leq \infty$ and $R_{0}>0$ there exist $L_{0}=$ $L_{0}\left(R_{0}, r, q\right)>0$ and $\delta_{0}=\delta\left(R_{0}, r, q\right)>0$ such that the evolution operator $T_{c}(t, s)$ satisfies

$$
\begin{equation*}
\left\|T_{c}(t, s) u_{0}\right\|_{L^{r}(\Omega)} \leq L_{0} \frac{\mathrm{e}^{\delta_{0}(t-s)}}{(t-s)^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}}\left\|u_{0}\right\|_{L^{q}(\Omega)}, \quad t>s \tag{4.2}
\end{equation*}
$$

for every $c \in C^{\theta}\left(\mathbf{R}, L^{p}(\Omega)\right)$, with $0<\theta \leq 1$ and some $p>N / 2$, such that

$$
\|c\|_{L^{\infty}\left(\mathbf{R}, L^{p}(\Omega)\right)} \leq R_{0} .
$$

Also, the evolution operator smooths the solutions. More precisely, for every $u_{0} \in L^{q}(\Omega)$ and $t>s$, the map

$$
(s, \infty) \ni t \longmapsto u\left(t, s ; u_{0}\right):=T_{c}(t, s) u_{0} \in \begin{cases}C_{\mathcal{B}}^{\nu}(\bar{\Omega}) & \text { if } p>N / 2, \\ C_{\mathcal{B}}^{1, \nu}(\bar{\Omega}) & \text { if } p>N,\end{cases}
$$

is continuous for some $\nu>0$. Here

$$
C_{\mathcal{B}}^{j, \nu}(\bar{\Omega})= \begin{cases}C_{0}^{j, \nu}(\bar{\Omega}) & \text { for Dirichlet BCs, } \\ C^{j, \nu}(\bar{\Omega}) & \text { for Neumann or Robin BCs },\end{cases}
$$

see, e.g., Rodríguez-Bernal [32].
The following proposition is taken from Lemma 4.1 in Robinson et al. [31] and Lemma 2.1 in Rodríguez-Bernal [33]:

Proposition 4.1. Suppose that for some $q$ with $1 \leq q \leq \infty$ there exist $M>0$ and $\beta \in \mathbf{R}$ such that

$$
\begin{equation*}
\left\|T_{c}(t, s)\right\|_{\mathcal{L}_{\left(L^{q}(\Omega)\right)}} \leq M \mathrm{e}^{\beta(t-s)} \quad \text { for all } \quad t>s \tag{4.3}
\end{equation*}
$$

Then for any $1 \leq r \leq \infty$ there exists a $K \geq 1$ such that

$$
\begin{equation*}
\left\|T_{c}(t, s)\right\|_{\mathcal{L}\left(L^{r}(\Omega)\right)} \leq K \mathrm{e}^{\beta(t-s)} \quad \text { for all } \quad t>s \tag{4.4}
\end{equation*}
$$

The constant $K$ can be taken as a continuous function of $\beta, M$.

Moreover, for each $r$ with $1 \leq r \leq q \leq \infty$ and for any $\varepsilon>0$, we have

$$
\begin{equation*}
\left\|T_{c}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega), L^{r}(\Omega)\right)} \leq M(\beta, \varepsilon) \frac{\mathrm{e}^{(\beta+\varepsilon)(t-s)}}{(t-s)^{\delta}}, \quad t>s \tag{4.5}
\end{equation*}
$$

where $\delta=\frac{N}{2}\left(\frac{1}{r}-\frac{1}{q}\right)$,

$$
M(\beta, \varepsilon)=\kappa(\beta, M) \begin{cases}\left(\frac{\delta}{\mathrm{e}}\right)^{\delta} \varepsilon^{-\delta} & \text { if } 0<\varepsilon<\varepsilon_{0}=\frac{\delta}{\mathrm{e}}  \tag{4.6}\\ 1 & \text { if } \varepsilon \geq \varepsilon_{0}=\frac{\delta}{\mathrm{e}}\end{cases}
$$

and

$$
\kappa(\beta, M)=L_{0} \varepsilon^{\delta_{0}} \max \left\{1, M \varepsilon^{-\beta}\right\}
$$

Note that the constants $K$ and $\kappa$ in the proposition also depend on $q$ and $r$ but we will not pay attention to this dependence.

Our main argument, further below in the paper, will rely on results of the following type. We start with an evolution operator $T_{c}(t, s)$ that satisfies the estimate

$$
\left\|T_{c}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1} \quad \text { for } t \geq s \text { and } M_{1}>0
$$

for either $s \geq s_{0}$ or for $t \leq t_{0}$. Then, we add to $c(t, x)$ a perturbation $p(t, x)$ in the class $C^{\theta}\left(\mathbf{R}, L^{p}(\Omega)\right)$, with $0<\theta \leq 1$ and some $p>\max (N / 2,1)$, and we want to guarantee that the solutions of the new evolution operator $T_{c+p}(t, s)$ decay exponentially. This means that we want to get estimates of the type

$$
\begin{equation*}
\left\|T_{c+p}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1}^{\prime} \mathrm{e}^{\beta^{\prime}(t-s)} \quad \text { for all } \quad t>s \quad \text { and some } \quad \beta^{\prime}<0 \tag{4.7}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$. Note also that we can always assume, without loss of generality, that the $L^{\infty}\left(\mathbf{R}, L^{p}(\Omega)\right)$ norms of both $c(t, x)$ and $p(t, x)$ are bounded by $R_{0}$, so (4.2) holds for $T_{c}(t, s)$ and $T_{c+p}(t, s)$.

In this direction, the following important result is a particular case of Corollary 3.3 in Rodríguez-Bernal [33], and it provides sufficient conditions on $p(t, x)$ to ensure that (4.7) holds.

Proposition 4.2. Assume that

$$
\begin{equation*}
\left\|T_{c}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1} \quad \text { for } \quad t \geq s \quad \text { and } \quad M_{1}>0 \tag{4.8}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$.
Let $p \in C^{\theta}\left(\mathbf{R}, L^{p}(\Omega)\right)$, for some $0<\theta \leq 1$ and $p>\max (N / 2,1)$, and assume that for $|t|$ sufficiently large, we have $p(t, x) \leq-\varphi(x)$ where

$$
\varphi \in C^{1}(\bar{\Omega}), \quad \varphi \geq 0, \quad \text { and } \quad \nabla \varphi \neq 0 \quad \text { at the points at which } \varphi=0
$$

Then

$$
\begin{equation*}
\left\|T_{c+p}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1}^{\prime} \mathrm{e}^{\beta^{\prime}(t-s)} \quad \text { for all } \quad t>s \quad \text { and some } \quad \beta^{\prime}<0 \tag{4.9}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$, with $M_{1}^{\prime}=M_{1}^{\prime}\left(M_{1}, \varphi\right)$ and $\beta^{\prime}=\beta^{\prime}\left(M_{1}, \varphi\right)$.
The constants $M_{1}^{\prime}=M_{1}^{\prime}\left(M_{1}, \varphi\right)$ and $\beta^{\prime}=\beta^{\prime}\left(M_{1}, \varphi\right)$ depend continuously on $M_{1}$ and on $\varphi \in C^{1}(\bar{\Omega})$.

Note that the condition above holds, in particular if $p(t, x) \leq-\delta<0$ (in which case the constants $M_{1}^{\prime}$ and $\beta^{\prime}$ can be chosen so that they depend continuously on $\delta$ ), or if $\varphi \in C_{0}^{1}(\bar{\Omega})$ is positive in $\Omega$ and $\frac{\partial \varphi}{\partial \vec{n}}<0$ on $\partial \Omega$. The former is a common situation in the case of Neumann or Robin boundary conditions and the latter in the case of Dirichlet boundary conditions.

In order to apply the above result, we need to show first that (4.8) holds. The next result gives conditions for an evolution operator to have bounds of the type (4.8); see [34], [33]. For this recall the definitions of complete trajectory and of nondegeneracy in section 2.2 , which we apply here to solutions of (4.1). Hence, according to [33], we have the following proposition.

Proposition 4.3. (i) If there exists a positive nondegenerate solution $u\left(t, s ; u_{s}\right)$ of (4.1) defined for all $t>s \geq s_{0}$ such that for some $M>0$ and some $q$ with $1 \leq q \leq \infty$

$$
\left\|u\left(t, s ; u_{s}\right)\right\|_{L^{q}(\Omega)} \leq M
$$

then

$$
\begin{equation*}
0<M_{0} \leq\left\|T_{c}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1} \quad \text { for } \quad t \geq s \geq s_{0} \tag{4.10}
\end{equation*}
$$

where $M_{0}, M_{1}$ are independent of $t$ and $s$ and depend continuously on $M$ and on $\varphi_{0} \in C^{1}(\bar{\Omega})$.
(ii) If there exists a positive, complete nondegenerate solution $u(t)$ of (4.1) that is bounded as $t \rightarrow-\infty$, i.e.,

$$
\|u(t)\|_{L^{q}(\Omega)} \leq M \quad \text { for } \quad t \leq t_{0}
$$

then

$$
\begin{equation*}
0<M_{0} \leq\left\|T_{c}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1} \quad \text { for } \quad s \leq t \leq t_{0} \tag{4.11}
\end{equation*}
$$

where $M_{0}, M_{1}$ are independent of $t$ and $s$ and depend continuously on $M$ and $\varphi_{0} \in$ $C^{1}(\bar{\Omega})$.
4.2. Perturbation and decay of linear systems. In this section we generalize the perturbation result in the previous section to the case of a system of linear equations. The main theorem in this section will be crucial in the analysis of LotkaVolterra models in the following sections.

Consider the linear coupled nonautonomous system

$$
\begin{cases}u_{t}-d_{1} \Delta u=a_{11}(t, x) u+a_{12}(t, x) v, & x \in \Omega, t>s  \tag{4.12}\\ v_{t}-d_{2} \Delta v=a_{21}(t, x) u+a_{22}(t, x) v, & x \in \Omega, t>s \\ \mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0 & \\ u(s)=u_{s}, v(s)=v_{s} & \end{cases}
$$

in $L^{q}\left(\Omega, \mathbf{R}^{2}\right) \doteq\left[L^{q}(\Omega)\right]^{2}$. Then define

$$
D=\operatorname{diag}\left(d_{1}, d_{2}\right) \quad \text { and } \quad A=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)
$$

and note that setting $U=\binom{u}{v}$, (4.12) can be written as

$$
U_{t}-D \Delta U=A(t, x) U
$$

with boundary conditions $\mathcal{B} U=\binom{\mathcal{B}_{1} u}{\mathcal{B}_{2} v}=0$ on the boundary of $\Omega$.

If $A \in C^{\theta}\left(\mathbf{R}, L^{p}\left(\Omega, \mathbf{R}^{4}\right)\right)$, with $0<\theta \leq 1, p>N / 2$, and $p>q \geq 1$, the existence of a unique solution $U\left(t, s ; U_{s}\right)$ of $(4.12)$, in $L^{q}\left(\Omega, \mathbf{R}^{2}\right)$, can be obtained from Theorems 11.2, 11.3, and 11.4 in Amann [1]. Thus, the time-dependent operator $-D \Delta-A(t, x)$ generates an evolution operator, $T_{A}(t, s)$, in $L^{q}\left(\Omega, \mathbf{R}^{2}\right)$ (Theorem 4.4.1 in Amann [2]) via the definition $T_{A}(t, s) U_{s}=U\left(t, s ; U_{s}\right)$.

The following result, analogous to (4.2), can be proved along the lines of the scalar arguments in Rodríguez-Bernal [33], [32], and Robinson et al. [31].

Proposition 4.4. For any $1 \leq q \leq r \leq \infty$, and $R_{0}>0$ there exist $L_{0}=$ $L_{0}\left(R_{0}, r, q\right)>0$ and $\delta_{0}=\delta_{0}\left(R_{0}, r, q\right)>0$ such that the evolution operator $T_{A}(t, s)$ satisfies

$$
\begin{equation*}
\left\|T_{A}(t, s) U_{s}\right\|_{L^{r}\left(\Omega, \mathbf{R}^{2}\right)} \leq L_{0} \frac{\mathrm{e}^{\delta_{0}(t-s)}}{(t-s)^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}}\left\|U_{s}\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \tag{4.13}
\end{equation*}
$$

for every $\|A\|_{L^{\infty}\left(\mathbf{R}, L^{p}\left(\Omega, \mathbf{R}^{4}\right)\right)} \leq R_{0}$. In particular, $T_{A}(t, s)$ extends to an evolution operator in $L^{q}\left(\Omega, \mathbf{R}^{2}\right)$ for every $1 \leq q<\infty$.

Furthermore, the results of Proposition 4.1 for the scalar case remain true for system (4.12).

Along the same lines as for scalar equations, we consider the linear uncoupled system

$$
\begin{cases}u_{t}-d_{1} \Delta u=q_{11}(t, x) u, & x \in \Omega, t>s  \tag{4.14}\\ v_{t}-d_{2} \Delta v=q_{22}(t, x) v, & x \in \Omega, t>s \\ \mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0 \\ u(s)=u_{s}, v(s)=v_{s}\end{cases}
$$

Observe that with the notations above and setting

$$
Q=\operatorname{diag}\left(q_{11}, q_{22}\right)
$$

then the evolution operator $T_{Q}(t, s)$ is well defined in $L^{q}\left(\Omega, \mathbf{R}^{2}\right), 1 \leq q<\infty$.
Now we assume that each separate equation in (4.14) satisfies

$$
\left\|T_{q_{i i}}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1}, \quad t>s
$$

with $M_{1}$ independent of $t$ and $s$ and for either $t \leq t_{0}$ or $s \geq s_{0}$. Therefore the evolution operator $T_{Q}(t, s)$ satisfies (4.8).

Our goal is to give conditions on the coupling perturbations such that the solutions of the perturbed system

$$
\begin{cases}u_{t}-d_{1} \Delta u=q_{11}(t, x) u+p_{11}(t, x) u+p_{12}(t, x) v, & x \in \Omega, t>s \\ v_{t}-d_{2} \Delta v=q_{22}(t, x) v+p_{21}(t, x) u+p_{22}(t, x) v, & x \in \Omega, t>s \\ \mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0 & \\ u(s)=u_{s}, v(s)=v_{s} & \end{cases}
$$

decay exponentially. Note that the perturbed system can be written as

$$
\begin{equation*}
U_{t}-D \Delta U=Q(t, x) U+P(t, x) U \tag{4.15}
\end{equation*}
$$

with

$$
Q=\operatorname{diag}\left(q_{11}, q_{22}\right), \quad P=\left(\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right), \quad \text { and } \quad U=\binom{u}{v}
$$

with $Q, P \in C^{\theta}\left(\mathbf{R}, L^{p}\left(\Omega, \mathbf{R}^{4}\right)\right)$, with $0<\theta \leq 1, p>\max (N / 2,1)$.

Hence our goal is to obtain an estimate of the type

$$
\begin{equation*}
\left\|T_{Q+P}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}^{\prime} \mathrm{e}^{\beta^{\prime}(t-s)} \quad \text { for all } \quad t>s \text { and some } \beta^{\prime}<0 \tag{4.16}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$.
Note that again we will assume, without loss of generality, that all the evolution operators considered satisfy (4.13) with the same constants $L_{0}$ and $\delta_{0}$.

In what follows we will make use of the following singular Gronwall lemma (see Henry [16]):

Lemma 4.5 (a singular Gronwall lemma). Assume that $a \in L^{\infty}\left(\tau_{0}, \infty\right)$ with $\tau_{0} \geq-\infty$ and that $z(t) \geq 0$ is a locally bounded function that for $t \geq s>\tau_{0}$ satisfies

$$
\begin{equation*}
z(t) \leq A+\int_{s}^{t} \frac{a(\tau)}{(t-\tau)^{\delta}} z(\tau) \mathrm{d} \tau \tag{4.17}
\end{equation*}
$$

with $\delta<1$. Then we have for $t \geq s>\tau_{0}$

$$
0 \leq z(t) \leq A(\delta) \mathrm{e}^{\gamma(t-s)}
$$

with $\gamma=\gamma(a, s, \delta)=\left(\|a\|_{L^{\infty}(s, \infty)} \Gamma(1-\delta)\right)^{1 /(1-\delta)}$ and $A(\delta)$ depends only on the constants $A$ and $\delta$ but not on the function $a(\cdot)$ or on $s, \gamma$, or $\tau_{0}$.

Our next result states that if the diagonal perturbing terms $p_{i i}(t, x)$ are sufficiently strong and the coupling terms $p_{i j}(t, x), i \neq j$, are "small" at $\pm \infty$, then (4.16) is achieved.

THEOREM 4.6. With the notations in (4.15), assume that the scalar evolution operators $T_{q_{i i}}(t, s)$ satisfy

$$
\begin{equation*}
\left\|T_{q_{i i}}(t, s)\right\|_{\mathcal{L}\left(L^{q}(\Omega)\right)} \leq M_{1}, \quad t>s \tag{4.18}
\end{equation*}
$$

with $M_{1}$ independent of $t$ and $s$ and for either $t \leq t_{0}$ or $s \geq s_{0}$.
Assume also that $p_{i i}(t, x)$ satisfies $p_{i i}(t, x) \leq-\varphi_{i i}(x)$ with $\varphi_{i i}(x)$ as in Proposition 4.2.

Then there exists a $\rho=\rho\left(M_{1}, \varphi_{11}, \varphi_{22}\right)>0$ such that if

$$
\begin{equation*}
\limsup _{|t| \rightarrow \infty}\left\|p_{12}(t)\right\|_{L^{p}(\Omega)} \limsup _{|t| \rightarrow \infty}\left\|p_{21}(t)\right\|_{L^{p}(\Omega)} \leq \rho^{2} \tag{4.19}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|T_{Q+P}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)} \quad \text { for all } t>s \text { and some } \beta^{\prime \prime}<0 \tag{4.20}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$, where $M_{1}^{\prime \prime}=M_{1}^{\prime \prime}\left(M_{1}, \varphi_{11}, \varphi_{22}\right)$ and $\beta^{\prime \prime}=$ $\beta^{\prime \prime}\left(M_{1}, \varphi_{11}, \varphi_{22}\right)$.

The constants $\rho, M_{1}^{\prime \prime}$, and $\beta^{\prime \prime}$ depend continuously on $M_{1}$ and $\varphi_{11}, \varphi_{22}$ as in Proposition 4.2.

Proof. Note that, using Proposition 4.4, we just need to prove the result for some suitably chosen $1 \leq q<\infty$. We proceed in several steps.

Step 1. If we define

$$
P_{1}=\left(\begin{array}{cc}
p_{11} & 0 \\
0 & p_{22}
\end{array}\right)
$$

then Proposition 4.2 applied to each separate equation gives the estimate

$$
\begin{equation*}
\left\|T_{Q+P_{1}}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}^{\prime} \mathrm{e}^{\beta^{\prime}(t-s)} \quad \text { for all } t>s \text { and some } \beta^{\prime}<0 \tag{4.21}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$, with $M_{1}^{\prime}=M_{1}^{\prime}\left(M_{1}, \varphi_{11}, \varphi_{22}\right)$ and $\beta^{\prime}=\beta^{\prime}\left(M_{1}\right.$, $\varphi_{11}, \varphi_{22}$ ).

Step 2. We will show that there exists a $\rho=\rho\left(M_{1}^{\prime}, \beta^{\prime}\right)$, which depends continuously on $M_{1}^{\prime}, \beta^{\prime}$, such that if

$$
\left\|p_{12}\right\|_{L^{\infty}\left(\mathbf{R}, L^{p}(\Omega)\right)} \leq \rho \quad \text { and } \quad\left\|p_{21}\right\|_{L^{\infty}\left(\mathbf{R}, L^{p}(\Omega)\right)} \leq \rho,
$$

then

$$
\begin{equation*}
\left\|T_{Q+P}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)} \quad \text { for all } t>s \text { and some } \beta^{\prime \prime}<0 \tag{4.22}
\end{equation*}
$$

and for either $s \geq s_{0}$ or for $t \leq t_{0}$, with

$$
P=P_{1}+P_{2}, \quad P_{2}=\left(\begin{array}{cc}
0 & p_{12} \\
p_{21} & 0
\end{array}\right),
$$

where $M_{1}^{\prime \prime}=M_{1}^{\prime \prime}\left(M_{1}^{\prime}, \beta^{\prime}, \rho\right)$ and $\beta^{\prime \prime}=\beta^{\prime \prime}\left(M_{1}^{\prime}, \beta^{\prime}, \rho\right)$, depend continuously on $M_{1}^{\prime}, \beta^{\prime}, \rho$.
In fact, we have, by the variation of constants formula, that for every $U_{0} \in$ $L^{q}\left(\Omega, \mathbf{R}^{2}\right)$ the solution $U\left(t, s ; U_{0}\right)=T_{Q+P}(t, s) U_{0}$ of (4.15) satisfies for $t \geq s$,

$$
U\left(t, s ; U_{0}\right)=T_{Q+P_{1}}(t, s) U_{0}+\int_{s}^{t} T_{Q+P_{1}}(t, \tau) P_{2}(\tau) U\left(\tau, s ; U_{0}\right) \mathrm{d} \tau .
$$

Now we choose $q$ such that $p \geq q^{\prime}$, so that $1 / p+1 / q \leq 1$. In what follows we will apply (4.5) with $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}$, and so with $\delta=N / 2 p$. With this choice, we have (4.21) and from (4.5)

$$
\left\|T_{Q+P_{1}}(t, s)\right\|_{\mathcal{L}\left(L^{r}\left(\Omega, \mathbf{R}^{2}\right), L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M\left(\beta^{\prime}, \varepsilon\right) \frac{\mathrm{e}^{\left(\beta^{\prime}+\varepsilon\right)(t-s)}}{(t-s)^{\frac{N}{2 p}}},
$$

where $M\left(\beta^{\prime}, \varepsilon\right)$ is as in (4.6).
Since $P_{2}(\tau) \in L^{p}\left(\Omega, \mathbf{R}^{2}\right)$ and $U\left(\tau, s ; U_{0}\right) \in L^{q}\left(\Omega, \mathbf{R}^{2}\right)$, then the term $P_{2}(\tau) U(\tau, s ;$ $\left.U_{0}\right)$ can be estimated, using Hölder's inequality, in $L^{r}\left(\Omega, \mathbf{R}^{2}\right)$ with $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}$. Thus,

$$
\begin{aligned}
& \left\|U\left(t, s ; U_{0}\right)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{1}^{\prime} \mathrm{e}^{\left(\beta^{\prime}+\varepsilon\right)(t-s)}\left\|U_{0}\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \\
& +M\left(\beta^{\prime}, \varepsilon\right) \int_{s}^{t} \frac{\mathrm{e}^{\left(\beta^{\prime}+\varepsilon\right)(t-\tau)}}{(t-\tau)^{\frac{N}{2 p}}}\left\|P_{2}(\tau)\right\|_{L^{p}\left(\Omega, \mathbf{R}^{2}\right)}\left\|U\left(\tau, s ; U_{0}\right)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \mathrm{d} \tau .
\end{aligned}
$$

Then, multiplying by $\mathrm{e}^{-\left(\beta^{\prime}+\varepsilon\right)(t-s)}$, and setting $A=M_{1}^{\prime}\left\|U_{0}\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)}$,

$$
z(t)=\mathrm{e}^{-\left(\beta^{\prime}+\varepsilon\right)(t-s)}\left\|U\left(t, s ; U_{0}\right)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)}, \quad \text { and } \quad a(\tau)=M\left(\beta^{\prime}, \varepsilon\right)\left\|P_{2}(\tau)\right\|_{L^{p}\left(\Omega, \mathbf{R}^{2}\right)}
$$

we get, for all $t \geq s$,

$$
z(t) \leq A+\int_{s}^{t} \frac{a(\tau)}{(\tau-s)^{\frac{N}{2 p}}} z(\tau) \mathrm{d} \tau
$$

We can apply the singular Gronwall lemma above with $\delta=\frac{N}{2 p}<1$, and we get

$$
\begin{equation*}
\left\|U\left(t, s ; U_{0}\right)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\left(\beta^{\prime}+\mu(\varepsilon)\right)(t-s)}\left\|U_{0}\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)}, \quad t \geq s, \tag{4.23}
\end{equation*}
$$

where

$$
\mu(\varepsilon)=\varepsilon+\left(M\left(\beta^{\prime}, \varepsilon\right) \Gamma(1-\delta)\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}\right)^{\frac{1}{1-\delta}}
$$

Recalling (4.6), we get that

$$
\mu(\varepsilon)= \begin{cases}\varepsilon+\varepsilon^{\frac{-\delta}{1-\delta}} A_{0}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}^{\frac{1}{1-\delta}} & \text { if } 0<\varepsilon<\varepsilon_{0}=\frac{\delta}{\mathrm{e}} \\ \varepsilon+A_{1}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}^{\frac{1}{1-\delta}} & \text { if } \varepsilon \geq \varepsilon_{0}\end{cases}
$$

where

$$
A_{1}=\left(L_{0} \mathrm{e}^{\delta_{0}} \max \left\{1, M_{1}^{\prime} \mathrm{e}^{-\beta^{\prime}}\right\} \Gamma(1-\delta)\right)^{1 /(1-\delta)}, \quad A_{0}=A_{1}\left(\frac{\delta}{e}\right)^{\delta /(1-\delta)}
$$

and $L_{0}$ and $\delta_{0}$ are the constants in (4.2).
Thus $\mu(0)=\mu(\infty)=\infty$. But the function

$$
h(\varepsilon)=\varepsilon+\varepsilon^{\frac{-\delta}{1-\delta}} A_{0}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}^{\frac{1}{1-\delta}}
$$

has a unique minimum at

$$
\varepsilon_{1}=\left(A_{0} \frac{\delta}{1-\delta}\right)^{1-\delta}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}
$$

and

$$
h\left(\varepsilon_{1}\right)=\frac{1}{\delta^{\delta}}\left(\frac{A_{0}}{1-\delta}\right)^{1-\delta}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}
$$

Therefore, comparing $\varepsilon_{0}$ and $\varepsilon_{1}$, and minimizing $\mu(\varepsilon)$ leads to

$$
\left\|U\left(t, s ; U_{0}\right)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)}\left\|U_{0}\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)}, \quad t \geq s
$$

with

$$
\begin{gathered}
\beta^{\prime \prime}=\beta^{\prime}+\min _{\{\varepsilon>0\}} \mu(\varepsilon) \\
=\beta^{\prime}+ \begin{cases}c_{0}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right),} & \text { if }\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq s^{*}, \\
c_{1}+c_{2}\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}^{\frac{1}{1-\delta}}, & \text { if }\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right) \geq s^{*}},\end{cases}
\end{gathered}
$$

where

$$
c_{0}=\frac{1}{\delta^{\delta}}\left(\frac{A_{0}}{1-\delta}\right)^{1-\delta}, \quad c_{1}=\frac{\delta}{e}, \quad c_{2}=A_{1}, \quad s^{*}=\frac{\delta}{e}\left(\frac{1-\delta}{A_{0} \delta}\right)^{1-\delta}
$$

Thus, it is then clear that (4.22) follows, i.e., $\beta^{\prime \prime}<0$, provided that

$$
\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}<\min \left\{s^{*}, \frac{-\beta^{\prime}}{c_{0}}\right\}
$$

which reads

$$
\begin{equation*}
\left\|P_{2}\right\|_{L^{\infty}\left((s, \infty), L^{p}\left(\Omega, \mathbf{R}^{2}\right)\right)}<\rho:=\delta\left(\frac{1-\delta}{\delta A_{0}}\right)^{1-\delta} \min \left\{-\beta^{\prime}, \frac{1}{\mathrm{e}}\right\} \tag{4.24}
\end{equation*}
$$

Step 3. Now we show that the result in Step 2 above can be obtained only in terms of $\lim \sup _{|t| \rightarrow \infty}\left\|P_{2}(t)\right\|_{L^{p}\left(\Omega, \mathbf{R}^{2}\right)}$.

In fact, note that from (4.24), if we take $s \geq s_{0}$ sufficiently large, the conclusion with $\lim \sup _{t \rightarrow \infty}\left\|P_{2}(t)\right\|_{L^{p}\left(\Omega, \mathbf{R}^{2}\right)}$ is clear.

On the other hand, observe that we can set $P_{2}=0$ for $t \geq t_{0}$ and we still have (4.23) for $s \leq t \leq t_{0}$. Taking then $t_{0}$ very negative, (4.24) gives the result for $\lim \sup _{t \rightarrow-\infty}\left\|P_{2}(t)\right\|_{L^{p}\left(\Omega, \mathbf{R}^{2}\right)}$.

In particular, (4.22) follows, provided that

$$
\begin{equation*}
\limsup _{|t| \rightarrow \infty}\left\|P_{2}(t)\right\|_{L^{p}\left(\Omega, \mathbf{R}^{2}\right)}<\rho \tag{4.25}
\end{equation*}
$$

with $\rho$ as in (4.24).
Step 4. The change of variables

$$
U=\binom{u}{v} \rightarrow V=\binom{\alpha u}{\beta v}
$$

with $\alpha, \beta>0$, transforms the system (4.15) into

$$
V_{t}-D \Delta V=Q(t, x) V+\tilde{P}(t, x) V
$$

with

$$
D=\operatorname{diag}\left(d_{1}, d_{2}\right), Q=\operatorname{diag}\left(q_{11}, q_{22}\right), \tilde{P}=\left(\begin{array}{cc}
p_{11} & \frac{\alpha}{\beta} p_{12} \\
\frac{\beta}{\alpha} p_{21} & p_{22}
\end{array}\right)
$$

Hence, we can apply Step 3 provided

$$
\frac{\alpha}{\beta} \limsup _{|t| \rightarrow \infty}\left\|p_{12}(t)\right\|_{L^{p}(\Omega)} \leq \rho \quad \text { and } \quad \frac{\beta}{\alpha} \limsup _{|t| \rightarrow \infty}\left\|p_{21}(t)\right\|_{L^{p}(\Omega)} \leq \rho
$$

with $\rho>0$ as in (4.24). We can choose $\alpha, \beta$ such that the above inequalities are satisfied if

$$
\limsup _{|t| \rightarrow \infty}\left\|p_{12}(t)\right\|_{L^{p}(\Omega)} \limsup _{|t| \rightarrow \infty}\left\|p_{21}(t)\right\|_{L^{p}(\Omega)} \leq \rho^{2}
$$

with $\rho>0$ as in (4.24).
Remark 4.7. Note that (4.24) gives a quantitative threshold for the size of the perturbation. In fact, from (4.24) and the expression of $A_{0}$, it can be deduced that

$$
\rho=\rho\left(M_{1}^{\prime}, \beta^{\prime}\right)=\frac{\mathrm{e}^{\delta}(1-\delta)^{1-\delta}}{\Gamma(1-\delta)} \frac{\min \left\{-\beta^{\prime}, \frac{1}{\mathrm{e}}\right\}}{L_{0} \mathrm{e}^{\delta_{0}} \max \left\{1, M_{1}^{\prime} \mathrm{e}^{-\beta^{\prime}}\right\}}
$$

where $M_{1}^{\prime}, \beta^{\prime}$ are from Step 1.
Observe that Step 4 above is the only place where we used the fact that the system has only two components.
5. Attracting trajectories for general nonautonomous nonlinear systems. In this section we sketch out our approach to the existence of asymptotically stable complete trajectories for Lotka-Volterra systems. The key point is to write the equation satisfied by the difference of two solutions as a perturbation of an associated
linear system. Using then the permanence results in section 3, we can apply Theorem 4.6 to conclude that the difference of two solutions converges to zero as $t \rightarrow \infty$. A similar convergence result as the initial time $s \rightarrow-\infty$ will imply the uniqueness of complete nondegenerate solutions, which moreover describes the pullback behavior of the system.

First we treat the case of general nonautonomous nonlinear systems, before specializing to Lotka-Volterra models. Consider the general nonautonomous nonlinear system

$$
\begin{cases}u_{t}-d_{1} \Delta u=u f(t, x, u, v) & x \in \Omega, t>s  \tag{5.1}\\ v_{t}-d_{2} \Delta v=v g(t, x, u, v) & x \in \Omega, t>s \\ \mathcal{B}_{1} u=0, \mathcal{B}_{2} v=0 & x \in \partial \Omega, t>s \\ u(s)=u_{s}, v(s)=v_{s} . & \end{cases}
$$

We now sketch our strategy for analyzing the asymptotic behavior of solutions to (5.1). Consider two different pairs of nonnegative initial conditions ( $u_{s}^{1}, v_{s}^{1}$ ) and $\left(u_{s}^{2}, v_{s}^{2}\right)$ and consider the corresponding solutions of (5.1), $U_{1}=\binom{u_{1}}{v_{1}}$ and $U_{2}=\binom{u_{2}}{v_{2}}$, respectively. Write $y=u_{2}-u_{1}$ and $z=v_{2}-v_{1}$. Then, $(y, z)$ satisfies

$$
\begin{cases}y_{t}-d_{1} \Delta y=q_{11}(t, x) y+p_{11}(t, x) y+p_{12}(t, x) z & x \in \Omega, t>s  \tag{5.2}\\ z_{t}-d_{2} \Delta z=q_{22}(t, x) z+p_{21}(t, x) y+p_{22}(t, x) z & x \in \Omega, t>s \\ \mathcal{B}_{1} y=0, \mathcal{B}_{2} z=0 & x \in \partial \Omega, t>s \\ y(s)=y_{s}, z(s)=z_{s} & \end{cases}
$$

with $y_{s}=u_{s}^{2}-u_{s}^{1}, z_{s}=v_{s}^{2}-v_{s}^{1}$, and

$$
\begin{aligned}
q_{11}(t, x) & =f\left(t, x, u_{2}, v_{2}\right), \quad q_{22}(t, x)=g\left(t, x, u_{2}, v_{2}\right) \\
p_{11}(t, x) & =u_{1} \frac{f\left(t, x, u_{2}, v_{1}\right)-f\left(t, x, u_{1}, v_{1}\right)}{u_{2}-u_{1}} \\
p_{12}(t, x) & =u_{1} \frac{f\left(t, x, u_{2}, v_{2}\right)-f\left(t, x, u_{2}, v_{1}\right)}{v_{2}-v_{1}} \\
p_{21}(t, x) & =v_{1} \frac{g\left(t, x, u_{2}, v_{1}\right)-g\left(t, x, u_{1}, v_{1}\right)}{u_{2}-u_{1}} \\
p_{22}(t, x) & =v_{1} \frac{g\left(t, x, u_{2}, v_{2}\right)-g\left(t, x, u_{2}, v_{1}\right)}{v_{2}-v_{1}}
\end{aligned}
$$

Most of the analysis that follows in the next section will be based on proving that the following results can be applied. The first one gives sufficient conditions to guarantee that two solutions have the same forwards asymptotic behavior, while the second gives a criterion to prove the coincidence of two complete trajectories and also describes the pullback behavior of solutions.

Theorem 5.1 (forwards behavior). Assume that both solutions of (5.1), $U_{1}=$ $\binom{u_{1}}{v_{1}}$ and $U_{2}=\binom{u_{2}}{v_{2}}$, are globally defined and bounded in $L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)$ for $t>s>t_{0}$. Moreover, suppose that $u_{1}, v_{1}$ are positive in $\Omega$ and $U_{2}(t)$ is positive, nondegenerate for $t>t_{0}$ and for some $p>\max (N / 2,1)$ and $0<\theta \leq 1$, the coefficients in (5.2) satisfy $p_{i j}, q_{i i} \in C^{\theta}\left(\mathbf{R}, L^{p}(\Omega)\right)$ for $i, j=1,2$ and $p_{i i}(t, x) \leq-\varphi_{i i}(x)$, for $t>t_{0}$, with $\varphi_{i i}(x)$ as in Proposition 4.2.

Then there exists a $\rho>0$ such that if

$$
\begin{equation*}
\limsup _{t \rightarrow \infty}\left\|p_{12}(t)\right\|_{L^{p}(\Omega)} \limsup _{t \rightarrow \infty}\left\|p_{21}(t)\right\|_{L^{p}(\Omega)} \leq \rho^{2} \tag{5.3}
\end{equation*}
$$

both solutions have the same forwards asymptotic behavior, i.e.,

$$
U_{1}(t)-U_{2}(t) \rightarrow 0 \quad \text { exponentially in } C_{\mathcal{B}_{1}}^{1}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}^{1}(\bar{\Omega}) \quad \text { as } \quad t \rightarrow \infty
$$

In particular, $U_{1}(t)$ is also nondegenerate at $+\infty$.
Proof. Clearly, (5.2) can be written as

$$
W_{t}-D \Delta W=Q W+P W
$$

where

$$
D=\operatorname{diag}\left(d_{1}, d_{2}\right), Q=\operatorname{diag}\left(q_{11}, q_{22}\right), P=\left(\begin{array}{ll}
p_{11} & p_{12}  \tag{5.4}\\
p_{21} & p_{22}
\end{array}\right), \quad W=\binom{y}{z}
$$

Since $U_{2}=\binom{u_{2}}{v_{2}}$ is a positive, bounded, and nondegenerate solution, for $t>s>t_{0}$, of the diagonal system

$$
W_{t}-D \Delta W=Q W
$$

it follows from Propositions 4.3 and 4.4 that for any $1 \leq q<\infty$,

$$
\begin{equation*}
\left\|T_{Q}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}, \quad t>s>t_{0} \tag{5.5}
\end{equation*}
$$

with $M_{1}$ independent of $t$ and $s, t>s>t_{0}$.
Then, we apply Theorem 4.6 to obtain that there exists $\rho>0$ such that if (5.3) holds, then

$$
\left\|T_{Q+P}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)} \quad \text { for all } \quad t>s>t_{0} \quad \text { and some } \quad \beta^{\prime \prime}<0
$$

Thus, from Proposition 4.4 (see also Proposition 4.1), we have, writing $W_{s}=$ $\left(y_{s}, z_{s}\right)$ and for $t>s>t_{0}$,

$$
\begin{equation*}
\left\|W\left(t, s ; W_{s}\right)\right\|_{L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{2} e^{\beta^{\prime \prime}(t-s)}\left\|W_{s}\right\|_{L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)} \rightarrow 0, \quad t \rightarrow \infty \tag{5.6}
\end{equation*}
$$

The uniform forwards convergence of trajectories follows. Standard parabolic regularization implies the $C_{\mathcal{B}_{1}}^{1}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}^{1}(\bar{\Omega})$ convergence.

In the following result we use similar arguments to prove the coincidence of complete nondegenerate trajectories, and show that such a trajectory, when it exists, attracts (in the pullback sense) all bounded positive trajectories. In particular, the following results guarantee the uniqueness of complete nondegenerate solutions.

Theorem 5.2 (coincidence of complete trajectories and pullback behavior). Assume that $U_{1}=\binom{u_{1}}{v_{1}}$ is a complete trajectory that is bounded in $L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)$ at $-\infty$, and nondegenerate for $t \leq t_{0}$. Suppose further that for some $p>\max (N / 2,1)$ and $0<\theta \leq 1$, the coefficients in (5.2) satisfy $p_{i j}, q_{i i} \in C^{\theta}\left(\mathbf{R}, L^{p}(\Omega)\right)$ for $i, j=1,2$ and $p_{i i}(t, x) \leq-\varphi_{i i}(x)$, for $t \leq t_{0}$, with $\varphi_{i i}(x)$ as in Proposition 4.2.

Then there exists a $\rho>0$ such that if

$$
\begin{equation*}
\limsup _{t \rightarrow-\infty}\left\|p_{12}(t)\right\|_{L^{p}(\Omega)} \limsup _{t \rightarrow-\infty}\left\|p_{21}(t)\right\|_{L^{p}(\Omega)} \leq \rho^{2} \tag{5.7}
\end{equation*}
$$

then
(i) $U_{1}(t)$ is the unique complete trajectory that is bounded in $L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)$ at $-\infty$, and
(ii) if $U_{2}(s)$ is a family of positive initial data which is bounded in $L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)$ as $s \rightarrow-\infty$, then $U_{1}(\cdot)$ pullback attracts $S(t, s) U_{2}(s)$, i.e., for any $t \in \mathbf{R}$

$$
S(t, s) U_{2}(s)-U_{1}(t) \rightarrow 0 \quad \text { in } C_{\mathcal{B}_{1}}^{1}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}^{1}(\bar{\Omega}) \quad \text { as } \quad s \rightarrow-\infty .
$$

Proof.
(i) Let $U_{2}(t)$ be a complete trajectory bounded in $L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)$ at $-\infty$. We write (5.2) as

$$
W_{t}-D \Delta W=Q W+P W, \quad W(s)=W_{s}=U_{2}(s)-U_{1}(s),
$$

where $Q, P$, and $W$ are defined as in (5.4). Since $U_{1}=\left(u_{1}, v_{1}\right)$ is a complete, positive, bounded, and nondegenerate solution of the diagonal system

$$
W_{t}-D \Delta W=Q W,
$$

it follows from Proposition 4.3 that for any $1 \leq q<\infty$, and sufficiently negative $t_{0}$,

$$
\begin{equation*}
\left\|T_{Q}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}, \quad s<t \leq t_{0} \tag{5.8}
\end{equation*}
$$

with $M_{1}$ independent of $t$ and $s$.
Then, we apply Theorem 4.6 to obtain that there exists $\rho>0$ such that if (5.7) holds, then
$\left\|T_{Q+P}(t, s)\right\|_{\mathcal{L}\left(L^{q}\left(\Omega, \mathbf{R}^{2}\right)\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)} \quad$ for all $s<t \leq t_{0} \quad$ and some $\quad \beta^{\prime \prime}<0$.
Thus,

$$
\begin{equation*}
\left\|U_{1}(t)-U_{2}(t)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)}=\left\|W\left(t, s ; W_{s}\right)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)}\left\|W_{s}\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} . \tag{5.9}
\end{equation*}
$$

The right-hand side tends to zero as $s \rightarrow-\infty$ since both complete trajectories are bounded, and the result follows.
(ii) Proceeding as above, we obtain

$$
\left\|U_{1}(t)-S(t, s) U_{2}(s)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{1}^{\prime \prime} \mathrm{e}^{\beta^{\prime \prime}(t-s)}\left\|U_{1}(s)-U_{2}(s)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)}
$$

for $s<t \leq t_{0}$ and some $\beta^{\prime \prime}<0$.
Thus, from Proposition 4.4 (see also Proposition 4.1), we get for $s<t \leq t_{0}$,

$$
\left\|U_{1}(t)-S(t, s) U_{2}(s)\right\|_{L^{\infty}\left(\Omega, \mathbf{R}^{2}\right)} \leq M_{2} \mathrm{e}^{\beta^{\prime \prime}(t-s)}\left\|U_{1}(s)-U_{2}(s)\right\|_{L^{q}\left(\Omega, \mathbf{R}^{2}\right)} \rightarrow 0
$$

as $s \rightarrow-\infty$. Standard parabolic regularization implies the convergence in $C_{\mathcal{B}_{1}}^{1}(\bar{\Omega}) \times C_{\mathcal{B}_{2}}^{1}(\bar{\Omega})$.
Now for every $\tau \geq t_{0}$, using the continuity of the nonlinear evolution process, we get, as $s \rightarrow-\infty$,

$$
U_{1}(\tau, s)=S(\tau, t) U_{1}(t, s) \rightarrow S(\tau, t) U_{2}(t) .
$$

The theorems above may perhaps appear more general than they really are. To verify the assumptions involved one must restrict the nonlinearities of the system and carefully choose the classes of solutions being considered. For example, the conditions $p_{i i}(t, x) \leq-\varphi_{i i}(x)$ and the smallness conditions on $p_{i j}(t, x), i \neq j$ depend on the particular solutions considered.

Nevertheless, in the next section we will show that the assumptions required can be verified for our example of a general nonautonomous Lotka-Volterra system.
6. Attracting trajectories for nonautonomous Lotka-Volterra systems. As (5.1) is far too general to apply Theorems 5.1 and 5.2 in a straightforward manner, in this section we apply these results to the solutions of (3.1). Note that we handle the three cases, competition, symbiosis, and prey-predator, in a unified way.

Then, for the difference of two solutions the coefficients in (5.2) are given by

$$
\begin{array}{ll}
q_{11}(t, x)=\lambda(t, x)-a(t, x) u_{2}-b(t, x) v_{2}, & q_{22}(t, x)=\mu(t, x)-c(t, x) u_{2}-d(t, x) v_{2}  \tag{6.1}\\
p_{11}(t, x)=-a(t, x) u_{1}, & p_{12}(t, x)=-b(t, x) u_{1} \\
p_{21}(t, x)=-c(t, x) v_{1}, & p_{22}(t, x)=-d(t, x) v_{1}
\end{array}
$$

Hence, to apply Theorems 5.1 or 5.2 , since $a_{L}, d_{L}>0$ and $u_{1}, v_{1} \geq 0$, in order to find positive functions $\varphi_{i i}(x)$ such that $p_{i i}(t, x) \leq-\varphi_{i i}(x), i=1,2$ we need positive functions $\psi_{i i}(x)$ such that $\psi_{11}(x) \leq u_{1}(t, x)$ and $\psi_{22}(x) \leq v_{1}(t, x)$, that is, we must consider nondegenerate solutions. The results in section 3.4 guarantee then that all solutions are nondegenerate.

On the other hand we must show that the product of the coupling terms

$$
p_{12}(t, x) p_{21}(t, x)
$$

is small at $\pm \infty$. Having obtained bounds on $u_{1}, v_{1}$ this will be achieved by a smallness condition on the coefficients $b(t, x)$ or $c(t, x)$.

But note that the nondegeneracy of solutions above depends on the functions $b(t, x)$ and $c(t, x)$ themselves. Therefore, we will use the results in section 3.4 which guarantee that solutions of (3.1) are nondegenerate for all sufficiently small "coupling" coefficients $b(t, x)$ or $c(t, x)$ and that the functions $\psi_{i i}(x), i=1,2$ do not converge to zero as $b$ or $c$ vanish.

We first start with the forwards behavior in Theorem 5.1. Then we can prove the following theorem.

THEOREM 6.1. There exists $\rho_{0}\left(M_{\infty}, N_{\infty}\right)>0$, where $M_{\infty}$ and $N_{\infty}$ are given in Theorem 3.5, such that if

$$
\limsup _{t \rightarrow \infty}\|b\|_{L^{\infty}(\Omega)} \limsup _{t \rightarrow \infty}\|c\|_{L^{\infty}(\Omega)}<\rho_{0}\left(M_{\infty}, N_{\infty}\right)
$$

and for some $t_{0}$ the coefficients of (3.1) satisfy for $t \geq t_{0}$ the assumptions of Theorem 3.14, then for any bounded set of positive initial data bounded away from zero, all solutions of (3.1) that start at a sufficiently large $s>t_{0}$ have the same asymptotic behavior as $t \rightarrow \infty$.

In particular, all complete positive trajectories in the pullback attractor have the same asymptotic behavior as $t \rightarrow \infty$.

Proof. Note that Theorem 3.14 implies that all forward solutions of (3.1) that start at $s \geq t_{0}$ are uniformly nondegenerate with respect to a bounded set of initial data $u_{s}>0, v_{s}>0$, bounded away from zero, and the coefficients. In particular, from Propositions 4.2 and 4.4 the constant $M_{1}$ in (5.5) can be taken independent of such $u_{s}>0, v_{s}>0$ and the coefficients.

Moreover, for such initial data and $t>s \geq t_{0}$, we have in (6.1)

$$
\begin{aligned}
& p_{11}(t, x)=-a(t, x) u_{1} \leq-a_{L} \psi_{11}(x)=-\varphi_{11}(x), \\
& p_{22}(t, x)=-d(t, x) v_{1} \leq-d_{L} \psi_{22}(x)=-\varphi_{22}(x)
\end{aligned}
$$

with $\psi_{11}(x)$ and $\psi_{22}(x)$ independent $u_{s}>0, v_{s}>0$, and of the coefficients. In particular $\varphi_{11}(x)$ and $\varphi_{22}(x)$ satisfy the assumptions in Proposition 4.2.

Hence the threshold value $\rho>0$ in Theorem 5.1 is also uniform for $u_{s}>0, v_{s}>0$, and of the coefficients as in Theorem 3.14.

Now we have in (6.1) $p_{12}(t, x)=-b(t, x) u_{1}, p_{21}(t, x)=-c(t, x) v_{1}$, and hence (5.3) is satisfied if

$$
\limsup _{t \rightarrow \infty}\|b\|_{L^{\infty}(\Omega)} \limsup _{t \rightarrow \infty}\|c\|_{L^{\infty}(\Omega)}<\rho^{2}\left(p, \Omega, M_{\infty}, N_{\infty}\right)=\rho_{0}
$$

where $M_{\infty}$ and $N_{\infty}$ are given in Theorem 3.5.
Therefore, from Theorem 5.1, all solutions have the same forwards behavior.

Our next result proves that if there is a complete trajectory that is nondegenerate at $-\infty$, then it must be unique and be pullback attracting, as in Theorem 5.2.

ThEOREM 6.2. Assume that there exists a complete, bounded solution of (3.1) that is nondegenerate at $-\infty, U^{*}(t), t \in \mathbf{R}$.

Then there exists $\rho_{0}\left(M_{\infty}, N_{\infty}\right)>0$, where $M_{\infty}$ and $N_{\infty}$ are given in Theorem 3.5, such that if

$$
\limsup _{t \rightarrow-\infty}\|b\|_{L^{\infty}(\Omega)} \limsup _{t \rightarrow-\infty}\|c\|_{L^{\infty}(\Omega)}<\rho_{0}\left(M_{\infty}, N_{\infty}\right)
$$

and for some $t_{0}$ the coefficients of (3.1) satisfy for $t \leq t_{0}$ the assumptions of Theorem 3.14, then $U^{*}(t)$ is the unique bounded complete solution of (3.1) that is nondegenerate at $-\infty$. Moreover, for every $t \in \mathbf{R}, U^{*}(t)$ pullback attracts solutions $U_{1}(t, s)$ such that $U_{1}(s)$ are positive and bounded as $s \rightarrow-\infty$.

If, in addition,

$$
\limsup _{t \rightarrow \infty}\|b\|_{L^{\infty}(\Omega)} \limsup _{t \rightarrow \infty}\|c\|_{L^{\infty}(\Omega)}<\rho_{0}\left(M_{\infty}, N_{\infty}\right)
$$

and for some $t_{1}$ the coefficients of (3.1) satisfy for $t \geq t_{1}$ the assumptions of Theorem 3.14, then for any $s \in \mathbf{R}$ and for any positive solution $U(t, s)$ of (3.1) we have

$$
U(t, s)-U^{*}(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Proof. Assume there exists a complete, bounded nondegenerate solution at $-\infty$. Then Theorem 3.14 implies that all bounded nondegenerate solutions at $-\infty$ are uniformly nondegenerate with respect to the coefficients. In particular, from Propositions 4.2 and 4.4 the constant $M_{1}$ in (5.5) can be taken independent of the complete nondegenerate solution under consideration and of the coefficients. Moreover, we have in (6.1)

$$
\begin{aligned}
& p_{11}(t, x)=-a(t, x) u_{1} \leq-a_{L} \psi_{11}(x)=-\varphi_{11}(x), \\
& p_{22}(t, x)=-d(t, x) v_{1} \leq-d_{L} \psi_{22}(x)=-\varphi_{22}(x)
\end{aligned}
$$

with $\psi_{11}(x)$ and $\psi_{22}(x)$ independent of the complete nondegenerate solution and of the coefficients. In particular $\varphi_{11}(x), \varphi_{22}(x)$ satisfy the assumptions in Proposition 4.2.

Hence the threshold value $\rho>0$ in Theorem 5.2 is also independent of the complete nondegenerate solution and of the coefficients.

Now we have in (6.1) $p_{12}(t, x)=-b(t, x) u_{1}, p_{21}(t, x)=-c(t, x) v_{1}$, and hence (5.7) is satisfied if

$$
\limsup _{t \rightarrow-\infty}\|b\|_{L^{\infty}(\Omega)} \limsup _{t \rightarrow-\infty}\|c\|_{L^{\infty}(\Omega)}<\rho^{2}\left(p, \Omega, M_{\infty}, N_{\infty}\right)=\rho_{0}
$$

Therefore, from Theorem 5.2, there exists at most a complete nondegenerate solution at $-\infty$.

To show that $U^{*}(t)$ is pullback attracting, observe that for sufficiently negative $t_{0}$ we can proceed as in the proof of Theorem 5.2 to conclude that $U^{*}(t)$ pullback attracts solutions $U_{1}(t, s)$ such that $U_{1}(s)$ is positive and bounded as $s \rightarrow-\infty$.

The rest follows from Theorem 6.1.
7. Conclusions. We have obtained some results on permanence in nonautonomous Lotka-Volterra models without the assumption of any kind of periodicity. In particular we have found conditions under which there exists at least one complete trajectory, and for which all trajectories converge together as $t \rightarrow+\infty$. The key argument is a perturbation result for an associated linear system satisfied by the difference between two solutions, and using this we have been able to treat all the different classical cases - competition, symbiosis, and prey-predator - in a unified way. While this unified approach has its advantages, our method requires at least one of the coupling parameters in the system to be sufficiently small. Hence, we hope that a more detailed study of each particular situation could lead to some improvements in the conditions imposed on the nonautonomous terms while still using similar techniques.

It is a very interesting open problem to prove, for this Lotka-Volterra example, the existence of a complete trajectory that is nondegenerate at $-\infty$. Given this nondegeneracy one would get the uniqueness of such a trajectory, and its pullback attracting property. We believe that use of the concepts of sub- and super-trajectories (cf. Arnold and Chueshov [3] and Chueshov [10]), along with the sub- and supersolutions technique (cf. for example Pao [30]) should be able to provide this, and we intend to pursue this direction in a future paper.

However, it is certainly the case that the hypothesis that the time-dependent terms are bounded is important throughout the literature, as this assumption implies the existence of bounded global solutions, and in particular of bounded attracting trajectories. As the analysis in Langa et al. [23] shows, different kinds of forwards asymptotic behavior, such as the nonexistence of asymptotically stable trajectories, is possible if solutions are allowed to be unbounded.
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# AN ENTIRE SOLUTION TO THE LOTKA-VOLTERRA COMPETITION-DIFFUSION EQUATIONS* 
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#### Abstract

We deal with a system of Lotka-Volterra competition-diffusion equations on $\mathbb{R}$, which is a competing two species model with diffusion. It is known that the equations allow traveling waves with monotone profile. In this article we prove the existence of an entire solution which behaves as two monotone waves propagating from both sides of the $x$-axis, where an entire solution is meant by a classical solution defined for all space and time variables. The global dynamics for this entire solution exhibits the extinction of the inferior species by the superior one invading from both sides. The proof is carried out by applying the comparison principle for the competition-diffusion equations, that is, using an appropriate pair of a subsolution and a supersolution.
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1. Introduction. In the field of population biology Lotka-Volterra competition equations are well accepted as a physiological model describing competing interaction of multiple species. Here we restrict our attention to a two species model. Taking random movement of the species into account, we get to the Lotka-Volterra competition-diffusion equations that are obtained by coupling diffusion terms to the Lotka-Volterra equations. In this article we are dealing with the following LotkaVolterra competition-diffusion equations on $\mathbb{R}$ :

$$
\left\{\begin{array}{l}
u_{t}=u_{x x}+\left(1-u-k_{1} v\right) u  \tag{1.1}\\
v_{t}=d v_{x x}+a\left(1-v-k_{2} u\right) v
\end{array} \quad(x \in \mathbb{R})\right.
$$

where $k_{1}, k_{2}, a$, and $d$ are positive constants. The variables $u(x, t)$ and $v(x, t)$ stand for the population density of two competing species. Thus we consider nonnegative $u(x, t), v(x, t)$. We note that the above system is normalized so that it has the equilibrium solutions $(u, v)=(1,0),(0,1)$, set as

$$
\boldsymbol{e}_{u}:=(1,0), \quad \boldsymbol{e}_{v}:=(0,1)
$$

In the diffusion-free case we can classify the asymptotic behavior of the solution as $t \rightarrow \infty$, depending on $k_{1}, k_{2}$ :
(i) $(u(t), v(t)) \rightarrow \boldsymbol{e}_{u}$ ( $u$ always wins) if $0<k_{1}<1<k_{2}$.
(ii) Depending on the initial condition, $(u, v) \rightarrow \boldsymbol{e}_{u}$ or $(u(t), v(t)) \rightarrow \boldsymbol{e}_{v}$ in general if $1<k_{1}, k_{2}$.
(iii) $(u(t), v(t)) \rightarrow \boldsymbol{e}_{v}\left(v\right.$ always wins) if $0<k_{2}<1<k_{1}$.

[^118]

FIG. 1. The profile of a monotone traveling wave solution of (1.1). Monotone increasing and decreasing curves correspond to $u=\phi(\xi)$ and $v=\psi(\xi)$, respectively. Parameter values are given by $a=3 / 2, d=1 / 3, k_{1}=3 / 2$, and $k_{2}=2$.
(iv) $(u(t), v(t))$ converges to a positive equilibrium ( $u$ and $v$ coexist) if $0<k_{1}, k_{2}<$ 1.

Here we do not treat case (iv). Then we may assume $k_{2}>1$ because the third case (iii) is obtained by exchanging the roles of $u$ and $v$.

The above equations (1.1) are used for describing the invasion of the superior species. As a matter of fact, by virtue of the diffusion, we can observe behavior such as the superior species propagating from one side of the $x$-axis to the other side, pushing back the inferior species. This dynamics of the propagation is mathematically characterized by a traveling wave solution $(u, v)=(\phi(x+c t), \psi(x+c t))$ satisfying

$$
\left\{\begin{array}{l}
\phi^{\prime \prime}-c \phi^{\prime}+\left(1-\phi-k_{1} \psi\right) \phi=0  \tag{1.2}\\
d \psi^{\prime \prime}-c \psi^{\prime}+a\left(1-\psi-k_{2} \phi\right) \psi=0
\end{array}\right.
$$

with

$$
\begin{gather*}
\lim _{\xi \rightarrow-\infty}(\phi(\xi), \psi(\xi))=\boldsymbol{e}_{v}, \quad \lim _{\xi \rightarrow \infty}(\phi(\xi), \psi(\xi))=\boldsymbol{e}_{u}  \tag{1.3}\\
\phi(\xi), \quad \psi(\xi)>0, \quad \phi^{\prime}(\xi)>0, \quad \psi^{\prime}(\xi)<0 \tag{1.4}
\end{gather*}
$$

where $^{\prime}=d / d \xi,{ }^{\prime \prime}=d^{2} / d \xi^{2}$. A solution to (1.2) with (1.3) and (1.4) gives a profile of the traveling wave. Here we assume the monotonicity of (1.4) which arises in most cases. A traveling wave with the monotonicity is called a monotone wave or a wave front.

We note that for a traveling wave solution $(\phi(\xi), \psi(\xi))=(\phi(x+c t), \psi(x+c t))$ to (1.2)-(1.4), the reflected $(\phi(-x+c t), \psi(-x+c t))$ also gives a traveling wave with opposite speed. Then $(\tilde{\phi}(\xi), \tilde{\psi}(\xi))=(\phi(-x+c t), \psi(-x+c t))$ satisfies

$$
\lim _{\xi \rightarrow-\infty}(\tilde{\phi}(\xi), \tilde{\psi}(\xi))=\boldsymbol{e}_{u}, \quad \lim _{\xi \rightarrow \infty}(\tilde{\phi}(\xi), \tilde{\psi}(\xi))=\boldsymbol{e}_{v}
$$

Thus we obtain traveling wave solutions with opposite speeds simultaneously if we obtain a solution satisfying (1.3)-(1.4).

As for the study of traveling wave solutions, there are various works, including [3], [4], [15], and [7]. In particular, see [8], [9], [10], [11], [12], and the references therein.

Although the study for a traveling wave is a central issue of the Lotka-Volterra competition-diffusion equations, it is not enough for mathematical understanding of the dynamical structure of solutions to (1.1). In fact, as seen in the recent development of the study for entire solutions to a scalar reaction-diffusion equation, some combination of two traveling waves yields characteristic dynamics for the equation (see [6], [16], [2], [5], [1], [13]), where the entire solution is meant by a classical solution which is defined for every $x$ and $t$. Those results revealed that the equation allows types of entire solutions other than equilibrium solutions and traveling wave solutions. For example, in [6], [16], [2], [5], it is shown that there exists an entire solution which behaves as two wave fronts propagating from both sides of the $x$-axis and then annihilating, while [13] shows entire solutions which behave as two wave fronts merging.

In this article, motivated by the work of [2] and [5], we consider the entire solution which behaves like two monotone traveling waves propagating from both sides of the $x$-axis. As $t$ goes forward, this solution converges to the equilibrium $\boldsymbol{e}_{u}$ when $u$ is superior. Namely, we are interested in the entire solution $(u(x, t), v(x, t))$ which behaves like $(\phi(x+c t), \psi(x+c t))$ for $x \in(0, \infty)$ and $(\phi(-x+c t), \psi(-x+c t))$ for $x \in(-\infty, 0)$ as $t \rightarrow-\infty$ and converges to a uniform state as $t \rightarrow \infty$. This solution corresponds to the phenomenon that the superior species invades from both sides and causes the extinction of the inferior species.

We prepare some notation for stating the main result. We assume that $u$ is always superior so that the traveling wave solution of (1.2) with (1.3) and (1.4) has a positive speed $c>0$. In addition, we allow the equations to have solutions with different speeds (corresponding to case (i)). As a matter of fact, we have traveling waves of the Fisher type for the case (i); that is, there is a minimum speed $c_{\text {min }}>0$ so that the equations allow a family of monotone traveling wave solutions for $c \geq c_{\min }>0$ (see [10]). Thus we set a pair of traveling wave solutions

$$
\left(\phi_{j}(\xi), \psi_{j}(\xi)\right) \quad(j=1,2)
$$

satisfying

$$
\left\{\begin{array}{l}
\phi_{j}^{\prime \prime}-c_{j} \phi_{j}^{\prime}+\left(1-\phi_{j}-k_{1} \psi_{j}\right) \phi_{j}=0  \tag{1.5}\\
d \psi_{j}^{\prime \prime}-c_{j} \psi_{j}^{\prime}+a\left(1-\psi_{j}-k_{2} \phi_{j}\right) \psi_{j}=0
\end{array} \quad(j=1,2),\right.
$$

with

$$
\begin{gather*}
\lim _{\xi \rightarrow-\infty}\left(\phi_{j}(\xi), \psi_{j}(\xi)\right)=\boldsymbol{e}_{v}, \quad \lim _{\xi \rightarrow \infty}\left(\phi_{j}(\xi), \psi_{j}(\xi)\right)=\boldsymbol{e}_{u}  \tag{1.6}\\
\phi_{j}(\xi), \quad \psi_{j}(\xi)>0, \quad \phi_{j}^{\prime}(\xi)>0, \quad \psi_{j}^{\prime}(\xi)<0 \tag{1.7}
\end{gather*}
$$

where $c_{j}(j=1,2)$ are positive. Note that we consider the case when they coincide, namely, $\left(\phi_{1}(\xi), \psi_{1}(\xi)\right)$ identically equals $\left(\phi_{2}(\xi), \psi_{2}(\xi)\right)$ up to a phase shift.

We assume that there is a positive constant $\eta_{0}$ such that

$$
\begin{equation*}
\eta_{0} \leq \frac{\phi_{j}(\xi)}{1-\psi_{j}(\xi)} \quad(\xi \leq 0) \tag{1.8}
\end{equation*}
$$

holds. Then we obtain the following theorem, which is the main result in this article.
ThEOREM 1.1. Assume $k_{1} \neq 1$ and $k_{2}>1$ in (1.1). Let $\left(\phi_{j}, \psi_{j}\right)$ be a solution to (1.5) with (1.6), (1.7), and $c_{j}>0(j=1,2)$. If the condition (1.8) holds, then there exists a solution $(u(x, t), v(x, t))((x, t) \in \mathbb{R} \times \mathbb{R})$ of (1.1) satisfying

$$
\begin{aligned}
& \lim _{t \rightarrow-\infty} \sup _{x \geq\left(c_{2}-c_{1}\right) t / 2}\left\{\left|u(x, t)-\phi_{1}\left(x+c_{1} t\right)\right|+\left|v(x, t)-\psi_{1}\left(x+c_{1} t\right)\right|\right\}=0 \\
& \lim _{t \rightarrow-\infty} \sup _{x \leq\left(c_{2}-c_{1}\right) t / 2}\left\{\left|u(x, t)-\phi_{2}\left(-x+c_{2} t\right)\right|+\left|v(x, t)-\psi_{2}\left(-x+c_{2} t\right)\right|\right\}=0,
\end{aligned}
$$

and

$$
\lim _{t \rightarrow \infty} \sup _{x \in \mathbb{R}}\{|u(x, t)-1|+|v(x, t)|\}=0
$$

Remark 1.1. If $k_{1}>1$, the monotone traveling wave is unique up to translation (for instance, see [8]). Hence, when $k_{1}>1,\left(\phi_{1}, \psi_{1}\right)=\left(\phi_{2}, \psi_{2}\right)$ in the theorem.

Considering the fact that the equations (1.1) are invariant under the translation in $x$ and the time shift, we easily see the following result from the above theorem.

Corollary 1.2. Let $(u(x, t), v(x, t))$ be an entire solution to (1.1) given in Theorem 1.1. Given $\theta_{1}, \theta_{2}$, there exist $\xi$ and $\tau$ such that

$$
\begin{aligned}
& \lim _{t \rightarrow-\infty} \sup _{x \geq\left(c_{2}-c_{1}\right) t / 2}\left\{\left|u(x+\xi, t+\tau)-\phi_{1}\left(x+c_{1} t+\theta_{1}\right)\right|\right. \\
& \left.\quad+\left|v(x+\xi, t+\tau)-\psi_{1}\left(x+c_{1} t+\theta_{1}\right)\right|\right\}=0 \\
& \lim _{t \rightarrow-\infty} \sup _{x \leq\left(c_{2}-c_{1}\right) t / 2}\left\{\left|u(x+\xi, t+\tau)-\phi_{2}\left(-x+c_{2} t+\theta_{2}\right)\right|\right. \\
& \left.\quad+\left|v(x+\xi, t+\tau)-\psi_{2}\left(-x+c_{2} t+\theta_{2}\right)\right|\right\}=0
\end{aligned}
$$

and

$$
\lim _{t \rightarrow \infty} \sup _{x \in \mathbb{R}}\{|u(x+\xi, t+\tau)-1|+|v(x+\xi, t+\tau)|\}=0
$$

The condition (1.8) is crucial in our argument, though it might be a technical condition. Here we give a sufficient condition for (1.8), which is easier to check. Let $\lambda_{3}^{(j)}$ be a positive root of

$$
\begin{equation*}
d \lambda^{2}-c_{j} \lambda-a=0 \tag{1.9}
\end{equation*}
$$

For $k_{1}>1$, we have a unique positive root $\lambda_{4}^{(j)}$ of

$$
\begin{equation*}
\lambda^{2}-c_{j} \lambda-\left(k_{1}-1\right)=0 \tag{1.10}
\end{equation*}
$$

while for $0<k_{1}<1$, there is another positive root $\lambda_{5}^{(j)}\left(\leq \lambda_{4}^{(j)}\right)$ of (1.10) under the condition

$$
\begin{equation*}
c_{j} \geq c_{\min } \geq 2 \sqrt{1-k_{1}} \tag{1.11}
\end{equation*}
$$

where $\lambda_{4}^{(j)}=\lambda_{5}^{(j)}$ if $c_{j}=2 \sqrt{1-k_{1}}$. Those roots $\lambda_{k}^{(j)}(k=3,4,5)$ are related to the convergence rate of the traveling waves as $\left(\phi_{j}(\xi), \psi_{j}(\xi)\right) \rightarrow(0,1)(\xi \rightarrow-\infty)$. We notice that

$$
\begin{equation*}
d \frac{\psi_{j}^{\prime \prime}}{1-\psi_{j}}-c_{j} \frac{\psi_{j}^{\prime}}{1-\psi_{j}}+a \psi_{j}\left(1-k_{2} \frac{\phi_{j}}{1-\psi_{j}}\right)=0 \tag{1.12}
\end{equation*}
$$

by the second equation of (1.5). We can prove the limit of $\psi_{j}^{\prime}(\xi) /\left(1-\psi_{j}(\xi)\right)$ as $\xi \rightarrow-\infty$ exists. In fact, we have the next lemma.

Lemma 1.3. Assume the same assumption of Theorem 1.1. Then (1.8) holds if

$$
\begin{equation*}
\lim _{\xi \rightarrow-\infty} \frac{-\psi_{j}^{\prime}(\xi)}{1-\psi_{j}(\xi)} \neq \lambda_{3}^{(j)} \tag{1.13}
\end{equation*}
$$

Moreover, the condition (1.13) is realized for $\lambda_{4}^{(j)}<\lambda_{3}^{(j)}(j=1,2)$.
Remark 1.2. The condition $\lambda_{4}^{(j)}<\lambda_{3}^{(j)}(j=1,2)$ is clear and easily checked. However, there are cases which break this condition but allow (1.13). For example, (1.13) is verified by the condition $\lambda_{5}^{(j)}<\lambda_{3}^{(j)} \leq \lambda_{4}^{(j)}$ together with a generic condition for the asymptotic behavior of the traveling wave as $t \rightarrow-\infty$. We discuss this in section 2.

We briefly sketch an outline of the proof of Theorem 1.1. We will use the following functions to approximate the entire solution as $t \approx-\infty$ :

$$
\left\{\begin{align*}
\underline{u} & =\max \left\{\phi_{1}\left(x+c_{1} t\right), \phi_{2}\left(-x+c_{2} t\right)\right\}  \tag{1.14}\\
\bar{v} & =\min \left\{\psi_{1}\left(x+c_{1} t\right), \psi_{2}\left(-x+c_{2} t\right)\right\}
\end{align*}\right.
$$

and

$$
\left\{\begin{array}{l}
\bar{u}=\phi_{1}\left(x+p_{1}(t)\right)+\phi_{2}\left(-x+p_{2}(t)\right)-\phi_{1}\left(x+p_{1}(t)\right) \phi_{2}\left(-x+p_{2}(t)\right)  \tag{1.15}\\
\underline{v}=\psi_{1}\left(x+p_{1}(t)\right) \psi_{2}\left(-x+p_{2}(t)\right)
\end{array}\right.
$$

where

$$
p_{j}(t) \approx c_{j} t \quad(t \approx-\infty)
$$

Note that $(\underline{u}, \bar{v})$ and $(\bar{u}, \underline{v})$ certainly have the profile we are supposing as $t \rightarrow-\infty$. Since the comparison principle does work in the present competition-diffusion system, we prove that (1.14) and (1.15) are a subsolution and a supersolution with suitable $p_{j}(t)$, respectively, if $t<0$. This yields a solution sandwiched by the subsolution and the supersolution, defined for every negative $t$. Then such a solution can be extended for any positive time. In what follows, we obtain the desired entire solution.

Although our idea for the proof of the main result is based on the previous work of [5], [1], and [13], we encounter a difficulty when we prove that the pairing of (1.15) is a supersolution. Fortunately, noticing the identity

$$
\begin{align*}
& \left(u_{1}+u_{2}-u_{1} u_{2}\right) v_{1} v_{2}-\left(1-u_{2}\right) u_{1} v_{1}-\left(1-u_{1}\right) u_{2} v_{2}  \tag{1.16}\\
& \quad=-u_{1}\left(1-u_{2}\right) v_{1}\left(1-v_{2}\right)-\left(1-u_{1}\right) u_{2}\left(1-v_{1}\right) v_{2}+u_{1} u_{2} v_{1} v_{2}
\end{align*}
$$

we can overcome the difficulty (see section 4 for the details).
In the above theorem we obtain an entire solution characterized by the asymptotic behavior as $t \rightarrow-\infty$. Once we obtain such a solution, it is easy to prove the asymptotic behavior as $t \rightarrow \infty$ stated in the theorem, since the subsolution is defined globally in time. However, we have only the one side estimated by the subsolution; hence precise transient behavior for positive $t$ is not described yet. Here, using an exact expression for the traveling wave solution, we show the entire behavior of the solution for specific parameter values. In the paper [14], traveling wave solutions are
exactly given in terms of the hyperbolic tangent function under a constraint of the parameters. We use one of them, which is given by

$$
\begin{equation*}
\phi(\xi)=\frac{1}{2}\left\{1+\tanh \left(\frac{\sqrt{k_{1}} \xi}{2 \sqrt{2}}\right)\right\}, \quad \psi(\xi)=\frac{1}{4}\left\{1-\tanh \left(\frac{\sqrt{k_{1}} \xi}{2 \sqrt{2}}\right)\right\}^{2} \tag{1.17}
\end{equation*}
$$

where

$$
\begin{equation*}
d=\frac{a}{3 k_{1}}, \quad a=\frac{6-3 k_{1}}{3 k_{2}-5}, \quad c=\frac{2-k_{1}}{\sqrt{2 k_{1}}} \tag{1.18}
\end{equation*}
$$

with the condition

$$
\begin{equation*}
0<k_{1}<2, \quad 5 / 3<k_{2} \tag{1.19}
\end{equation*}
$$

It is a lengthy but simple computation to verify that (1.17) with (1.18) and (1.19) is a traveling wave of (1.1) satisfying (1.2)-(1.4). Moreover, this solution satisfies (1.13) as well as (1.8). Indeed, we can compute the corresponding positive roots of (1.9) and (1.10) as

$$
\begin{gathered}
\lambda_{3}=\frac{1}{2} \sqrt{\frac{k_{1}}{2}}\left\{3 k_{2}-5+\sqrt{\left(3 k_{2}-5\right)^{2}+24}\right\}>\sqrt{3 k_{1}}, \\
\lambda_{4}= \begin{cases}\sqrt{k_{1} / 2} & \left(2 / 3 \leq k_{1}\right), \\
\sqrt{2}\left(1-k_{1}\right) / \sqrt{k_{1}} & \left(0<k_{1}<2 / 3\right)\end{cases}
\end{gathered}
$$

and

$$
\lambda_{5}= \begin{cases}\sqrt{2}\left(1-k_{1}\right) / \sqrt{k_{1}} & \left(2 / 3<k_{1}<1\right) \\ \sqrt{k_{1} / 2} & \left(0<k_{1} \leq 2 / 3\right)\end{cases}
$$

respectively.
We rewrite (1.17) as

$$
\phi(\xi)=1-\frac{1}{1+\exp \left(\xi \sqrt{k_{1} / 2}\right)}, \quad \psi(\xi)=\frac{1}{\left\{1+\exp \left(\xi \sqrt{k_{1} / 2}\right)\right\}^{2}}
$$

Modify this expression as

$$
\begin{equation*}
u_{*}(x, t):=1-\frac{1}{1+\Phi(x, t)}, \quad v^{*}(x, t)=\frac{1}{(1+\Phi(x, t))^{2}} \tag{1.20}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi=\cosh \left(\frac{x \sqrt{k_{1}}}{\sqrt{2}}\right) \exp \left(\omega_{0} t\right), \quad \omega_{0}:=1-\frac{k_{1}}{2} . \tag{1.21}
\end{equation*}
$$

As for a profile of the functions of (1.20), see Figure 2.
We also define

$$
\begin{equation*}
u^{*}(x, t):=1-\frac{1}{1+\Psi(x, t)}, \quad v_{*}(x, t)=\frac{1}{(1+\Psi(x, t))^{2}} \tag{1.22}
\end{equation*}
$$


(a) A bird's eye view of $u_{*}(x, t-20)$

(b) A bird's eye view of $v^{*}(x, t-20)$

FIG. 2. Bird's eye views of the functions $u_{*}(x, t-20)$ and $v^{*}(x, t-20)(0 \leq t \leq 30,-10 \leq x \leq$ 10), respectively, which are defined by (1.20) and (1.21). Parameter values are given by (1.18) with $k_{1}=3 / 2$ and $k_{2}=2$.
with

$$
\begin{equation*}
\Psi=\cosh \left(\frac{x \sqrt{k_{1}}}{\sqrt{2}}\right) \exp (p(t)) \tag{1.23}
\end{equation*}
$$

where $p(t)$ is given by a solution to

$$
\begin{align*}
\dot{p}(t) & =\omega_{0}+\frac{L_{0} \exp (p(t))}{1+\exp (p(t))}, \quad p(0)=p_{0}  \tag{1.24}\\
& L_{0}:=\max \left\{k_{1}, a / 2\right\}
\end{align*}
$$

Note that the solution $p(t)$ is a monotone increasing function satisfying

$$
\lim _{t \rightarrow-\infty} p(t)=-\infty, \quad \lim _{t \rightarrow \infty} p(t)=\infty
$$

The next result shows that the above functions give an approximation globally in time together with the existence of an entire solution.

Proposition 1.4. In addition to (1.18) and (1.19), assume that the solution $p(t)$ of (1.24) satisfies $p\left(t_{0}\right)=\omega_{0} t_{0}$ for an arbitrarily given $t_{0}$. Then a solution
$(u(x, t), v(x, t))$ to (1.1) with the initial condition

$$
\left(u\left(x, t_{0}\right), v\left(x, t_{0}\right)\right)=\left(u_{*}\left(x, t_{0}\right), v^{*}\left(x, t_{0}\right)\right)=\left(u^{*}\left(x, t_{0}\right), v_{*}\left(x, t_{0}\right)\right)
$$

satisfies

$$
\left\{\begin{array}{l}
u_{*}(x, t) \leq u(x, t) \leq u^{*}(x, t)  \tag{1.25}\\
v_{*}(x, t) \leq v(x, t) \leq v^{*}(x, t)
\end{array} \quad\left((t, x) \in\left(t_{0}, \infty\right) \times \mathbb{R}\right)\right.
$$

Moreover, if $p_{0}$ is a solution of

$$
\begin{equation*}
p_{0}=\frac{L_{0}}{L_{0}+\omega_{0}} \log \left(1+\frac{L_{0}+\omega_{0}}{\omega_{0}} \exp \left(p_{0}\right)\right) \tag{1.26}
\end{equation*}
$$

then the asymptotics

$$
\lim _{t \rightarrow-\infty} \sup _{x \in \mathbb{R}}\left[\left|u^{*}(x, t)-u_{*}(x, t)\right|+\left|v^{*}(x, t)-v_{*}(x, t)\right|\right]=0
$$

hold; hence there is an entire solution $(u(x, t), v(x, t))$ satisfying (1.25) with $t_{0}=-\infty$.
We organize the paper as follows: In the next section we classify the asymptotic behavior of the traveling wave solutions as $\xi \rightarrow \pm \infty$. This result is given by investigating the linearized equations at the equilibrium points $\boldsymbol{e}_{u}$ and $\boldsymbol{e}_{v}$. Then Lemma 1.3 is proved. Although the result is already established, we give a proof in the appendix for the reader's convenience. In section 3 we give crucial estimates for the terms consisting of the traveling wave solutions. By virtue of the estimates we prove Theorem 1.1 together with Proposition 1.4 in section 4. The paper concludes with the appendix.
2. Asymptotic behavior of traveling front waves. All the results in Lemmas 2.1, 2.2, and 2.3 stated below were already obtained in [8] and [12]. For completeness of the present paper we give a proof in the appendix. We let $\lambda_{1}^{(j)}$ and $\lambda_{2}^{(j)}$ be negative roots of

$$
\begin{equation*}
\lambda^{2}-c_{j} \lambda-1=0 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
d \lambda^{2}-c_{j} \lambda-a\left(k_{2}-1\right)=0 \tag{2.2}
\end{equation*}
$$

respectively. The first lemma is on the asymptotic behavior of the traveling wave solutions as $\xi \rightarrow \infty$.

Lemma 2.1. Let $\left(\phi_{j}(\xi), \psi_{j}(\xi)\right)$ be traveling wave solutions to (1.5)-(1.7) with $c_{j}>0(j=1,2)$, and let $\lambda_{1}^{(j)}$ and $\lambda_{2}^{(j)}$ be negative roots of (2.1) and (2.2), respectively. Then the solution exhibits the asymptotic behavior as $\xi \rightarrow \infty$ as follows:
(i) If $\lambda_{2}^{(j)}<\lambda_{1}^{(j)}$, then

$$
\begin{align*}
1-\phi_{j}(\xi) & =\alpha_{j} \exp \left(\lambda_{1}^{(j)} \xi\right)-\beta_{j} s_{1}^{(j)} \exp \left(\lambda_{2}^{(j)} \xi\right)+\text { h.o.t. }  \tag{2.3}\\
\psi_{j}(\xi) & =\beta_{j} \exp \left(\lambda_{2}^{(j)} \xi\right)+\text { h.o.t. }
\end{align*}
$$

hold for some numbers $\alpha_{j} \geq 0$ and $\beta_{j}>0$, where

$$
s_{1}^{(j)}:=\frac{k_{1}}{\left(\lambda_{2}^{(j)}\right)^{2}-c_{j} \lambda_{2}^{(j)}-1}= \begin{cases}>0 & \left(\lambda_{2}^{(j)}<\lambda_{1}^{(j)}\right)  \tag{2.4}\\ <0 & \left(\lambda_{2}^{(j)}>\lambda_{1}^{(j)}\right)\end{cases}
$$

(ii) If $\lambda_{1}^{(j)}<\lambda_{2}^{(j)}$, then

$$
\begin{align*}
1-\phi_{j}(\xi) & =-\beta_{j} s_{1}^{(j)} \exp \left(\lambda_{2}^{(j)} \xi\right)+\text { h.o.t. }  \tag{2.5}\\
\psi_{j}(\xi) & =\beta_{j} \exp \left(\lambda_{2}^{(j)} \xi\right)+\text { h.o.t. }
\end{align*}
$$

for some $\beta_{j}>0$, where $s_{1}^{(j)}$ is as in (2.4).
(iii) If $\lambda_{1}^{(j)}=\lambda_{2}^{(j)}$, then

$$
\begin{align*}
1-\phi_{j}(\xi) & =\beta_{j} \xi \exp \left(\lambda_{1}^{(j)} \xi\right)+\text { h.o.t. } \\
\psi_{j}(\xi) & =-\beta_{j} \tau_{1}^{(j)} \exp \left(\lambda_{1}^{(j)} \xi\right)+\text { h.o.t. } \tag{2.6}
\end{align*}
$$

for some $\beta_{j}>0$, where

$$
\tau_{1}^{(j)}=\frac{2 \lambda_{1}^{(j)}-c_{j}}{k_{1}}<0
$$

The second lemma is related to the asymptotic behavior of the traveling wave solution as $\xi \rightarrow-\infty$ for $k_{1}>1$, namely, the bistable case (ii) stated in the introduction.

Lemma 2.2. Let $\left(\phi_{j}(\xi), \psi_{j}(\xi)\right)$ be traveling wave solutions to (1.5)-(1.7) with $c_{j}>0(j=1,2)$ for $k_{1}>1$, and let $\lambda_{3}^{(j)}$ and $\lambda_{4}^{(j)}$ be positive roots of (1.9) and (1.10), respectively. Then the solution exhibits the asymptotic behavior as $\xi \rightarrow-\infty$ as follows:
(i) If $\lambda_{3}^{(j)}<\lambda_{4}^{(j)}$, then

$$
\begin{align*}
\phi_{j}(\xi) & =\beta_{j} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. } \\
1-\psi_{j}(\xi) & =\alpha_{j} \exp \left(\lambda_{3}^{(j)} \xi\right)-\beta_{j} s_{2}^{(j)} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. } \tag{2.7}
\end{align*}
$$

hold for some numbers $\alpha_{j} \geq 0$ and $\beta_{j}>0$, where

$$
s_{2}^{(j)}:=\frac{a k_{2}}{d\left(\lambda_{4}^{(j)}\right)^{2}-c_{j} \lambda_{4}^{(j)}-a}=\left\{\begin{array}{cc}
>0 & \left(\lambda_{3}^{(j)}<\lambda_{4}^{(j)}\right),  \tag{2.8}\\
<0 & \left(\lambda_{3}^{(j)}>\lambda_{4}^{(j)}\right) .
\end{array}\right.
$$

(ii) If $\lambda_{4}^{(j)}<\lambda_{3}^{(j)}$, then

$$
\begin{align*}
\phi_{j}(\xi) & =\beta_{j} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. } \\
1-\psi_{j}(\xi) & =-\beta_{j} s_{2}^{(j)} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. } \tag{2.9}
\end{align*}
$$

for some $\beta_{j}>0$, where $s_{2}^{(j)}$ is defined as in (2.8).
(iii) If $\lambda_{3}^{(j)}=\lambda_{4}^{(j)}$, then

$$
\begin{align*}
\phi_{j}(\xi) & =\beta_{j} \tau_{2}^{(j)} \exp \left(\lambda_{3}^{(j)} \xi\right)+\text { h.o.t. } \\
1-\psi_{j}(\xi) & =-\beta_{j} \xi \exp \left(\lambda_{3}^{(j)} \xi\right)+\text { h.o.t. } \tag{2.10}
\end{align*}
$$

as $\xi \rightarrow-\infty$ for some $\beta_{j}$, where

$$
\begin{equation*}
\tau_{2}^{(j)}:=\frac{2 d \lambda_{3}^{(j)}-c_{j}}{k_{1}}>0 \tag{2.11}
\end{equation*}
$$

The next lemma is related to the asymptotic behavior as $\xi \rightarrow-\infty$ when $0<k_{1}<$ 1, namely, the monostable case (i) stated in the introduction.

Lemma 2.3. Let $\left(\phi_{j}(\xi), \psi_{j}(\xi)\right)$ be traveling wave solutions to (1.5)-(1.7) with $c_{j}>0(j=1,2)$ for $k_{1} \in(0,1)$, and let $\lambda_{5}^{(j)}$ be a positive root of (1.10) with $\lambda_{5}^{(j)} \leq \lambda_{4}^{(j)}$, where $c_{j} \geq 2 \sqrt{1-k_{1}}$. Then the solution behaves as $\xi \rightarrow-\infty$ in the following way:
(i) $\lambda_{5}^{(j)}<\lambda_{4}^{(j)}, \lambda_{4}^{(j)}, \lambda_{5}^{(j)} \neq \lambda_{3}^{(j)}$ : there are numbers $\alpha_{j}, \beta_{j}$, and nonnegative $\gamma_{j}$ such that

$$
\begin{align*}
\phi_{j}(\xi) & =\beta_{j} \exp \left(\lambda_{4}^{(j)} \xi\right)+\gamma_{j} \exp \left(\lambda_{5}^{(j)} \xi\right)+\text { h.o.t. }  \tag{2.12}\\
1-\psi_{j}(\xi) & =\alpha_{j} \exp \left(\lambda_{3}^{(j)} \xi\right)-\beta_{j} s_{2}^{(j)} \exp \left(\lambda_{4}^{(j)} \xi\right)-\gamma_{j} s_{3}^{(j)} \exp \left(\lambda_{5}^{(j)} \xi\right)+\text { h.o.t. }
\end{align*}
$$

with

$$
\gamma_{j} \geq 0, \quad \beta_{j}>0 \quad\left(\gamma_{j}=0\right), \quad \alpha_{j}>0 \quad\left(\lambda_{3}^{(j)}<\lambda_{5}^{(j)}\right)
$$

hold, where

$$
s_{3}^{(j)}=\frac{a k_{2}}{d\left(\lambda_{5}^{(j)}\right)^{2}-c_{j} \lambda_{5}^{(j)}-a}= \begin{cases}>0 & \left(\lambda_{5}^{(j)}>\lambda_{3}^{(j)}\right),  \tag{2.13}\\ <0 & \left(\lambda_{5}^{(j)}<\lambda_{3}^{(j)}\right) .\end{cases}
$$

(ii) $\lambda_{5}^{(j)}=\lambda_{4}^{(j)}<\lambda_{3}^{(j)}$ : there are $\beta_{j}$ and $\gamma_{j}$ such that

$$
\begin{align*}
\phi_{j}(\xi) & =\beta_{j} \xi \exp \left(\lambda_{4}^{(j)} \xi\right)+\gamma_{j} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. }  \tag{2.14}\\
1-\psi_{j}(\xi) & =-\beta_{j} s_{2}^{(j)} \xi \exp \left(\lambda_{4}^{(j)} \xi\right)-\gamma_{j} s_{2}^{(j)} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. }
\end{align*}
$$

with $\beta_{j} \geq 0$ and $\gamma_{j}>0\left(\beta_{j}=0\right)$, where $s_{2}^{(j)}$ is defined as in (2.8).
(iii) $\lambda_{5}^{(j)}<\lambda_{3}^{(j)}=\lambda_{4}^{(j)}$ : there are $\beta_{j}$ and $\gamma_{j}$ such that

$$
\begin{aligned}
\phi_{j}(\xi) & =\beta_{j} \tau_{2}^{(j)} \exp \left(\lambda_{3}^{(j)} \xi\right)+\gamma_{j} \exp \left(\lambda_{5}^{(j)} \xi\right)+\text { h.o.t., } \\
1-\psi_{j}(\xi) & =-\beta_{j} \xi \exp \left(\lambda_{3}^{(j)} \xi\right)-\gamma_{j} s_{3}^{(j)} \exp \left(\lambda_{5}^{(j)} \xi\right)+\text { h.o.t. }
\end{aligned}
$$

with $\gamma_{j} \geq 0$ and $\beta_{j}>0\left(\gamma_{j}=0\right)$, where $\tau_{2}^{(j)}$ is defined as in (2.11).
(iv) $\lambda_{5}^{(j)}=\lambda_{3}^{(j)}<\lambda_{4}^{(j)}$ : there are $\alpha_{j}, \beta_{j}$, and $\gamma_{j}$ such that

$$
\begin{align*}
\phi_{j}(\xi) & =\gamma_{j} \tau_{2}^{(j)} \exp \left(\lambda_{3}^{(j)} \xi\right)+\beta_{j} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. }  \tag{2.16}\\
1-\psi_{j}(\xi) & =\alpha_{j} \exp \left(\lambda_{3}^{(j)} \xi\right)-\gamma_{j} \xi \exp \left(\lambda_{3}^{(j)} \xi\right)-\beta_{j} s_{2}^{(j)} \exp \left(\lambda_{4}^{(j)} \xi\right)+\text { h.o.t. }
\end{align*}
$$

with $\gamma_{j} \geq 0$ and

$$
\alpha_{j} \geq 0, \quad \beta_{j}>0 \quad\left(\gamma_{j}=0\right)
$$

(v) $\lambda_{5}^{(j)}=\lambda_{4}^{(j)}=\lambda_{3}^{(j)}:$ there are $\beta_{j}$ and $\gamma_{j}$ such that

$$
\begin{align*}
\phi_{j}(\xi) & =\beta_{j} \tau_{2}^{(j)} \exp \left(\lambda_{3}^{(j)} \xi\right)-\gamma_{j} \tau_{2} \xi \exp \left(\lambda_{3}^{(j)} \xi\right)+\text { h.o.t. } \\
1-\psi_{j}(\xi) & =-\beta_{j} \xi \exp \left(\lambda_{3}^{(j)} \xi\right)+\gamma_{j}\left(\xi^{2} / 2\right) \exp \left(\lambda_{3}^{(j)} \xi\right)+\text { h.o.t. } \tag{2.17}
\end{align*}
$$

with $\gamma_{j} \geq 0$ and $\beta_{j}>0\left(\gamma_{j}=0\right)$.

The next lemma immediately follows from the above lemmas.
Lemma 2.4. There are positive constants $r_{1}, r_{2}, \eta_{1}, \eta_{2}, \omega_{1}, \omega_{2}$, and $M$ such that

$$
\begin{gather*}
r_{1} \leq \frac{\phi_{j}^{\prime}(\xi)}{1-\phi_{j}(\xi)} \leq r_{2} \quad(\xi \geq 0),  \tag{2.18}\\
r_{1} \leq \frac{1-\phi_{j}(\xi)}{\psi_{j}(\xi)} \quad(\xi \geq 0),  \tag{2.19}\\
r_{1} \leq \frac{\left|\psi_{j}^{\prime}(\xi)\right|}{\psi_{j}(\xi)} \quad(\xi \geq 0) \tag{2.20}
\end{gather*}
$$

and

$$
\begin{align*}
0<1-\psi_{j}(\xi) \leq M \exp \left(\omega_{1} \xi\right) & (\xi \leq 0),  \tag{2.21}\\
\eta_{1} \leq \frac{\left|\psi_{j}^{\prime}(\xi)\right|}{1-\psi_{j}(\xi)} \leq \eta_{2} & (\xi \leq 0),  \tag{2.22}\\
0 \leq \phi_{j}(\xi) \leq M \exp \left(\omega_{2} \xi\right) & (\xi \leq 0),  \tag{2.23}\\
\eta_{1} \leq \frac{\phi_{j}^{\prime}(\xi)}{\phi_{j}(\xi)} \leq \eta_{2} & (\xi \leq 0) . \tag{2.24}
\end{align*}
$$

The following lemma is clear from Lemmas 2.2 and 2.3.
Lemma 2.5. Inequality (1.8) holds provided that one of the following conditions is satisfied:

$$
\begin{aligned}
& \text { (1) } \lambda_{4}^{(j)}<\lambda_{3}^{(j)}, \\
& \text { (2) } \lambda_{5}^{(j)}<\lambda_{3}^{(j)} \leq \lambda_{4}^{(j)}, \quad \gamma_{j}>0, \\
& \text { (3) } \lambda_{5}^{(j)} \leq \lambda_{3}^{(j)}<\lambda_{4}^{(j)}, \quad \alpha_{j}=\gamma_{j}=0,
\end{aligned}
$$

where $\alpha_{j}, \beta_{j}$, and $\gamma_{j}$ are the numbers corresponding to each condition of (i)-(v) for $\lambda_{k}^{(j)}(k=3,4,5)$ in Lemma 2.3.

Proof of Lemma 1.3. By Lemmas 2.2 and 2.3, the limit

$$
\lim _{\xi \rightarrow-\infty} \frac{-\psi_{j}^{\prime}(\xi)}{1-\psi_{j}(\xi)}=\lim _{\xi \rightarrow-\infty} \frac{\psi_{j}^{\prime \prime}(\xi)}{\psi_{j}^{\prime}(\xi)}
$$

exists. Then the condition (1.13) implies that this limit is $\lambda_{4}^{(j)}$ or $\lambda_{5}^{(j)}$. Hence $\beta_{j}>0$ or $\gamma_{j}>0$. We assert that one of the conditions (1), (2), and (3) of Lemma 2.5 holds. This proves the first part of the assertion. The latter part is trivial by Lemma 2.5 .
3. Key estimates. In this section we prove two lemmas which will play a crucial role in the argument for the proof of Theorem 1.1.

Lemma 3.1. Let $\left(\phi_{j}, \psi_{j}\right)$ be traveling wave solutions of (1.5)-(1.7) satisfying (1.8). Define

$$
\begin{equation*}
A_{1}(z, p):=\left(1-\phi_{2}(-z+p)\right) \phi_{1}^{\prime}(z+p)+\left(1-\phi_{1}(z+p)\right) \phi_{2}^{\prime}(-z+p), \tag{3.1}
\end{equation*}
$$

and put $\omega=\min \left\{\omega_{1}, \omega_{2}\right\}$. Then there exist $L_{1}, L_{2}>0$ such that, given $p<0$,

$$
\begin{gather*}
\frac{\phi_{1}^{\prime}(z+p) \phi_{2}^{\prime}(-z+p)}{A_{1}(z, p)} \leq L_{1} \exp (\omega p),  \tag{3.2}\\
\frac{\phi_{1}(z+p)\left(1-\phi_{2}(-z+p)\right) \psi_{1}(z+p)\left(1-\psi_{2}(-z+p)\right)}{A_{1}(z, p)} \leq L_{2} \exp (\omega p), \tag{3.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\phi_{2}(-z+p)\left(1-\phi_{1}(z+p)\right) \psi_{2}(-z+p)\left(1-\psi_{1}(z+p)\right)}{A_{1}(z, p)} \leq L_{2} \exp (\omega p) \tag{3.4}
\end{equation*}
$$

hold.
Proof. We first prove (3.2). With the aid of (2.23) and (2.24), for $z \leq 0$,

$$
\begin{aligned}
\frac{\phi_{1}^{\prime}(z+p) \phi_{2}^{\prime}(-z+p)}{A_{1}(z, p)} & \leq \frac{\phi_{1}^{\prime}(z+p)}{1-\phi_{1}(z+p)} \\
& \leq \frac{\eta_{2} M \exp \left(\omega_{2}(z+p)\right)}{1-\phi_{1}(0)} \\
& \leq \frac{\eta_{2} M \exp \left(\omega_{2} p\right)}{1-\phi_{1}(0)}
\end{aligned}
$$

while, for $z \geq 0$,

$$
\begin{aligned}
\frac{\phi_{1}^{\prime}(z+p) \phi_{2}^{\prime}(-z+p)}{A_{1}(z, p)} & \leq \frac{\phi_{2}^{\prime}(-z+p)}{1-\phi_{2}(-z+p)} \\
& \leq \frac{\eta_{2} M \exp \left(\omega_{2}(-z+p)\right)}{1-\phi_{2}(0)} \\
& \leq \frac{\eta_{2} M \exp \left(\omega_{2} p\right)}{1-\phi_{2}(0)}
\end{aligned}
$$

Thus we can take $L_{1}=\eta_{2} M \max \left\{1 /\left(1-\phi_{1}(0)\right), 1 /\left(1-\phi_{2}(0)\right)\right\}$ to prove (3.2).
Next we show (3.3) and (3.4). Put

$$
\begin{align*}
& B_{1}(z, p):=\phi_{1}(z+p) \psi_{1}(z+p)\left(1-\phi_{2}(-z+p)\right)\left(1-\psi_{2}(-z+p)\right)  \tag{3.5}\\
& \tilde{B}_{1}(z, p):=\phi_{2}(-z+p) \psi_{2}(-z+p)\left(1-\phi_{1}(z+p)\right)\left(1-\psi_{1}(z+p)\right) \tag{3.6}
\end{align*}
$$

First we prove (3.3). Let $z \leq p$. By (2.18) we have

$$
r_{1} \leq \frac{\phi_{2}^{\prime}(-z+p)}{1-\phi_{2}(-z+p)} \quad(z \leq p)
$$

hence

$$
\begin{align*}
\frac{B_{1}(z, p)}{A_{1}(z, p)} & \leq \frac{\phi_{1}(z+p)}{r_{1}\left(1-\phi_{1}(z+p)\right)} \\
& \leq \frac{M \exp \left(\omega_{2}(z+p)\right)}{r_{1}\left(1-\phi_{1}(0)\right)} \\
& \leq \frac{M \exp \left(\omega_{2} p\right)}{r_{1}\left(1-\phi_{1}(0)\right)} \tag{3.7}
\end{align*}
$$

As for the case $p \leq z \leq 0$, noticing that

$$
\eta_{0} \eta_{1} \leq \frac{\phi_{2}^{\prime}(-z+p)}{1-\psi_{2}(-z+p)} \quad(p \leq z)
$$

from (2.24) and (1.8) we have

$$
\begin{align*}
\frac{B_{1}(z, p)}{A_{1}(z, p)} & \leq \frac{\phi_{1}(z+p)}{\eta_{0} \eta_{1}\left(1-\phi_{1}(z+p)\right)} \\
& \leq \frac{M \exp \left(\omega_{2}(z+p)\right)}{\eta_{0} \eta_{1}\left(1-\phi_{1}(0)\right)} \\
& \leq \frac{M \exp \left(\omega_{2} p\right)}{\eta_{0} \eta_{1}\left(1-\phi_{1}(0)\right)} . \tag{3.8}
\end{align*}
$$

We let $0 \leq z \leq-p$. With the aid of

$$
\eta_{1} \leq \frac{\phi_{1}^{\prime}(z+p)}{\phi_{1}(z+p)} \quad(z \leq-p)
$$

we obtain

$$
\begin{align*}
\frac{B_{1}(z, p)}{A_{1}(z, p)} & \leq \frac{\left(1-\phi_{2}(-z+p)\right)\left(1-\psi_{2}(-z+p)\right)}{\eta_{1}\left(1-\phi_{2}(-z+p)\right)} \\
& \leq \frac{1-\psi_{2}(-z+p)}{\eta_{1}} \\
& \leq \frac{M \exp \left(\omega_{1}(-z+p)\right)}{\eta_{1}} \\
& \leq \frac{M \exp \left(\omega_{1} p\right)}{\eta_{1}} . \tag{3.9}
\end{align*}
$$

Since

$$
r_{1}^{2} \leq \frac{\phi_{1}^{\prime}(z+p)}{\psi_{1}(z+p)} \quad(-p \leq z)
$$

by (2.18) and (2.19), we see that for $-p \leq z$,

$$
\begin{align*}
\frac{B_{1}(z, p)}{A_{1}(z, p)} & \leq \frac{\left(1-\phi_{2}(-z+p)\right)\left(1-\psi_{2}(-z+p)\right)}{r_{1}^{2}\left(1-\phi_{2}(-z+p)\right)} \\
& \leq \frac{M \exp \left(\omega_{1}(-z+p)\right)}{r_{1}^{2}} \\
& \leq \frac{M \exp \left(\omega_{1} p\right)}{r_{1}^{2}} \tag{3.10}
\end{align*}
$$

Combining (3.7), (3.8), (3.9), and (3.10) leads to (3.3).
We go to the case (3.4). In the above argument for (3.5), we replace $\phi_{1}(z+p)$, $\phi_{2}(-z+p), \psi_{1}(z+p)$, and $\psi_{2}(-z+p)$ by $\phi_{2}(-z+p), \phi_{1}(z+p), \psi_{2}(-z+p)$, and $\psi_{1}(z+p)$, respectively, and change $z$ to $-z$. Then for (3.6) we similarly obtain the desired estimate. We will leave the details to the reader.

Lemma 3.2. Let

$$
\begin{equation*}
A_{2}(z, p):=\psi_{2}(-z+p) \psi_{1}^{\prime}(z+p)+\psi_{1}(z+p) \psi_{2}^{\prime}(-z+p) \quad(<0) \tag{3.11}
\end{equation*}
$$

Then there exist $L_{3}, L_{4}>0$ such that, given $p<0$,

$$
\begin{equation*}
\frac{\psi_{1}^{\prime}(z+p) \psi_{2}^{\prime}(-z+p)}{\left|A_{2}(z, p)\right|} \leq L_{3} \exp (\omega p) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\psi_{1}(z+p) \psi_{2}(-z+p)\left(1-\psi_{1}(z+p)\right)\left(1-\psi_{2}(-z+p)\right)}{\left|A_{2}(z, p)\right|} \leq L_{4} \exp (\omega p) \tag{3.13}
\end{equation*}
$$

hold.
Proof. For $z \geq 0$, by (2.21) and (2.22) we have

$$
\begin{aligned}
\frac{\psi_{1}^{\prime}(z+p) \psi_{2}^{\prime}(-z+p)}{\left|A_{2}(z, p)\right|} & \leq \frac{\left|\psi_{2}^{\prime}(-z+p)\right|}{\psi_{2}(-z+p)} \\
& \leq \frac{\eta_{2} M \exp \left(\omega_{1}(-z+p)\right)}{\psi_{2}(0)} \leq \frac{\eta_{2} M \exp \left(\omega_{1} p\right)}{\psi_{2}(0)}
\end{aligned}
$$

Similarly, we obtain that, for $z \leq 0$,

$$
\frac{\psi_{1}^{\prime}(z+p) \psi_{2}^{\prime}(-z+p)}{\left|A_{2}(z, p)\right|} \leq \frac{\eta_{2} M \exp \left(\omega_{1} p\right)}{\psi_{1}(0)}
$$

This proves (3.12).
We show (3.13). Put

$$
\begin{equation*}
B_{2}(z, p):=\psi_{1}(z+p) \psi_{2}(-z+p)\left(1-\psi_{1}(z+p)\right)\left(1-\psi_{2}(-z+p)\right) \tag{3.14}
\end{equation*}
$$

First let $0 \leq z \leq-p$. By (2.22),

$$
\begin{aligned}
\frac{B_{2}(z, p)}{\left|A_{2}(z, p)\right|} & \leq \frac{\psi_{1}(z+p) \psi_{2}(-z+p)\left(1-\psi_{2}(-z+p)\right)}{\eta_{1} \psi_{2}(-z+p)} \\
& \leq \frac{1-\psi_{2}(-z+p)}{\eta_{1}} \leq \frac{M \exp \left(\omega_{1} p\right)}{\eta_{1}}
\end{aligned}
$$

Next we consider the case $-p \leq z$. By (2.20)

$$
\begin{aligned}
\frac{B_{2}(z, p)}{\left|A_{2}(z, p)\right|} & \leq \frac{\psi_{2}(-z+p)\left(1-\psi_{1}(z+p)\right)\left(1-\psi_{2}(-z+p)\right)}{r_{1} \psi_{2}(-z+p)} \\
& \leq \frac{1-\psi_{2}(-z+p)}{r_{1}} \leq \frac{M \exp \left(\omega_{1} p\right)}{r_{1}}
\end{aligned}
$$

As for $p \leq z \leq 0$ and $z \leq p$, we use the above argument similarly to obtain

$$
\begin{gathered}
\frac{B_{2}(z, p)}{\left|A_{2}(z, p)\right|} \leq \frac{M \exp \left(\omega_{1} p\right)}{\eta_{1}} \quad(p \leq z \leq 0) \\
\frac{B_{2}(z, p)}{\left|A_{2}(z, p)\right|} \leq \frac{M \exp \left(\omega_{1} p\right)}{r_{1}} \quad(z \leq p)
\end{gathered}
$$

This concludes the proof of (3.13). $\quad$.
4. Existence of the entire solution. Let $\left(\phi_{j}(\xi), \psi_{j}(\xi)\right)(j=1,2)$ be the traveling wave solutions as in Theorem 1.1. To prove the theorem, we consider the combination of the solutions $\left(\phi_{1}\left(x+c_{1} t\right), \psi_{1}\left(x+c_{1} t\right)\right)$ and $\left(\phi_{2}\left(-x+c_{2} t\right), \psi_{2}\left(-x+c_{2} t\right)\right)$.

By the change of variables

$$
(U(z, t), V(z, t))=(u(x, t), v(x, t)), \quad z=x+\frac{c_{1}-c_{2}}{2} t
$$

(1.1) is transformed into

$$
\left\{\begin{array}{l}
U_{t}=U_{z z}-\frac{c_{1}-c_{2}}{2} U_{z}+U\left(1-U-k_{1} V\right)  \tag{4.1}\\
V_{t}=d V_{z z}-\frac{c_{1}-c_{2}}{2} V_{z}+a V\left(1-V-k_{2} U\right)
\end{array} \quad(x \in \mathbb{R})\right.
$$

Then $(U, V)=\left(\phi_{1}\left(z+c_{m} t\right), \psi_{1}\left(z+c_{m} t\right)\right)$ and $\left(\phi_{2}\left(-z+c_{m} t\right), \psi_{2}\left(-z+c_{m} t\right)\right)$ give traveling wave solutions of (4.1) with speed $c_{m}=\left(c_{1}+c_{2}\right) / 2$ and the opposite speed $-c_{m}$, respectively. The latter has the profile such that the $U$ component is monotone decreasing while the $V$ component is monotone increasing.

We define supersolutions and subsolutions to (1.1) and (4.1). Put

$$
\left\{\begin{array}{l}
\mathcal{F}_{1}(u, v):=u_{t}-u_{x x}+\beta u_{x}-f(u, v), \\
\mathcal{F}_{2}(u, v):=v_{t}-d v_{x x}+\beta v_{x}-a g(u, v),
\end{array}\right.
$$

and consider the equations

$$
\begin{equation*}
\mathcal{F}_{1}(u, v)=0, \quad \mathcal{F}_{2}(u, v)=0 \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& f(u, v):=\left(1-u-k_{1} v\right) u, \quad g(u, v):=\left(1-v-k_{2} u\right) v, \\
& \beta:=\frac{c_{1}-c_{2}}{2}
\end{aligned}
$$

We call $(\underline{u}(x, t), \bar{v}(x, t)),(x, t) \in \mathbb{R} \times\left[T_{1}, T_{2}\right]$ a subsolution if

$$
\mathcal{F}_{1}(\underline{u}, \bar{v}) \leq 0, \quad \mathcal{F}_{2}(\underline{u}, \bar{v}) \geq 0 \quad\left((x, t) \in \mathbb{R} \times\left[T_{1}, T_{2}\right]\right)
$$

hold. We say that $(\bar{u}(x, t), \underline{v}(x, t)),(x, t) \in \mathbb{R} \times\left[T_{1}, T_{2}\right]$ is a supersolution to (4.2) if

$$
\mathcal{F}_{1}(\bar{u}, \underline{v}) \geq 0, \quad \mathcal{F}_{2}(\bar{u}, \underline{v}) \leq 0 \quad\left((x, t) \in \mathbb{R} \times\left[T_{1}, T_{2}\right]\right)
$$

We note that any solutions $(u(x, t), v(x, t))$ of (4.2) are not only subsolutions but also supersolutions. Let $(u(x, t), v(x, t))$ be solutions to (4.2) in $t \in\left[T_{1}, T_{2}\right]$. The maximal principle for the competition-diffusion system yields that if

$$
\left\{\begin{array}{l}
\underline{u}\left(x, T_{1}\right) \leq u\left(x, T_{1}\right) \leq \bar{u}\left(x, T_{1}\right) \\
\underline{v}\left(x, T_{1}\right) \leq v\left(x, T_{1}\right) \leq \bar{v}\left(x, T_{1}\right)
\end{array}\right.
$$

hold, then these orders are preserved for all $t \in\left[T_{1}, T_{2}\right]$.
If $\left(u_{1}(x, t), v_{1}(x, t)\right)$ and $\left(u_{1}(x, t), v_{1}(x, t)\right)$ are subsolutions in $t \in\left(T_{1}, T_{2}\right)$, then the pairing of

$$
\underline{u}(x, t):=\max _{x \in \mathbb{R}}\left\{u_{1}(x, t), u_{2}(x, t)\right\}, \quad \bar{v}(x, t):=\min _{x \in \mathbb{R}}\left\{v_{1}(x, t), v_{2}(x, t)\right\}
$$

is a subsolution in $t \in\left(T_{1}, T_{2}\right)$. Similarly, if $\left(u_{1}(x, t), v_{1}(x, t)\right)$ and $\left(u_{1}(x, t), v_{1}(x, t)\right)$ are supersolutions, then the pairing of

$$
\bar{u}(x, t):=\min _{x \in \mathbb{R}}\left\{u_{1}(x, t), u_{2}(x, t)\right\}, \quad \underline{v}(x, t):=\max _{x \in \mathbb{R}}\left\{v_{1}(x, t), v_{2}(x, t)\right\}
$$

is a supersolution.

We define a subsolution of (4.1) by the pairing

$$
\left\{\begin{align*}
\underline{U}(z, t) & :=\max _{z \in \mathbb{R}}\left\{\phi_{1}\left(z+c_{m} t+q\right), \phi_{2}\left(-z+c_{m} t+q\right)\right\},  \tag{4.3}\\
\bar{V}(z, t) & :=\min _{z \in \mathbb{R}}\left\{\psi_{1}\left(z+c_{m} t+q\right), \psi_{2}\left(-z+c_{m} t+q\right)\right\},
\end{align*}\right.
$$

where $q$ is an arbitrarily given number.
Next we construct a supersolution. We first notice the following identities:

$$
\begin{aligned}
& f\left(u_{1}+u_{2}-u_{1} u_{2}, v_{1} v_{2}\right)-\left(1-u_{2}\right) f\left(u_{1}, v_{1}\right)-\left(1-u_{1}\right) f\left(u_{2}, v_{2}\right) \\
& =\quad-\left(1-u_{1}\right)\left(1-u_{2}\right) u_{1} u_{2} \\
& \quad-k_{1}\left\{\left(u_{1}+u_{2}-u_{1} u_{2}\right) v_{1} v_{2}-\left(1-u_{2}\right) u_{1} v_{1}-\left(1-u_{1}\right) u_{2} v_{2}\right\}, \\
& g\left(u_{1}+u_{2}-u_{1} u_{2}, v_{1} v_{2}\right)-v_{2} g\left(u_{1}, v_{1}\right)-v_{1} g\left(u_{2}, v_{2}\right) \\
& \quad=-v_{1} v_{2}\left(1-v_{1}\right)\left(1-v_{2}\right)+k_{2} u_{1} u_{2} v_{1} v_{2} .
\end{aligned}
$$

With the aid of (1.16), we obtain the inequalities

$$
\begin{align*}
& f\left(u_{1}+u_{2}-u_{1} u_{2}, v_{1} v_{2}\right)-\left(1-u_{2}\right) f\left(u_{1}, v_{1}\right)-\left(1-u_{1}\right) f\left(u_{2}, v_{2}\right) \\
& \quad \leq k_{1}\left\{u_{1}\left(1-u_{2}\right) v_{1}\left(1-v_{2}\right)+\left(1-u_{1}\right) u_{2}\left(1-v_{1}\right) v_{2}\right\},  \tag{4.4}\\
& g\left(u_{1}+u_{2}-u_{1} u_{2}, v_{1} v_{2}\right)-v_{2} g\left(u_{1}, v_{1}\right)-v_{1} g\left(u_{2}, v_{2}\right) \\
& \quad \geq-v_{1} v_{2}\left(1-v_{1}\right)\left(1-v_{2}\right) \tag{4.5}
\end{align*}
$$

for $0 \leq u_{1}, u_{2} \leq 1$, and $0 \leq v_{1}, v_{2}$.
We introduce the following ordinary differential equation:

$$
\left\{\begin{array}{l}
\dot{p}=c_{m}+L e^{\omega p}  \tag{4.6}\\
p(0)=p_{0}<0 .
\end{array}\right.
$$

A simple computation yields a solution to (4.6) as

$$
\begin{equation*}
p(t)=c_{m} t-\frac{1}{\omega} \log \left\{e^{-\omega p_{0}}+\frac{L\left(1-e^{\omega c_{m} t}\right)}{c_{m}}\right\}<0 \quad(t<0) \tag{4.7}
\end{equation*}
$$

having the asymptotics

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left(p(t)-c_{m} t\right)=-\frac{1}{\omega} \log \left(e^{-\omega p_{0}}+\frac{L}{c_{m}}\right) . \tag{4.8}
\end{equation*}
$$

Lemma 4.1. Let $\left(\phi_{j}\left(x+c_{j} t\right), \psi_{j}\left(x+c_{j} t\right)\right)(j=1,2)$ be traveling wave solutions to (1.1) satisfying (1.5), (1.6), (1.7), and (1.8). Let $p(t)$ be a solution to (4.6) with $L \geq \max \left\{2 L_{1}+2 k_{1} L_{2}, 2 d L_{3}+a L_{4}\right\}$. Then the pairing of

$$
\left\{\begin{array}{l}
\bar{U}(z, t):=\phi_{1}(z+p(t))+\phi_{2}(-z+p(t))-\phi_{1}(z+p(t)) \phi_{2}(-z+p(t)),  \tag{4.9}\\
\underline{U}(z, t):=\psi_{1}(z+p(t)) \psi_{2}(-z+p(t))
\end{array}\right.
$$

is a supersolution of (4.1).
Proof. First note that $\phi_{1}=\phi_{1}(\xi), \psi_{1}=\psi_{1}(\xi)\left(\xi=z+c_{m} t\right)$ satisfy

$$
\left\{\begin{array}{l}
\phi_{1}^{\prime \prime}-c_{1} \phi_{1}^{\prime}+f\left(\phi_{1}, \psi_{1}\right)=0, \\
d \psi_{1}^{\prime \prime}-c_{1} \psi_{1}^{\prime}+a g\left(\phi_{1}, \psi_{1}\right)=0,
\end{array}\right.
$$

while $\phi_{2}=\phi_{2}(\xi), \psi_{2}=\psi_{2}(\xi)\left(\xi=-z+c_{m} t\right)$ satisfy

$$
\left\{\begin{array}{l}
\phi_{2}^{\prime \prime}-c_{2} \phi_{2}^{\prime}+f\left(\phi_{2}, \psi_{2}\right)=0 \\
d \psi_{2}^{\prime \prime}-c_{2} \psi_{2}^{\prime}+a g\left(\phi_{2}, \psi_{2}\right)=0
\end{array}\right.
$$

where ${ }^{\prime}=d / d \xi,{ }^{\prime \prime}=d^{2} / d \xi^{2}$. Substituting $(\bar{U}, \underline{V})$ into

$$
\left\{\begin{array}{l}
\mathcal{F}_{1}(U, V)=U_{t}-U_{z z}+\frac{c_{1}-c_{2}}{2} U_{z}-f(U, V) \\
\mathcal{F}_{2}(U, V)=V_{t}-d V_{z z}+\frac{c_{1}-c_{2}}{2} V_{z}-a g(U, V)
\end{array}\right.
$$

yields

$$
\begin{aligned}
& \mathcal{F}_{1}(\bar{U}, \underline{V})=\dot{p}\left\{\left(1-\phi_{2}\right) \phi_{1}^{\prime}+\left(1-\phi_{1}\right) \phi_{2}^{\prime}\right\}-\left(\phi_{1}^{\prime \prime}+\phi_{2}^{\prime \prime}-\phi_{1}^{\prime \prime} \phi_{2}+2 \phi_{1}^{\prime} \phi_{2}^{\prime}-\phi_{1} \phi_{2}^{\prime \prime}\right) \\
&+\frac{c_{1}-c_{2}}{2}\left\{\left(1-\phi_{2}\right) \phi_{1}^{\prime}-\left(1-\phi_{1}\right) \phi_{2}^{\prime}\right\}-f\left(\phi_{1}+\phi_{2}-\phi_{1} \phi_{2}, \psi_{1} \psi_{2}\right) \\
&= \dot{p}\left\{\left(1-\phi_{2}\right) \phi_{1}^{\prime}+\left(1-\phi_{1}\right) \phi_{2}^{\prime}\right\}-\left(1-\phi_{2}\right)\left(\phi_{1}^{\prime \prime}-\frac{c_{1}-c_{2}}{2} \phi_{1}^{\prime}\right) \\
& \quad-\left(1-\phi_{1}\right)\left(\phi_{2}^{\prime \prime}+\frac{c_{1}-c_{2}}{2} \phi_{2}^{\prime}\right)-2 \phi_{1}^{\prime} \phi_{2}^{\prime}-f\left(\phi_{1}+\phi_{2}-\phi_{1} \phi_{2}, \psi_{1} \psi_{2}\right) \\
&=\left(\dot{p}-c_{m}\right)\left\{\left(1-\phi_{2}\right) \phi_{1}^{\prime}+\left(1-\phi_{1}\right) \phi_{2}^{\prime}\right\}-2 \phi_{1}^{\prime} \phi_{2}^{\prime} \\
& \quad-\left\{f\left(\phi_{1}+\phi_{2}-\phi_{1} \phi_{2}, \psi_{1} \psi_{2}\right)-\left(1-\phi_{2}\right) f\left(\phi_{1}, \psi_{1}\right)-\left(1-\phi_{1}\right) f\left(\phi_{2}, \psi_{2}\right)\right\} .
\end{aligned}
$$

Using (4.4), we obtain

$$
\begin{align*}
& \mathcal{F}_{1}(\bar{U}, \underline{V}) \geq A_{1}(z, p)\left(\dot{p}-c_{m}\right)-2 \phi_{1}^{\prime} \phi_{2}^{\prime}-k_{1}\left(B_{1}(z, p)+\tilde{B}_{1}(z, p)\right) \\
& \quad=A_{1}(z, p)\left\{L \exp (\omega p)-\frac{2 \phi_{1}^{\prime} \phi_{2}^{\prime}}{A_{1}(z, p)}-k_{1} \frac{B_{1}(z, p)+\tilde{B}_{1}(z, p)}{A_{1}(z, p)}\right\} \tag{4.10}
\end{align*}
$$

where $A_{1}(z, p), B_{1}(z, p)$, and $\tilde{B}_{1}(z, p)$ are defined in (3.1), (3.5), and (3.6), respectively. By Lemma 3.1 we obtain

$$
\mathcal{F}_{1}(\bar{U}, \underline{V}) \geq 0 \quad((z, t) \in \mathbb{R} \times(-\infty, 0])
$$

for $L \geq 2 L_{1}+2 k_{1} L_{2}$.
Similarly,

$$
\begin{aligned}
& \mathcal{F}_{2}(\bar{U}, \underline{V})=\left(\psi_{1}^{\prime} \psi_{2}+\psi_{1} \psi_{2}^{\prime}\right) \dot{p}-d\left(\psi_{1}^{\prime \prime} \psi_{2}+\psi_{1} \psi_{2}^{\prime \prime}\right)+2 d \psi_{1}^{\prime} \psi_{2}^{\prime} \\
& \quad+\frac{c_{1}-c_{2}}{2}\left(\psi_{1}^{\prime} \psi_{2}-\psi_{1} \psi_{2}^{\prime}\right)-a g\left(\phi_{1}+\phi_{2}-\phi_{1} \phi_{2}, \psi_{1} \psi_{2}\right) \\
& =\left(\psi_{1}^{\prime} \psi_{2}+\psi_{1} \psi_{2}^{\prime}\right) \dot{p}+\psi_{2}\left\{-c_{1} \psi_{1}^{\prime}+a g\left(\phi_{1}, \psi_{1}\right)\right\} \\
& \quad+\psi_{1}\left\{-c_{2} \psi_{2}^{\prime}+a g\left(\phi_{2}, \psi_{2}\right)\right\}+2 d \psi_{1}^{\prime} \psi_{2}^{\prime} \\
& \quad+\frac{c_{1}-c_{2}}{2}\left(\psi_{1}^{\prime} \psi_{2}-\psi_{1} \psi_{2}^{\prime}\right)-a g\left(\phi_{1}+\phi_{2}-\phi_{1} \phi_{2}, \psi_{1} \psi_{2}\right) \\
& =\left(\psi_{1}^{\prime} \psi_{2}+\psi_{1} \psi_{2}^{\prime}\right)\left(\dot{p}-c_{m}\right)+2 d \psi_{1}^{\prime} \psi_{2}^{\prime} \\
& \quad-a\left\{g\left(\phi_{1}+\phi_{2}-\phi_{1} \phi_{2}, \psi_{1} \psi_{2}\right)-\psi_{2} g\left(\phi_{1}, \psi_{1}\right)-\psi_{1} g\left(\phi_{2}, \psi_{2}\right)\right\}
\end{aligned}
$$

Applying (4.5) to the right-hand side of this equality yields

$$
\begin{equation*}
\mathcal{F}_{2}(\bar{U}, \underline{V}) \leq A_{2}(z, p)\left\{L \exp (\omega p)+\frac{2 d \psi_{1}^{\prime} \psi_{2}^{\prime}}{A_{2}(z, p)}+\frac{a B_{2}(z, p)}{A_{2}(z, p)}\right\} \tag{4.11}
\end{equation*}
$$

where $A_{2}(z, p)$ and $B_{2}(z, p)$ are defined as in (3.11) and (3.14), respectively (recall $\left.A_{2}(z, p)<0\right)$. By Lemma 3.2 we obtain

$$
\mathcal{F}_{2}(\bar{U}, \underline{V}) \leq 0 \quad((z, t) \in \mathbb{R} \times(-\infty, 0])
$$

for $L \geq 2 d L_{3}+a L_{4}$. This implies that $(\bar{U}, \underline{V})$ is a supersolution.
Proof of Theorem 1.1. We use the subsolution (4.3) with

$$
q=-\frac{1}{\omega} \log \left(e^{-\omega p_{0}}+\frac{L}{c_{m}}\right)
$$

and the supersolution (4.9). For this $q$ we have

$$
\begin{gathered}
\lim _{t \rightarrow-\infty}\left|p(t)-\left(c_{m}+q\right) t\right|=0 \\
\left\{\begin{array}{l}
\underline{U}(z, t)<\bar{U}(z, t), \\
\underline{V}(z, t)<\bar{V}(z, t)
\end{array} \quad(t<0, z \in \mathbb{R}),\right.
\end{gathered}
$$

and

$$
\lim _{t \rightarrow-\infty}\left[\sup _{z \in \mathbb{R}}(\bar{U}(z, t)-\underline{U}(z, t))+\sup _{z \in \mathbb{R}}(\bar{V}(z, t)-\underline{V}(z, t))\right]=0 .
$$

Applying the same argument in [2] (see also [1]) with the aid of the comparison theorem yields that there is a solution $(U(z, t), V(z, t))$ satisfying

$$
\left\{\begin{array}{l}
\underline{U}(z, t) \leq U(z, t) \leq \bar{U}(z, t)  \tag{4.12}\\
\underline{V}(z, t) \leq V(z, t) \leq \bar{V}(z, t)
\end{array} \quad((z, t) \in \mathbb{R} \times(-\infty, 0])\right.
$$

Since (1.1) (or (4.1)) has the invariance with time shift, we obtain the asymptotic behavior as $t \rightarrow-\infty$ in the statement in Theorem 1.1.

On the other hand, to prove the asymptotic behavior as $t \rightarrow \infty$ of the theorem, we recall that $\underline{U}(z, t), \bar{V}(z, t)$ in (4.3) are defined every $t$. By the asymptotic behavior

$$
\lim _{t \rightarrow \infty} \sup _{z \in \mathbb{R}}(1-\underline{U}(z, t))=0, \quad \lim _{t \rightarrow \infty} \sup _{z \in \mathbb{R}} \bar{V}(z, t)=0
$$

and the fact that the solution can be continued for positive $t$, we obtain the desired behavior as $t \rightarrow \infty$.

Proof of Corollary 1.2. Since the equation is invariant under phase shift and time shift, the desired result follows from Theorem 1.1. For the details of the argument, see [5].

Proof of Proposition 1.4. A straightforward computation yields

$$
\begin{gathered}
\mathcal{F}_{1}\left(u_{*}, v^{*}\right)=-\frac{k_{1} \exp \left(2 \omega_{0} t\right)}{(1+\Phi)^{3}}<0 \\
\mathcal{F}_{2}\left(u_{*}, v^{*}\right)=\frac{a \exp \left(2 \omega_{0} t\right)}{(1+\Phi)^{4}}>0
\end{gathered}
$$

On the other hand,

$$
\begin{aligned}
\mathcal{F}_{1}\left(u^{*}, v_{*}\right) & =\frac{\Psi}{(1+\Psi)^{2}}\left\{\dot{p}-\omega_{0}-\frac{k_{1} \exp (2 p)}{\Psi(1+\Psi)}\right\} \\
& \geq \frac{\Psi}{(1+\Psi)^{2}}\left\{\frac{L_{0} \exp (p)}{1+\exp (p)}-\frac{k_{1} \exp (p)}{1+\exp (p)}\right\} \geq 0, \\
\mathcal{F}_{2}\left(u^{*}, v_{*}\right)= & -\frac{2 \Psi}{(1+\Psi)^{3}}\left\{\dot{p}-\omega_{0}-\frac{a \exp (2 p)}{2 \Psi(1+\Psi)}\right\} \\
\leq & -\frac{2 \Psi}{(1+\Psi)^{3}}\left\{\frac{L_{0} \exp (p)}{1+\exp (p)}-\frac{a \exp (p)}{2(1+\exp (p))}\right\} \leq 0,
\end{aligned}
$$

where we used $\Psi(x, t) \geq \Psi(0, t)=\exp (p)$. Hence the first assertion of the proposition is true.

By integration we obtain

$$
p(t)-\omega_{0} t=\frac{L_{0}}{L_{0}+\omega_{0}} \log \left\{\omega_{0}+\left(L_{0}+\omega_{0}\right) \exp (p(t))\right\}+q,
$$

where

$$
q:=p_{0}-\frac{L_{0}}{L_{0}+\omega_{0}} \log \left\{\omega_{0}+\left(L_{0}+\omega_{0}\right) \exp \left(p_{0}\right)\right\} .
$$

As $t \rightarrow-\infty$,

$$
p(t)-\omega_{0} t \rightarrow \frac{L_{0}}{L_{0}+\omega_{0}} \log \omega_{0}+q .
$$

Hence, if we take $p_{0}$ as a solution of

$$
\frac{L_{0}}{L_{0}+\omega_{0}} \log \omega_{0}+q=0
$$

namely, a solution of (1.26), then

$$
\lim _{t \rightarrow-\infty}\left(p(t)-\omega_{0} t\right)=0
$$

This yields

$$
u_{*}(x, t)<u^{*}(x, t), \quad v_{*}(x, t)<v^{*}(x, t) \quad((x, t) \in \mathbb{R} \times \mathbb{R}),
$$

and

$$
\lim _{t \rightarrow-\infty}\left[\sup _{x \in \mathbb{R}}\left(u^{*}(x, t)-u_{*}(x, t)\right)+\sup _{x \in \mathbb{R}}\left(v^{*}(x, t)-v_{*}(x, t)\right)\right]=0 .
$$

The existence of the entire solution satisfying (1.25) is proven by the same argument found in [2] (see also [5] or [1]), which is left to the reader.

Appendix. In this section we prove Lemmas 2.1, 2.2, and 2.3. We investigate the asymptotic behavior as $\xi \rightarrow \pm \infty$. For simplicity we will not specify the dependence on $j$ in the notation as long as there is no confusion.

We put

$$
(u, w, v, y)=\left(\phi_{j}(\xi), \phi_{j}^{\prime}(\xi), \psi_{j}(\xi), \psi_{j}^{\prime}(\xi)\right) .
$$

Then the equations of (1.5) are written as

$$
\left(\begin{array}{c}
u^{\prime}  \tag{A.1}\\
w^{\prime} \\
v^{\prime} \\
y^{\prime}
\end{array}\right)=\left(\begin{array}{c}
w \\
c_{j} w-f(u, v) \\
y \\
\left(c_{j} / d\right) y-(a / d) g(u, v)
\end{array}\right)
$$

where

$$
f(u, v):=u\left(1-u-k_{1} v\right), \quad g(u, v):=v\left(1-v-k_{2} u\right)
$$

Proof of Lemma 2.1. We first consider the linearized equations of (A.1) at $(u, w, v, y)=(1,0,0,0):$

$$
\begin{gather*}
\left(\begin{array}{c}
W_{1}^{\prime} \\
W_{2}^{\prime} \\
Y_{1}^{\prime} \\
Y_{2}^{\prime}
\end{array}\right)=A_{1}\left(\begin{array}{c}
W_{1} \\
W_{2} \\
Y_{1} \\
Y_{2}
\end{array}\right)  \tag{A.2}\\
A_{1}:=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & c_{j} & k_{1} & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -(a / d)\left(1-k_{2}\right) & c_{j} / d
\end{array}\right) \tag{A.3}
\end{gather*}
$$

All the eigenvalues of $A_{1}$ consist of roots to (2.1) and (2.2). There is a negative eigenvalue satisfying (2.1) and a corresponding eigenvector, which are given by

$$
\lambda_{1}=-\frac{\sqrt{c_{j}^{2}+4}-c_{j}}{2}, \quad\left(\begin{array}{c}
1  \tag{A.4}\\
\lambda_{1} \\
0 \\
0
\end{array}\right)
$$

We recall $k_{2}>1$. Since (2.2) has a negative root, $A_{1}$ has another negative eigenvalue and a corresponding eigenvector
(A.5) $\quad \lambda_{2}^{(j)}=-\frac{\sqrt{c_{j}^{2}+4 a d\left(k_{2}-1\right)}-c_{j}}{2 d}, \quad\left(\begin{array}{c}s_{1} \\ s_{1} \lambda_{2} \\ 1 \\ \lambda_{2}\end{array}\right), \quad s_{1}:=\frac{k_{1}}{\lambda_{2}^{2}-c_{j} \lambda_{2}-1}$.

When $\lambda_{1}=\lambda_{2}, A_{1}$ has a generalized eigenvector

$$
\left(\begin{array}{c}
0 \\
1 \\
\tau_{1} \\
\lambda_{1} \tau_{1}
\end{array}\right), \quad \tau_{1}:=\frac{2 \lambda_{1}-c_{j}}{k_{1}}
$$

Thus every solution of (A.2), which converges to zeros as $\xi \rightarrow \infty$, is given by

$$
\left(\begin{array}{c}
W_{1} \\
W_{2} \\
Y_{1} \\
Y_{2}
\end{array}\right)=C_{1}\left(\begin{array}{c}
1 \\
\lambda_{1} \\
0 \\
0
\end{array}\right) e^{\lambda_{1} \xi}+C_{2}\left(\begin{array}{c}
s_{1} \\
s_{1} \lambda_{2} \\
1 \\
\lambda_{2}
\end{array}\right) e^{\lambda_{2} \xi} \quad\left(\begin{array}{ll} 
& \\
\hline
\end{array}\right.
$$

or

$$
\left(\begin{array}{c}
W_{1} \\
W_{2} \\
Y_{1} \\
Y_{2}
\end{array}\right)=C_{1}\left(\begin{array}{c}
1 \\
\lambda_{1} \\
0 \\
0
\end{array}\right) e^{\lambda_{1} \xi}+C_{2}\left\{\left(\begin{array}{c}
1 \\
\lambda_{1} \\
0 \\
0
\end{array}\right) \xi+\left(\begin{array}{c}
0 \\
1 \\
\tau_{1} \\
\lambda_{1} \tau_{1}
\end{array}\right)\right\} e^{\lambda_{1} \xi} \quad\left(\begin{array}{c}
\left.\lambda_{1}=\lambda_{2}\right),
\end{array}\right.
$$

where $C_{1}, C_{2}$ are arbitrarily given real numbers.
Applying the stable manifold theorem to (A.1) yields that as $\xi \rightarrow \infty$, there are $\alpha$ and $\beta$ such that

$$
\left\{\begin{array}{l}
\phi(\xi)=1-\alpha \exp \left(\lambda_{1} \xi\right)+\beta s_{1} \exp \left(\lambda_{2} \xi\right)+\text { h.o.t. }  \tag{A.6}\\
\psi(\xi)=\beta \exp \left(\lambda_{2} \xi\right)+\text { h.o.t. }
\end{array}\right.
$$

for $\lambda_{1} \neq \lambda_{2}$, while there are $\tilde{\alpha}$ and $\tilde{\beta}$ such that

$$
\left\{\begin{array}{l}
\phi(\xi)=1-\tilde{\alpha} \exp \left(\lambda_{1} \xi\right)-\tilde{\beta} \xi \exp \left(\lambda_{1} \xi\right)+\text { h.o.t. }  \tag{A.7}\\
\psi(\xi)=-\tilde{\beta} \tau_{1} \exp \left(\lambda_{1} \xi\right)+\text { h.o.t. }
\end{array}\right.
$$

for $\lambda_{1}=\lambda_{2}$.
We show $\beta \neq 0$. Equation (A.1) allows a solution of the form $(u, w, 0,0)$, which corresponds to a solution to

$$
\begin{equation*}
u^{\prime}=w, \quad w^{\prime}=c w-f(u, 0)=c w-u(1-u) \tag{A.8}
\end{equation*}
$$

There is a stable manifold for the equilibrium $(u, w)=(1,0)$ of (A.8). The stable manifold for $(u, w, v, y)=(1,0,0,0)$ contains this dynamics that is obtained by putting $\beta=0$ in (A.6). By this observation we can assert that $\beta \neq 0$ in (A.6) for the present traveling wave.

Since $\lambda_{1}$ is a negative root of (2.1), we notice that

$$
s_{1}>0 \quad\left(\lambda_{2}<\lambda_{1}<0\right), \quad s_{1}<0 \quad\left(\lambda_{1}<\lambda_{2}<0\right)
$$

Recall that $\phi(\xi)$ and $\psi(\xi)$ are monotone increasing and decreasing, respectively. Thus for $\lambda_{2}<\lambda_{1}, \alpha>0$ and $\beta>0$ follow from (A.6), while for $\lambda_{1}<\lambda_{2}, \beta>0$ follows.

When $\lambda_{1}=\lambda_{2}$, we can let $\tilde{\beta} \neq 0$ in the same argument above. Since $\tau_{1}<0$ holds, $\tilde{\beta}$ must be positive in (A.7). This concludes the proof of the lemma. $\quad \square$

Next we consider the linearized equation at $(u, w, v, y)=(0,0,1,0)$ :

$$
\begin{align*}
\boldsymbol{W}^{\prime} & =A_{2} \boldsymbol{W},  \tag{A.9}\\
A_{2} & :=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
k_{1}-1 & c_{j} & 0 & 0 \\
0 & 0 & 0 & 1 \\
a k_{2} / d & 0 & a / d & c_{j} / d
\end{array}\right), \quad \boldsymbol{W}:=\left(\begin{array}{c}
W_{1} \\
W_{2} \\
Y_{1} \\
Y_{2}
\end{array}\right) . \tag{A.10}
\end{align*}
$$

In this case eigenvalues of $A_{2}$ are given by the roots of (1.9) and (1.10). We easily see from (1.9) that there is a positive eigenvalue and a corresponding eigenvector

$$
\lambda_{3}=\frac{c_{j}+\sqrt{c_{j}^{2}+4 a d}}{2 d}, \quad\left(\begin{array}{c}
0  \tag{A.11}\\
0 \\
1 \\
\lambda_{3}
\end{array}\right)
$$

Proof of Lemma 2.2. This corresponds to the bistable case (ii) stated in the introduction. In addition to the positive eigenvalue $\lambda_{3}$, there is a positive eigenvalue

$$
\lambda_{4}=\frac{c_{j}+\sqrt{c_{j}^{2}+4\left(k_{1}-1\right)}}{2}, \quad\left(\begin{array}{c}
1  \tag{A.12}\\
\lambda_{4} \\
s_{2} \\
s_{2} \lambda_{4}
\end{array}\right), \quad s_{2}:=\frac{a k_{2}}{d \lambda_{4}^{2}-c_{j} \lambda_{4}-a}
$$

unless $\lambda_{4}$ satisfies (1.9). When $\lambda_{3}=\lambda_{4}$, we have a generalized eigenvector

$$
\left(\begin{array}{c}
\tau_{2} \\
\tau_{2} \lambda_{3} \\
0 \\
1
\end{array}\right), \quad \tau_{2}:=\frac{2 d \lambda_{3}-c_{j}}{a k_{2}}
$$

Hence every solution which converges to zeros as $\xi \rightarrow-\infty$ is given by

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2} \boldsymbol{p}_{4} e^{\lambda_{4} \xi}
$$

or

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2}\left(\boldsymbol{p}_{1} \xi+\boldsymbol{p}_{2}\right) e^{\lambda_{3} \xi}
$$

where we put

$$
\boldsymbol{p}_{1}:=\left(\begin{array}{c}
0 \\
0 \\
1 \\
\lambda_{3}
\end{array}\right), \quad \boldsymbol{p}_{2}:=\left(\begin{array}{c}
\tau_{2} \\
\tau_{2} \lambda_{3} \\
0 \\
1
\end{array}\right), \quad \boldsymbol{p}_{4}:=\left(\begin{array}{c}
1 \\
\lambda_{4} \\
s_{2} \\
s_{2} \lambda_{4}
\end{array}\right)
$$

Applying the unstable manifold theorem yields that as $\xi \rightarrow-\infty$, there exist $\alpha$ and $\beta$ such that

$$
\left\{\begin{array}{l}
\phi_{j}(\xi)=\beta \exp \left(\lambda_{4} \xi\right)+\text { h.o.t. }  \tag{A.13}\\
\psi_{j}(\xi)=1-\alpha \exp \left(\lambda_{3} \xi\right)+\beta s_{2} \exp \left(\lambda_{4} \xi\right)+\text { h.o.t. }
\end{array}\right.
$$

for $\lambda_{3} \neq \lambda_{4}$, while there are $\tilde{\alpha}$ and $\tilde{\beta}$ such that

$$
\left\{\begin{array}{l}
\phi_{j}(\xi)=\tilde{\beta} \tau_{2} \exp \left(\lambda_{3} \xi\right)+\text { h.o.t. }  \tag{A.14}\\
\psi_{j}(\xi)=1-\tilde{\alpha} \exp \left(\lambda_{3} \xi\right)+\tilde{\beta} \xi \exp \left(\lambda_{3} \xi\right)+\text { h.o.t. }
\end{array}\right.
$$

for $\lambda_{3}=\lambda_{4}$. In this case we have an unstable manifold for the equilibrium $(v, y)=$ $(1,0)$ of

$$
v^{\prime}=y, \quad y^{\prime}=c_{j} y-a g(0, v)
$$

which corresponds to $\beta=0$ and $\tilde{\beta}=0$ in (A.13) and (A.14), respectively. Thus we may assume that $\beta \neq 0, \tilde{\beta} \neq 0$. By a similar argument applying to the behavior as $\xi \rightarrow \infty$, we obtain the assertion in Lemma 2.2. $\quad$ ]

Proof of Lemma 2.3. This corresponds to the monostable case (i) in the introduction. There is a family of traveling waves for $c_{j} \geq c_{\text {min }}^{(j)} \geq 2 \sqrt{1-k_{1}}$.

In addition to $\lambda_{3}$ and $\lambda_{4}$, we have a positive eigenvalue and a corresponding eigenvector,

$$
\lambda_{5}=\frac{c_{j}-\sqrt{c_{j}^{2}-4\left(1-k_{1}\right)}}{2}, \quad\left(\begin{array}{c}
1  \tag{A.15}\\
\lambda_{5} \\
s_{3} \\
s_{3} \lambda_{5}
\end{array}\right), \quad s_{3}:=\frac{a k_{2}}{d \lambda_{5}^{2}-c_{j} \lambda_{5}-a}
$$

unless $\lambda_{5}$ satisfies (1.9). We note that $\lambda_{5} \leq \lambda_{4}$. If $\lambda_{5}<\lambda_{4}$ and $\lambda_{4}, \lambda_{5} \neq \lambda_{3}$, any solution converging to zeros as $\xi \rightarrow-\infty$ is given as

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2} \boldsymbol{p}_{4} e^{\lambda_{4} \xi}+C_{3} \boldsymbol{p}_{5} e^{\lambda_{5} \xi}
$$

where

$$
\boldsymbol{p}_{5}:=\left(\begin{array}{c}
1 \\
\lambda_{5} \\
s_{3} \\
s_{3} \lambda_{5}
\end{array}\right)
$$

Applying the unstable manifold theorem, we obtain

$$
\left\{\begin{array}{l}
\phi_{j}(\xi)=\beta \exp \left(\lambda_{4} \xi\right)+\gamma \exp \left(\lambda_{5} \xi\right)+\text { h.o.t. } \\
\psi_{j}(\xi)=1-\alpha \exp \left(\lambda_{3} \xi\right)+\beta s_{2} \exp \left(\lambda_{4} \xi\right)+\gamma s_{3} \exp \left(\lambda_{5} \xi\right)+\text { h.o.t. }
\end{array}\right.
$$

By the same reason as in the previous case, we can assert $(\beta, \gamma) \neq(0,0)$. This leads to (2.12).

When $\lambda_{5}=\lambda_{4}<\lambda_{3}$, we obtain

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2}\left(\boldsymbol{p}_{4} \xi+\tilde{\boldsymbol{p}}_{4}\right) e^{\lambda_{4} \xi}+C_{3} \boldsymbol{p}_{4} e^{\lambda_{4} \xi}
$$

where

$$
\tilde{\boldsymbol{p}}_{4}:=\left(\begin{array}{c}
0 \\
1 \\
\tau_{4} \\
\tau_{5}
\end{array}\right), \quad\binom{\tau_{4}}{\tau_{5}}:=\frac{s_{2}}{d \lambda_{4}^{2}-c_{j} \lambda_{4}-a}\binom{c_{j}-2 d \lambda_{4}}{-d \lambda_{4}^{2}-a} \quad\left(\lambda_{4}=\lambda_{5}=c_{j} / 2\right)
$$

Applying the unstable manifold theorem to this case yields

$$
\left\{\begin{array}{l}
\phi_{j}(\xi)=\beta \exp \left(\lambda_{4} \xi\right)+\gamma \exp \left(\lambda_{4} \xi\right)+\text { h.o.t. } \\
\psi_{j}(\xi)=1-\alpha \exp \left(\lambda_{3} \xi\right)+\beta\left(s_{2} \xi+\tau_{4}\right) \exp \left(\lambda_{4} \xi\right)+\gamma s_{2} \exp \left(\lambda_{4} \xi\right)+\text { h.o.t. }
\end{array}\right.
$$

where we again see that $(\beta, \gamma) \neq(0,0)$. This leads to (2.14).
For the cases $\lambda_{5}<\lambda_{3}=\lambda_{4}$ and $\lambda_{5}=\lambda_{3}<\lambda_{4}$ all the solutions converging to zeros as $\xi \rightarrow-\infty$ are given by

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2}\left(\boldsymbol{p}_{1} \xi+\boldsymbol{p}_{2}\right) e^{\lambda_{3} \xi}+C_{3} \boldsymbol{p}_{5} e^{\lambda_{5} \xi}
$$

and

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2}\left(\boldsymbol{p}_{1} \xi+\boldsymbol{p}_{2}\right) e^{\lambda_{3} \xi}+C_{3} \boldsymbol{p}_{4} e^{\lambda_{4} \xi}
$$

respectively. When $\lambda_{3}=\lambda_{4}=\lambda_{5}=c_{j} / 2$, we obtain one more generalized eigenvector so that the solution is given by

$$
\boldsymbol{W}(\xi)=C_{1} \boldsymbol{p}_{1} e^{\lambda_{3} \xi}+C_{2}\left(\boldsymbol{p}_{1} \xi+\boldsymbol{p}_{2}\right) e^{\lambda_{3} \xi}+C_{3}\left(\boldsymbol{p}_{1} \xi^{2} / 2+\boldsymbol{p}_{2} \xi+\boldsymbol{p}_{3}\right) e^{\lambda_{3} \xi}
$$

where

$$
\boldsymbol{p}_{3}:=\left(\begin{array}{c}
d / a k_{2} \\
\lambda_{3}(3 d-2) / a k_{2} \\
0 \\
0
\end{array}\right)
$$

By those solutions it is not so difficult to prove the remaining cases (iii), (iv), and (v) of Lemma 2.3. Completing the proof is left to the reader.
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#### Abstract

In this paper, we employ linear combinations of $n$ heat kernels to approximate solutions to the heat equation. We show that such approximations are of order $O\left(t^{\left(\frac{1}{2 p}-\frac{2 n+1}{2}\right)}\right)$ in $L^{p}$-norm, $1 \leq p \leq \infty$, as $t \rightarrow \infty$. For positive solutions of the heat equation such approximations are achieved using the theory of truncated moment problems. For general sign-changing solutions these type of approximations are obtained by simply adding an auxiliary heat kernel. Furthermore, inspired by numerical computations, we conjecture that such approximations converge geometrically as $n \rightarrow \infty$ for any fixed $t>0$.
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1. Introduction. It is well known that

$$
\begin{equation*}
u(x, t)=\int \frac{u_{0}(c)}{\sqrt{4 \pi t}} e^{\frac{-(x-c)^{2}}{4 t}} d c \tag{1.1}
\end{equation*}
$$

is the physically meaningful solution to the heat equation

$$
\begin{equation*}
u_{t}=u_{x x}, \quad u(x, 0)=u_{0}(x) \in L^{1}(\boldsymbol{R}), \quad x, u \in \boldsymbol{R}, \quad t>0 \tag{1.2}
\end{equation*}
$$

where, for simplicity, the initial value $u_{0}(x)$ is assumed to be continuous. In this paper, we shall refer to (1.1) as the solution of the heat equation (1.2) for the sake of brevity. If a general $L^{1}$ initial value is considered, no asymptotic convergence order to a fundamental solution is expected in $L^{1}$-norm. Hence, the asymptotic convergence order is usually studied under suitable restrictions on its initial value $u_{0}(x)$ for $|x|$ large.

Since the analysis of this paper is based on the moments of the solution, the initial value $u_{0}(x)$ is required to have finite moments up to certain order, say, $2 n$. We set $x^{2 n} u_{0}(x) \in L^{1}(\boldsymbol{R})$ and the moments of the initial value $u_{0}(x)$ as

$$
\begin{equation*}
\gamma_{k}:=\int x^{k} u_{0}(x) d x<\infty, \quad k=0,1, \ldots, 2 n \tag{1.3}
\end{equation*}
$$

For example, if the initial value has an algebraic decay order higher than $2 n+1$ for $|x|$ large, i.e., for $\varepsilon>0$,

$$
\begin{equation*}
u_{0}(x)=O\left(|x|^{-(2 n+1+\varepsilon)}\right) \quad \text { as } \quad|x| \rightarrow \infty \tag{1.4}
\end{equation*}
$$

[^119]then the moments are well defined up to order $2 n$. In the study of asymptotics the initial value is frequently assumed to have the order that a fundamental solution has for $|x|$ large. For the heat equation case the fundamental solution is the Gaussian and the corresponding decay order is $u_{0}(x)=O\left(e^{-x^{2}}\right)$ as $|x| \rightarrow \infty$. Hence, the moment $\gamma_{k}$ is defined for all order $k \geq 0$.

One may do the integration in the explicit formula (1.1) only approximately, even though the integration gives the exact value of the solution. In numerical computations finding an efficient way to compute such an integration has been an important issue. From this point of view, it seems useful to consider its approximation in a simpler form. Duoandikoetxea and Zuazua [9] showed that the following linear combination of derivatives of the Gaussian

$$
\begin{equation*}
\psi_{2 n}(x, t) \equiv \sum_{i=0}^{2 n-1} \frac{(-1)^{i} \gamma_{i}}{(i!) \sqrt{4 \pi t}} \partial_{x}^{i}\left(e^{\frac{-x^{2}}{4 t}}\right) \tag{1.5}
\end{equation*}
$$

approaches to the solution $u$ with a convergence order of

$$
\begin{equation*}
\left\|u(t)-\psi_{2 n}(t)\right\|_{p}=O\left(t^{\left(\frac{1}{2 p}-\frac{2 n+1}{2}\right)}\right) \quad \text { as } \quad t \rightarrow \infty \quad \text { for } \quad 1 \leq p \leq \infty \tag{1.6}
\end{equation*}
$$

where $\|\cdot\|_{p}$ denotes the $L^{p}$-norm in the whole space $\boldsymbol{R}$ and $\partial_{x}^{i}$ the $i$ th order partial differentiation with respect to $x$. Note that the original multidimensional result is written in a one-dimensional (1D) version for an easier comparison. This asymptotic convergence order indicates that $\psi_{2 n}$ is a good approximation of the solution $u(x, t)$ for $t$ large. However, it does not necessarily mean that $\psi_{2 n}$ is a good approximation as $n \rightarrow \infty$ with a fixed $t>0$. In fact, Table 7.3 shows that this $L^{p}$-norm difference may diverge geometrically as $n \rightarrow \infty$ if the fixed time $t>0$ is not large enough. This is not surprising since the high order derivatives of the Gaussian in (1.5) diverge as their orders increase.

In this article we consider a linear combination of " $n$ " heat kernels

$$
\begin{equation*}
\phi_{n}(x, t) \equiv \sum_{i=1}^{n} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{\frac{-\left(x-c_{i}\right)^{2}}{4 t}} \tag{1.7}
\end{equation*}
$$

as an approximation to the solution $u(x, t)$. One may regard this summation as a discrete version of the integration in (1.1) by considering $c_{i}$ 's as grid points and $\rho_{i}$ 's as approximations of $u_{0}(c) d c$ in the interval $\left(c_{i-1}, c_{i}\right)$. However, we employ these $2 n$ degrees of freedom, $\rho_{i}$ 's and $c_{i}$ 's, to match the first $2 n$ initial moments, i.e., to satisfy the following $2 n$ moment equations:

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int x^{k} \phi_{n}(x, t) d x=\gamma_{k}, \quad k=0,1, \ldots, 2 n-1 \tag{1.8}
\end{equation*}
$$

If the initial value is positive, the theory of truncated moment problems [3] gives the solvability of this problem. Then $\phi_{n}$ and $u$ share identical first $2 n$ moments for all $t \geq 0$. Note that $\psi_{2 n}$ in (1.5) also has the same property, and Duoandikoetxea and Zuazua obtained the convergence order in (1.6) based on it. Hence, we may obtain the same convergence order for the approximation $\phi_{n}(x, t)$. In this paper, we actually go a little bit further and obtain the limit of $t^{\frac{2 n+1}{2}-\frac{1}{2 p}}\left\|u(t)-\phi_{n}(t)\right\|_{p}$ as $t \rightarrow \infty$. This convergence order is then improved in Lemma 2.3 for the case that this limit becomes zero. A multidimensional extension of this approach requires a theory of
multidimensional truncated moment problems. One may find one from a recent work by Curto and Fialkow [4].

From a practical point of view, it is desirable if the solution $u$ can be approximated by $\phi_{n}$ as $n \rightarrow \infty$ for a fixed $t>0$. Indeed, our numerical examples in section 7.2 indicate the following geometric convergence order:

$$
\begin{equation*}
\frac{\left\|u(t)-\phi_{n}(t)\right\|_{\infty}}{\left\|u(t)-\phi_{n+1}(t)\right\|_{\infty}} \rightarrow 1+4 \frac{t}{v} \quad \text { as } \quad n \rightarrow \infty \tag{1.9}
\end{equation*}
$$

where the constant $v>0$ depends on the initial value $u_{0}(x)$. However, its proof has, thus far, eluded us; nevertheless, we will include a discussion of (1.9) in section 6.

This paper is organized as follows. First, in section 2, we compute the limit of $t^{\left(\frac{2 n+1}{2}-\frac{1}{2 p}\right)}\left\|u(t)-\phi_{n}(t)\right\|_{p}$ as $t \rightarrow \infty$ under the assumption (1.8), which gives the convergence order in (1.6). A short introduction to the theory of truncated moment problems is given in section 3 , which provides the existence and the uniqueness of $\rho_{i}$ 's and $c_{i}$ 's that solve (1.8). We remark that the theory is applicable for nonnegative initial values only (see $[1,3]$ ). For general sign-changing solutions the existence and the uniqueness of such $\rho_{i}$ 's and $c_{i}$ 's do not hold. In section 4 we discuss this issue in detail for three cases with $n=1,2$, and 3 . In section 5 we construct approximations for general sign-changing cases by adding an auxiliary heat kernel or by assigning $c_{i}$ 's independently. The conjectured geometric convergence order for large $n>0$ is discussed in section 6 . The asymptotic convergence orders as $t \rightarrow \infty$ or $n \rightarrow \infty$ are numerically tested in sections 7.1 and 7.2 . The convergence of the alternative approach using $\psi_{2 n}$ and the conjectured statements in section 6 are numerically tested in sections 7.3 and 7.4.

In the study of nonlinear diffusion or convection, fundamental solutions which have the Dirac measure as their initial value, i.e., $u_{0}(x)=\delta(x)$, often serve as canonical solutions. The Barenblatt solutions, the diffusion waves, and the N-waves are wellknown examples (see [23]). In the study of porous medium equations, the Barenblatt solution is used as an asymptotic profile and the convergence order of general solutions to this special one has been studied in various cases (see $[2,6]$ and references therein). The diffusion wave and the Gaussian are the asymptotics of convection-diffusion equations for diffusion dominant cases (see $[10,11,12,16]$ ). For convection dominant cases (see [14]) and inviscid convection equations (see [5, 8, 13, 20]) or hyperbolic systems (see $[7,17,18]$ ), N -waves represent the asymptotic behavior, where N -waves can be understood as a special solution with initial value $u_{0}(x)=\lim _{\varepsilon \rightarrow 0}[a \delta(x-\varepsilon)-b \delta(x+\varepsilon)]$ with $a, b>0$. Placing the Dirac measure at the center of mass, the optimal convergence order of $O\left(t^{\frac{1}{2 p}-\frac{3}{2}}\right)$ in $L^{p}$-norm (or of $O\left(t^{-1}\right)$ in $L^{1}$-norm) has been obtained in several cases (see $[2,13,15]$ ). Therefore, the result of this paper can be viewed as an extreme case that exploits all of the moments of the initial value.

The approach in this paper can be directly employed to approximate the solutions to the Burgers equation via the Cole-Hopf transformation. To obtain the rigorous convergence order for the Burgers case it is required to check the well definedness of the transformed solutions as is done in Lemmas 3.1-3.2 and Theorem 3.3 in [15] for the special case $n=1$. Considering that the Burgers equation has been used as a tool to study the asymptotic structure of the viscous systems of conservation laws (see, e.g., [19]), we hope the approach in this article may be useful for other general models.
2. Asymptotic convergence order. In this section, we show that the decay rate of a derivative of a solution is naturally transferred to the convergence order
of our approximation. This connection will be made by assigning the moments of a solution to its approximation. Let $\gamma_{k}(t)$ be the $k$ th order moment of a solution $u(x, t)$ at time $t \geq 0$, i.e.,

$$
\gamma_{k}(t)=\int x^{k} u(x, t) d x, \quad k=0,1,2, \ldots, t \geq 0
$$

(Notice that we are slightly abusing the notation $\gamma_{k}$ in (1.3) in the following couple of paragraphs.) We can easily show how the moment $\gamma_{k}(t)$ evolves as $t \rightarrow \infty$.

Lemma 2.1. Let $u(x, t)$ be the solution to the heat equation and $\gamma_{k}(t)$ be its $k t h$ order moment at time $t \geq 0$. Then

$$
\frac{d}{d t} \gamma_{k}(t)=\left\{\begin{array}{cl}
0, & k=0 \text { or } 1 \\
k(k-1) \gamma_{k-2}(t), & k \geq 2
\end{array}\right.
$$

Proof. For $k=0$, the lemma is equivalent to the conservation of mass. For $k=1$, since $u_{t}=u_{x x}$, the integration by parts gives

$$
\gamma_{1}^{\prime}(t)=\int x u_{t} d x=\int x u_{x x} d x=\left[x u_{x}-u\right]_{-\infty}^{\infty}=0
$$

Similarly, for $k \geq 2$, we obtain

$$
\begin{aligned}
\gamma_{k}^{\prime}(t) & =\int x^{k} u_{t} d x=\int x^{k} u_{x x} d x \\
& =\left[x^{k} u_{x}-k x^{k-1} u\right]_{-\infty}^{\infty}+\int k(k-1) x^{k-2} u d x=k(k-1) \gamma_{k-2}(t)
\end{aligned}
$$

This lemma shows that even numbered moments and odd numbered ones evolve independently. One may explicitly write

$$
\begin{align*}
& \gamma_{2 n}(t)=\sum_{k=0}^{n} \frac{(2 n)!}{(n-k)!(2 k)!} t^{n-k} \gamma_{2 k}(0)  \tag{2.1}\\
& \gamma_{2 n+1}(t)=\sum_{k=0}^{n} \frac{(2 n+1)!}{(n-k)!(2 k+1)!} t^{n-k} \gamma_{2 k+1}(0) .
\end{align*}
$$

If $\gamma_{k}(0)=0$ for all $0 \leq k \leq n$, then $\gamma_{k}(t)=0$ for all $0 \leq k \leq n, \gamma_{k}(t)=\gamma_{k}(0)$ for $k=n+1, n+2, \gamma_{k}(t)$ is linear for $k=n+3, n+4, \gamma_{k}(t)$ is quadratic for $k=n+5, n+6$, and so on.

Let $v(x, t)$ be an approximation solution of the exact one $u(x, t)$. Since the difference $E(x, t)=v(x, t)-u(x, t)$ is also a solution to the heat equation, the moments of $E(x, t)$ will be always zero up to certain order if they are initially zero. Hence, it is natural to expect a higher convergence order by matching the moments of the approximation solution to those of the exact one. We proceed with our discussion in this respect.

Lemma 2.2. If $x^{m} E_{0}(x) \in L^{1}(\boldsymbol{R})$ and

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{k} E_{0}(x) d x=0 \quad \text { for all } 0 \leq k<m \tag{2.2}
\end{equation*}
$$

then there exists $E_{m} \in W^{m, 1}(\boldsymbol{R})$ such that

$$
\begin{equation*}
\partial_{x}^{m} E_{m}(x)=E_{0}(x) \tag{2.3}
\end{equation*}
$$

Proof. The proof was given by Duoandikoetxea and Zuazua [9] for the multidimensional case. Here we provide its 1D counterpart. Consider a sequence of functions defined inductively by

$$
\begin{equation*}
E_{k}(x)=\int_{-\infty}^{x} E_{k-1}(y) d y, \quad 0<k \leq m \tag{2.4}
\end{equation*}
$$

First, we show that $E_{k}$ 's are well defined,

$$
\begin{equation*}
\int_{-\infty}^{\infty} E_{k}(x) d x=0 \quad \text { and } \quad E_{k}(x) \rightarrow 0 \quad \text { as }|x| \rightarrow \infty \tag{2.5}
\end{equation*}
$$

for $k=0,1, \ldots, m-1$. It suffices to show (2.5) for $k=l<m$ under the assumption that (2.5) holds for all $k=0,1, \ldots, l-1$. Note that it is clearly satisfied for $k=0$. Since $\int_{-\infty}^{\infty} E_{l-1}(x) d x=0$, the integral $E_{l}(x)$ also decays to zero as $|x| \rightarrow \infty$. Using the fact that $E_{k}$ decays to zero as $|x| \rightarrow \infty$ for all $0 \leq k \leq l$, we obtain

$$
\int_{-\infty}^{\infty} E_{l}(x) d x=(-1)^{l} \int_{-\infty}^{\infty} \frac{x^{l}}{l!} E_{0}(x) d x=0
$$

using the integration by parts and then (2.2). Therefore, (2.5) holds for $k=l$ and, hence, for all $0 \leq k \leq m-1$. Since $x^{m} E_{0}(x) \in L^{1}(\boldsymbol{R}), E_{m} \in W^{m, 1}(\boldsymbol{R})$ and (2.3) is satisfied.

The existence of $E_{m}$ satisfying (2.3) is the key observation to obtain the asymptotic convergence order. We now continue our discussion under the assumption that the initial value $E_{0}(x)$ satisfies (2.2) and $E_{m}(x)$ is its $m$ th order antiderivative given in Lemma 2.2. However, the following discussions about the decay rate of derivatives of a solution can be considered independently. Let $E_{m}(x, t)$ be the solution to the heat equation with initial value $E_{m}(x, 0)=E_{m}(x) \in W^{m, 1}(\boldsymbol{R})$, i.e.,

$$
E_{m}(x, t)=\frac{1}{\sqrt{4 \pi t}} \int e^{-(x-y)^{2} /(4 t)} E_{m}(y) d y
$$

The dissipation of the solution can be easily shown by introducing similarity variables:

$$
\xi=\frac{x}{\sqrt{t}}, \quad \zeta=\frac{y}{\sqrt{t}}, \quad \tilde{E}_{m}(\xi, t)=E_{m}(x, t)
$$

Then $E_{m}(x, t)$ is transformed to

$$
\tilde{E}_{m}(\xi, t)=\frac{1}{\sqrt{4 \pi}} \int e^{-(\xi-\zeta)^{2} / 4} E_{m}(\sqrt{t} \zeta) d \zeta
$$

and its $m$ th order derivative is given by

$$
\partial_{\xi}^{m} \tilde{E}_{m}(\xi, t)=\partial_{x}^{m} E_{m}(x, t)\left(\partial_{\xi} x\right)^{m}=\partial_{x}^{m} E_{m}(x, t)(\sqrt{t})^{m}
$$

Now consider the decay order of the $m$ th order derivative of the solution $E_{m}(x, t)$. First, let $C_{m}:=\left|\int E_{m}(y) d y\right|$ and consider the case $C_{m} \neq 0$. Then

$$
\begin{equation*}
(\sqrt{t})^{m+1}\left|\partial_{x}^{m} E_{m}(x, t)\right|=\sqrt{t}\left|\partial_{\xi}^{m} \tilde{E}_{m}(\xi, t)\right|=\frac{C_{m}}{\sqrt{4 \pi}}\left|\int f(\zeta) g_{t}(\xi-\zeta) d \zeta\right| \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{t}(\xi)=\sqrt{t} E_{m}(\sqrt{t} \xi) / C_{m}, f(\xi)=\partial_{\xi}^{m}\left(e^{-\xi^{2} / 4}\right) \tag{2.7}
\end{equation*}
$$

After taking the supremum on both sides of (2.6), one obtains that

$$
(\sqrt{t})^{m+1}\left\|\partial_{x}^{m} E_{m}(t)\right\|_{\infty} \leq \frac{C_{m}}{\sqrt{4 \pi}}\left\|\partial_{\xi}^{m}\left(e^{-\xi^{2} / 4}\right)\right\|_{\infty}
$$

If one takes $t \rightarrow \infty$ limit to (2.6), then

$$
\lim _{t \rightarrow \infty}(\sqrt{t})^{m+1}\left|\partial_{x}^{m} E_{m}(x, t)\right|=\frac{C_{m}}{\sqrt{4 \pi}}|f(\xi)|
$$

Therefore, after taking the supremum on both sides again, we obtain

$$
\lim _{t \rightarrow \infty}(\sqrt{t})^{m+1}\left\|\partial_{x}^{m} E_{m}(t)\right\|_{\infty}=\frac{C_{m}}{\sqrt{4 \pi}}\left\|\partial_{\xi}^{m}\left(e^{-\xi^{2} / 4}\right)\right\|_{\infty}
$$

On the other hand, if $1 \leq p<\infty$, then

$$
\begin{align*}
t^{\left(\frac{m+1}{2}-\frac{1}{2 p}\right)} \| & \partial_{x}^{m} E_{m}(t) \|_{p} \\
& =(\sqrt{t})^{m+1}\left(\frac{1}{\sqrt{t}}\right)^{1 / p}\left(\int\left|\partial_{x}^{m} E_{m}(x, t)\right|^{p} d x\right)^{1 / p} \\
& =\left(\int\left|(\sqrt{t})^{m+1} \partial_{x}^{m} E_{m}(x, t)\right|^{p} d\left(\frac{x}{\sqrt{t}}\right)\right)^{1 / p}  \tag{2.8}\\
& =\left(\int\left|\sqrt{t} \partial_{\xi}^{m} \tilde{E}_{m}(\xi, t)\right|^{p} d \xi\right)^{1 / p} \\
& =\frac{C_{m}}{\sqrt{4 \pi}}\left(\int\left|\int f(\zeta) g_{t}(\xi-\zeta) d \zeta\right|^{p} d \xi\right)^{1 / p}=\frac{C_{m}}{\sqrt{4 \pi}}\left\|f * g_{t}\right\|_{p}
\end{align*}
$$

Standard arguments imply that $\left\|f * g_{t}\right\|_{p} \rightarrow\|f\|_{p}$ as $t \rightarrow \infty$ (see [21, p. 62]). Therefore,

$$
\lim _{t \rightarrow \infty} t^{\left(\frac{m+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{m} E_{m}(t)\right\|_{p}=\frac{C_{m}}{\sqrt{4 \pi}}\left\|\partial_{\xi}^{m}\left(e^{-\xi^{2} / 4}\right)\right\|_{p}
$$

Now we consider the case that $C_{m}=0$. Then one can easily show that this limit is zero. In fact, we will improve the convergence order by working with higher order antiderivatives. Let

$$
\begin{equation*}
E_{k}(x)=\int_{-\infty}^{x} E_{k-1}(y) d y, \quad k>m \tag{2.9}
\end{equation*}
$$

We can easily show that $\int_{-\infty}^{\infty} E_{k_{0}}(x) d x\left(=\lim _{x \rightarrow \infty} E_{k_{0}+1}(x)\right) \neq 0$ for some $k_{0}>m$. Suppose that $\int_{-\infty}^{\infty} E_{k}(x) d x=0$ for all $k>m$. Then $\left|E_{k}(x)\right|$ decays to zero for $|x|$ large, and, therefore, after integrating by parts $k$ times with proper inductive arguments, one obtains

$$
(-1)^{k} k!\int_{-\infty}^{\infty} E_{k}(x) d x=\int_{-\infty}^{\infty} x^{k} E_{0}(x) d x=0
$$

On the other hand, by the Weierstrass approximation theorem, there exists a sequence of polynomials $P_{n}$ such that

$$
P_{n}(x) \rightarrow E_{0}(x) \quad \text { as } \quad n \rightarrow \infty
$$

uniformly on any bounded domain $[-L, L]$. Therefore, we obtain

$$
\left\|E_{0}\right\|_{2}^{2}=\int_{-L}^{L} E_{0}^{2}(x) d x=\lim _{n \rightarrow \infty} \int_{-L}^{L} P_{n}(x) E_{0}(x) d x=0
$$

Hence, if the initial value $E_{0}$ is not a trivial one, there exists $k_{0}>m$ such that $\lim _{x \rightarrow \infty} E_{k}(x)=0$ for all $0 \leq k \leq k_{0}$ and $C_{k_{0}}:=\left|\lim _{x \rightarrow \infty} E_{k_{0}+1}(x)\right| \neq 0$. If $E_{0}(x)$ decays with an algebraic order $k_{0}+1+\varepsilon$, $\varepsilon>0$, for $|x|$ large, then $C_{k_{0}}<\infty$. However, $C_{k_{0}}$ can be unbounded in general.

Let $E_{k_{0}}(x, t)$ be the solution with $E_{k_{0}}(x)$ as its initial value. Then, clearly, $\partial_{x}^{m} E_{m}=\partial_{x}^{k_{0}} E_{k_{0}}=E_{0}$ and, hence,

$$
\lim _{t \rightarrow \infty} t^{\left(\frac{k_{0}+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{m} E_{m}\right\|_{p}=\lim _{t \rightarrow \infty} t^{\left(\frac{k_{0}+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{k_{0}} E_{k_{0}}\right\|_{p}=\frac{C_{k_{0}}}{\sqrt{4 \pi}}\left\|\partial_{\xi}^{k_{0}} e^{\frac{-\xi^{2}}{4}}\right\|_{p}
$$

Therefore, if $C_{m}:=\left|\int E_{m}(y) d y\right|=0$, one obtains a higher decay order. Summing up, we obtain the following lemma.

Lemma 2.3. Let $E_{m}(x, t)$ be the solution to the heat equation with a nontrivial initial value $E_{m}(x) \in W^{m, 1}(\boldsymbol{R})$ and $E_{k}$ 's be given inductively by (2.9). Then there exists $k_{0} \geq m$ such that $\lim _{x \rightarrow \infty} E_{k}(x)=0$ for $0 \leq k \leq k_{0}$ and $0 \neq\left|\lim _{x \rightarrow \infty} E_{k_{0}+1}(x)\right|$, and, for $m \leq k \leq k_{0}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\left(\frac{k+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{m} E_{m}(t)\right\|_{p}=\frac{\left\|\partial_{\xi}^{k} e^{-\xi^{2} / 4}\right\|_{p}}{\sqrt{4 \pi}}\left|\int E_{k}(x) d x\right|, 1 \leq p \leq \infty \tag{2.10}
\end{equation*}
$$

If $\int E_{m}(x) d x=0$, then the limit in (2.10) implies that $\lim _{t \rightarrow \infty} t^{\left(\frac{m+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{m} E_{m}\right\|_{p}=$ 0 . Hence, we may simply say that
(2.11) $\lim _{t \rightarrow \infty} t^{\left(\frac{m+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{m} E_{m}(t)\right\|_{p}=\frac{\left\|\partial_{\xi}^{m}\left(e^{-\xi^{2} / 4}\right)\right\|_{p}}{\sqrt{4 \pi}}\left|\int E_{m}(x) d x\right|, \quad 1 \leq p \leq \infty$,
which is a weaker statement than (2.10) is. Note that one may obtain the upper bound of the term $t^{\left(\frac{m+1}{2}-\frac{1}{2 p}\right)}\left\|\partial_{x}^{m} E_{m}(t)\right\|_{p}$ using Young's inequality. In fact, the corresponding upper bound for the estimate $\psi_{2 n}$ was obtained in [9].

In the following, we take the convergence order in (2.11) for simplicity. If an optimal convergence order is concerned and $\int E_{m}(x) d x=0$, then one may refer to (2.10). It is well known that an $L^{1}$ solution to the heat equation decays to zero with order $O\left(t^{-1 / 2}\right)$. Lemma 2.3 says that the decay order of its derivative is increased by $\frac{1}{2}$ after each differentiation. The asymptotic convergence order between two solutions is now obtained as a corollary of previous lemmas.

THEOREM 2.4. Let $u(x, t)$ and $v(x, t)$ be solutions of the heat equation with initial values $u_{0}(x)$ and $v_{0}(x)$, respectively. Suppose that the initial difference $E_{0}(x):=$ $u_{0}(x)-v_{0}(x)$ satisfies the assumptions in Lemma 2.2. Then, for $1 \leq p \leq \infty$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\left(\frac{m+1}{2}-\frac{1}{2 p}\right)}\|u(t)-v(t)\|_{p}=\frac{\left\|\partial_{\xi}^{m}\left(e^{-\frac{1}{4} \xi^{2}}\right)\right\|_{p}}{\sqrt{4 \pi}}\left|\int E_{m}(x) d x\right| \tag{2.12}
\end{equation*}
$$

where $E_{m} \in W^{m, 1}(\boldsymbol{R})$ is the one that satisfies $\partial_{x}^{m} E_{m}(x)=E_{0}(x)$.

Proof. Let $E_{m}(x, t)$ be the solution to the heat equation with initial value $E_{m}(x)$. Then $\partial_{x}^{m} E_{m}(x, t)$ is the solution to the heat equation with initial value $\partial_{x}^{m} E_{m}(x)=$ $E_{0}(x)$. Hence, $\partial_{x}^{m} E_{m}(x, t)(=E(x, t))=u(x, t)-v(x, t)$ and (2.12) follows from (2.11).

Remark 2.5. In this section, we basically considered the convergence order of $\phi_{n}(x, t)(\cong v(x, t))$ to $u(x, t)$ as $t \rightarrow \infty$ with a fixed $n>0$. However, the relation (2.6), for example, provides certain convergence information as $n \rightarrow \infty$ with a fixed $t>0$, too. To obtain a convergence order as $n \rightarrow \infty$ we need to specify $E_{m}(x)$ corresponding to our approximation $\phi_{n}(x, t)$, which will be considered in section 6 .
3. Positive solutions and truncated moment problems. Consider a linear combination of heat kernels

$$
\begin{equation*}
\phi_{n}(x, t):=\sum_{i=1}^{n} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{-\left(x-c_{i}\right)^{2} /(4 t)} . \tag{3.1}
\end{equation*}
$$

The $2 n$ freedom of choices in $\rho_{i}$ 's and $c_{i}$ 's are used to control the first $2 n$ moments of the approximation. Remember that $\gamma_{k}$ is to denote the initial $k$ th moment, i.e.,

$$
\begin{equation*}
\gamma_{k}:=\int x^{k} u_{0}(x) d x, \quad k=0,1, \ldots, 2 n-1 \tag{3.2}
\end{equation*}
$$

Let $\mathbf{r}_{k}$ be a column $n$-vector and $\mathbf{A}$ be the $n \times n$ Hankel matrix given by

$$
\begin{array}{ll}
\mathbf{r}_{k}=\left(\gamma_{k}, \gamma_{k+1}, \ldots, \gamma_{k+n-1}\right)^{t}, & k=0,1, \ldots, n  \tag{3.3}\\
\mathbf{A} \equiv\left(a_{i j}\right)=\left(\gamma_{i+j}\right), & i, j=0,1, \ldots, n-1
\end{array}
$$

Since $\phi_{n}(x, t) \rightarrow \sum_{i=1}^{n} \rho_{i} \delta_{c_{i}}(x)$ as $t \rightarrow 0$, the difference between the initial value and its approximation is

$$
E_{0}(x):=u_{0}(x)-\sum_{i=1}^{n} \rho_{i} \delta_{c_{i}}(x)
$$

where $\delta_{c_{i}}(x)$ is the Dirac measure centered at $c_{i}$, i.e., $\delta_{c_{i}}(x)=\delta\left(x-c_{i}\right)$. Hence, the zero moment conditions in (2.2) can be written as

$$
\begin{equation*}
\int \sum_{i=1}^{n} x^{k} \rho_{i} \delta_{c_{i}}(x) d x=\int x^{k} u_{0}(x) d x\left(\equiv \gamma_{k}\right), \quad 0 \leq k \leq 2 n-1 \tag{3.4}
\end{equation*}
$$

or, in a matrix form, as

$$
\left(\begin{array}{ccc}
1 & \cdots & 1  \tag{3.5}\\
c_{1} & \cdot \cdot & c_{n} \\
\cdot & \cdot \cdot & \cdot \\
\cdot & \cdot \cdot & \cdot \\
\cdot & \cdot \cdot & \cdot \\
c_{1}^{2 n-1} & \cdot \cdot & c_{n}^{2 n-1}
\end{array}\right)\left(\begin{array}{c}
\rho_{1} \\
\cdot \\
\cdot \\
\rho_{n}
\end{array}\right)=\left(\begin{array}{c}
\gamma_{0} \\
\gamma_{1} \\
\cdot \\
\cdot \\
\cdot \\
\gamma_{2 n-1}
\end{array}\right)
$$

After eliminating all $\rho_{i}$ 's (see section 4.3), one may obtain $n$-equations involving $c_{i}$ 's only:

$$
\begin{equation*}
\mathbf{A} \Psi=\mathbf{r}_{n} \tag{3.6}
\end{equation*}
$$

where the column vector $\Psi=\left(\psi_{0}, \ldots, \psi_{n-1}\right)^{t}$ is given by

$$
\begin{equation*}
\psi_{0}=(-1)^{n+1} \prod_{i=1}^{n} c_{i}, \quad \psi_{1}=(-1)^{n} \sum_{j=1}^{n} \prod_{i \neq j} c_{i}, \ldots, \psi_{n-1}=\sum_{i=1}^{n} c_{i} \tag{3.7}
\end{equation*}
$$

Consequently, we set

$$
\begin{equation*}
g_{n}(x):=x^{n}-\sum_{j=0}^{n-1} \psi_{j} x^{j}=\left(x-c_{1}\right)\left(x-c_{2}\right) \cdots\left(x-c_{n}\right) . \tag{3.8}
\end{equation*}
$$

(Note that the coefficient of the leading order term is 1 and, hence, $g_{n}(x) \rightarrow \infty$ as $x \rightarrow \infty$.) Hence, if the initial moments in (3.4) are satisfied, then $c_{i}$ 's are zero points of the polynomial $g_{n}(x)$, where its coefficients are given as a solution of (3.6).

To show the existence and the uniqueness of the approximation we should show that the Hankel matrix in (3.6) is nonsingular. Then there exists a unique column vector $\Psi=\left(\psi_{0}, \ldots, \psi_{n-1}\right)^{t}$ that satisfies (3.6). The next thing to show is that the polynomial $g_{n}(x)$ in (3.8) has $n$ distinct real zeros $c_{1}<\cdots<c_{n}$. Then $\rho_{i}$ 's are given by solving the Vandermonde given by the first $n$-equations in (3.5), i.e.,

$$
\left(\begin{array}{llll}
1 & 1 & \cdots & 1  \tag{3.9}\\
c_{1} & c_{2} & \cdots & c_{n} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
c_{1}^{n-1} & c_{2}^{n-1} & \cdots & c_{n}^{n-1}
\end{array}\right)\left(\begin{array}{c}
\rho_{1} \\
\rho_{2} \\
\cdot \\
\cdot \\
\cdot \\
\rho_{n}
\end{array}\right)=\left(\begin{array}{c}
\gamma_{0} \\
\gamma_{1} \\
\cdot \\
\cdot \\
\cdot \\
\gamma_{n-1}
\end{array}\right)
$$

It is well known that the Vandermonde matrix is nonsingular if $c_{i}$ 's are all different. Then we can easily check that $c_{i}$ 's and $\rho_{i}$ 's also satisfy the last $n$-equations in (3.5).

For a general sign-changing initial value $u_{0}(x)$ the Hankel matrix A can be singular, and examples are given in section 4. However, if the initial value $u_{0}(x)$ is nonnegative, then the uniqueness and the existence are resolved by the theory for the moment problem (see [1, 3]). In the following, we assume $u_{0}(x) \geq 0$ and introduce this technique briefly for the completeness and the later use in this paper. Consider

$$
\Psi^{t} \mathbf{A} \Psi=\sum_{i, j=0}^{n-1} \psi_{i} \psi_{j} \gamma_{i+j}=\int \sum_{i, j=0}^{n-1} \psi_{i} x^{i} \psi_{j} x^{j} u_{0}(x) d x=\int\left(\sum_{k=0}^{n-1} \psi_{k} x^{k}\right)^{2} u_{0}(x) d x
$$

Since the integrand $\left(\sum_{k=0}^{n-1} \psi_{k} x^{k}\right)^{2} u_{0}(x)$ is nonnegative, we have $\Psi^{t} \mathbf{A} \Psi \geq 0$. Furthermore, $\Psi^{t} \mathbf{A} \Psi=0$ if and only if $\left(\sum_{k=0}^{n-1} \psi_{k} x^{k}\right)^{2} u_{0}(x)=0$ for all $x \in \boldsymbol{R}$. For $\Psi \neq 0$, the polynomial $\sum_{k=0}^{n-1} \psi_{k} x^{k}$ has at most $n-1$ zeros and, therefore, $\Psi^{t} \mathbf{A} \Psi>0$ if the support of the initial value $u_{0}$ consists of at least $n$ points. Hence, we may conclude that the Hankel matrix $\mathbf{A} \equiv\left(\gamma_{i+j}\right)_{i, j=0}^{n-1}$ is nonsingular. (The proof is originally done by Hamburger.)

To show that $g_{n}(x)$ has $n$-distinct real zeros, consider a linear functional $S$ on the space of polynomials defined by

$$
S(r):=\sum_{i=0}^{l} r_{i} \gamma_{i}=r_{0} \gamma_{0}+\cdots+r_{l} \gamma_{l} \quad \text { for } r(x)=\sum_{i=0}^{l} r_{i} x^{i} .
$$

Then, the same statements used for the positivity of $\Psi^{t} \mathbf{A} \Psi$ also show that

$$
S\left(r^{2}\right)=S\left(\sum_{i, j=0}^{l} r_{i} r_{j} x^{i+j}\right)=\sum_{i, j=0}^{l} r_{i} r_{j} \gamma_{i+j}>0
$$

Suppose that $r(x) \geq 0$. Then the degree of the polynomial $r(x)$ is even and there exist two polynomials $p, q$ such that $r(x)=p^{2}(x)+q^{2}(x)$ (see [1, p. 2]). So $S(r)=$ $S\left(p^{2}\right)+S\left(q^{2}\right)>0$.

Since $\mathbf{A}$ is nonsingular, there exists an n -vector $\Psi=\left(\psi_{0}, \ldots, \psi_{n-1}\right)$ uniquely so that $\mathbf{A} \Psi=\mathbf{r}_{n}$, i.e.,

$$
\sum_{j=0}^{n-1} \psi_{j} \mathbf{r}_{j}=\mathbf{r}_{n}
$$

or

$$
\begin{equation*}
\gamma_{n+k}-\sum_{j=0}^{n-1} \psi_{j} \gamma_{j+k}=0, \quad k=0,1, \ldots, n-1 \tag{3.10}
\end{equation*}
$$

Considering the polynomial $g_{n}(x)$ and the definition of the functional $S(r)$, we can easily check that (3.10) implies

$$
\begin{equation*}
S\left(g_{n} x^{k}\right)=0, \quad k=0,1, \ldots, n-1 \tag{3.11}
\end{equation*}
$$

Suppose that $g_{n}(x)$ never changes its sign. Then $g_{n}(x) \geq 0$ and, hence, $S\left(g_{n}\right)>0$, which contradicts (3.11) with $k=0$. Suppose that $g_{n}(x)$ changes its sign at points $c_{1}, \ldots, c_{l}$ only. Then $g_{n}(x)\left(x-c_{1}\right) \cdots\left(x-c_{l}\right) \geq 0$ and $S\left(g_{n}(x)\left(x-c_{1}\right) \cdots\left(x-c_{l}\right)\right)>0$. On the other hand, if $l<n$, then the linearity of the functional $S(r)$ together with (3.11) implies that $S\left(g_{n}(x)\left(x-c_{1}\right) \cdots\left(x-c_{l}\right)\right)=0$. Hence, we obtain that $g_{n}(x)$ has $n$-distinct real roots, say, $c_{1}<\cdots<c_{n}$.

Now we show that there exist $\rho_{i}$ 's that solve (3.5) in a unique way, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{n} \rho_{i} c_{i}^{l}=\gamma_{l}, \quad l=0,1, \ldots, 2 n-1 \tag{3.12}
\end{equation*}
$$

Since $c_{i}$ 's are all different, there exists a unique solution for the Vandermonde (3.9); i.e., (3.12) is satisfied for all $0 \leq l<n$. Now we complete the proof using inductive arguments. Let $0 \leq k \leq n-1$. We will show that the identity in (3.12) holds for $l=n+k$ under the assumption that it holds for all $0 \leq l<n+k$. First, observe that, since $c_{i}$ 's are zero points of $x^{k} g_{n}(x), k \geq 0$,

$$
c_{i}^{n+k}=\sum_{j=0}^{n-1} \psi_{j} c_{i}^{j+k} \quad \text { for any } \quad 1 \leq i \leq n, k \geq 0
$$

Using the relations (3.10) and (3.12) for $l<n+k$, we obtain

$$
\gamma_{n+k}=\sum_{j=0}^{n-1} \psi_{j} \gamma_{j+k}=\sum_{j=0}^{n-1} \psi_{j} \sum_{i=1}^{n} \rho_{i} c_{i}^{j+k}=\sum_{i=1}^{n} \rho_{i} \sum_{j=0}^{n-1} \psi_{j} c_{i}^{j+k}=\sum_{i=1}^{n} \rho_{i} c_{i}^{n+k}
$$

Hence, (3.12) holds by the induction.

In summary, the proof of the existence and the uniqueness of the solution to the problem (3.5) consists of three steps. The invertibility of the Hankel matrix A in (3.6) and the existence of $n$-distinct real roots $c_{i}$ 's of $g_{n}$ are the first two. The latter depends on the positive definiteness of the matrix $\mathbf{A}$ which is easily proved for positive initial value $u_{0}(x)$. On the other hand, after obtaining $c_{i}$ 's, finding $\rho_{i}$ 's that satisfy (3.5) does not require the positivity. It depends only on the recursive structure of the problem. The following theorem is now clear from Theorem 2.4.

Theorem 3.1. Let $u(x, t)$ be the solution to the heat equation with initial value $u_{0}(x)$. If $u_{0}(x)$ is nonnegative (or nonpositive) and $x^{2 n} u_{0}(x) \in L^{1}(\boldsymbol{R})$, then there exist $\rho_{i}, c_{i}, i=1, \ldots, n$, such that, for $\phi_{n}(x, t) \equiv \sum_{i=1}^{n} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{-\left(x-c_{i}\right)^{2} /(4 t)}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\frac{2 n+1}{2}-\frac{1}{2 p}}\left\|u(t)-\phi_{n}(t)\right\|_{p}=\frac{\left\|\partial_{\xi}^{2 n}\left(e^{-\frac{1}{4} \xi^{2}}\right)\right\|_{p}}{\sqrt{4 \pi}}\left|\int E_{2 n}(x) d x\right| \tag{3.13}
\end{equation*}
$$

where $1 \leq p \leq \infty$ and $E_{2 n}(x) \in W^{2 n, 1}(R)$ is the $2 n$th order antiderivative of $E_{0}(x)=$ $u(x, 0)-\phi_{n}(x, 0)$. Furthermore, such a function $\phi_{n}(x, t)$ is unique.

Remark 3.2. The system (3.5) can be solved by commercial software such as Maple. However, since the problem is highly nonlinear, it takes a very long time even for small $n$. Therefore, even for the computational purpose, one needs to follow the steps of the proof to construct $\phi_{n}(x)$.
4. General initial value. In this section, we consider a general initial value which may change its sign. Then the existence and the uniqueness theory of the previous section is not applicable since it is for positive solutions only. In this section, we observe that the existence and uniqueness may fail for a general solution.
4.1. Approximation with a single heat kernel. For the case $n=1$, the approximation $\phi_{1}(x, t)=\frac{\rho_{1}}{\sqrt{4 \pi t}} e^{-\left(x-c_{1}\right)^{2} /(4 t)}$ is obtained by solving

$$
\begin{equation*}
\rho_{1}=\gamma_{0}, \quad c_{1} \rho_{1}=\gamma_{1} \tag{4.1}
\end{equation*}
$$

If $\gamma_{0} \neq 0, c_{1}$ is uniquely decided by $c_{1}=\gamma_{1} / \gamma_{0}$; i.e., $c_{1}$ is the center of the mass of the initial mass distribution $u_{0}$. The convergence order in Theorem 2.4 is written as

$$
\lim _{t \rightarrow \infty} t^{\left(\frac{3}{2}-\frac{1}{2 p}\right)}\left\|u(t)-\phi_{1}(t)\right\|_{p}=\frac{\left\|\partial_{\xi}^{2}\left(e^{-\frac{1}{4} \xi^{2}}\right)\right\|_{p}}{\sqrt{4 \pi}}\left|\int_{-\infty}^{\infty} E_{2}(x) d x\right|, \quad 1 \leq p \leq \infty
$$

where $E_{2}(x)$ is the second order antiderivative of the initial error $E_{0}(x):=u_{0}(x)-$ $\rho_{1} \delta_{c_{1}}(x)$ given by (2.4), i.e., $E_{2}(x)=\int_{-\infty}^{x} \int_{-\infty}^{y}\left(u_{0}(z)-\rho_{1} \delta_{c_{1}}(z)\right) d z d y$.

Now consider the singular case $\gamma_{0}=0$. Then the approximation is simply $\phi_{1} \equiv 0$. If $\gamma_{1}=0$, then the equation for the first moment is satisfied for any $c_{1} \in \boldsymbol{R}$ and we obtain the above convergence order which is equivalent to the decay rate $u(x, t)$. If $\gamma_{1} \neq 0$, (4.1) has no solution and we do not obtain a single heat kernel approximation $\phi_{1}$ with the desirable convergence order $O\left(t^{\left(\frac{1}{2 p}-\frac{3}{2}\right)}\right)$ for $t$ large.
4.2. Approximation with two heat kernels. The double heat kernel solution $\phi_{2}(x, t)=\sum_{i=1}^{2} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{-\left(x-c_{i}\right)^{2} /(4 t)}$ that approximates the solution $u(x, t)$ is obtained by solving

$$
\begin{align*}
\rho_{1}+\rho_{2}=\gamma_{0}, & \rho_{1} c_{1}+\rho_{2} c_{2}=\gamma_{1}, \\
\rho_{1} c_{1}^{2}+\rho_{2} c_{2}^{2}=\gamma_{2}, & \rho_{1} c_{1}^{3}+\rho_{2} c_{2}^{3}=\gamma_{3} . \tag{4.2}
\end{align*}
$$

We may simplify the equation by eliminating $\rho_{i}$ 's and obtain two equations of the form $\mathbf{A} \Psi=\mathbf{r}_{2}$, i.e.,

$$
\left(\begin{array}{ll}
\gamma_{0} & \gamma_{1} \\
\gamma_{1} & \gamma_{2}
\end{array}\right)\binom{\psi_{0}}{\psi_{1}}=\binom{\gamma_{2}}{\gamma_{3}}
$$

First, we need to check the invertibility of the Hankel matrix. Its determinant is the variance of the initial value $u_{0}$ if it is a probability distribution, i.e.,

$$
|\mathbf{A}|=\gamma_{0} \gamma_{2}-\gamma_{1}^{2}
$$

If $|\mathbf{A}| \neq 0, \psi_{i}$ 's can be solved using Cramer's rule, and $c_{i}$ 's are zeros of a quadratic function

$$
g_{2}(x)=x^{2}+\frac{\gamma_{1} \gamma_{2}-\gamma_{0} \gamma_{3}}{|\mathbf{A}|} x+\frac{\gamma_{1} \gamma_{3}-\gamma_{2}^{2}}{|\mathbf{A}|} .
$$

Hence, the centers $c_{1}, c_{2}$ are given by

$$
\begin{equation*}
c_{1,2}=\frac{\left(\gamma_{0} \gamma_{3}-\gamma_{1} \gamma_{2}\right) \pm \sqrt{D}}{2|\mathbf{A}|}, \quad c_{1}<c_{2} \tag{4.3}
\end{equation*}
$$

under two assumptions

$$
\begin{equation*}
|\mathbf{A}|=\gamma_{0} \gamma_{2}-\gamma_{1}^{2} \neq 0, D:=\left(\gamma_{1} \gamma_{2}-\gamma_{0} \gamma_{3}\right)^{2}-4\left(\gamma_{0} \gamma_{2}-\gamma_{1}^{2}\right)\left(\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right)>0 \tag{4.4}
\end{equation*}
$$

After obtaining $c_{i}$ 's, the problem (3.5) is easily solved and gives

$$
\begin{equation*}
\rho_{1}=\frac{\gamma_{0} c_{2}-\gamma_{1}}{c_{2}-c_{1}}, \quad \rho_{2}=\frac{\gamma_{0} c_{1}-\gamma_{1}}{c_{1}-c_{2}} . \tag{4.5}
\end{equation*}
$$

From Theorem 2.4 we may conclude that if $D>0$ and $|\mathbf{A}| \neq 0$, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\left(\frac{5}{2}-\frac{1}{2 p}\right)}\left\|u(t)-\phi_{2}(t)\right\|_{p} \leq \frac{\left\|\partial_{\xi}^{4}\left(e^{-\frac{1}{4} \xi^{2}}\right)\right\|_{p}}{\sqrt{4 \pi}}\left|\int_{-\infty}^{\infty} E_{4}(x) d x\right|, 1 \leq p \leq \infty \tag{4.6}
\end{equation*}
$$

where $E_{4}(x)$ is the fourth order antiderivative of the initial error $E_{0}(x):=u_{0}(x)-$ $\sum_{i=1}^{2} \rho_{i} \delta_{c_{i}}(x)$ given by (2.4).

Example 4.1. Consider an initial value

$$
U_{l}(x)=\left\{\begin{align*}
-1, & -2 l-0.5<x<-l-0.5, \quad l+0.5<x<2 l+0.5  \tag{4.7}\\
1, & -l-0.5 \leq x \leq l+0.5 \\
0, & \text { otherwise }
\end{align*}\right.
$$

where $l>0$. Let $\gamma_{k, l}$ be the $k$ th moments of the function $U_{l}(x)$, i.e.,

$$
\gamma_{k, l}:=\int x^{k} U_{l}(x) d x, \quad k=0,1, \ldots
$$

Then $\gamma_{0, l}=1$ for all $l>0$ and, since $U_{l}$ is an even function, $\gamma_{k, l}=0$ for $k=1,3,5, \ldots$. Hence, $|A|$ and $D$ in (4.4) are given by

$$
|A|=\gamma_{2, l}, \quad D=4\left(\gamma_{2, l}\right)^{3} .
$$

One may easily check that $\gamma_{2, l}=0$, if and only if

$$
l=l_{2}:=0.5(\sqrt[3]{2}-1) /(2-\sqrt[3]{2})
$$

and $D=4\left(\gamma_{2, l}\right)^{3}>0$, if and only if $l<l_{2}$. Hence, the moment problem (4.2) with the initial value $U_{l}(x)$ is solvable only for $l<l_{2}$. This example says that, even if the Hankel matrix is nonsingular, $\phi_{2}(x, t)$ that satisfies convergence order in (4.6) may not exist.
4.3. Approximation with three heat kernels. The derivation of (3.6) from (3.5) is not clear without some calculations. In the following, such a derivation is given for an example. For the case $n=3$ the system (3.5) reads

$$
\begin{align*}
& \rho_{1}+\rho_{2}+\rho_{3}=\gamma_{0}, \\
& \rho_{1} c_{1}+\rho_{2} c_{2}+\rho_{3} c_{3}=\gamma_{1}, \\
& \rho_{1} c_{1}^{2}+\rho_{2} c_{2}^{2}+\rho_{3} c_{3}^{2}=\gamma_{2},  \tag{4.8}\\
& \rho_{1} c_{1}^{3}+\rho_{2} c_{2}^{3}+\rho_{3} c_{3}^{3}=\gamma_{3}, \\
& \rho_{1} c_{1}^{4}+\rho_{2} c_{2}^{4}+\rho_{3} c_{3}^{4}=\gamma_{4}, \\
& \rho_{1} c_{1}^{5}+\rho_{2} c_{2}^{5}+\rho_{3} c_{3}^{5}=\gamma_{5} .
\end{align*}
$$

Multiply $c_{1}$ to the $k$ th equation and subtract $(k+1)$ th one from it for $k=1, \ldots, 5$ and obtain five equations without $\rho_{1}$, i.e.,

$$
\begin{aligned}
& \rho_{2}\left(c_{1}-c_{2}\right)+\rho_{3}\left(c_{1}-c_{3}\right)=\gamma_{0} c_{1}-\gamma_{1}, \\
& \rho_{2}\left(c_{1}-c_{2}\right) c_{2}+\rho_{3}\left(c_{1}-c_{3}\right) c_{3}=\gamma_{1} c_{1}-\gamma_{2}, \\
& \rho_{2}\left(c_{1}-c_{2}\right) c_{2}^{2}+\rho_{3}\left(c_{1}-c_{3}\right) c_{3}^{2}=\gamma_{2} c_{1}-\gamma_{3}, \\
& \rho_{2}\left(c_{1}-c_{2}\right) c_{2}^{3}+\rho_{3}\left(c_{1}-c_{3}\right) c_{3}^{3}=\gamma_{3} c_{1}-\gamma_{4} \\
& \rho_{2}\left(c_{1}-c_{2}\right) c_{2}^{4}+\rho_{3}\left(c_{1}-c_{3}\right) c_{3}^{4}=\gamma_{4} c_{1}-\gamma_{5}
\end{aligned}
$$

Do the similar process two more times and obtain three equations without $\rho_{i}$ 's:

$$
\begin{aligned}
& 0=\gamma_{0} c_{1} c_{2} c_{3}-\gamma_{1}\left(c_{1} c_{2}+c_{2} c_{3}+c_{3} c_{1}\right)+\gamma_{2}\left(c_{1}+c_{2}+c_{3}\right)-\gamma_{3} \\
& 0=\gamma_{1} c_{1} c_{2} c_{3}-\gamma_{2}\left(c_{1} c_{2}+c_{2} c_{3}+c_{3} c_{1}\right)+\gamma_{3}\left(c_{1}+c_{2}+c_{3}\right)-\gamma_{4} \\
& 0=\gamma_{2} c_{1} c_{2} c_{3}-\gamma_{3}\left(c_{1} c_{2}+c_{2} c_{3}+c_{3} c_{1}\right)+\gamma_{4}\left(c_{1}+c_{2}+c_{3}\right)-\gamma_{5}
\end{aligned}
$$

which are identical to (3.6)-(3.7) with $n=3$, i.e.,

$$
\left(\begin{array}{lll}
\gamma_{0} & \gamma_{1} & \gamma_{2} \\
\gamma_{1} & \gamma_{2} & \gamma_{3} \\
\gamma_{2} & \gamma_{3} & \gamma_{4}
\end{array}\right)\left(\begin{array}{l}
\psi_{0} \\
\psi_{1} \\
\psi_{2}
\end{array}\right)=\left(\begin{array}{l}
\gamma_{3} \\
\gamma_{4} \\
\gamma_{5}
\end{array}\right)
$$

where $\psi_{0}=c_{1} c_{2} c_{3}, \psi_{1}=-\left(c_{1} c_{2}+c_{2} c_{3}+c_{3} c_{1}\right)$, and $\psi_{2}=c_{1}+c_{2}+c_{3}$. The derivation is done for the case $n=3$.

The determinant of the $3 \times 3$ Hankel matrix is given by

$$
|\mathbf{A}|=\gamma_{0} \gamma_{2} \gamma_{4}+2 \gamma_{1} \gamma_{2} \gamma_{3}-\gamma_{2}^{3}-\gamma_{0} \gamma_{3}^{2}-\gamma_{1}^{2} \gamma_{4}
$$

If $|\mathbf{A}| \neq 0$, then $\psi_{i}$ are given by Cramer's rule:

$$
\begin{aligned}
& \psi_{0}=\left(2 \gamma_{3} \gamma_{2} \gamma_{4}+\gamma_{3} \gamma_{1} \gamma_{5}-\gamma_{3}^{3}-\gamma_{2}^{2} \gamma_{5}-\gamma_{4}^{2} \gamma_{1}\right) /|\mathbf{A}|, \\
& \psi_{1}=\left(\gamma_{2} \gamma_{5} \gamma_{1}+\gamma_{0} \gamma_{4}^{2}+\gamma_{3}^{2} \gamma_{2}-\gamma_{3} \gamma_{1} \gamma_{4}-\gamma_{4} \gamma_{2}^{2}-\gamma_{0} \gamma_{3} \gamma_{5}\right) /|\mathbf{A}|, \\
& \psi_{2}=\left(\gamma_{0} \gamma_{2} \gamma_{5}+\gamma_{3}^{2} \gamma_{1}+\gamma_{2} \gamma_{4} \gamma_{1}-\gamma_{0} \gamma_{3} \gamma_{4}-\gamma_{3} \gamma_{2}^{2}-\gamma_{1}^{2} \gamma_{5}\right) /|\mathbf{A}| .
\end{aligned}
$$

The points $c_{i}$ 's are zeros of third order polynomial

$$
\begin{equation*}
g_{3}(x)=x^{3}-\psi_{2} x^{2}-\psi_{1} x-\psi_{0} \tag{4.9}
\end{equation*}
$$

Hence, the solvability of the problem (4.8) is equivalent to the existence of three distinct real roots $c_{1}<c_{2}<c_{3}$ of (4.9). The convergence order in Theorem 2.4 gives the asymptotic convergence order:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\left(\frac{7}{2}-\frac{1}{2 p}\right)}\left\|u(t)-\phi_{3}(t)\right\|_{p} \leq \frac{\left\|\partial_{\xi}^{6}\left(e^{-\frac{1}{4} \xi^{2}}\right)\right\|_{p}}{\sqrt{4 \pi}}\left|\int_{-\infty}^{\infty} E_{6}(x) d x\right|, \quad 1 \leq p \leq \infty \tag{4.10}
\end{equation*}
$$

where $E_{6}(x)$ is the sixth order antiderivative of the initial error $E_{0}(x):=u_{0}(x)-$ $\sum_{i=1}^{3} \rho_{i} \delta_{c_{i}}(x)$ given by (2.4).

Consider the initial value given in Example 4.1. Since $\gamma_{1, l}=\gamma_{3, l}=\gamma_{5, l}=0$ and $\gamma_{0, l}=1$, we obtain

$$
|A|=\gamma_{2, l}\left(\gamma_{4, l}-\gamma_{2, l}^{2}\right), \quad \psi_{1}=\gamma_{4, l} / \gamma_{2, l}, \quad \psi_{0}=\psi_{2}=0
$$

Hence, if

$$
|\mathbf{A}| \neq 0 \quad \text { and } \quad \psi_{1}>0
$$

then $g_{3}(x)$ has three distinct real roots

$$
c_{1}=-\sqrt{\psi_{1}}, \quad c_{2}=0, \quad c_{3}=\sqrt{\psi_{1}}
$$

One may show that $\gamma_{4, l}>0$ if and only if $0<l<l_{4}:=0.5(\sqrt[5]{2}-1) /(2-\sqrt[5]{2})$. Therefore, if $l_{4}<l<l_{2}$, then $\psi_{1}<0$ and the existence of $\phi_{3}(x, t)$ satisfying (4.10) is not guaranteed. This example shows that the solvability of (3.5) is not obvious for sign-changing initial values.
5. Approximation for sign-changing solutions. Now consider a general sign-changing initial value. First, consider the case that the initial value $u_{0}(x)$ decays for $|x|$ large with the order that the Gaussian has, i.e.,

$$
\begin{equation*}
u_{0}(x)=O\left(e^{-|x|^{2}}\right) \quad \text { as } \quad|x| \rightarrow \infty \tag{5.1}
\end{equation*}
$$

Then there exists $M>0$ such that $v_{0}(x):=u_{0}(x)+\frac{M}{\sqrt{4 \pi}} e^{-x^{2} / 4} \geq 0$, and we may apply the theory in section 3 to the nonnegative function $v_{0}$. Let $\rho_{i}$ 's and $c_{i}$ 's be the solutions of the moment problem with initial value $v_{0}(x)$. Then the solution $u(x, t)$ can be approximated by

$$
\begin{equation*}
u(x, t) \sim \sum_{i=1}^{n} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{-\left(x-c_{i}\right)^{2} /(4 t)}-\frac{M}{\sqrt{4 \pi(t+1)}} e^{-x^{2} / 4(t+1)} \tag{5.2}
\end{equation*}
$$

Since the auxiliary part of the approximation is the exact solution with the extra initial value added to $u_{0}(x)$, the convergence order of this approximation is the same as the one in Theorem 3.1. This example shows that we may obtain the same convergence order for general sign-changing solutions by simply adding an extra term.

On the other hand, if the grid points are preassigned, say, $c_{i}=\bar{c}_{i}$, then we have the freedom in choosing the weights $\rho_{i}$ 's only. These $\rho_{i}$ 's are simply obtained by solving
the first $n$ equations in (3.5), where the corresponding matrix is the Vandermonde matrix, i.e.,

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{5.3}\\
\bar{c}_{1} & \bar{c}_{2} & \cdots & \bar{c}_{n} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\bar{c}_{1}^{n-1} & \bar{c}_{2}^{n-1} & \cdots & \bar{c}_{n}^{n-1}
\end{array}\right)\left(\begin{array}{c}
\rho_{1} \\
\rho_{2} \\
\cdot \\
\cdot \\
\cdot \\
\rho_{n}
\end{array}\right)=\left(\begin{array}{c}
\gamma_{0} \\
\gamma_{1} \\
\cdot \\
\cdot \\
\cdot \\
\gamma_{n-1}
\end{array}\right)
$$

The Vandermonde determinant $\prod_{1 \leq i<j \leq n}\left(\bar{c}_{j}-\bar{c}_{i}\right)$ is not zero if $\bar{c}_{i}$ are all different and, hence, (5.3) is solvable. Now construct a different kind of approximation:

$$
\begin{equation*}
\eta_{n}(x, t):=\sum_{i=1}^{n} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{-\left(x-\bar{c}_{i}\right)^{2} /(4 t)} \tag{5.4}
\end{equation*}
$$

Then $\eta_{n}(\cdot, t)$ converges to $u(\cdot, t)$ with the order

$$
\left\|u(t)-\eta_{n}(t)\right\|_{p}=O\left(t^{\left(\frac{1}{2 p}-\frac{n+1}{2}\right)}\right) \quad \text { as } \quad t \rightarrow \infty
$$

since $\lim _{t \rightarrow 0}\left(\eta_{n}(x, t)-u_{0}(x)\right)$ has zero moments up to $(n-1)$ th order.
6. Convergence as $\boldsymbol{n} \rightarrow \infty$ with fixed $\boldsymbol{t}>\boldsymbol{0}$. In this section, we discuss the convergence of the approximation $\phi_{n}(x, t)$ to the solution $u(x, t)$ as $n \rightarrow \infty$ with a fixed $t>0$. An interesting behavior of the approximation $\phi_{n}(x, t)$ that one may observe numerically is a geometric convergence order such as

$$
\begin{equation*}
\beta_{n}(t):=\frac{\left\|u(t)-\phi_{n}(t)\right\|_{\infty}}{\left\|u(t)-\phi_{n+1}(t)\right\|_{\infty}} \rightarrow 1+4 \frac{t}{v}\left(\equiv \beta\left(\frac{t}{v}\right)\right) \quad \text { as } \quad n \rightarrow \infty \tag{6.1}
\end{equation*}
$$

where $v>0$ depends on the initial value $u_{0}(x)$. (We do not have a proof of it. Hence, the statements here are rather conjectures.) This convergence order implies that the error decays to zero very fast as $n \rightarrow \infty$ for any fixed time $t>0$. This convergence order is somewhat extreme. For example, if $t>v / 4$, then the approximation error is reduced into half whenever just a single heat kernel is added.

Set the approximation error as

$$
e_{n}(x, t)=u(x, t)-\phi_{n}(x, t)
$$

Consider a sequence of functions

$$
E_{k}^{n}(x)=\int_{-\infty}^{x} E_{k-1}^{n}(y) d y, \quad k=1,2, \ldots, 2 n
$$

where

$$
E_{0}^{n}(x):=e_{n}(x, 0)=u_{0}(x)-\sum_{i=1}^{n} \rho_{i} \delta\left(x-c_{i}\right)
$$

Notice that the upper index $n$ is to denote that $E_{k}^{n}$ is related to the approximation $\phi_{n}(x, t)$ and the lower index $k$ is to indicate that $E_{k}^{n}$ is the $k$ th order antiderivative of the initial approximation error $E_{0}^{n}(x)$. Then, from (2.6), one obtains

$$
\begin{equation*}
(\sqrt{t})^{2 n+1}\left\|e_{n}(t)\right\|_{\infty}=\frac{C_{2 n}}{\sqrt{4 \pi}} \sup _{\xi}\left|\int \partial_{\xi}^{2 n}\left(e^{-\zeta^{2} / 4}\right) \sqrt{t} E_{2 n}^{n} \frac{\sqrt{t}(\xi-\zeta)}{C_{2 n}} d \zeta\right| \tag{6.2}
\end{equation*}
$$

where $C_{2 n}:=\int_{-\infty}^{\infty} E_{2 n}^{n}(x) d x<\infty$.

An interesting observation is that, for $n$ large, $E_{2 n}^{n}(x)$ has a Gaussian-like structure. The following has been observed numerically.

Conjecture 6.1. Suppose that the initial value $u_{0}(x)$ is nonnegative and has finite moments up to any order. Then there exist $c \in \boldsymbol{R}$ and $v>0$ such that

$$
\begin{equation*}
\left\|\frac{1}{\sqrt{v \pi}} e^{\frac{-(x-c)^{2}}{v}}-\frac{1}{C_{2 n}} E_{2 n}^{n}(x)\right\|_{\infty} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty, \tag{6.3}
\end{equation*}
$$

where $C_{2 n}:=\int_{-\infty}^{\infty} E_{2 n}^{n}(x) d x<\infty$. Furthermore,

The $(2 n-1)$ th order derivative of $E_{2 n}^{n}(x)$ is $E_{1}^{n}(x)$ which is, at most, of order $O(1 / n)$, which does not make any difference in the geometric convergence order such as (6.1). Hence, we may treat it as of order $O(1)$. Note that $C_{2 n}$ is obtained after integrating $E_{0}^{n}(x) 2 n$ times and, hence, its order should be the reciprocal of the order of $\left\|D_{x}^{2 n}\left(e^{\frac{-x^{2}}{v}}\right)\right\|_{\infty}$, which is the $2 n$th derivative of the Gaussian. Hence, (6.4) is a natural conclusion if (6.3) is assumed. Furthermore, for $\xi=x / \sqrt{v}$,

$$
\left\|D_{x}^{2 n}\left(e^{\frac{-x^{2}}{v}}\right)\right\|_{\infty}=\left\|D_{\xi}^{2 n}\left(e^{-\xi^{2}}\right)\left(\xi_{x}\right)^{2 n}\right\|_{\infty}=\frac{1}{v^{n}}\left\|D_{\xi}^{2 n}\left(e^{-\xi^{2}}\right)\right\|_{\infty} .
$$

Under Conjecture 6.1, the right-hand side of (6.2) can be approximated using $A(n, v / t)$ given by

$$
\begin{aligned}
\sup _{x} \mid \int D_{y}^{2 n}\left(e^{-y^{2} / 4}\right) & \left.\sqrt{t} E_{2 n}^{n} \frac{\sqrt{t}(x-y)}{C_{2 n}} d y \right\rvert\, \\
& \cong \frac{\sqrt{t}}{\sqrt{v \pi}} \sup _{x}\left|\int D_{y}^{2 n}\left(e^{-y^{2} / 4}\right) e^{-\frac{(x-y-c / \sqrt{t})^{2}}{v / t}} d y\right| \\
& =\frac{\sqrt{t}}{\sqrt{v \pi}}\left|\int D_{y}^{2 n}\left(e^{-y^{2} / 4}\right) e^{-\frac{y^{2}}{v / t}} d y\right|=: A(n, v / t) .
\end{aligned}
$$

Notice that due to the symmetry of $D_{x}^{2 n}\left(e^{-x^{2} / 4}\right)$ and $e^{-\frac{x^{2}}{v / t}}$ the supremum of the second line is obtained at $x-c / \sqrt{t}=0$. Then we obtain from the relations (6.2) and (6.4) that

$$
t^{-1} \frac{\left\|e_{n}(t)\right\|_{\infty}}{\left\|e_{n+1}(t)\right\|_{\infty}} \cong \frac{C_{2 n}}{C_{2(n+1)}} \frac{A(n, v / t)}{A(n+1, v / t)} \cong \frac{v^{n}}{v^{n+1}} \frac{\left\|D_{x}^{2 n+2}\left(e^{-x^{2}}\right)\right\|_{\infty}}{\left\|D_{x}^{2 n}\left(e^{-x^{2}}\right)\right\|_{\infty}} \frac{A(n, v / t)}{A(n+1, v / t)} .
$$

One can easily check that

$$
\frac{\left\|D_{x}^{2 n+2}\left(e^{-x^{2}}\right)\right\|_{\infty}}{\left\|D_{x}^{2 n}\left(e^{-x^{2}}\right)\right\|_{\infty}}=4 n+2, \quad \frac{A(n, v / t)}{A(n+1, v / t)}=\frac{4+v / t}{4 n+2}
$$

using a mathematical software such as Maple or by hand. Therefore, we obtain the convergence order in (6.1), i.e.,

$$
\frac{\left\|e_{n}(t)\right\|_{\infty}}{\left\|e_{n+1}(t)\right\|_{\infty}} \cong t \frac{1}{v}(4 n+2) \frac{4+v / t}{4 n+2}=1+4 \frac{t}{v} \quad \text { for } n \text { large. }
$$

Notice that $c \in \boldsymbol{R}$ in (6.3) does not make any difference in the convergence order. The factor that decides the geometric convergence rate is the variance factor $v$ of the limit function $\frac{1}{\sqrt{v \pi}} e^{-x^{2} / v}$. It seems that the variance factor $v$ depends on the initial value $u_{0}(x)$, and another discussion about it will be included in section 7.2.

Remark 6.2. For $n>0$ small, $E_{2 n}^{n}(x) / C_{2 n}$ is not close enough to the Gaussian and the arguments above do not apply. Then it is natural to ask how large $n$ should be. The answer depends on the initial value. Clearly, if $u_{0}(x)$ itself is like a Gaussian, then such an $n>0$ can be relatively small. In other cases, the corresponding $n>0$ could be larger.
7. Numerical examples. In this section, we test the convergence orders numerically for $t>0$ large and for $n>0$ large. These tests confirm the convergence orders obtained in the previous sections. This section consists of four subsections. The first two are for $t \rightarrow \infty$ and for $n \rightarrow \infty$ limits of the approximation $\phi_{n}(x, t)$. In the third one, we test the behavior of the alternative approach $\psi_{2 n}(x, t)$ as $n \rightarrow \infty$. In the last one, we do numerical tests for Conjecture 6.1.

There are two difficulties in observing the theoretical convergence order for $t>0$ large. First, the convergence rate for small time $0<t \ll 1$ is lower than the theoretical one for $t>0$ large. So we need to wait a certain amount of time to observe the theoretical convergence order. On the other hand, since the convergence order is so high, the approximation error at the right moment can be as small as of order $10^{-36}$ or $10^{-64}$ (see Tables 7.1 and 7.2). So we should employ enough precisions in the computation to obtain meaningful numerical results.

The second difficulty, which is more restrictive, is in computing the solution $u(x, t)$. To compute the decay order of $\left\|u(x, t)-\phi_{n}(x, t)\right\|_{\infty}$ accurately, we should obtain the exact value $u(x, t)$ or compute it with a smaller error than the actual approximation error. However, it seems impossible to do the integration in (1.1) numerically with such a small error. (In this sense, one may say that the approximation $\phi_{n}(x, t)$ is more exact than the exact formula in (1.1).) To avoid such a difficulty, we consider the following two examples with explicit solutions. In the following numerical tests we employ these examples.

Example 7.1 (example with a single hump). Consider the solution of

$$
\begin{equation*}
u_{t}=u_{x x}, \quad u(x, 0)=K\left(x, t_{0}\right), \quad x \in \boldsymbol{R}, t>0 \tag{7.1}
\end{equation*}
$$

where $K(x, t)$ is the heat kernel

$$
K(x, t)=\frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t}
$$

Then the exact solution is simply $u(x, t)=K\left(x, t+t_{0}\right)$ and the variance of the initial value is var $=2 t_{0}$. This rather simple example illustrates certain convergence behavior very clearly.

Example 7.2 (example with double humps). Consider the solution of

$$
\begin{equation*}
u_{t}=u_{x x}, \quad u(x, 0)=\frac{1}{2}\left[K\left(x+1, t_{0}\right)+K\left(x-1, t_{0}\right)\right], \quad x \in \boldsymbol{R}, t>0 . \tag{7.2}
\end{equation*}
$$

Then the solution is simply $u(x, t)=\frac{1}{2}\left[K\left(x+1, t+t_{0}\right)+K\left(x-1, t+t_{0}\right)\right]$ and the variance of the initial value is $v a r=1+2 t_{0}$.

TABLE 7.1
The error $e_{n}(x, t)=u(x, t)-\phi_{n}(x, t)$ and the convergence order $\alpha_{n}$ in (7.5) have been computed for Examples 7.1 and 7.2 with $n=4,8$ and $t_{0}=1$. We observe that $\alpha_{n}(t) \rightarrow-\left(n+\frac{1}{2}\right)$ as $t \rightarrow \infty$. (The norms in this and the following tables are $L^{\infty}$-norms.)

|  | Example 7.1 |  |  |  | Example 7.2 |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | $\left\\|e_{4}(t)\right\\|$ | $\alpha_{4}(t)$ | $\left\\|e_{8}(t)\right\\|$ | $\alpha_{8}(t)$ | $\left\\|e_{4}(t)\right\\|$ | $\alpha_{4}(t)$ | $\left\\|e_{8}(t)\right\\|$ | $\alpha_{8}(t)$ |
| 0.1 | $2.17 \mathrm{e}-01$, | 0.7 | $1.13 \mathrm{e}-01$, | 1.0 | $2.24 \mathrm{e}-01$, | 0.8 | $1.30 \mathrm{e}-01$, | 0.9 |
| 0.2 | $1.13 \mathrm{e}-01$, | 0.9 | $2.98 \mathrm{e}-02$, | 1.9 | $1.33 \mathrm{e}-01$, | 0.8 | $4.57 \mathrm{e}-02$, | 1.5 |
| 0.4 | $3.48 \mathrm{e}-02$, | 1.7 | $3.34 \mathrm{e}-03$, | 3.2 | $5.30 \mathrm{e}-02$, | 1.3 | $7.27 \mathrm{e}-03$, | 2.7 |
| 0.8 | $6.24 \mathrm{e}-03$, | 2.5 | $1.38 \mathrm{e}-04$, | 4.6 | $1.21 \mathrm{e}-02$, | 2.1 | $4.27 \mathrm{e}-04$, | 4.1 |
| 1.6 | $6.81 \mathrm{e}-04$, | 3.2 | $2.21 \mathrm{e}-06$, | 6.0 | $1.60 \mathrm{e}-03$, | 2.9 | $9.09 \mathrm{e}-06$, | 5.6 |
| 3.2 | $5.12 \mathrm{e}-05$, | 3.7 | $1.72 \mathrm{e}-08$, | 7.0 | $1.37 \mathrm{e}-04$, | 3.5 | $8.57 \mathrm{e}-08$, | 6.7 |
| 6.4 | $3.03 \mathrm{e}-06$, | 4.1 | $8.40 \mathrm{e}-11$, | 7.7 | $8.79 \mathrm{e}-06$, | 4.0 | $4.68 \mathrm{e}-10$, | 7.5 |
| 12.8 | $1.56 \mathrm{e}-07$, | 4.3 | $3.13 \mathrm{e}-13$, | 8.1 | $4.73 \mathrm{e}-07$, | 4.2 | $1.86 \mathrm{e}-12$, | 8.0 |
| 25.6 | $7.48 \mathrm{e}-09$, | 4.4 | $1.01 \mathrm{e}-15$, | 8.3 | $2.31 \mathrm{e}-08$, | 4.4 | $6.18 \mathrm{e}-15$, | 8.2 |
| 51.2 | $3.44 \mathrm{e}-10$, | 4.4 | $3.01 \mathrm{e}-18$, | 8.4 | $1.08 \mathrm{e}-09$, | 4.4 | $1.88 \mathrm{e}-17$, | 8.4 |
| 102.4 | $1.55 \mathrm{e}-11$, | 4.5 | $8.66 \mathrm{e}-21$, | 8.4 | $4.89 \mathrm{e}-11$, | 4.5 | $5.44 \mathrm{e}-20$, | 8.4 |
| 204.8 | $6.93 \mathrm{e}-13$, | 4.5 | $2.44 \mathrm{e}-23$, | 8.5 | $2.19 \mathrm{e}-12$, | 4.5 | $1.54 \mathrm{e}-22$, | 8.5 |

Table 7.2
The error $e_{n}(x, t)=u(x, t)-\phi_{n}(x, t)$ and the geometric convergence rate $\beta_{n}(t)$ in (6.1) have been computed for Examples 7.1 and 7.2 with $t=1,10$ and $t_{0}=1$. The ratio $\beta_{n}(t)$ converges to the limit in (6.1) quickly with $v=2$ for Example 1 and slowly for Example 2.

|  | Example 7.1 |  |  |  |  | Example 7.2 |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\left\\|e_{n}(1)\right\\|$ | $\beta_{n}(1)$ | $\left\\|e_{n}(10)\right\\|$ | $\beta_{n}(10)$ | $\left\\|e_{n}(1)\right\\|$ | $\beta_{n}(1)$ | $\left\\|e_{n}(10)\right\\|$ | $\beta_{n}(10)$ |  |
| 2 | $2.8 \mathrm{e}-02$ | 2.91 | $2.0 \mathrm{e}-04$ | 20.84 | $4.28 \mathrm{e}-02$ | 2.48 | $3.83 \mathrm{e}-04$ | 15.83 |  |
| 3 | $9.6 \mathrm{e}-03$ | 2.96 | $9.5 \mathrm{e}-06$ | 20.92 | $1.72 \mathrm{e}-02$ | 2.49 | $2.32 \mathrm{e}-05$ | 16.53 |  |
| 4 | $3.2 \mathrm{e}-03$ | 2.98 | $4.5 \mathrm{e}-07$ | 20.95 | $6.7 \mathrm{e}-03$ | 2.57 | $1.36 \mathrm{e}-06$ | 17.06 |  |
| 7 | $1.2 \mathrm{e}-04$ | 2.99 | $4.9 \mathrm{e}-11$ | 20.98 | $3.67 \mathrm{e}-04$ | 2.66 | $2.47 \mathrm{e}-10$ | 17.89 |  |
| 10 | $4.5 \mathrm{e}-06$ | 3.0 | $5.3 \mathrm{e}-15$ | 20.99 | $1.89 \mathrm{e}-05$ | 2.71 | $4.09 \mathrm{e}-14$ | 18.35 |  |
| 13 | $1.7 \mathrm{e}-07$ | 3.0 | $5.8 \mathrm{e}-19$ | 21.0 | $9.35 \mathrm{e}-07$ | 2.74 | $6.45 \mathrm{e}-18$ | 18.65 |  |
| 16 | $6.1 \mathrm{e}-09$ | 3.0 | $6.2 \mathrm{e}-23$ | 21. | $4.45 \mathrm{e}-08$ | 2.76 | $9.65 \mathrm{e}-22$ | 18.86 |  |
| 19 | $2.3 \mathrm{e}-10$ | 3.0 | $6.7 \mathrm{e}-27$ | 21.0 | $2.08 \mathrm{e}-09$ | 2.78 | $1.41 \mathrm{e}-25$ | 19.02 |  |
| 22 | $8.4 \mathrm{e}-12$ | 3.0 | $7.3 \mathrm{e}-31$ | 21.0 | $9.65 \mathrm{e}-11$ | 2.79 | $2.02 \mathrm{e}-29$ | 19.15 |  |
| 25 | $3.1 \mathrm{e}-13$ | 3.0 | $7.9 \mathrm{e}-35$ | 21.0 | $4.36 \mathrm{e}-12$ | 2.8 | $2.85 \mathrm{e}-33$ | 19.26 |  |
| 46 | $2.97 \mathrm{e}-23$ | 3.0 | $1.35 \mathrm{e}-62$ | 21.0 | $1.38 \mathrm{e}-21$ | 2.85 | $2.25 \mathrm{e}-60$ | 19.70 |  |
| 49 | $1.1 \mathrm{e}-24$ | 3.0 | $1.46 \mathrm{e}-66$ | 21.0 | $5.95 \mathrm{e}-21$ | 2.86 | $2.94 \mathrm{e}-64$ | 19.74 |  |

7.1. Numerical tests for the long time asymptotics. The approximation

$$
\begin{equation*}
\phi_{n}(x, t) \equiv \sum_{i=1}^{n} \frac{\rho_{i}}{\sqrt{4 \pi t}} e^{\frac{-\left(x-c_{i}\right)^{2}}{4 t}} \tag{7.3}
\end{equation*}
$$

constructed in section 3 converges to the exact solution $u(x, t)$ with order

$$
\begin{equation*}
\left\|u(t)-\phi_{n}(t)\right\|_{\infty}=O\left(t^{-\frac{2 n+1}{2}}\right) \quad \text { as } \quad t \rightarrow \infty \tag{7.4}
\end{equation*}
$$

In Table 7.1 the error $e_{n}(x, t)=u(x, t)-\phi_{n}(x, t)$ and the convergence order $\alpha_{n}$ have been computed for $n=4,8$ as doubling the time from $t=0.1$ to $t=204.8$. The convergence order of the approximation has been measured by computing

$$
\begin{equation*}
\alpha_{n}(t) \sim \frac{\ln \left(\left\|e_{n}(t / 2)\right\|_{\infty} /\left\|e_{n}(t)\right\|_{\infty}\right)}{\ln (1 / 2)} \tag{7.5}
\end{equation*}
$$

(Note that we measure the error in $L^{\infty}$-norm in the following numerical examples and denote it by $\|\cdot\|$ in the tables to get it fitted in the tables.) From Table 7.1, one
clearly observes that the convergence order $\alpha_{n}(t)$ approaches the optimal convergence order in (7.4) as $t \rightarrow \infty$. Notice that these numerical tests for $t \rightarrow \infty$ limits show similar patterns of the convergence for both Examples 7.1 and 7.2.
7.2. Numerical tests for $\boldsymbol{n} \rightarrow \infty$ limits. Now we are going to check the convergence order for $n$ large with a fixed $t>0$. Consider the ratio

$$
\beta_{n}(t):=\left\|e_{n-1}(t)\right\|_{\infty} /\left\|e_{n}(t)\right\|_{\infty}
$$

(The ratio $r=a_{n} / a_{n-1}$ is usually considered for a geometric sequence. Here we consider its reciprocal for easier comparison.) In Table 7.2, the error $\left\|e_{n}(t)\right\|_{\infty}$ and this ratio are computed for Examples 7.1 and 7.2 at two instances $t=1$ and $t=$ 10 with increasing $n$ from $n=2$ to $n=25$. One can clearly observe a certain geometric convergence order as in (6.1). In both examples, we can clearly see that $10\left(\beta_{n}(1)-1\right) \sim\left(\beta_{n}(10)-1\right)$, which indicates that the corresponding constant $v>0$ in (6.1) which decides the geometric convergence ratio does not depend on the time $t>0$.

From the test for Example 7.1, one can clearly see that $\beta_{n}(1) \rightarrow 3$ and $\beta_{n}(10) \rightarrow$ 21 as $n \rightarrow \infty$. In both cases, the corresponding $v$ is $v=2$ which is the variance of the initial value. The convergence pattern for Example 7.2 is different. First, the convergence speed of the ratio $\beta_{n}(t)$ is slow. It seems due to the complexity of the structure of the initial value. At the moment $n=49$ the index $v$ corresponding to the geometric convergence rate $\beta=19.74$ is $v=2.15$ and seems still decreasing. This value is already smaller than the variance of the initial value which is 3 and looks likely to converge to $v=2$. It seems that the factor that decides the geometric convergence rate is not the variance but the tail of the initial value for $|x|$ large.
7.3. Approximation using derivatives of the Gaussian. We may write $\psi_{2 n}(x, t)$ in (1.5) as

$$
\begin{equation*}
\psi_{2 n}(x, t)=\sum_{i=0}^{2 n-1} \frac{-\gamma_{i}}{2(i!)}\left(\frac{-1}{2 \sqrt{t}}\right)^{n+1} H_{i}\left(\frac{x}{2 \sqrt{t}}\right) e^{-x^{2} / 4 t} \tag{7.6}
\end{equation*}
$$

where $H_{i}(x)$ is the Hermite polynomial of degree $i$. In Table 7.3, the approximation error and the geometric convergence ratio $\beta_{n}$ are given for Example 7.1. To make the relation between the initial value and the convergence ratio more clear, we set

$$
\begin{equation*}
\beta_{2 n}\left(t, t_{0}\right):=\left\|e_{2 n-2}(t)\right\|_{\infty} /\left\|e_{2 n}(t)\right\|_{\infty} \tag{7.7}
\end{equation*}
$$

where $e_{2 n}(x, t)=u(x, t)-\psi_{2 n}(x, t)$ and $u_{0}(x)=K\left(x, t_{0}\right)$ with $t_{0}=10$.
One may observe that $\beta_{2 n}(1,10) \rightarrow 0.1, \beta_{2 n}(10,10) \rightarrow 1$, and $\beta_{2 n}(100,10) \rightarrow 10$ as $n \rightarrow \infty$. This observation leads us to a conjecture

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|u(t)-\psi_{2 n}(t)\right\|_{\infty}}{\left\|u(t)-\psi_{2 n+2}(t)\right\|_{\infty}}=\frac{t}{t_{0}} \tag{7.8}
\end{equation*}
$$

which indicates that the approximation error increases geometrically if $t<t_{0}$ and, hence, $\psi_{2 n}(x, t)$ is meaningful for $t>t_{0}$ only. We may consider $t_{0}$ as the age of the initial value since $u_{0}(x)=K\left(x, t_{0}\right)$. This $t_{0}$ seems to be related to the time-shift $t_{*}$ in [22]. Generally, one may call $t_{0}$ the age of a general initial value $u_{0}$ of the heat equation if $\lim _{n \rightarrow \infty} \frac{\left\|u\left(t_{0}\right)-\psi_{2 n}\left(t_{0}\right)\right\|_{\infty}}{\left\|u\left(t_{0}\right)-\psi_{2 n+2}\left(t_{0}\right)\right\|_{\infty}}=1$.

Table 7.3
The error $e_{n}(x, t)=u(x, t)-\psi_{2 n}(x, t)$ and the geometric convergence rate $\beta_{n}\left(t, t_{0}\right)$ in (7.7) have been computed numerically for Example 7.1 with $t_{0}=10$ and $t=1,10,100$. We may observe the convergence rate in (7.8).

| $2 n$ | $\left\\|e_{2 n}(1)\right\\|$ | $\beta_{2 n}(1,10)$ | $\left\\|e_{2 n}(10)\right\\|$ | $\beta_{2 n}(10,10)$ | $\left\\|e_{2 n}(100)\right\\|$ | $\beta_{2 n}(100,10)$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $1.21 \mathrm{e}+00$ | 0.1623821 | $1.85 \mathrm{e}-02$ | 1.4142136 | $9.77 \mathrm{e}-05$ | 13.4400610 |
| 6 | $9.37 \mathrm{e}+00$ | 0.1295695 | $1.50 \mathrm{e}-02$ | 1.2335625 | $8.11 \mathrm{e}-06$ | 12.0475285 |
| 8 | $7.88 \mathrm{e}+01$ | 0.1188625 | $1.29 \mathrm{e}-02$ | 1.1610328 | $7.08 \mathrm{e}-07$ | 11.4555359 |
| 14 | $5.74 \mathrm{e}+04$ | 0.1089029 | $9.66 \mathrm{e}-03$ | 1.0825322 | $5.40 \mathrm{e}-10$ | 10.7781946 |
| 20 | $4.73 \mathrm{e}+07$ | 0.1058095 | $8.05 \mathrm{e}-03$ | 1.0553099 | $4.54 \mathrm{e}-13$ | 10.5307485 |
| 26 | $4.12 \mathrm{e}+10$ | 0.1043095 | $7.04 \mathrm{e}-03$ | 1.0415615 | $3.99 \mathrm{e}-16$ | 10.4026370 |
| 32 | $3.69 \mathrm{e}+13$ | 0.1034247 | $6.34 \mathrm{e}-03$ | 1.0332791 | $3.60 \mathrm{e}-19$ | 10.3243276 |
| 38 | $3.38 \mathrm{e}+16$ | 0.1028412 | $5.81 \mathrm{e}-03$ | 1.0277462 | $3.31 \mathrm{e}-22$ | 10.2715121 |
| 44 | $3.13 \mathrm{e}+19$ | 0.1024275 | $5.39 \mathrm{e}-03$ | 1.0237896 | $3.07 \mathrm{e}-25$ | 10.2334861 |
| 50 | $2.93 \mathrm{e}+22$ | 0.1021190 | $5.06 \mathrm{e}-03$ | 1.0208199 | $2.88 \mathrm{e}-28$ | 10.2048012 |

Table 7.4
We may observe conjectures in (6.3) and (6.4) numerically. In this table, those conjectures are tested using Examples 7.1 and 7.2 with $t_{0}=1$ and $v=2 t_{0}$.

|  | $\\| \frac{1}{\sqrt{2 t_{0} \pi}} e^{\frac{-x^{2}}{2 t_{0}}}-\frac{1}{C_{2 n}} E_{2 n}^{n}(x)$ |  | $\frac{C_{2 n-2}}{C_{2 n}} \frac{\left\\|D_{x}^{2 n-2} e^{-x^{2} / 2 t_{0}}\right\\|}{\left\\|D_{x}^{2 n} e^{-x^{2} / 2 t_{0}}\right\\|}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $n$ | Example 7.1 | Example 7.2 | Example 7.1 | Example 7.2 |
| 2 | $2.233 \mathrm{e}-02$ | $4.378 \mathrm{e}-02$ | 1.0 | 0.7500000 |
| 3 | $2.070 \mathrm{e}-02$ | $3.675 \mathrm{e}-02$ | 1.0 | 0.7826087 |
| 4 | $1.631 \mathrm{e}-02$ | $3.547 \mathrm{e}-02$ | 1.0 | 0.8070175 |
| 5 | $1.387 \mathrm{e}-02$ | $3.353 \mathrm{e}-02$ | 1.0 | 0.8237512 |
| 6 | $1.207 \mathrm{e}-02$ | $3.194 \mathrm{e}-02$ | 1.0 | 0.8369731 |
| 7 | $1.070 \mathrm{e}-02$ | $3.054 \mathrm{e}-02$ | 1.0 | 0.8474264 |
| 8 | $9.675 \mathrm{e}-03$ | $2.932 \mathrm{e}-02$ | 1.0 | 0.8561101 |
| 9 | $8.743 \mathrm{e}-03$ | $2.825 \mathrm{e}-02$ | 1.0 | 0.8634099 |
| 10 | $8.016 \mathrm{e}-03$ | $2.729 \mathrm{e}-02$ | 1.0 | 0.8696921 |

7.4. Numerical test for Conjecture 6.1. The geometric convergence rate (6.1) for $n$ large has been obtained under Conjecture 6.1 and observed numerically in section 7.2. The conjecture itself is of an independent interest which has no direct relation with the heat equation. In this section, we test the limits (6.3) and (6.4) in the conjecture.

In Table 7.4, the uniform norm of the difference in (6.3) and the ratio in (6.4) are given for Examples 7.1 and 7.2. In both cases, we have taken $v=2 t_{0}$. The results for Example 7.1 show the convergence clearly. In particular, the test for (6.4) shows that the ratio is identically one if the initial value $u_{0}(x)$ is the Gaussian.

The columns for Example 7.2 also show similar convergence behavior. However, the speed of its convergence is a lot slower. In fact, it is not even clear that taking $v=2 t_{0}$ is the correct one for the case of Example 7.2. Since $2 t_{0}$ is the variance of Example 7.1, one may also try $2 t_{0}+1$, which is the variance of Example 7.2. However, one cannot obtain the convergence, and $v=2 t_{0}$ seems a better choice. The computation is done up to $n=10$ and that was our best. If computations with higher $n$ are performed, we conjecture that the convergence to the unity will be more clearly observed.
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1. Introduction. The theory of (usual) partial differential equations has two rather different parts depending on whether the equations are written in divergence or nondivergence form. Quite often the starting point is the same: equations with constant coefficients, and then one uses different techniques to treat different types of equations.

By now, one can say that the $L_{p}$-theory of evolutional second-order SPDEs is quite well developed. The most advanced results of this theory can be found in the following papers and references therein: [1] (nondivergence type equations), [2] and [3] (divergence type equations). The results of the present paper are close to the corresponding results of [2]. However, unlike [2] we do not assume that the leading coefficients are continuous in the space variable. Instead we assume that the leading coefficients of the "deterministic" part of the equation are in VMO (the space of functions with vanishing mean oscillation), which is a much wider class than $C$. Still the leading coefficients of the "stochastic" part are assumed to be continuous in $x$.

The exposition in [2] and [3] is based on the theory of solvability in spaces $H_{p}^{\gamma}=(1-\Delta)^{-\gamma / 2} L_{p}$ of SPDEs with coefficients independent of $x$. Then the method of "freezing" the coefficients is applied as in the general framework set out in [6]. This method does not work if the coefficients are only in VMO so we use a different technique based on recent results from [8] on deterministic parabolic equations with VMO coefficients. In addition, our technique allows us to avoid using the $W_{2}^{n}$ theory of SPDEs, which is a starting point in the paper [6] and subsequent articles based on it.

One more difference of our approach from the one in [2] is that we represent the free term in the deterministic part in the form $D_{i} f^{i}+f^{0}$ with $f^{j} \in L_{p}$ (see (1.1) below). Of course, this is just a general form of a distribution from $H_{p}^{-1}$. However, the spaces $H_{p}^{\gamma}$ are most appropriate for equations in nondivergence form. One general inconvenience of these spaces is that the space or space-time dilations affect the norms in a way which is hard to control. For divergence form equations with low regularity of coefficients the most important space is $H_{p}^{1}$. This space coincides with the Sobolev space $W_{p}^{1}$ and the effect of dilations on the norm or on $D_{i} f^{i}+f^{0}$ can be easily taken into account.

The exposition here is self-contained apart from references to some very basic results of [6], [8], and [12], and is much more elementary than in [2], employing the

[^120]derivatives instead of the powers of the Laplacian, and yet gives more information. In particular, the author intends to use Corollary 5.5 in order to largely simplify the theory in [2] of divergence form SPDEs in domains. It turns out that to develop this theory one need not first develop the theory of SPDEs in domains with coefficient independent of $x$, which in itself required quite a bit of work.

The author's interest in divergence-type equations and in simplifying the theory of them appeared after he realized that the corresponding results can be applied to filtering theory of partially observable diffusion processes, given by stochastic Itô equations. It turns out that, under Lipschitz and nondegeneracy conditions only, the filtering density is almost Lipschitz in $x$ and almost Hölder $1 / 2$ in time. This is proved in [10] on the basis of Theorems 2.2 through 2.6 of the present article. The filtering density satisfies an SPDE usually written in terms of the operators adjoint to operators in nondivergence form with Lipschitz continuous coefficients. Writing these adjoint operators in divergence form makes perfect sense and allows us to obtain the above-mentioned results (see [10]).

Our Theorem 2.2 is very close to Theorem 2.12 of [2]. Apart from weaker conditions on the coefficients, another important difference is the presence of the parameter $\lambda$ in (2.10). One of differences in the proofs is that we avoid proving the solvability on small consecutive time intervals and then gluing together the results.

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space with an increasing filtration $\left\{\mathcal{F}_{t}, t \geq\right.$ $0\}$ of complete with respect to $(\mathcal{F}, P) \sigma$-fields $\mathcal{F}_{t} \subset \mathcal{F}$. Denote by $\mathcal{P}$ the predictable $\sigma$-field in $\Omega \times(0, \infty)$ associated with $\left\{\mathcal{F}_{t}\right\}$. Let $w_{t}^{k}, k=1,2, \ldots$, be independent one-dimensional Wiener processes with respect to $\left\{\mathcal{F}_{t}\right\}$.

We fix a stopping time $\tau$ and for $t \leq \tau$ in the Euclidean $d$-dimensional space $\mathrm{R}^{d}$ of points $x=\left(x^{1}, \ldots, x^{d}\right)$ we consider the following equation

$$
\begin{equation*}
d u_{t}=\left(L_{t} u_{t}-\lambda u_{t}+D_{i} f_{t}^{i}+f_{t}^{0}\right) d t+\left(\Lambda_{t}^{k} u_{t}+g_{t}^{k}\right) d w_{t}^{k} \tag{1.1}
\end{equation*}
$$

where $u_{t}=u_{t}(x)=u_{t}(\omega, x)$ is an unknown function,

$$
\begin{gathered}
L_{t} \psi(x)=D_{j}\left(a_{t}^{i j}(x) D_{i} \psi(x)+a_{t}^{j}(x) \psi(x)\right)+b_{t}^{i}(x) D_{i} \psi(x)+c_{t}(x) \psi(x) \\
\Lambda_{t}^{k} \psi(x)=\sigma_{t}^{i k}(x) D_{i} \psi(x)+\nu_{t}^{k}(x) \psi(x)
\end{gathered}
$$

the summation convention with respect to $i, j=1, \ldots, d$ and $k=1,2, \ldots$ is enforced and detailed assumptions on the coefficients and the free terms will be given later.

One can rewrite (1.1) in the nondivergence form assuming that the coefficients $a_{t}^{i j}$ and $a_{t}^{j}$ are differentiable in $x$ and then one could apply the results from [6]. It turns out that the differentiability of $a_{t}^{i j}$ and $a_{t}^{j}$ is not needed for the corresponding counterparts of the results in [6] to be true and showing this and generalizing the corresponding results of [2] is one of the main purposes of the present article.

The author is sincerely grateful to Kyeong-Hun Kim who kindly pointed out a serious error in the first draft of the article. Doyoon Kim and the referees of the paper made many valuable suggestions and their impact is greatly appreciated.
2. Main results. Fix a number

$$
p \geq 2
$$

and denote $L_{p}=L_{p}\left(\mathrm{R}^{d}\right)$. We use the same notation $L_{p}$ for vector- and matrixvalued or else $\ell_{2}$-valued functions such as $g_{t}=\left(g_{t}^{k}\right)$ in (1.1). For instance, if $u(x)=$
$\left(u^{1}(x), u^{2}(x), \ldots\right)$ is an $\ell_{2}$-valued measurable function on $\mathrm{R}^{d}$, then

$$
\|u\|_{L_{p}}^{p}=\int_{\mathrm{R}^{d}}|u(x)|_{\ell_{2}}^{p} d x=\int_{\mathrm{R}^{d}}\left(\sum_{k=1}^{\infty}\left|u^{k}(x)\right|^{2}\right)^{p / 2} d x
$$

Introduce

$$
D_{i}=\frac{\partial}{\partial x^{i}}, \quad i=1, \ldots, d, \quad \Delta=D_{1}^{2}+\cdots+D_{d}^{2}
$$

By $D u$ we mean the gradient with respect to $x$ of a function $u$ on $\mathrm{R}^{d}$.
As usual,

$$
W_{p}^{1}=\left\{u \in L_{p}: D u \in L_{p}\right\}, \quad\|u\|_{W_{p}^{1}}=\|u\|_{L_{p}}+\|D u\|_{L_{p}}
$$

Recall that $\tau$ is a stopping time and introduce

$$
\mathbf{L}_{p}(\tau):=L_{p}\left(\left(0, \tau \rrbracket, \mathcal{P}, L_{p}\right), \quad \mathbf{W}_{p}^{1}(\tau):=L_{p}\left(\left(0, \tau \rrbracket, \mathcal{P}, W_{p}^{1}\right)\right.\right.
$$

We also need the space $\mathcal{W}_{p}^{1}(\tau)$, which is the space of functions $u_{t}=u_{t}(\omega, \cdot)$ on $\{(\omega, t): 0 \leq t \leq \tau, t<\infty\}$ with values in the space of generalized functions on $\mathrm{R}^{d}$ and having the following properties:
(i) We have $u_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, L_{p}\right)$;
(ii) We have $u \in \mathbf{W}_{p}^{1}(\tau)$;
(iii) There exist $f^{i} \in \mathbf{L}_{p}(\tau), i=0, \ldots, d$, and $g=\left(g^{1}, g^{2}, \ldots\right) \in \mathbf{L}_{p}(\tau)$ such that for any $\varphi \in C_{0}^{\infty}=C_{0}^{\infty}\left(\mathrm{R}^{d}\right)$ with probability 1 for all $t \in[0, \infty)$ we have

$$
\begin{align*}
\left(u_{t \wedge \tau}, \varphi\right)= & \left(u_{0}, \varphi\right)+\sum_{k=1}^{\infty} \int_{0}^{t} I_{s \leq \tau}\left(g_{s}^{k}, \varphi\right) d w_{s}^{k}  \tag{2.1}\\
& +\int_{0}^{t} I_{s \leq \tau}\left(\left(f_{s}^{0}, \varphi\right)-\left(f_{s}^{i}, D_{i} \varphi\right)\right) d s
\end{align*}
$$

In particular, for any $\phi \in C_{0}^{\infty}$, the process $\left(u_{t \wedge \tau}, \phi\right)$ is $\mathcal{F}_{t}$-adapted and (a.s.) continuous.

The reader can find in [6] a discussion of (ii) and (iii), in particular, the fact that the series in (2.1) converges uniformly in probability on every finite subinterval of $[0, \tau]$. On the other hand, it is worth saying that the above introduced space $\mathcal{W}_{p}^{1}$ is not quite the same as $\mathcal{H}_{p}^{1}(\tau)$ in [6] or in [2]. There are three differences. One is that there is an additional restriction on $u_{0}$ in [6] and [2]. But in the main part of the article we are going to work with $\mathcal{W}_{p, 0}^{1}(\tau)$ which is the subset of $\mathcal{W}_{p}^{1}(\tau)$ consisting of functions with $u_{0}=0$. Another issue is that in [6] and [2] in place of $D_{i} f^{i}+f^{0}$ we have just $f$ such that

$$
f \in \mathbf{H}_{p}^{-1}(\tau)=L_{p}\left(\left(0, \tau \rrbracket, \mathcal{P}, H_{p}^{-1}\right)\right.
$$

Actually, this difference is fictitious because one knows that any $f \in H_{p}^{-1}$
(a) has the form $D_{i} f^{i}+f^{0}$ with $f^{j} \in L_{p}$ and

$$
\|f\|_{H_{p}^{-1}} \leq N \sum_{j=0}^{d}\left\|f^{j}\right\|_{L_{p}}
$$

where $N$ is independent of $f, f^{j}$, and on the other hand,
(b) for any $f \in H_{p}^{-1}$ there exist $f^{j} \in L_{p}$ such that $f=D_{i} f^{i}+f^{0}$ and

$$
\sum_{j=0}^{d}\left\|f^{j}\right\|_{L_{p}} \leq N\|f\|_{H_{p}^{-1}}
$$

where $N$ is independent of $f$.
The third difference is that instead of (ii) the condition $D^{2} u \in \mathbf{H}_{p}^{-1}(\tau)$ is required in [6] and [2]. However, as it follows from Theorem 3.7 of [6] and the boundedness of the operator $D: L_{p} \rightarrow H_{p}^{-1}$, this difference disappears if $\tau$ is a bounded stopping time.

To summarize, the spaces $\mathcal{W}_{p, 0}^{1}(\tau)$ introduced above coincide with $\mathcal{H}_{p, 0}^{1}(\tau)$ from [6] if $\tau$ is bounded, and we choose a particular representation of the deterministic part of the stochastic differential just for convenience. In the remainder of the article the spaces $\mathcal{H}_{p, 0}^{1}(\tau)$ do not appear and none of their properties is used.

In case that property (iii) holds, we write

$$
\begin{equation*}
d u_{t}=\left(D_{i} f_{t}^{i}+f_{t}^{0}\right) d t+g_{t}^{k} d w_{t}^{k} \tag{2.2}
\end{equation*}
$$

for $t \leq \tau$ and this explains the sense in which equation (1.1) is understood. Of course, we still need to specify appropriate assumptions on the coefficients and the free terms in (1.1).

Assumption 2.1. (i) The coefficients $a_{t}^{i j}, a_{t}^{i}, b_{t}^{i}, \sigma_{t}^{i k}, c_{t}$, and $\nu_{t}^{k}$ are measurable with respect to $\mathcal{P} \times \mathcal{B}\left(\mathrm{R}^{d}\right)$, where $\mathcal{B}\left(\mathrm{R}^{d}\right)$ is the Borel $\sigma$-field on $\mathrm{R}^{d}$.
(ii) There is a constant $K$ such that for all values of indices and arguments

$$
\left|a_{t}^{i}\right|+\left|b_{t}^{i}\right|+\left|c_{t}\right|+|\nu|_{\ell_{2}} \leq K, \quad c_{t} \leq 0
$$

(iii) There is a constant $\delta>0$ such that for all values of the arguments and $\xi \in \mathrm{R}^{d}$

$$
\begin{equation*}
a_{t}^{i j} \xi^{i} \xi^{j} \leq \delta^{-1}|\xi|^{2}, \quad\left(a_{t}^{i j}-\alpha_{t}^{i j}\right) \xi^{i} \xi^{j} \geq \delta|\xi|^{2} \tag{2.3}
\end{equation*}
$$

where $\alpha_{t}^{i j}=(1 / 2)\left(\sigma^{i}, \sigma^{j}\right)_{\ell_{2}}$. Finally, the constant $\lambda \geq 0$.
It is worth emphasizing that we do not require the matrix $\left(a^{i j}\right)$ to be symmetric.
Assumption 2.1 guarantees that (1.1) makes perfect sense if $u \in \mathcal{W}_{p}^{1}(\tau)$. By the way, adding the term $-\lambda u_{t}$ with constant $\lambda \geq 0$ is one more technically convenient step. One can always introduce this term, if originally it is absent, by considering $v_{t}:=u_{t} e^{\lambda t}$.

Let $\mathbf{B}$ denote the set of balls $B \subset \mathrm{R}^{d}$ and let $\rho(B)$ be the radius of $B \in \mathbf{B}$. For functions $h_{t}(x)$ on $[0, \infty) \times \mathrm{R}^{d}$ and $B \in \mathbf{B}$ introduce

$$
h_{t(B)}=\frac{1}{|B|} \int_{B} h_{t}(x) d x
$$

where $|B|$ is the volume of $B$. Also let $\mathbf{Q}$ denote the set of all cylinders in $[0, \infty) \times \mathrm{R}^{d}$ of type $Q=(s, t) \times B$, where $B \in \mathbf{B}$ and $t-s=\rho^{2}(B)$. For such $Q$ set $\rho(Q)=\rho(B)$. For $\rho \geq 0, s<t$, a continuous $\mathrm{R}^{d}$-valued function $x_{r}, r \in[s, t]$, and a $Q=(s, t) \times B \in \mathbf{Q}$, introduce

$$
\begin{aligned}
& \operatorname{Osc}(h, Q, x .)=\frac{1}{t-s} \int_{s}^{t}\left(\left|h_{r}-h_{r\left(B+x_{r}\right) \mid}\right|\right)_{\left(B+x_{r}\right)} d r \\
& \operatorname{Osc}(h, Q, \rho)=\sup _{|x .|_{C} \leq \rho} \operatorname{osc}(h, Q, x .), \quad \operatorname{osc}(h, Q)=\operatorname{osc}(h, Q, 0)
\end{aligned}
$$

where $|x .|_{C}$ is the sup norm of $|x$.$| .$

Observe that osc $(h, Q, x$. $)=0$ if $h_{t}(x)$ is independent of $x$.
Denote by $B_{\rho}$ the open ball with radius $\rho>0$ centered at the origin, define $Q_{\rho}=\left(0, \rho^{2}\right) \times B_{\rho}$ and for $t \geq 0$ and $x \in \mathrm{R}^{d}$ set $B_{\rho}(x)=B_{\rho}+x, Q_{\rho}(t, x)=Q_{\rho}+(t, x)$.

In the remaining two assumptions we use constants $\beta>0$ and $\beta_{1}>0$, the values of which will be specified later.

Let $t_{0} \geq 0, x_{0} \in \mathrm{R}^{d}$, and constants $\varepsilon \geq \varepsilon_{1}>0$. We say that the couple $(a, \sigma)$ is $\left(\varepsilon, \varepsilon_{1}\right)$-regular at point $\left(t_{0}, x_{0}\right)$ if (for any $\omega$ ) either
(i) we have $\sigma_{t}^{n m}\left(x_{0}\right)=0$ for $t \in\left(t_{0}, t_{0}+\varepsilon_{1}^{2}\right)$ and all $n, m$ and

$$
\begin{equation*}
\operatorname{osc}\left(a^{i j}, Q\right) \leq \beta, \quad \forall i, j \tag{2.4}
\end{equation*}
$$

for all $Q \in \mathbf{Q}$ such that $Q \subset Q_{\varepsilon}\left(t_{0}, x_{0}\right)$, or
(ii) for all $Q \in \mathbf{Q}$ such that $Q \subset Q_{\varepsilon}\left(t_{0}, x_{0}\right)$ we have

$$
\begin{equation*}
\operatorname{Osc}\left(a^{i j}, Q, \varepsilon\right) \leq \beta, \quad \forall i, j \tag{2.5}
\end{equation*}
$$

Note that $(a, \sigma)$ is $\left(\varepsilon, \varepsilon_{1}\right)$-regular at any point $\left(t_{0}, x_{0}\right)$ for any $\beta>0$ if, for instance, $a^{i j}$ depend only on $x$ and are of class VMO.

Assumption 2.2. There exist $\varepsilon \geq \varepsilon_{1}>0$ such that $(a, \sigma)$ is $\left(\varepsilon, \varepsilon_{1}\right)$-regular at any point $\left(t_{0}, x_{0}\right)$ and

$$
\left(a_{t}^{j k}(x)-\alpha_{t}^{j k}(y)\right) \xi^{j} \xi^{k} \geq \delta|\xi|^{2}
$$

for all $t, \xi, x$, and $y$ satisfying $|x-y| \leq \varepsilon$.
Assumption 2.3. There exists an $\varepsilon_{2}>0$ such that

$$
\begin{equation*}
\left|\sigma_{t}^{i \cdot}(x)-\sigma_{t}^{i \cdot}(y)\right|_{\ell_{2}} \leq \beta_{1} \tag{2.6}
\end{equation*}
$$

for all $i, t, x$, and $y$ satisfying $|x-y| \leq \varepsilon_{2}$.
Needless to say that Assumptions 2.2 and 2.3 are satisfied with any $\beta, \beta_{1}>0$ and slightly reduced $\delta$ if (2.3) holds and $a_{t}^{i j}(x)$ and $\sigma_{t}^{i \cdot}(x)$ are uniformly continuous in $x$ uniformly with respect to $(\omega, t)$.

Finally, we describe the space of initial data. Recall that for $p \geq 2$ the Slobodetskii space $W_{p}^{1-2 / p}=W_{p}^{1-2 / p}\left(\mathrm{R}^{d}\right)$ of functions $u_{0}(x)$ can be introduced as the space of traces on $t=0$ of (deterministic) functions $u$ such that

$$
u \in L_{p}\left(\mathrm{R}_{+}, H_{p}^{1}\right), \quad \partial u / \partial t \in L_{p}\left(\mathrm{R}_{+}, H_{p}^{-1}\right)
$$

where $\mathrm{R}_{+}=(0, \infty)$. For such functions there is a (unique) modification denoted again $u$ such that $u_{t}$ is a continuous $L_{p}$-valued function on $[0, \infty)$ so that $u_{0}$ is well defined. Any such $u_{t}$ is called an extension of $u_{0}$.

The norm in $W_{p}^{1-2 / p}$ can be defined as the infimum of

$$
\|u\|_{L_{p}\left(\mathrm{R}_{+}, H_{p}^{1}\right)}+\|\partial u / \partial t\|_{L_{p}\left(\mathrm{R}_{+}, H_{p}^{-1}\right)}
$$

over all extensions $u_{t}$ of elements $u_{0}$. It is also well known that an equivalent norm of $u_{0}$ can be introduced as

$$
\|u\|_{L_{p}\left((0,1), W_{p}^{1}\right)}
$$

where $u=u_{t}$ is defined as the (unique) solution of the heat equation $\partial u_{t}(x) / \partial t=$ $\Delta u_{t}(x)$ with initial condition $u_{0}(x)$.

For $s \geq 0$ we introduce

$$
\operatorname{tr}_{s} \mathcal{W}_{p}^{1}=L_{p}\left(\Omega, \mathcal{F}_{s}, W_{p}^{1-2 / p}\right)
$$

The following auxiliary result helps understand the role of $\operatorname{tr}_{s} \mathcal{W}_{p}^{1}$. We use spaces $\mathcal{W}_{p}^{1}([S, T))$ and $\mathbf{W}_{p}^{1}((S, T))$, which are introduced in the same way as $\mathcal{W}_{p}^{1}(\tau)$ and $\mathbf{W}_{p}^{1}(\tau)$, but the functions are considered only on $[S, T)$ and $(S, T)$, respectively.

LEMMA 2.1. Let $s \geq 0$ be a fixed number and let $u_{s}$ be an $\mathcal{F}_{s}$-measurable function with values in the set of distributions over $\mathrm{R}^{d}$.
(i) We have $u_{s} \in \operatorname{tr}_{s} \mathcal{W}_{p}^{1}$ if and only if there exists a $v \in \mathcal{W}_{p}^{1}([s, \infty))$ satisfying the equation

$$
\begin{equation*}
\partial v / \partial t=\Delta v-v, \quad t \geq s \tag{2.7}
\end{equation*}
$$

(which is a particular case of (1.1) and is understood in the same sense) with initial data $u_{s}$. This $v$ is unique and satisfies

$$
\begin{equation*}
\|v\|_{\mathbf{W}_{p}^{1}((s, \infty))} \leq N\left\|u_{s}\right\|_{\operatorname{tr}_{s} \mathcal{W}_{p}^{1}}, \quad\left\|u_{s}\right\|_{\operatorname{tr}_{s} \mathcal{W}_{p}^{1}} \leq N\|v\|_{\mathbf{W}_{p}^{1}((s, \infty))} \tag{2.8}
\end{equation*}
$$

where the constants $N$ are independent of $s, u_{s}$, and $v$.
(ii) We have $u_{s} \in \operatorname{tr}_{s} \mathcal{W}_{p}^{1}$ if and only if there exists a $v \in \mathcal{W}_{p}^{1}([s, s+1))$ such that $v_{s}=u_{s}$.
(iii) If such a $v$ exists and $d v_{t}=\left(D_{i} f_{t}^{i}+f_{t}^{0}\right) d t+g_{t}^{k} d w_{t}^{k}, t \geq s$, then

$$
\begin{equation*}
\left\|u_{s}\right\|_{\operatorname{tr}_{s} \mathcal{W}_{p}^{1}} \leq N\left(\|v\|_{\mathbf{W}_{p}^{1}((s, s+1))}+\sum_{j=0}^{d}\left\|f^{j}\right\|_{\mathbf{L}_{p}((s, s+1))}+\|g\|_{\mathbf{L}_{p}((s, s+1))}\right) \tag{2.9}
\end{equation*}
$$

where the constant $N$ is independent of $s, u_{s}$, and $v$.
(iv) If $s>0$ and we have a $u \in \mathcal{W}_{p}^{1}(s)$, then $u_{s} \in \operatorname{tr}_{s} \mathcal{W}_{p}^{1}$ and

$$
\left\|u_{s}\right\|_{\operatorname{tr}_{s} \mathcal{W}_{p}^{1}} \leq N\left(\|u\|_{\mathbf{W}_{p}^{1}(s)}+\sum_{j=0}^{d}\left\|f^{j}\right\|_{\mathbf{L}_{p}(s)}+\|g\|_{\mathbf{L}_{p}(s)}\right)
$$

where $N$ is independent of $u$, and $f^{j}$ and $g^{k}$ are taken from (2.2).
We prove this lemma in section 5 .
Here are our main results concerning (1.1). The following theorem is very close to Theorem 2.12 of [2]. Important differences are the presence of the parameter $\lambda$ in (2.10) and weaker assumptions on the coefficients of the deterministic part of the equation.

Theorem 2.2. Let the above assumptions be satisfied with $\beta=\beta(d, p, \delta)=\beta_{0} / 3$, where $\beta_{0}$ is the constant from Lemma 5.1, and $\beta_{1}=\beta_{1}(d, p, \delta, \varepsilon)>0$ taken from the proof of Lemma 5.2. Let $\lambda \geq 0$, let $f^{j}, g \in \mathbf{L}_{p}(\tau)$, and let $u_{0} \in \operatorname{tr}_{0} \mathcal{W}_{p}^{1}$.
(i) Then equation (1.1) for $t \leq \tau \wedge T$ has a unique solution $u \in \mathcal{W}_{p}^{1}(\tau \wedge T)$ with initial data $u_{0}$ and any $T \in(0, \infty)$. Moreover, if

$$
\lambda \geq \lambda_{0}\left(d, p, \delta, K, \varepsilon, \varepsilon_{1}, \varepsilon_{2}\right) \geq 1
$$

then (1.1) for $t \leq \tau$ has a unique solution $u \in \mathcal{W}_{p}^{1}(\tau)$ with initial data $u_{0}$.
(ii) Furthermore, if a $v \in \mathcal{W}_{p}^{1}(\infty)$ is defined by (2.7) with initial condition $u_{0}$, then the above solution $u$ satisfies

$$
\begin{align*}
\lambda^{1 / 2}\|u\|_{\mathbf{L}_{p}(\tau)}+\|D u\|_{\mathbf{L}_{p}(\tau)} \leq & N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\|g\|_{\mathbf{L}_{p}(\tau)}+\|D v\|_{\mathbf{L}_{p}(\tau)}\right)  \tag{2.10}\\
& +N \lambda^{-1 / 2}\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}+N \lambda^{1 / 2}\|v\|_{\mathbf{L}_{p}(\tau)},
\end{align*}
$$

provided that $\lambda \geq \lambda_{0}$, where the constants $N, \lambda_{0} \geq 1$ depend only on $d, p, \delta, K, \varepsilon, \varepsilon_{1}$, and $\varepsilon_{2}$.
(iii) Finally, there exists a set $\Omega^{\prime} \subset \Omega$ of full probability such that $u_{t \wedge \tau} I_{\Omega^{\prime}}$ is a continuous $\mathcal{F}_{t}$-adapted $L_{p}$-valued function of $t \in[0, \infty)$.

Observe that estimate (2.10) shows one of good reasons for writing the free term in (1.1) in the form $D_{i} f^{i}+f^{0}$, because $f^{i}, i=1, \ldots, d$, and $f^{0}$ enter (2.10) differently.

Remark 2.3. As it follows from our proofs, if $p=2$, Assumptions 2.2 and 2.3 are not needed for Theorem 2.2 to be true and mentioning $\varepsilon, \varepsilon_{1}$, and $\varepsilon_{2}$ can be dropped in the statement. Thus we provide a new way to prove the classical result on Hilbert space solvability of SPDEs (cf., for instance, [13]).

We prove Theorem 2.2 in section 6 after we prepare necessary tools in sections 3 5. In section 3 we prove uniqueness part of Theorem 2.2 on the basis of Itô's formula from [12]. Here Assumptions 2.2 and 2.3 are not used. In section 4 we treat the case of the heat equation with the random right-hand side and present a simplified version of the corresponding result from [6]. In section 5 we prove an auxiliary existence theorem and derive some a priori estimates.

Here is a result about continuous dependence of solutions on the data.
ThEOREM 2.4. Assume that for each $n=1,2, \ldots$ we are given functions $a_{n t}^{i j}$, $a_{n t}^{i}, b_{n t}^{i}, c_{n t}, \sigma_{n t}^{i k}, \nu_{n t}^{k}, f_{n t}^{j}, g_{n t}^{k}$, and $u_{n 0}$ having the same meaning as the original ones and satisfying the same assumptions as those imposed on the original ones in Theorem 2.2 (with the same $\delta, K, \beta, \ldots$ ). Assume that for $i, j=1, \ldots, d$ and almost all $(\omega, t, x)$ we have

$$
\begin{gathered}
\left(a_{n t}^{i j}, a_{n t}^{i}, b_{n t}^{i}, c_{n t}\right) \rightarrow\left(a_{t}^{i j}, a_{t}^{i}, b_{t}^{i}, c_{t}\right), \\
\left|\sigma_{n t}^{i \cdot}-\sigma_{t}^{i \cdot}\right|_{\ell_{2}}+\left|\nu_{n t}-\nu_{t}\right|_{\ell_{2}} \rightarrow 0,
\end{gathered}
$$

as $n \rightarrow \infty$. Also assume that

$$
\sum_{j=0}^{d}\left\|f_{n}^{j}-f^{j}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|g_{n}-g\right\|_{\mathbf{L}_{p}(\tau)}+\left\|u_{n 0}-u_{0}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p}^{1}} \rightarrow 0
$$

as $n \rightarrow \infty$. Take $\lambda \geq \lambda_{0}$, take the function $u$ from Theorem 2.2, and let $u_{n} \in \mathcal{W}_{p}^{1}(\tau)$ be the unique solutions of (1.1) for $t \leq \tau$ constructed from $a_{n t}^{i j}, a_{n t}^{i}, b_{n t}^{i}, c_{n t}, \sigma_{n t}^{i k}, \nu_{n t}^{k}$, $f_{n t}^{j}$, and $g_{n t}^{k}$ and having initial values $u_{n 0}$.

Then, as $n \rightarrow \infty$, we have $\left\|u_{n}-u\right\|_{\mathbf{W}_{p}^{1}(\tau)} \rightarrow 0$ and for any finite $T \in[0, \infty)$

$$
\begin{equation*}
E \sup _{t \leq \tau \wedge T}\left\|u_{n t}-u_{t}\right\|_{L_{p}}^{p} \rightarrow 0 \tag{2.11}
\end{equation*}
$$

Proof. Set $v_{n t}=u_{n t}-u_{t}$. Then

$$
d v_{n t}=\left(L_{n t} v_{n t}-\lambda v_{n t}+D_{i} \tilde{f}_{n t}^{i}+\tilde{f}_{n t}^{0}\right) d t+\left(\Lambda_{n t}^{k} v_{n t}+\tilde{g}_{n t}^{k}\right) d w_{t}^{k}
$$

where $L_{n t}$ and $\Lambda_{n t}^{k}$ are the operators constructed from $a_{n t}^{i j}, a_{n t}^{i}, b_{n t}^{i}, c_{n t}$, and $\sigma_{n t}^{i k}, \nu_{n t}^{k}$, respectively, and

$$
\begin{aligned}
& \tilde{f}_{n t}^{i}=f_{n t}^{i}-f_{t}^{i}+\left(a_{n t}^{j i}-a_{t}^{j i}\right) D_{j} u_{t}+\left(a_{n t}^{i}-a_{t}^{i}\right) u_{t} \\
& \tilde{f}_{n t}^{0}=f_{n t}^{0}-f_{t}^{0}+\left(b_{n t}^{i}-b_{t}^{i}\right) D_{i} u_{t}+\left(c_{n t}-c_{t}\right) u_{t} \\
& \tilde{g}_{n t}^{k}=g_{n t}^{k}-g_{t}^{k}+\left(\sigma_{n t}^{i k}-\sigma_{t}^{i k}\right) D_{i} u_{t}+\left(\nu_{n t}^{k}-\nu_{t}^{k}\right) u_{t}
\end{aligned}
$$

By Theorem 2.2 we know that $u \in \mathbf{W}_{p}^{1}(\tau)$. This, along with our assumptions and the dominated convergence theorem, implies that

$$
\sum_{j=0}^{d}\left\|\tilde{f}_{n}^{j}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|\tilde{g}_{n}\right\|_{\mathbf{L}_{p}(\tau)} \rightarrow 0
$$

as $n \rightarrow \infty$. After that by applying (2.10) to $v_{n t}$ we immediately see that $\| u_{n}-$ $u \|_{\mathbf{W}_{p}^{1}(\tau)} \rightarrow 0$.

Assertion (2.11) is, actually, a simple corollary of the above. Indeed, by introducing $\hat{f}_{n}^{j}$ and $\hat{g}_{n}^{k}$ in an obvious way, we can write

$$
\begin{equation*}
d v_{n t}=\left(D_{i} \hat{f}_{n t}^{i}+\hat{f}_{n t}^{0}\right) d t+\hat{g}_{n t}^{k} d w_{t}^{k} \tag{2.12}
\end{equation*}
$$

and

$$
\sum_{j=0}^{d}\left\|\hat{f}_{n}^{j}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|\hat{g}_{n}\right\|_{\mathbf{L}_{p}(\tau)} \rightarrow 0
$$

It is standard (see, for instance, our Theorem 3.1) to derive from here the estimate

$$
E \sup _{t \leq \tau \wedge T}\left\|u_{n t}-u_{t}\right\|_{L_{p}}^{p} \leq N\left(\sum_{j=0}^{d}\left\|\hat{f}_{n}^{j}\right\|_{\mathbf{L}_{p}(\tau \wedge T)}+\left\|\hat{g}_{n}\right\|_{\mathbf{L}_{p}(\tau \wedge T)}+E\left\|u_{n 0}-u_{0}\right\|_{L_{p}}^{p}\right)
$$

where $N$ is independent of $n$. It is also well known that $W_{p}^{1-2 / p} \subset L_{p}$, that is

$$
\left\|u_{n 0}-u_{0}\right\|_{L_{p}} \leq N\left\|u_{n 0}-u_{0}\right\|_{W_{p}^{1-2 / p}}
$$

By combining all this together we obtain (2.11) and the theorem is proved.
The following result could be proved on the basis of Theorem 2.4 in the same way as Corollary 5.11 of [6], where the solutions are approximated by solutions of equations with smooth coefficients and then a stopping time technique was used. We give here a shorter proof based on a different idea.

THEOREM 2.5. Let $p_{1}, p_{2} \in[2, \infty), p_{1}<p_{2}$, and let the above assumptions be satisfied with $\beta \leq \beta(d, p, \delta)$ for all $p \in\left[p_{1}, p_{2}\right]$ and $\beta_{1} \leq \beta_{1}(d, p, \delta, \varepsilon)$ for all $p \in\left[p_{1}, p_{2}\right]$. Let $\lambda \geq 0$, and suppose that for $p \in\left[p_{1}, p_{2}\right]$ we have $f^{j}, g \in \mathbf{L}_{p}(\tau)$, and $u_{0} \in \operatorname{tr}_{0} \mathcal{W}_{p}^{1}$.

Then the solutions corresponding to $p=p_{1}$ and $p=p_{2}$ coincide, that is, there is a unique solution $u \in \mathcal{W}_{p_{1}}^{1}(\tau) \cap \mathcal{W}_{p_{2}}^{1}(\tau)$ of (1.1) with initial data $u_{0}$.

Proof. Obviously, it suffices to concentrate on bounded $\tau$. As is explained above in that case we may assume that $\lambda$ is as large as we like. We take it so large that one could use assertion (ii) of Theorem 2.2 with any $p \in\left[p_{1}, p_{2}\right]$.

Denote by $u$ the solution corresponding to $p=p_{2}$ and observe that, owing to uniqueness of solutions in $\mathcal{W}_{p_{1}}^{1}(\tau)$, we need only show that $u \in \mathcal{W}_{p_{1}}^{1}(\tau)$.

Take a nonnegative $\zeta \in C_{0}^{\infty}$ such that $\zeta(0)=1$, set $\zeta_{n}(x)=\zeta(x / n)$, and notice that $u^{n}:=u \zeta_{n}$ satisfies

$$
d u_{t}^{n}=\left(L_{t} u_{t}^{n}-\lambda u_{t}^{n}+D_{i} f_{n t}^{i}+f_{n t}^{0}\right) d t+\left(\Lambda_{t}^{k} u_{t}^{n}+g_{n t}^{k}\right) d w_{t}^{k}
$$

where

$$
\begin{aligned}
& f_{n t}^{i}=f_{t}^{i} \zeta_{n}-u a_{t}^{j i} D_{j} \zeta_{n}, \quad i \geq 1 \\
& f_{n t}^{0}=f_{t}^{0} \zeta_{n}-f_{t}^{i} D_{i} \zeta_{n}-\left(a_{t}^{i j} D_{i} u_{t}+a_{t}^{j} u\right) D_{j} \zeta_{n}-b_{t}^{i} u_{t} D_{i} \zeta_{n} \\
& g_{n t}^{k}=g_{t}^{k} \zeta_{n}-\sigma_{t}^{i k} u_{t} D_{i} \zeta_{n}
\end{aligned}
$$

It follows that for $p_{1} \leq p \leq p_{2}$ we have

$$
\begin{equation*}
\left\|u^{n}\right\|_{\mathbf{W}_{p}^{1}(\tau)} \leq N\left(\sum_{i=0}^{d}\left\|f_{n}^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|g_{n}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|u_{0} \zeta_{n}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p}^{1}}\right) \tag{2.13}
\end{equation*}
$$

One knows that with constants $N$ independent of $n$

$$
\left\|u_{0} \zeta_{n}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p}^{1}} \leq N\left(\left\|u_{0} \zeta_{n}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p_{1}}^{1}}+\left\|u_{0} \zeta_{n}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p_{2}}^{1}}\right) \leq N\left(\left\|u_{0}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p_{1}}^{1}}+\left\|u_{0}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p_{2}}^{1}}\right)
$$

Similarly, and by Hölder's inequality,

$$
\left\|f_{n}^{i}\right\|_{\mathbf{L}_{p}(\tau)} \leq N+N\left\|u D \zeta_{n}\right\|_{\mathbf{L}_{p}(\tau)} \leq N+\|u\|_{\mathbf{L}_{p_{2}}(\tau)}\left\|D \zeta_{n}\right\|_{\mathbf{L}_{q}(\tau)}
$$

where

$$
q=\frac{p p_{2}}{p_{2}-p}
$$

Similar estimates are available for other terms in the right-hand side of (2.13). Since

$$
\left\|D \zeta_{n}\right\|_{\mathbf{L}_{q}(\tau)}=N n^{-1+\left(p_{2}-p\right) d /\left(p_{2} p\right)} \rightarrow 0
$$

as $n \rightarrow \infty$ if

$$
\begin{equation*}
\frac{1}{p}-\frac{1}{p_{2}}<\frac{1}{d} \tag{2.14}
\end{equation*}
$$

estimate (2.13) implies that $u \in \mathcal{W}_{p}^{1}(\tau)$.
Thus, knowing that $u \in \mathcal{W}_{p_{2}}^{1}(\tau)$ allowed us to conclude that $u \in \mathcal{W}_{p}^{1}(\tau)$ as long as $p \in\left[p_{1}, p_{2}\right]$ and (2.14) holds. We can now replace $p_{2}$ with a smaller $p$ and keep going in the same way each time increasing $1 / p$ by the same amount until $p$ reaches $p_{1}$. Then we get that $u \in \mathcal{W}_{p_{1}}^{1}(\tau)$. The theorem is proved.

In many situations the following maximum principle is useful.
THEOREM 2.6. Let the above assumptions be satisfied with $\beta \leq \beta(d, q, \delta)$ for all $q \in[2, p]$ and $\beta_{1} \leq \beta_{1}(d, q, \delta, \varepsilon)$ for all $q \in[2, p]$. Let $\lambda \geq 0$ and $f^{0} \in \mathbf{L}_{p}(\tau)$, $u_{0} \in \operatorname{tr}_{0} \mathcal{W}_{p}^{1}, f^{i}=0, i=1, \ldots, d, g=0$ be such that $u_{0} \geq 0$ and $f^{0} \geq 0$. Then for the solution $u$ almost surely we have $u_{t} \geq 0$ for all finite $t \leq \tau$.

Proof. If $p=2$ the result is proved in [9]. For general $p \geq 2$ take the same function $\zeta_{n}$ as in the preceding proof, introduce $f^{n i}=f^{i} \zeta_{n}, g_{n}^{k}=0$, and call $u^{n}$ the solution of (1.1) with so modified free terms and the initial data $u_{0} \zeta_{n}$. By Theorem 2.5 we have $u^{n} \in \mathcal{W}_{p}^{1}(\tau) \cap \mathcal{W}_{2}^{1}(\tau)$. By the above, $u^{n} \geq 0$ and it only remains to use Theorem 2.4. The theorem is proved.
3. Itô's formula and uniqueness. The following two "standard" results are taken from [12].

Theorem 3.1. Let $u \in \mathcal{W}_{p}^{1}(\tau), f^{j} \in \mathbf{L}_{p}(\tau), g=\left(g^{k}\right) \in \mathbf{L}_{p}(\tau)$, and assume that (2.2) holds for $t \leq \tau$ in the sense of generalized functions. Then there is a set $\Omega^{\prime} \subset \Omega$ of full probability such that
(i) $u_{t \wedge \tau} I_{\Omega^{\prime}}$ is a continuous $L_{p}$-valued $\mathcal{F}_{t}$-adapted function on $[0, \infty)$;
(ii) for all $t \in[0, \infty)$ and $\omega \in \Omega^{\prime}$ Itô's formula holds:

$$
\begin{align*}
\int_{\mathrm{R}^{d}}\left|u_{t \wedge \tau}\right|^{p} d x= & \int_{\mathrm{R}^{d}}\left|u_{t}\right|^{p} d x+p \int_{0}^{t \wedge \tau} \int_{\mathrm{R}^{d}}\left|u_{s}\right|^{p-2} u_{s} g_{s}^{k} d x d w_{s}^{k} \\
& +\int_{0}^{t \wedge \tau}\left(\int _ { \mathbb { R } ^ { d } } \left[p\left|u_{t}\right|^{p-2} u_{t} f_{t}^{0}-p(p-1)\left|u_{t}\right|^{p-2} f_{t}^{i} D_{i} u_{t}\right.\right.  \tag{3.1}\\
& \left.\left.+(1 / 2) p(p-1)\left|u_{t}\right|^{p-2}\left|g_{t}\right|_{\ell_{2}}^{2}\right] d x\right) d t .
\end{align*}
$$

Furthermore, for any $T \in[0, \infty)$

$$
\begin{align*}
E \sup _{t \leq \tau \wedge T}\left\|u_{t}\right\|_{L_{p}}^{p} \leq & 2 E\left\|u_{0}\right\|_{L_{p}}^{p}+N T^{p-1}\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}^{p}  \tag{3.2}\\
& +N T^{(p-2) / 2}\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\|g\|_{\mathbf{L}_{p}(\tau)}^{p}+\|D u\|_{\mathbf{L}_{p}(\tau)}^{p}\right),
\end{align*}
$$

where $N=N(d, p)$.
Here is an "energy" estimate.
Corollary 3.2. Under the conditions of Theorem 3.1 assume that $\tau<\infty$ (a.s.). Then

$$
\begin{align*}
E \int_{\mathrm{R}^{d}}\left|u_{0}\right|^{p} d x & +E \int_{0}^{\tau}\left(\int _ { \mathrm { R } ^ { d } } \left[p\left|u_{t}\right|^{p-2} u_{t} f_{t}^{0}-p(p-1)\left|u_{t}\right|^{p-2} f_{t}^{i} D_{i} u_{t}\right.\right. \\
& \left.\left.+(1 / 2) p(p-1)\left|u_{t}\right|^{p-2}\left|g_{t}\right|_{\ell_{2}}^{2}\right] d x\right) d t \geq E I_{\tau<\infty} \int_{\mathrm{R}^{d}}\left|u_{\tau}\right|^{p} d x . \tag{3.3}
\end{align*}
$$

Furthermore, if $\tau$ is bounded, then there is an equality instead of inequality in (3.3).
The next result implies, in particular, uniqueness in Theorem 2.2.
Lemma 3.3. Under Assumption 2.1 there exist $\lambda_{0} \geq 0$ and $N$ depending only on $d, p, K$, and $\delta$ such that, for any strictly positive $\lambda \geq \lambda_{0}$ and any solution $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ of (1.1) for $t \leq \tau$, we have

$$
\begin{equation*}
\lambda\|u\|_{\mathbf{L}_{p}(\tau)} \leq N \lambda^{1 / 2}\left(\sum_{j=1}^{d}\left\|f^{j}\right\|_{\mathbf{L}_{p}(\tau)}+\|g\|_{\mathbf{L}_{p}(\tau)}\right)+N\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)} . \tag{3.4}
\end{equation*}
$$

Furthermore, if $a^{i}=b^{i}=\nu^{k} \equiv 0$, then one can take $\lambda_{0}=0$.
Proof. We may assume that $f^{j} \in \mathbf{L}_{p}(\tau), g=\left(g^{k}\right) \in \mathbf{L}_{p}(\tau)$, since otherwise the right-hand side of (3.4) is infinite.

If (3.4) is true for $\tau \wedge T$ in place of $\tau$ and any $T \in(0, \infty)$, then it is obviously also true as is. Therefore, we may assume that $\tau$ is finite. An advantage of this assumption is that we can use Corollary 3.2. Write (3.3) with $\hat{f}_{t}^{i}, \hat{f}_{t}^{0}$, and $\hat{g}_{t}^{k}$ in place of $f_{t}^{i}, f_{t}^{0}$, and $g_{t}^{k}$, respectively, where

$$
\begin{aligned}
& \hat{f}_{t}^{i}=a_{t}^{j i} D_{j} u_{t}+a_{t}^{i} u_{t}+f_{t}^{i}, \\
& \hat{f}_{t}^{0}=b_{t}^{i} D_{i} u_{t}+\left(c_{t}-\lambda\right) u_{t}+f_{t}^{0}, \quad \hat{g}_{t}^{k}=\sigma_{t}^{i k} D_{i} u_{t}+\nu_{t}^{k} u_{t}+g_{t}^{k} .
\end{aligned}
$$

Then observe that inequalities like $(a+b)^{2} \leq(1+\varepsilon) a^{2}+\left(1+\varepsilon^{-1}\right) b^{2}$ show that for any $\varepsilon \in(0,1]$ we have

$$
\begin{aligned}
\left|\hat{g}_{t}\right|_{\ell_{2}}^{2} & \leq(1+\varepsilon)\left|\sum_{i=1}^{d} \sigma_{t}^{i \cdot} D_{i} u_{t}\right|_{\ell_{2}}^{2}+2 \varepsilon^{-1}\left|\nu_{t} u_{t}+g_{t}\right|_{\ell_{2}}^{2} \\
& \leq 2(1+\varepsilon) \alpha_{t}^{i j}\left(D_{i} u_{t}\right) D_{j} u_{t}+N \varepsilon^{-1}\left(\left|u_{t}\right|^{2}+\left|g_{t}\right|_{\ell_{2}}^{2}\right)
\end{aligned}
$$

Owing to (2.3), for $\varepsilon=\varepsilon(\delta)>0$ small enough

$$
\begin{align*}
I_{t}:= & (1 / 2)\left|u_{t}\right|^{p-2}\left|\hat{g}_{t}\right|_{\ell_{2}}^{2}-\left|u_{t}\right|^{p-2} \hat{f}_{t}^{i} D_{i} u_{t}+(p-1)^{-1}\left|u_{t}\right|^{p-2} u_{t} b_{t}^{i} D_{i} u_{t} \\
\leq & -(\delta / 2)\left|u_{t}\right|^{p-2}\left|D u_{t}\right|^{2}  \tag{3.5}\\
& +N\left|u_{t}\right|^{p-2}\left(\left|u_{t}\right|^{2}+\left|g_{t}\right|_{\ell_{2}}^{2}+\left|D u_{t}\right|\left|u_{t}\right|+\left|D u_{t}\right| \sum_{i=1}^{d}\left|f_{t}^{i}\right|\right)
\end{align*}
$$

Next, we use that for any $\gamma>0$

$$
\begin{aligned}
\left|u_{t}\right|^{p-1}\left|D u_{t}\right| & =\left(\left|u_{t}\right|^{(p-2) / 2}\left|D u_{t}\right|\right)\left|u_{t}\right|^{p / 2} \leq \gamma\left|u_{t}\right|^{p-2}\left|D u_{t}\right|^{2}+\gamma^{-1}\left|u_{t}\right|^{p} \\
\left|u_{t}\right|^{p-2}\left|D u_{t}\right|\left|f_{t}^{i}\right| & \leq \gamma\left|u_{t}\right|^{p-2}\left|D u_{t}\right|^{2}+\gamma^{-1}\left|u_{t}\right|^{p-2}\left|f_{t}^{i}\right|^{2}
\end{aligned}
$$

and by choosing $\gamma$ appropriately find from (3.5) that

$$
\begin{equation*}
I_{t} \leq N\left|u_{t}\right|^{p}+N\left|u_{t}\right|^{p-2}\left(\sum_{i=1}^{d}\left|f_{t}^{i}\right|^{2}+\left|g_{t}\right|_{\ell_{2}}^{2}\right) \tag{3.6}
\end{equation*}
$$

After that Hölder's inequality and (3.3), where the right-hand side is nonnegative, immediately lead to

$$
\left(\lambda-N_{1}\right)\|u\|_{\mathbf{L}_{p}(\tau)}^{p} \leq N\|u\|_{\mathbf{L}_{p}(\tau)}^{p-2}\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}^{2}+\|g\|_{\mathbf{L}_{p}(\tau)}^{2}\right)+N\|u\|_{\mathbf{L}_{p}(\tau)}^{p-1}\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)} .
$$

Furthermore, simple inspection of the above argument shows that, if $a^{i}=b^{i}=\nu^{k} \equiv 0$, then the terms with $\left|u_{t}\right|^{2}$ and $\left|u_{t}\right|\left|D u_{t}\right|$ in (3.5) and the term with $\left|u_{t}\right|^{p}$ in (3.6) disappear, so that we can take $N_{1}=0$ in this case (recall that $c \leq 0$ ). Generally, for $\lambda \geq 2 N_{1}$ we have $\lambda-N_{1} \geq(1 / 2) \lambda$ and

$$
\bar{U}^{p} \leq N \bar{U}^{p-2} \bar{G}^{2}+N \bar{U}^{p-1} \bar{F},
$$

where

$$
\bar{U}=\lambda\|u\|_{\mathbf{L}_{p}(\tau)}, \quad \bar{G}=\lambda^{1 / 2}\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\|g\|_{\mathbf{L}_{p}(\tau)}\right), \quad \bar{F}=\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)} .
$$

It follows that $\bar{U} \leq N(\bar{G}+\bar{F})$, which is (3.4) and the lemma is proved.
4. Case of the heat equation. To move further we need the following analytic fact established in [4] (see also [7] for a complete proof).

Lemma 4.1. Denote by $T_{t}$ the heat semigroup in $\mathrm{R}^{d}$ and let $p \geq 2,-\infty \leq a<$ $b \leq \infty, g \in L_{p}\left((a, b) \times \mathrm{R}^{d}, \ell_{2}\right)$. Then

$$
\int_{\mathrm{R}^{d}} \int_{a}^{b}\left[\int_{a}^{t}\left|D T_{t-s} g_{s}(x)\right|_{\ell_{2}}^{2} d s\right]^{p / 2} d t d x \leq N(d, p) \int_{\mathrm{R}^{d}} \int_{a}^{b}\left|g_{t}(x)\right|_{\ell_{2}}^{p} d t d x
$$

In this section we deal with the following model equation

$$
\begin{equation*}
d u_{t}=\Delta u_{t} d t+g_{t}^{k} d w_{t}^{k} \tag{4.1}
\end{equation*}
$$

Lemma 4.2. Assume that $\tau \leq T$, where the constant $T \in[0, \infty)$. Then for any $g=\left(g^{1}, g^{2}, \ldots\right) \in \mathbf{L}_{p}(\tau)$ there exists a unique $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ satisfying (4.1) for $t \leq \tau$. Furthermore, for this solution we have

$$
\begin{align*}
E \sup _{t \leq \tau}\left\|u_{t}\right\|_{L_{p}}^{p} & \leq N(d, p) T^{(p-2) / 2}\|g\|_{\mathbf{L}_{p}(\tau)}^{p}  \tag{4.2}\\
\|D u\|_{\mathbf{L}_{p}(\tau)} & \leq N(d, p)\|g\|_{\mathbf{L}_{p}(\tau)} \tag{4.3}
\end{align*}
$$

Proof. By replacing the unknown function $u_{t}$ with $v_{t} e^{\lambda t}$ we see that $v_{t}$ satisfies

$$
d v_{t}=\left(\Delta v_{t}-\lambda v_{t}\right) d t+e^{-\lambda t} g_{t}^{k} d w_{t}^{k}
$$

Since $\tau$ is bounded, the inclusions $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ and $v \in \mathcal{W}_{p, 0}^{1}(\tau)$ are equivalent and our assertion about uniqueness follows from Lemma 3.3.

In the proof of existence we borrow part of the proof of Theorem 4.2 of [6]. As we have pointed out in the Introduction, the beginning of the theory of divergence and nondivergence type equations is the same. The main difference with that proof is that here we take $f \equiv 0$.

We take an integer $m \geq 1$, some stopping times $\tau_{0} \leq \tau_{1} \leq \cdots \leq \tau_{m} \leq T$, and some (nonrandom) functions $g^{i j} \in C_{0}^{\infty}, i, j=1, \ldots, m$. Then we define

$$
\begin{aligned}
g_{t}^{k}(x) & =\sum_{i=1}^{m} g^{i k}(x) I_{\left(\tau_{i-1}, \tau_{i}\right]}(t) \\
v_{t}(x) & =\sum_{k=1}^{m} \int_{0}^{t} g_{s}^{k}(x) d w_{s}^{k}=\sum_{i, k=1}^{m} g^{i k}(x)\left(w_{t \wedge \tau_{i}}^{k}-w_{t \wedge \tau_{i-1}}^{k}\right), \quad t \geq 0
\end{aligned}
$$

Obviously, for any $\omega$, the function $v_{t}(x)$ is continuous and bounded in $(t, x)$ along with any derivative in $x$. Furthermore, the function and its derivative in $x$ are Hölder $1 / 3$ continuous in $t$ uniformly with respect to $x$ (for almost any $\omega$ ). Also, $v_{t}(x)$ has compact support in $x$.

These properties of $v_{t}(x)$ imply that for any $\omega$ there exists a unique classical solution of the heat equation

$$
\frac{\partial}{\partial t} \bar{u}_{t}=\Delta \bar{u}_{t}+\Delta v_{t}, \quad t>0
$$

with zero initial data. Furthermore,

$$
\begin{equation*}
\bar{u}_{t}(x)=\int_{0}^{t} T_{t-s} \Delta v_{s}(x) d s \tag{4.4}
\end{equation*}
$$

This formula shows, in particular, that $\bar{u}_{t}(x)$ is $\mathcal{F}_{t}$-adapted. Adding the fact that $\bar{u}_{t}$ is continuous in $t$ proves that $\bar{u}_{t}(x)$ is predictable. The same holds for

$$
\left(\bar{u}_{t}, \phi\right)=\int_{0}^{t}\left(T_{t-s} \Delta v_{s}, \phi\right) d s
$$

with any $\phi \in C_{0}^{\infty}$. The following corollary of Minkowski's inequality

$$
\begin{equation*}
\left\|\bar{u}_{t}\right\|_{L_{p}} \leq \int_{0}^{t}\left\|\Delta v_{s}\right\|_{L_{p}} d s \tag{4.5}
\end{equation*}
$$

shows that $\bar{u}_{t}$ is $L_{p}$-valued. Since $\left(\bar{u}_{t}, \phi\right)$ is predictable for any $\phi \in C_{0}^{\infty}, \bar{u}_{t}$ is weakly and, hence, strongly predictable as an $L_{p}$-valued process.

One can differentiate (4.4) with respect to $x$ as many times as one wants and get similar statements about the derivatives of $\bar{u}_{t}$. In particular, (4.5) implies that for any multi-index $\alpha$

$$
E \int_{0}^{T} \int_{\mathrm{R}^{d}}\left|D^{\alpha} \bar{u}_{t}\right|^{p} d x d t \leq T^{p} E \int_{0}^{T} \int_{\mathrm{R}^{d}}\left|D^{\alpha} \Delta v_{t}\right|^{p} d x d t<\infty
$$

so that $\bar{u}_{t} \in \mathcal{W}_{p, 0}^{1}(T)$.
Now, it is easily seen that

$$
u_{t}(x):=\bar{u}_{t}(x)+v_{t}(x)
$$

satisfies (4.1) pointwisely and by the above $u_{t} \in \mathcal{W}_{p, 0}^{1}(T)$. The (deterministic) Fubini's theorem also shows that $u_{t}$ satisfies (4.1) in the sense of distributions.

Next, we use the same simple transformation as in the proof of Lemma 4.1 of [6] and conclude that for any $t$ and $x$ almost surely

$$
D u_{t}(x)=\sum_{k=1}^{m} \int_{0}^{t} T_{t-s} D g_{s}^{k}(x) d w_{s}^{k}
$$

Hence, by Burkholder-Davis-Gundy inequality

$$
E\left|D u_{t}(x)\right|^{p} \leq N E\left[\int_{0}^{t}\left|T_{t-s} D g_{s}(x)\right|_{\ell_{2}}^{2} d s\right]^{p / 2}
$$

which along with Lemma 4.1 proves (4.3) for our particular $g$. Theorem 3.1 shows that (4.2) follows from (4.3) and (4.1).

The rest is trivial since the set of $g$ 's like the one above is dense in $\mathbf{L}_{p}(T)$ by Theorem 3.10 of [6]. The lemma is proved.

Next we introduce the parameter $\lambda$ into (4.1).
Lemma 4.3. Assume that $\tau \leq T$, where the constant $T \in[0, \infty)$. Let $\lambda>0$. Then for any $g=\left(g^{1}, g^{2}, \ldots\right) \in \mathbf{L}_{p}(\tau)$ there exists a unique $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ satisfying

$$
\begin{equation*}
d u_{t}=\left(\Delta u_{t}-\lambda u_{t}\right) d t+g_{t}^{k} d w_{t}^{k} \tag{4.6}
\end{equation*}
$$

for $t \leq \tau$. Furthermore, for this solution we have

$$
\begin{align*}
\lambda^{p / 2}\|u\|_{\mathbf{L}_{p}(\tau)}^{p} & \leq N(d, p)\|g\|_{\mathbf{L}_{p}(\tau)}^{p}  \tag{4.7}\\
\|D u\|_{\mathbf{L}_{p}(\tau)} & \leq N(d, p)\|g\|_{\mathbf{L}_{p}(\tau)} \tag{4.8}
\end{align*}
$$

Proof. Uniqueness and estimate (4.7) follow from Lemma 3.3. The existence immediately follows from Lemma 4.2 and the result of transformation described in the beginning of its proof. To establish (4.8) consider the heat equation

$$
\begin{equation*}
\frac{\partial}{\partial t} v_{t}=\Delta v_{t}-\lambda u_{t} \tag{4.9}
\end{equation*}
$$

Since $u \in \mathbf{L}_{p}(\tau)$, for almost any $\omega$ we have $u \in L_{p}\left((0, \tau) \times \mathrm{R}^{d}\right)$ and by a classical result (see, for instance, [11]) for almost any $\omega$ equation (4.9) with zero initial data has a unique solution in the class of functions such that along with derivatives in $x$ up to the second order they belong to $L_{p}\left((0, \tau) \times \mathrm{R}^{d}\right)$. Furthermore, after writing the term $-\lambda u_{t}$ as $-\lambda v_{t}-\lambda z_{t}$, where $z_{t}=u_{t}-v_{t}$, differentiating the equation once with respect to $x$ and using the contraction property of the heat semigroup we find

$$
\begin{equation*}
\|D v\|_{L_{p}\left((0, \tau) \times \mathrm{R}^{d}\right)}^{p} \leq\|D z\|_{L_{p}\left((0, \tau) \times \mathrm{R}^{d}\right)}^{p} . \tag{4.10}
\end{equation*}
$$

The solution $v_{t}$ can be given by an integral formula, which implies that $v_{t}$ is $\mathcal{F}_{t^{-}}$ adapted. It is also continuous as an $L_{p}$-valued process, and hence, is a predictable $L_{p}$-valued process. Taking expectations of both parts of (4.10) shows that $v \in \mathcal{W}_{p}^{1}(\tau)$ if $z \in \mathcal{W}_{p}^{1}(\tau)$.

Now observe that

$$
d z_{t}=\Delta z_{t} d t+g_{t}^{k} d w_{t}^{k}
$$

which by Lemma 4.2 implies that $z \in \mathcal{W}_{p}^{1}(\tau)$ and

$$
\|D z\|_{\mathbf{L}_{p}(\tau)}^{p} \leq N\|g\|_{\mathbf{L}_{p}(\tau)}^{p}
$$

Upon combining this with (4.10) and using the fact that $u=v+z$, we come to (4.8). The lemma is proved.
5. A priori estimates in the general case. First we deal with the case when $\sigma=\nu=0$.

Lemma 5.1. Suppose that $\sigma^{i k} \equiv \nu^{k} \equiv 0$. Also suppose that Assumptions 2.1 and 2.2 are satisfied with $\beta \leq \beta_{0}$, where the way to estimate the constant $\beta_{0}(d, p, \delta)>0$ is described in the proof. Let $f^{j} \in \mathbf{L}_{p}(\tau)$ and $g \in \mathbf{L}_{p}(\tau)$.

Then there exist constants $\lambda_{0} \geq 1$ and $N$, depending only on $d, p, \delta, K$, and $\varepsilon$, such that for any $\lambda \geq \lambda_{0}$ there exists a unique $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ satisfying (1.1) for $t \leq \tau$. Furthermore, this solution satisfies the estimate

$$
\begin{equation*}
\lambda^{1 / 2}\|u\|_{\mathbf{L}_{p}(\tau)}+\|D u\|_{\mathbf{L}_{p}(\tau)} \leq N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\|g\|_{\mathbf{L}_{p}(\tau)}\right)+N \lambda^{-1 / 2}\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)} \tag{5.1}
\end{equation*}
$$

Proof. Uniqueness and part of estimate (5.1) follow from Lemma 3.3. In the rest of the proof we may assume that $\tau$ is bounded and split our argument into two parts.

Case $g^{k} \equiv 0$. First assume that the coefficients and $f^{j}$ are nonrandom. We extend the coefficients of $L$ following the example $a_{t}^{i j}(x)=\delta^{i j}, t<0$, and extend $f_{t}^{j}$ beyond $(0, \tau)$ arbitrary only requiring $f^{j} \in L_{p}\left(\mathrm{R}^{d+1}\right)$.

Then by Theorem 4.5 and Remark 2.4 of [8] the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u_{t}=L_{t} u_{t}-\lambda u_{t}+D_{i} f_{t}^{i}+f_{t}^{0} \tag{5.2}
\end{equation*}
$$

in $\mathrm{R}^{d+1}$ has a unique solution with finite norms

$$
\|u\|_{L_{p}\left(\mathrm{R}^{d+1}\right)} \quad \text { and } \quad\|D u\|_{L_{p}\left(\mathrm{R}^{d+1}\right)}
$$

provided that $\lambda \geq \lambda_{0}$. By Theorem 4.4 of [8]

$$
\begin{equation*}
\lambda^{1 / 2}\|u\|_{L_{p}\left(\mathrm{R}^{d+1}\right)}+\|D u\|_{L_{p}\left(\mathrm{R}^{d+1}\right)} \leq N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{L_{p}\left(\mathrm{R}^{d+1}\right)}+\lambda^{-1 / 2}\left\|f^{0}\right\|_{L_{p}\left(\mathrm{R}^{d+1}\right)}\right) \tag{5.3}
\end{equation*}
$$

By Theorem 3.1 the function $u_{t}$ is a continuous $L_{p}$-valued function.
The proof of Theorem 4.4 of [8] is achieved on the basis of the a priori estimate (5.3) and the method of continuity by considering the family of equations

$$
\begin{equation*}
\frac{\partial}{\partial t} u_{t}=\left(\theta L_{t}+(1-\theta) \Delta\right) u_{t}-\lambda u_{t}+D_{i} f_{t}^{i}+f_{t}^{0} \tag{5.4}
\end{equation*}
$$

where the parameter $\theta$ changes in $[0,1]$. We remind briefly the method of continuity because we want to show that certain properties of (5.4) which we know for $\theta=0$ propagate from $\theta=0$ to $\theta=1$.

We fix a $\theta_{0} \in[0,1]$ and to solve (5.4) for given $f^{j}$ define a sequence of $u^{n} \in$ $L_{p}\left(\mathrm{R}, W_{p}^{1}\right)$ by solving the equation

$$
\begin{align*}
\frac{\partial}{\partial t} u_{t}^{n+1}= & \left(\theta_{0} L_{t}+\left(1-\theta_{0}\right) \Delta\right) u_{t}^{n+1}-\lambda u_{t}^{n+1}  \tag{5.5}\\
& +D_{i} f_{t}^{i}+f_{t}^{0}+\left(\theta-\theta_{0}\right)\left(L_{t}-\Delta\right) u^{n}, \quad n \geq 1, \quad u^{0}=0
\end{align*}
$$

If we know that (5.4) is uniquely solvable with $\theta_{0}$ in place of $\theta$ for arbitrary $f^{j} \in$ $L_{p}\left(\mathrm{R}^{d+1}\right)$, then the sequence $u^{n}$ is well defined. Furthermore, estimate (5.3) easily shows that for $\theta$ sufficiently close to $\theta_{0}$ the $L_{p}\left(\mathrm{R}, W_{p}^{1}\right)$ norm of $u^{n+1}-u^{n}$ goes to zero geometrically as $n \rightarrow \infty$. In this way, passing to the limit in (5.5), we obtain the solution of (5.4) for $\theta$ close to $\theta_{0}$. Then we can repeat the procedure and starting from $\theta=0$ and moving step by step eventually reach $\theta=1$.

For $\theta=0$ we are dealing with solvability of the heat equation which is proved by giving the solution explicitly by means of the heat semigroup. This representation formula has two important implications:
(i) For any constant $T \in \mathrm{R}$, changing $f_{t}^{j}$ for $t \geq T$ does not affect $u_{t}$ for $t \leq T$;
(ii) If $f^{j}$ are $L_{p}\left(\mathrm{R}^{d+1}\right)$-valued measurable functions of a parameter, say $\omega$ from a measurable space, say $\left(\Omega, \mathcal{F}_{T}\right)$, then the solution $u \in L_{p}\left(\mathrm{R}, W_{p}^{1}\right)$, which now depends on $\omega$ is also $\mathcal{F}_{T}$-measurable.

Property (i) is obtained by inspecting the representation formula. Property (ii) is true because the mapping $L_{p}\left(\mathrm{R}^{d+1}\right) \ni f^{j} \rightarrow u \in L_{p}\left(\mathrm{R}, W_{p}^{1}\right)$ is continuous and, hence, Borel measurable.

Obviously, both properties propagate from $\theta=0$ to $\theta=1$ by the above method of continuity. In particular, solutions of (5.2) on the time interval $(-\infty, T]$ depend only on the values of $f_{t}^{j}$ for $t \in(-\infty, T]$. It follows that with the same $\lambda$ and $N$, for any $T \in \mathbf{R}$,

$$
\begin{align*}
\lambda^{1 / 2}\|u\|_{L_{p}\left((-\infty, T), L_{p}\right)} & +\|D u\|_{L_{p}\left((-\infty, T), L_{p}\right)}  \tag{5.6}\\
\leq & N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{L_{p}\left((-\infty, T), L_{p}\right)}+\lambda^{-1 / 2}\left\|f^{0}\right\|_{L_{p}\left((-\infty, T), L_{p}\right)}\right)
\end{align*}
$$

From now on, we allow the coefficients and $f^{j}$ to be random, continue $f^{j}$ as zero for $t<0$, and solve (5.2) for each $\omega$. By (5.6) with $T=0$ we have that $u_{t}=0$ for $t \leq 0$, and it makes sense considering (5.2) on $(0, T)$ for each $T \in(0, \infty)$ with zero initial condition. In such situation properties (i) and (ii) still hold.

In particular, if $f^{j}$ are measurable $L_{p}\left((0, T), L_{p}\right)$-valued functions of a parameter, say $\omega$ from a measurable space, say $\left(\Omega, \mathcal{F}_{T}\right)$, then the solution $u \in L_{p}\left((0, T), W_{p}^{1}\right)$
 measurable for any $\phi \in C_{0}^{\infty}$. Since $u_{T}$ takes values in $L_{p}$, it is an $L_{p^{-}}$valued $\mathcal{F}_{T^{-}}$ measurable function.

If $f_{t}^{i}$ are predictable $L_{p}$-valued functions, the above conclusions are valid for any $T \in[0, \infty)$. In particular, $u_{t}$ is $\mathcal{F}_{t}$-adapted as an $L_{p}$-valued function and since it is continuous, $u_{t}$ is a predictable $L_{p}$-valued function.

These properties and the fact that (5.6) holds for any $T \in(0, \infty)$ and $\omega$ prove the lemma in the particular case under consideration.

General case. By Lemma 4.3 there is a unique solution $v \in \mathcal{W}_{p, 0}^{1}(\tau)$ of (4.6). Observe that

$$
\left(L_{t}-\Delta\right) v_{t}=D_{i} \hat{f}_{t}^{i}+\hat{f}_{t}^{0}
$$

where $\hat{f}_{t}^{j}$ are functions of class $\mathbf{L}_{p}(\tau)$ defined by

$$
\begin{aligned}
& \hat{f}_{t}^{j}=\left(a_{t}^{i j}-\delta^{i j}\right) D_{i} v_{t}+a_{t}^{j} v_{t}, \quad j=1, \ldots, d \\
& \hat{f}_{t}^{0}=b_{t}^{i} D_{i} v_{t}+c_{t} v_{t}
\end{aligned}
$$

By the above there is a unique solution $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ of

$$
\frac{\partial}{\partial t} u_{t}=L_{t} u_{t}-\lambda u_{t}+\left(L_{t}-\Delta\right) v_{t}+D_{i} f_{t}^{i}+f_{t}^{0}
$$

Obviously, $v_{t}+u_{t}$ is a solution of class $\mathcal{W}_{p, 0}^{1}(\tau)$ of (1.1). By the particular case

$$
\begin{aligned}
\lambda^{1 / 2}\|u\|_{\mathbf{L}_{p}(\tau)} & +\|D u\|_{\mathbf{L}_{p}(\tau)} \leq N \sum_{i=1}^{d}\left(\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|\hat{f}^{i}\right\|_{\mathbf{L}_{p}(\tau)}\right) \\
& +N \lambda^{-1 / 2}\left(\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}+\left\|\hat{f}^{0}\right\|_{\mathbf{L}_{p}(\tau)}\right)
\end{aligned}
$$

and to obtain (5.1), it remains only to use the estimates of $v_{t}$ provided by Lemma 4.3. The lemma is proved.

Now we allow $\sigma \neq 0$.
Lemma 5.2. (i) Suppose that Assumption 2.1 is satisfied with $K=0$ and take $\varepsilon \geq \varepsilon_{1}>0, \varepsilon_{2} \in(0, \varepsilon / 4], t_{0} \geq 0$, and $x_{0} \in \mathrm{R}^{d}$.
(ii) Let $f^{j} \in \mathbf{L}_{p}(\tau), g \in \overline{\mathbf{L}}_{p}(\tau)$, and $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ be such that (1.1) holds for $t \leq \tau$. Assume that $u_{t}(x)=0$ if

$$
(t, x) \notin \Gamma:=\left(t_{0}, t_{0}+\varepsilon_{1}^{2}\right) \times B_{\varepsilon_{2}}\left(x_{0}\right)
$$

(iii) Assume that the couple $(a, \sigma)$ is $\left(\varepsilon, \varepsilon_{1}\right)$-regular at $\left(t_{0}, x_{0}\right)$ with $\beta=\beta_{0} / 3$ in (2.4) and (2.5), where $\beta_{0}$ is the constant from Lemma 5.1. Also assume that

$$
\left|\sigma_{t}^{i \cdot}(x)-\sigma_{t}^{i \cdot}\left(x_{0}\right)\right|_{\ell_{2}} \leq \beta_{1}, \quad\left(a_{t}^{j k}(y)-\alpha_{t}^{j k}\left(x_{0}\right)\right) \xi^{j} \xi^{k} \geq \delta|\xi|^{2}
$$

for all values of indices and arguments such that $(t, x) \in \Gamma$ and $(t, y) \in Q_{\varepsilon}\left(t_{0}, x_{0}\right)$, where $\beta_{1}=\beta_{1}(d, \delta, p, \varepsilon)>0$ is a constant an estimate from below for which can be obtained from the proof.

Then there exist constants $\lambda_{0} \geq 1$ and $N$, depending only on $d, p, \delta$, and $\varepsilon$, such that estimate (5.1) holds provided that $\lambda \geq \lambda_{0}$.

Proof. Without loss of generality we may and will assume that $x_{0}=0$. Also we modify, if necessary, $a$ and $\sigma$ in such a way that $\sigma_{t}^{i k}(x)=0$ if $t \notin\left(t_{0}, t_{0}+\varepsilon_{1}^{2}\right)$, and $a_{t}^{i j}(x)=\delta^{-1} \delta^{i j}$ if $t \notin\left(t_{0}, t_{0}+\varepsilon_{1}^{2}\right)$. Obviously, under this modification assumption (iii) is preserved and (1.1) remains unaffected due to assumption (ii). The rest of the proof we split into two cases.

Case $\sigma_{t}^{i k}(x)=\sigma_{t}^{i k}(0)$ for $|x| \leq \varepsilon_{2}$ and $t \geq 0$. We want to apply Lemma 5.1 and for that, even if $\sigma \equiv 0$, we need $a^{i j}$ to satisfy at least the condition osc $\left(a^{i j}, Q\right) \leq \beta$ for all $Q \in \mathbf{Q}$ with $\rho(Q) \leq \varepsilon$. To achieve this we modify $a_{t}^{i j}(x)$ for $|x| \geq \varepsilon / 4$ using the fact that such modifications have no effect on (1.1) since $u_{t}(x)=0$ for $|x| \geq \varepsilon_{2}$ and $\varepsilon_{2} \leq \varepsilon / 4$.

Take a $\xi \in C_{0}^{\infty}\left(\mathrm{R}^{d}\right)$ with support lying in the ball of radius $\varepsilon / 2$ centered at the origin and such that $\xi(x)=1$ for $|x| \leq \varepsilon / 4$ and $0 \leq \xi \leq 1$. Set

$$
\hat{a}_{t}^{i j}:=\xi a_{t}^{i j}+\delta^{-1}(1-\xi) \delta^{i j}
$$

We can use $\hat{a}$ in place of $a$ in (1.1). It follows by Lemma 4.7 of [6] (Itô-Wentzell formula) that the function $v_{t}(x):=u_{t}\left(x+x_{t}\right)$ satisfies the equation

$$
\begin{equation*}
d v_{t}(x)=\left(\bar{L}_{t} v_{t}(x)-\lambda v_{t}+D_{i} \bar{f}_{t}^{i}+\bar{f}_{t}^{0}\right) d t+\bar{g}_{t}^{k}\left(x+x_{t}\right) d w_{t}^{k} \tag{5.7}
\end{equation*}
$$

where

$$
\begin{aligned}
\bar{L}_{t} \phi & =D_{j}\left(\bar{a}_{t}^{i j} D_{i} \phi\right), \quad \bar{a}_{t}^{i j}(x)=\hat{a}_{t}^{i j}\left(x+x_{t}\right)-\alpha_{t}^{i j}(0), \\
\bar{f}_{t}^{i}(x) & :=f_{t}^{i}\left(x+x_{t}\right)-\sigma_{t}^{i k}(0) g_{t}^{k}\left(x+x_{t}\right), \quad i=1, \ldots, d, \\
\bar{f}_{t}^{0}(x) & :=f_{t}^{0}\left(x+x_{t}\right), \quad \bar{g}_{t}^{k}(x)=g_{t}^{k}\left(x+x_{t}\right)
\end{aligned}
$$

and the process $x_{t}=\left(x_{t}^{1}, \ldots, x_{t}^{d}\right)$ is defined by

$$
x_{t}^{i}=-\int_{0}^{t} \sigma_{s}^{i k}(0) d w_{s}^{k}
$$

This fact shows that the assertion of the present lemma is a direct consequence of Lemma 5.1 in case the latter is applicable to (5.7).

As is easy to see we will be able to apply Lemma 5.1 to (5.7) if we can find $\varepsilon^{\prime}=\varepsilon^{\prime}(d, \delta, \varepsilon, p)>0$ such that

$$
\begin{equation*}
\frac{1}{t-s} \int_{s}^{t}\left(\left|\bar{a}_{r}^{i j}-\bar{a}_{r(B)}^{i j}\right|\right)_{(B)} d r \leq \beta_{0} \tag{5.8}
\end{equation*}
$$

whenever $(s, t) \times B \in \mathbf{Q}$ and $\rho(B) \leq \varepsilon^{\prime}$.
Denote by $N$, with or without subscripts, various (large) constants depending only on $d, \delta$, and $\varepsilon$ and observe that $|D \xi| \leq N$. It follows easily that for $B \in \mathbf{B}$ we have

$$
\begin{align*}
\left(\left|\bar{a}_{r}^{i j}-\bar{a}_{r(B)}^{i j}\right|\right)_{(B)} & \leq\left(\left|\xi a_{r}^{i j}-\left(\xi a_{r}^{i j}\right)_{\left(B+x_{r}\right)}\right|\right)_{\left(B+x_{r}\right)}+\delta^{-1} \delta^{i j}\left(\left|\xi-\xi_{\left(B+x_{r}\right)}\right|\right)_{\left(B+x_{r}\right)}  \tag{5.9}\\
& \leq\left(\left|\xi a_{r}^{i j}-\left(\xi a_{r}^{i j}\right)_{\left(B+x_{r}\right)}\right|\right)_{\left(B+x_{r}\right)}+N_{1} \rho=: I_{r}+N_{1} \rho,
\end{align*}
$$

where and below $\rho=\rho(B)$.

Let $z$ be the center of $B$ and set

$$
y_{r}=\left(z+x_{r}\right)(\rho+\varepsilon / 2)\left|z+x_{r}\right|^{-1}
$$

if $\left|z+x_{r}\right| \geq \rho+\varepsilon / 2$ and $y_{r}=z+x_{r}$ otherwise. Observe that $y_{r}$ is continuous in $r$ and

$$
\begin{equation*}
\left|y_{r}\right| \leq \rho+\varepsilon / 2 \tag{5.10}
\end{equation*}
$$

Next we claim that

$$
\begin{equation*}
I_{r} \leq 2\left(\left|a_{r}^{i j}-a_{r\left(B_{\rho}+y_{r}\right)}^{i j}\right|\right)_{\left(B_{\rho}+y_{r}\right)}+N_{2} \rho \tag{5.11}
\end{equation*}
$$

If (5.11) is true, then by combining it with (5.9) and using (5.10) we find that the left-hand side of (5.8) is less than

$$
\left(N_{1}+N_{2}\right) \rho+2 \sup _{|y| \leq \rho+\varepsilon / 2} \operatorname{osc}\left(a^{i j}, Q_{\rho}+(0, y), 0\right)
$$

if $\sigma_{t}^{n m}(0)=0$ for all $t, n, m$ or, in general, less than

$$
\left(N_{1}+N_{2}\right) \rho+2 \operatorname{Osc}\left(a^{i j}, Q_{\rho}, \rho+\varepsilon / 2\right)
$$

where $Q_{\rho}=(s, t) \times B_{\rho}$. Now (2.4) and (2.5) imply that (5.8) is satisfied for $\rho \leq \varepsilon^{\prime}$ if we choose $\varepsilon^{\prime}>0$ so that

$$
\left(N_{1}+N_{2}\right) \varepsilon^{\prime} \leq \beta_{0} / 3, \quad \varepsilon^{\prime} \leq \varepsilon / 4
$$

Therefore, it remains only to prove the claim. Obviously, if $\left|z+x_{r}\right| \geq \rho+\varepsilon / 2$, then $I_{r}=0$ and (5.11) holds.

In case $\left|z+x_{r}\right|<\rho+\varepsilon / 2$ the estimates

$$
\begin{aligned}
\left(\left|h_{r}-h_{r\left(B^{\prime}\right)}\right|\right)_{\left(B^{\prime}\right)} \leq \frac{1}{\left|B^{\prime}\right|^{2}} \int_{B^{\prime}} \int_{B^{\prime}}\left|h_{r}(y)-h_{r}(z)\right| d y d z \leq 2\left(\left|h_{r}-h_{r\left(B^{\prime}\right)}\right|\right)_{\left(B^{\prime}\right)} \\
\left|\xi(y) a_{r}^{i j}(y)-\xi(z) a_{r}^{i j}(z)\right| \leq \xi(y)\left|a_{r}^{i j}(y)-a_{r}^{i j}(z)\right|+N|\xi(y)-\xi(z)|
\end{aligned}
$$

show that

$$
I_{r} \leq 2\left(\left|a_{r}^{i j}-a_{r\left(B+x_{r}\right)}^{i j}\right|\right)_{\left(B+x_{r}\right)}+N \rho
$$

which is equivalent to (5.11). This proves the lemma in the particular case under consideration.

General case. We rewrite the term $\Lambda_{t}^{k} u_{t}+g_{t}^{k}$ in (1.1) as $\sigma_{t}^{i k}(0) D_{i} u_{t}+\bar{g}_{t}^{k}$ with $\bar{g}_{t}^{k}=g_{t}^{k}+\left(\sigma_{t}^{i k}-\sigma_{t}^{i k}(0)\right) D_{i} u_{t}$ and use the above result to conclude that estimate (5.1) holds with $N=N_{1}=N_{1}(d, p, \delta, \varepsilon)$ if we add to its right-hand side

$$
N_{2}(d, p, \delta, \varepsilon) \beta_{1}\|D u\|_{\mathbf{L}_{p}(\tau)}
$$

By choosing $\beta_{1}=\beta_{1}(d, p, \delta, \varepsilon)$ so that $N_{2} \beta_{1} \leq 1 / 2$, we get (5.1) with $2 N_{1}$ in place of $N_{1}$. The lemma is proved.

Remark 5.3. If Assumption 2.1 is satisfied with $K=0$ and $a_{t}^{i j}$ and $\sigma_{t}^{i k}$ depend only on $\omega$ and $t$, then the assertion of Lemma 5.2 is true with $\lambda_{0}=0$ and $N=$ $N(d, p, \delta)$ and without requiring $u$ to have compact support. This fact can be obtained
by following the arguments in section 4.3 of [6]. Even though those arguments are much longer, they allow one to prove a very general result that, roughly speaking, "whatever estimate can be established for solutions of the heat equation in Banach function spaces with norms that are invariant under time dependent shifting of the $x$ coordinate, the same estimate with the same constant also holds for solutions of the parabolic equations with no lower order terms and with the matrix of the second order coefficients depending only on $t$ and dominating (in the matrix sense) the unit matrix" (see [5]).

The next step is to consider equations with lower order terms. The following lemma and its corollary are stated in a slightly more general form than it is needed in the present article. The point is that we intend to use them in a subsequent article about equations in half spaces.

LEMMA 5.4. Let $G \subset \mathrm{R}^{d}$ be a domain (perhaps, $G=\mathrm{R}^{d}$ ) and take $\varepsilon \geq \varepsilon_{1}>0$ and $\varepsilon_{2} \in(0, \varepsilon / 4]$.
(i) Let $f^{j}, g \in \mathbf{L}_{p}(\tau)$ and let $u \in \mathcal{W}_{p, 0}^{1}(\tau)$ satisfy (1.1) for $t \leq \tau$ and be such that $u_{t}(x)=0$ if $x \notin G$.
(ii) Suppose that Assumption 2.1 is satisfied.
(iii) Suppose that assumption (iii) of Lemma 5.2 is satisfied for any $t_{0} \geq 0$ and $x_{0}$ such that dist $\left(x_{0}, G\right) \leq \varepsilon_{2}$.

Then there exist constants $N, \lambda_{0} \geq 0$, depending only on $d, p, K, \delta, \varepsilon, \varepsilon_{1}$, and $\varepsilon_{2}$, such that estimate (5.1) holds true whenever $\lambda \geq \lambda_{0}$.

Proof. As usual we will use partitions of unity. Take a nonnegative $\xi \in C_{0}^{\infty}\left(B_{\varepsilon_{2}}\right)$ with unit $L_{p}$-norm and take a nonnegative $\eta \in C_{0}^{\infty}\left(\left(0, \varepsilon_{1}^{2}\right)\right)$ with unit $L_{p}$-norm. For $s \in \mathrm{R}$ and $y \in \mathrm{R}^{d}$ introduce

$$
\zeta(t, x)=\xi(x) \eta(t), \quad \zeta^{s, y}(t, x)=\zeta(t-s, x-y), \quad u_{t}^{s, y}(x)=\zeta^{s, y}(t, x) u_{t}(x)
$$

so that, in particular,

$$
\begin{equation*}
\left|u_{t}(x)\right|^{p}=\int_{\mathrm{R}^{d+1}}\left|u_{t}^{s, y}(x)\right|^{p} d y d s \tag{5.12}
\end{equation*}
$$

Observe that, for each $s, y$,

$$
\begin{align*}
d u_{t}^{s, y}= & \left(\sigma_{t}^{i k} D_{i} u_{t}^{s, y}+\hat{g}_{t}^{s, y, k}\right) d w_{t}^{k}  \tag{5.13}\\
& +\left(D_{j}\left(a_{t}^{i j} D_{i} u_{t}^{s, y}\right)-\lambda u_{t}^{s, y}+D_{j} \hat{f}_{t}^{s, y, j}+\hat{f}_{t}^{s, y, 0}\right) d t
\end{align*}
$$

for $t \leq \tau$, where we dropped the argument $x$ (and $\omega$ ) and

$$
\begin{aligned}
& \hat{g}_{t}^{s, y, k}=\zeta^{s, y}\left(\nu_{t}^{k} u_{t}+g_{t}^{k}\right)-u_{t} \sigma_{t}^{i k} D_{i} \zeta^{s, y} \\
& \hat{f}_{t}^{s, y, j}=\zeta^{s, y}\left(a_{t}^{j} u_{t}+f_{t}^{j}\right)-a_{t}^{i j} u_{t} D_{i} \zeta^{s, y}, \quad j=1, \ldots, d \\
& \hat{f}_{t}^{s, y, 0}=\zeta^{s, y}\left(f_{t}^{0}+b_{t}^{i} D_{i} u_{t}+c_{t} u_{t}\right)-f_{t}^{j} D_{j} \zeta^{s, y}-\left(a_{t}^{i j} D_{i} u_{t}+a_{t}^{j} u_{t}\right) D_{j} \zeta^{s, y}+\zeta_{t}^{s, y} u_{t}
\end{aligned}
$$

and $\zeta_{t}^{s, y}(t, x)=\xi(x-y) \eta^{\prime}(t-s)$.
As is easy to see $u^{s, y}(t, x)=0$ for $(t, x) \notin\left(s_{+}, s_{+}+\varepsilon_{1}^{2}\right) \times B_{\varepsilon_{2}}(y)$. Therefore, by Lemma 5.2 if $\operatorname{dist}(y, G) \leq \varepsilon_{2}$, then

$$
\begin{align*}
\lambda^{p / 2}\left\|u^{s, y}\right\|_{\mathbf{L}_{p}(\tau)}^{p} & +\left\|D u^{s, y}\right\|_{\mathbf{L}_{p}(\tau)}^{p}  \tag{5.14}\\
& \leq N\left(\sum_{j=1}^{d}\left\|\hat{f}^{s, y, j}\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\left\|\hat{g}^{s, y}\right\|_{\mathbf{L}_{p}(\tau)}^{p}\right)+N \lambda^{-p / 2}\left\|\hat{f}^{s, y, 0}\right\|_{\mathbf{L}_{p}(\tau)}^{p}
\end{align*}
$$

provided that $\lambda \geq \lambda_{0}$, where $N$ and $\lambda_{0}$ depend only on $d, \delta, p$, and $\varepsilon$. This estimate also, obviously, holds if $\operatorname{dist}(y, G)>\varepsilon_{2}$ since then $u_{t}^{s, y} \equiv 0$.

Next,

$$
\begin{aligned}
& \left|\hat{f}_{t}^{s, y, j}\right| \leq N \bar{\zeta}^{s, y}\left|u_{t}\right|+\zeta^{s, y}\left|f_{t}^{j}\right|, \quad j=1, \ldots, d \\
& \left|\hat{f}_{t}^{s, y, 0}\right| \leq N \bar{\zeta}^{s, y}\left(\left|D u_{t}\right|+\left|u_{t}\right|\right)+N \bar{\zeta}^{s, y} \sum_{j=0}^{d}\left|f_{t}^{j}\right| \\
& \left|\hat{g}_{t}^{s, y}\right| \ell_{2} \leq N \bar{\zeta}^{s, y}\left|u_{t}\right|+\zeta^{s, y}\left|g_{t}\right|_{\ell_{2}}
\end{aligned}
$$

where $\bar{\zeta}=\zeta+|D \zeta|+\left|\zeta_{t}\right|, \bar{\zeta}^{s, y}(t, x)=\bar{\zeta}(t-s, x-y)$, and here and below we allow the constants $N$ to depend only on $d, p, \delta, K, \varepsilon, \varepsilon_{1}$, and $\varepsilon_{2}$.

We also notice that $\left|\zeta^{s, y} D u_{t}\right| \leq\left|D\left(\zeta^{s, y} u_{t}\right)\right|+\bar{\zeta}^{s, y}\left|u_{t}\right|$. Then we find that

$$
\begin{aligned}
& \lambda^{p / 2}\left\|\zeta^{s, y} u\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\left\|\zeta^{s, y} D u\right\|_{\mathbf{L}_{p}(\tau)}^{p} \\
\leq & N\left(\sum_{i=1}^{d}\left\|\bar{\zeta}^{s, y} f^{i}\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\left\|\zeta^{s, y} g\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\left\|\bar{\zeta}^{s, y} u\right\|_{\mathbf{L}_{p}(\tau)}^{p}\right) \\
& +N \lambda^{-p / 2}\left(\left\|\bar{\zeta}^{s, y} f^{0}\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\left\|\bar{\zeta}^{s, y} D u\right\|_{\mathbf{L}_{p}(\tau)}^{p}\right) .
\end{aligned}
$$

We integrate through this estimate and use formulas like (5.12). Then we obtain

$$
\begin{aligned}
& \lambda^{p / 2}\|u\|_{\mathbf{L}_{p}(\tau)}^{p}+\|D u\|_{\mathbf{L}_{p}(\tau)}^{p} \\
\leq & N_{1}\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\|g\|_{\mathbf{L}_{p}(\tau)}^{p}+\|u\|_{\mathbf{L}_{p}(\tau)}^{p}\right)+N_{1} \lambda^{-p / 2}\left(\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}^{p}+\|D u\|_{\mathbf{L}_{p}(\tau)}^{p}\right)
\end{aligned}
$$

Finally, we increase $\lambda_{0} \geq 0$, if necessary, in such a way that $N_{1} \lambda^{-p / 2} \leq 1 / 2$ for $\lambda \geq \lambda_{0}$. Then we obviously arrive at (5.1) with $N=2 N_{1}$. The lemma is proved.

To the best of the author's knowledge, the following multiplicative estimate is new even in the deterministic case.

Corollary 5.5. Let $\lambda=0$. Then under the assumptions of Lemma 5.4 we have

$$
\|D u\|_{\mathbf{L}_{p}(\tau)} \leq N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\|g\|_{\mathbf{L}_{p}(\tau)}+\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}^{1 / 2}\|u\|_{\mathbf{L}_{p}(\tau)}^{1 / 2}+\|u\|_{\mathbf{L}_{p}(\tau)}\right)
$$

where $N$ depends only on $d, p, K, \delta, \varepsilon, \varepsilon_{1}$, and $\varepsilon_{2}$.
Indeed, take $\lambda>0$ and add and subtract the term $\left(\lambda_{0}+\lambda\right) u_{t} d t$ on the right in (1.1), thus introducing $\lambda$ into the equation and modifying $f_{t}^{0}$ by including into it one of $\left(\lambda_{0}+\lambda\right) u_{t}$. Then after applying (5.1), we see that

$$
\begin{aligned}
\|D u\|_{\mathbf{L}_{p}(\tau)} \leq N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}\right. & +\|g\|_{\mathbf{L}_{p}(\tau)} \\
& \left.+\left(\lambda_{0}+\lambda\right)^{-1 / 2}\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}+\left(\lambda_{0}+\lambda\right)^{1 / 2}\|u\|_{\mathbf{L}_{p}(\tau)}\right)
\end{aligned}
$$

Now it remains only to take the inf with respect to $\lambda>0$.
Proof of Lemma 2.1. By bearing in mind an obvious shifting of time, we see that in the proof of assertions (i)-(iii) we may assume that $s=0$.
(i) First of all observe that uniqueness of solution of (2.7) is well known even in a much wider class than $\mathcal{W}_{p}^{1}(\infty)$.

Let $u_{0} \in \operatorname{tr}_{0} \mathcal{W}_{p}^{1}$, then $u_{0} \in W^{1-2 / p}$ for almost each $\omega$ and there is a unique solution of the heat equation

$$
d v_{t}=\Delta v_{t} d t
$$

of class $L_{p}\left((0,1), W_{p}^{1}\right)$ with initial condition $u_{0}$. Furthermore,

$$
\|v\|_{L_{p}\left((0,1), W_{p}^{1}\right)} \sim\left\|u_{0}\right\|_{W_{p}^{1-2 / p}} .
$$

Next, take a $\zeta \in C_{0}^{\infty}(\mathrm{R})$ such that $\zeta_{0}=1$ and $\zeta_{t}=0$ for $t \geq 1 / 2$ and define $\psi_{t}(x)=e^{-t} v_{t}(x) \zeta_{t}$ for $t \in[0,1]$ and as zero if $t \geq 1 / 2$. Notice that (a.s.)

$$
\psi \in L_{p}\left(\mathrm{R}_{+}, W_{p}^{1}\right),
$$

and

$$
\frac{\partial}{\partial t} \psi_{t}=\Delta \psi_{t}-\psi_{t}+e^{-t} \zeta_{t}^{\prime} v_{t} .
$$

Then it is a classical result that there exists a unique $\phi \in L_{p}\left(\mathrm{R}_{+}, W_{p}^{2}\right)$ which solves the equation

$$
d \phi_{t}=\left(\Delta \phi_{t}-\phi_{t}+e^{-t} \zeta_{t}^{\prime} v_{t}\right) d t
$$

with zero initial condition. In addition,

$$
\|\phi\|_{L_{p}\left(R_{+}, W_{p}^{2}\right)} \leq N\left\|\zeta^{\prime} v\right\|_{L_{p}\left(\mathrm{R}_{+}, L_{p}\right)} \leq N\left\|u_{0}\right\|_{W_{p}^{1-2 / p}}
$$

where the constants $N$ depend only on $d$ and $p$. Owing to these estimates and uniqueness, the operators mapping $u_{0}$ into $v$ and $\phi$ are continuous (and nonrandom). Since $u_{0}$ is $\mathcal{F}_{0}$-measurable, the same is true for $\psi, \phi$, and $u=\psi-\phi$, which is of class $L_{p}\left(\mathrm{R}_{+}, W_{p}^{1}\right)$, satisfies (2.7), and equals $u_{0}$ for $t=0$. Also, for each $\omega$

$$
\|u\|_{L_{p}\left(\mathrm{R}_{+}, W_{p}^{1}\right)} \leq\|\psi\|_{L_{p}\left(\mathrm{R}_{+}, W_{p}^{1}\right)}+\|\phi\|_{L_{p}\left(\mathrm{R}_{+}, W_{p}^{1}\right)} \leq N\left\|u_{0}\right\|_{W_{p}^{1-2 / p}},
$$

where $N$ depends only on $d$ and $p$. By raising the extreme terms to the $p$ th power and taking expectations we get the first inequality in (2.8) and also finish proving the "only if" part of (i).

To prove the "if" part assume that we have a $v \in \mathcal{W}_{p}^{1}(\infty)$ satisfying (2.7) and equal $u_{0}$ at $t=0$. Then $u_{t}=v_{t} e^{t}$ satisfies $\partial u_{t} / \partial t=\Delta u_{t}$ and is of class $\mathcal{W}_{p}^{1}(1)$. It follows that almost all $\omega$ we have $u \in L_{p}\left((0,1), W_{p}^{1}\right), u_{0} \in W_{p}^{1-2 / p}$, and

$$
\left\|u_{0}\right\|_{W_{p}^{1-2 / p}} \leq N\|u\|_{L_{p}\left((0,1), W_{p}^{1}\right)} \leq N\|v\|_{L_{p}\left(R_{+}, W_{p}^{1}\right)} .
$$

By raising all expressions to the power $p$ and taking expectations we arrive at the second estimate in (2.8). Assertion (i) is proved.

The "only if" part in (ii) is, actually, proved above. To prove the "if" part write

$$
d v_{t}=\left(D_{i} f_{t}^{i}+f_{t}^{0}\right) d t+g_{t}^{k} d w_{t}^{k}=\left(\Delta v_{t}-\lambda v_{t}+D_{i} \hat{f}_{t}^{i}+\hat{f}_{t}^{0}\right) d t+g_{t}^{k} d w_{t}^{k}
$$

where the constant $\lambda>0$ will be chosen later, $\hat{f}_{t}^{i}=f_{t}^{i}-D_{i} v_{t}, i=1, \ldots, d, \hat{f}_{t}^{0}=$ $f_{t}^{0}+\lambda v_{t}$, and $\hat{f}^{j}, g \in \mathbf{L}_{p}(1)$. Next, take the function $\zeta$ as above, set $u=v \zeta$, and observe that

$$
\begin{equation*}
d u_{t}=\left(\Delta u_{t}-\lambda u_{t}+D_{i} \check{f}_{t}^{i}+\check{f}_{t}^{0}\right) d t+\check{g}_{t}^{k} d w_{t}^{k} \tag{5.15}
\end{equation*}
$$

where $\check{f}^{0}=\zeta \hat{f}^{0}+v \zeta^{\prime}, \check{f}_{t}^{i}=\zeta \hat{f}_{t}^{i}, i=1, \ldots, d, \check{g}^{k}=\zeta g^{k}$, and $\check{f}{ }^{j}, \check{g} \in \mathbf{L}_{p}(\infty)$ and $u \in \mathcal{W}_{p}^{1}(\infty)$.

By Lemma 5.1 , for $\lambda$ fixed and large enough (actually, one can take $\lambda=1$, which is shown by using dilations), (5.15) with zero initial condition admits a unique solution $\psi \in \mathcal{W}_{p}^{1}(\infty)$ and

$$
\begin{aligned}
\|\psi\|_{\mathbf{W}_{p}^{1}(\infty)} & \leq N\left(\sum_{j=0}^{d}\left\|\check{f}^{j}\right\|_{\mathbf{L}_{p}(\infty)}+\|\check{g}\|_{\mathbf{L}_{p}(\infty)}\right) \\
& \leq N\left(\sum_{j=0}^{d}\left\|f^{j}\right\|_{\mathbf{L}_{p}(1)}+\|g\|_{\mathbf{L}_{p}(1)}+\|v\|_{\mathbf{W}_{p}^{1}(1)}\right) .
\end{aligned}
$$

Then the difference $\phi=u-\psi$ satisfies (2.7), is of class $\mathcal{W}_{p}^{1}(\infty)$, and $\phi_{0}=u_{0}$. By assertion (i) we have $u_{0} \in \operatorname{tr}_{0} \mathcal{W}_{p}^{1}$, which proves the "if" part in (ii). Furthermore,

$$
\begin{aligned}
\left\|u_{0}\right\|_{\operatorname{tr}_{0} \mathcal{W}_{p}^{1}} & \leq N\|\phi\|_{\mathbf{W}_{p}^{1}(\infty)} \leq N\|u\|_{\mathbf{W}_{p}^{1}(\infty)}+N\|\psi\|_{\mathbf{W}_{p}^{1}(\infty)} \\
& \leq N\|v\|_{\mathbf{W}_{p}^{1}(1)}+N\|\psi\|_{\mathbf{W}_{p}^{1}(\infty)} \\
& \leq N\left(\sum_{j=0}^{d}\left\|f^{j}\right\|_{\mathbf{L}_{p}(1)}+\|g\|_{\mathbf{L}_{p}(1)}+\|v\|_{\mathbf{W}_{p}^{1}(1)}\right) .
\end{aligned}
$$

This proves assertion (iii).
To prove (iv) observe that obvious dilations of the $t$ axis allow us to assume that $s=1$. Then write (2.2) for $t \in[0,1]$ and notice that $t u_{t}$ admits representation (2.2) with new $f^{j}$ and $g^{k}$ having simple relations with $u_{t}$ and the original $f^{j}$ and $g^{k}$. It follows that in the rest of the proof we may assume that $u_{0}=0$.

In that case, take a sufficiently large $\lambda>0$ and consider the equation

$$
d v_{t}=\left(\Delta v_{t}-\lambda v_{t}+D_{i} \bar{f}_{t}^{i}+\bar{f}_{t}^{0}\right) d t+\bar{g}_{t}^{k} d w_{t}^{k}
$$

for $t \geq 0$ with zero initial condition, where

$$
\begin{aligned}
& \bar{f}_{t}^{i}=f_{t}^{i} I_{(0,1)}(t)-D_{i} u_{t} I_{(0,1)}(t), \quad i=1, \ldots, d \\
& \bar{f}_{t}^{0}=\left(f_{t}^{0}+\lambda u_{t}\right) I_{(0,1)}(t), \quad \bar{g}_{t}^{k}=g_{t}^{k} I_{(0,1)}(t)
\end{aligned}
$$

By uniqueness, $v_{t}=u_{t}$ for $t \in[0,1]$ and by assertion (iii) we have $v_{1} \in \operatorname{tr}_{1} \mathcal{W}_{p}^{1}$. This fact combined with already known estimates of $v$ proves assertion (iv). The lemma is proved.
6. Proof of Theorem 2.2. Owing to Lemma 2.1 we may assume that we are given a $v$ as in assertion (i) of the lemma. By introducing a new unknown function $\bar{u}=u-v$ we see that $u$ satisfies (1.1) and $u_{0}=v_{0}$ if and only if $\bar{u}_{0}=0$ and

$$
d \bar{u}_{t}=\left(L_{t} \bar{u}_{t}-\lambda \bar{u}_{t}+D_{j} \bar{f}_{t}^{j}+\bar{f}_{t}^{0}\right) d t+\left(\Lambda_{t}^{k} \bar{u}_{t}+\bar{g}_{t}^{k}\right) d w_{t}^{k}
$$

where

$$
\begin{aligned}
& \bar{f}_{t}^{j}=f_{t}^{j}-D_{j} v_{t}+a_{t}^{i j} D_{i} v_{t}+a_{t}^{j} v_{t}, \quad j=1, \ldots, d, \\
& \bar{f}_{t}^{0}=f_{t}^{0}+b_{t}^{i} D_{i} v_{t}+\left(c_{t}-\lambda+1\right) v_{t} \\
& \bar{g}_{t}^{k}=g_{t}^{k}+\sigma_{t}^{i k} D_{i} v_{t}+\nu_{t}^{k} v_{t}
\end{aligned}
$$

By Lemma 2.1 we have $\bar{f}^{j}, \bar{g} \in \mathbf{L}_{p}(\tau)$ and the problem of finding solutions of (1.1) with initial data $u_{0}$ is thus reduced to the same problem but with zero initial data.

Furthermore, if estimate (2.10) holds for solutions with zero initial condition, then (for $\lambda \geq \lambda_{0}$ )

$$
\begin{aligned}
& \lambda^{1 / 2}\|u\|_{\mathbf{L}_{p}(\tau)}+\|D u\|_{\mathbf{L}_{p}(\tau)}-\lambda^{1 / 2}\|v\|_{\mathbf{L}_{p}(\tau)}-\|D v\|_{\mathbf{L}_{p}(\tau)} \\
& \leq \lambda^{1 / 2}\|\bar{u}\|_{\mathbf{L}_{p}(\tau)}+\|D \bar{u}\|_{\mathbf{L}_{p}(\tau)} \\
& \leq N\left(\sum_{i=1}^{d}\left\|\bar{f}^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\|\bar{g}\|_{\mathbf{L}_{p}(\tau)}\right)+N \lambda^{-1 / 2}\left\|\bar{f}^{0}\right\|_{\mathbf{L}_{p}(\tau)} \\
& \leq N\left(\sum_{i=1}^{d}\left\|f^{i}\right\|_{\mathbf{L}_{p}(\tau)}+\|g\|_{\mathbf{L}_{p}(\tau)}+\|v\|_{\mathbf{W}_{p}^{1}(\tau)}\right) \\
&+N \lambda^{-1 / 2}\left(\left\|f^{0}\right\|_{\mathbf{L}_{p}(\tau)}+\|v\|_{\mathbf{W}_{p}^{1}(\tau)}\right)+N \lambda^{1 / 2}\|v\|_{\mathbf{L}_{p}(\tau)}
\end{aligned}
$$

which yields (2.10) in full generality.
It follows that while proving (2.10) we may also assume that $u_{0}=0$. Therefore, in the rest of the proof of assertions (i) and (ii) we assume that $u_{0}=0$. Having in mind the substitution $u_{t}=v_{t} e^{-\mu t}$, we see that while proving assertion (i) it suffices to concentrate on large $\lambda$ and prove only the second part of the assertion.

We recall that we suppose that Assumption 2.2 is satisfied with $\beta=\beta_{0} / 3$ and $\beta_{0}$ from Lemma 5.1 and Assumption 2.3 is satisfied with $\beta_{1}$ defined in Lemma 5.2. It follows that assumption (iii) of Lemma 5.2 is satisfied for any $\left(t_{0}, x_{0}\right)$.

Now we take $\lambda_{0}$ larger than the one in Lemma 3.3 and the one in Lemma 5.4. In that case uniqueness follows from Lemma 3.3. In the proof of existence we will rely on the method of continuity and the a priori estimate (5.1) which is established in Lemma 5.4. For $\lambda \geq \lambda_{0}$ and $\theta \in[0,1]$ we consider the equation

$$
\begin{equation*}
d u_{t}=\left[\left(\theta L_{t}+(1-\theta) \Delta\right) u_{t}-\lambda u_{t}+D_{i} f_{t}^{i}+f_{t}^{0}\right] d t+\left(\theta \Lambda_{t}^{k} u_{t}+g_{t}^{k}\right) d w_{t}^{k} \tag{6.1}
\end{equation*}
$$

We call a $\theta \in[0,1]$ "good" if the assertions of the theorem hold for (6.1). Observe that 0 is a "good" point by Lemma 5.1. Now to prove the theorem it suffices to show that there exists a $\gamma>0$ such that if $\theta_{0}$ is a good point, then all points of the interval $\left[\theta_{0}-\gamma, \theta_{0}+\gamma\right] \cap[0,1]$ are "good". So fix a "good" $\theta_{0}$ and for any $v \in \mathbf{W}_{p}^{1}(\tau)$ consider the equation

$$
\begin{align*}
d u_{t}=\left[\left(\theta_{0} L_{t}+\left(1-\theta_{0}\right) \Delta\right) u_{t}-\lambda u_{t}+\right. & \left.\left(\theta-\theta_{0}\right)\left(L_{t}-\Delta\right) v_{t}+D_{i} f_{t}^{i}+f_{t}^{0}\right] d t  \tag{6.2}\\
& +\left(\theta_{0} \Lambda_{t}^{k} u_{t}+\left(\theta-\theta_{0}\right) \Lambda^{k} v_{t}+g_{t}^{k}\right) d w_{t}^{k}
\end{align*}
$$

Observe that

$$
\left(L_{t}-\Delta\right) v_{t}=D_{j}\left(\left(a^{i j}-\delta^{i j}\right) D_{i} v_{t}+a_{t}^{j} v_{t}\right)+b_{t}^{i} D_{i} v_{t}+c v_{t}
$$

and recall that $v \in \mathbf{W}_{p}^{1}(\tau)$. It follows by assumption that (6.2) has a unique solution $u \in \mathcal{W}_{p, 0}^{1}(\tau)\left(\subset \mathbf{W}_{p}^{1}(\tau)\right)$.

In this way, for $f^{j}$ and $g$ being fixed, we define a mapping $v \rightarrow u$ in the space $\mathbf{W}_{p}^{1}(\tau)$. It is important to keep in mind that the image $u$ of $v \in \mathbf{W}_{p}^{1}(\tau)$ is always in $\mathcal{W}_{p, 0}^{1}(\tau)$. Take $v^{\prime}, v^{\prime \prime} \in \mathbf{W}_{p}^{1}(\tau)$ and let $u^{\prime}, u^{\prime \prime}$ be their corresponding images. Then $u:=u^{\prime}-u^{\prime \prime}$ satisfies

$$
\begin{aligned}
d u_{t}=\left[\left(\theta_{0} L_{t}+\left(1-\theta_{0}\right) \Delta\right) u_{t}-\lambda u_{t}+\left(\theta-\theta_{0}\right)\left(L_{t}\right.\right. & \left.\left.-\Delta) v_{t}\right)\right] d t \\
& +\left(\theta_{0} \Lambda_{t}^{k} u_{t}+\left(\theta-\theta_{0}\right) \Lambda^{k} v_{t}\right) d w_{t}^{k}
\end{aligned}
$$

where $v=v^{\prime}-v^{\prime \prime}$. It follows by Lemma 5.4 that

$$
\|u\|_{\mathbf{W}_{p}^{1}(\tau)} \leq N\left|\theta-\theta_{0}\right|\|v\|_{\mathbf{W}_{p}^{1}(\tau)}
$$

with a constant $N$ independent of $f, g, v^{\prime}, v^{\prime \prime}, \theta_{0}$, and $\theta$. For $\theta$ sufficiently close to $\theta_{0}$, our mapping is a contraction and, since $\mathbf{W}_{p}^{1}(\tau)$ is a Banach space, it has a fixed point. This fixed point is in $\mathcal{W}_{p, 0}^{1}(\tau)$ and, obviously, satisfies (6.1). This proves assertion (i) of the theorem.

Estimate (2.10) is proved above in Lemma 5.4 and assertion (iii) follows from Theorem 3.1. The theorem is proved.
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#### Abstract

The solutions of a family of semilinear stochastic equations in a Hilbert space with a fractional Brownian motion are investigated. The nonlinear term in these equations has primarily only a growth condition assumption. An arbitrary member of the family of fractional Brownian motions can be used in these equations. Existence and uniqueness for both weak and mild solutions are obtained for some of these semilinear equations. The weak solutions are obtained by a measure transformation that verifies absolute continuity with respect to the measure for the solution of the associated linear equation. Some examples of stochastic differential and partial differential equations are given that satisfy the assumptions for the solutions of the semilinear equations.
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1. Introduction. Fractional Brownian motion denotes a family of Gaussian processes with continuous sample paths that are indexed by the Hurst parameter $H \in(0,1)$ and that have properties that appear empirically in a wide variety of physical phenomena, such as hydrology, economic data, telecommunications, and medicine. Since some physical phenomena are naturally modeled by stochastic partial differential equations and the randomness can be described by a fractional Gaussian noise, it is important to study the problems of the solutions of stochastic differential equations in a Hilbert space with a fractional Brownian motion. A significant family of these stochastic equations is the set of semilinear equations, so it is important to investigate the existence and the uniqueness of the solutions of the equations and the sample path properties of the solutions. If primarily only some growth assumptions are made on the nonlinear terms in the semilinear equations, then it is natural to investigate weak solutions, especially those that arise by an absolutely continuous transformation of the measure of the solution of the associated linear stochastic equation.

The study of the solutions of stochastic equations in an infinite-dimensional space with a (cylindrical) fractional Brownian motion (for example, stochastic partial differential equations) has been relatively limited. For the Hurst parameter $H \in(1 / 2,1)$, linear and semilinear equations with an additive fractional Gaussian noise, the formal derivative of a fractional Brownian motion, are considered in $[8,13,15,28]$. Random dynamical systems described by such stochastic equations and their fixed points are studied in [22]. A pathwise (or nonprobabilistic) approach is used in [21] to study a parabolic equation with a fractional Gaussian noise where the stochastic term is a nonlinear function of the solution. Strong solutions of bilinear evolution equations

[^121]with a fractional Brownian motion are considered in $[11,12]$, and the same type of equation is studied in [33], where a fractional Feynman-Kac formula is obtained. A stochastic wave equation with a fractional Gaussian noise is considered in [2], and a stochastic heat equation with a multiparameter fractional Gaussian noise is studied in $[16,18]$.

One facet of the motivation for the study of weak solutions in an infinitedimensional space follows from some results [7, 27] for weak solutions in finitedimensional spaces that use an absolutely continuous transformation of measures which generalize the result of Girsanov [14] for Brownian motion.

In this paper, a similar analysis is made for infinite-dimensional state spaces. While the structure of the infinite-dimensional Girsanov theorem is analogous to the finite-dimensional case, significant distinct difficulties arise when the application of this theorem is used for stochastic equations in infinite-dimensional spaces. First the driving process is only cylindrical, so the Girsanov theorem can only be used to transform the semilinear equation to a linear equation that is a fractional OrnsteinUhlenbeck process. Since there is no classical strong solution to the linear equation, the mild solution must be used, making the analysis of the transformation of the measures by the Radon-Nikodým derivative more difficult because a suitable sample path regularity of the Ornstein-Uhlenbeck process must be verified. Unlike the finite-dimensional case, this regularity is not immediate and some assumptions on the coefficients in the linear equation must be made which are known for the case of Brownian motion. The sample regularity requirement increases as the Hurst parameter $H$ increases. Dually the operators that appear in the Radon-Nikodým derivative are less regular as $H$ increases. Thus the applicability of the Girsanov theorem is not immediate in this case and some conditions must be determined for the whole procedure to succeed. Furthermore, for $H>\frac{1}{2}$ in the finite-dimensional case it is assumed that the nonlinear term in the semilinear equation satisfies a global Hölder condition, but this assumption is not satisfied in many typical examples in infinite-dimensional spaces, such as reaction-diffusion equations. Thus this Hölder condition is relaxed here as well.

In section 2, some results from fractional calculus are given, and these results are used to describe a kernel function for an integral operator that provides an isometry of the second moment of Wiener-type stochastic integrals with respect to a fractional Brownian motion and the Lebesgue space of square integrable functions. Furthermore, some recent results for the solution of a linear stochastic equation in a Hilbert space [28] are described. In section 3, semilinear stochastic equations in a Hilbert space are studied. Initially, an absolute continuity of measures result for transforming the solution of a linear stochastic equation is verified that can be viewed as an analogue of the result of Girsanov [14] for a transformation of a finite-dimensional standard Brownian motion. For a semilinear stochastic equation where the nonlinear term satisfies a linear growth condition and some additional conditions are satisfied, it is shown that there is one and only one weak solution. The weak solution is obtained by verifying an absolute continuity of the measure of the solution with respect to the measure of the solution of the associated linear equation. The cases $H \in(0,1 / 2)$ and $H \in(1 / 2,1)$ are treated separately. Absolute continuity of the above measures is verified when the nonlinearity satisfies a power growth condition and some additional assumptions are made. In section 4, some examples of stochastic differential and partial differential equations are given that satisfy the assumptions of the theorems.
2. Preliminaries. In this section, a cylindrical fractional Brownian motion in a separable Hilbert space is introduced, a Wiener-type stochastic integral with respect to this process is defined, and some basic properties of this integral are noted. Initially, some facts from the theory of fractional integration (cf. [31]) are described. Let $(V,\|\cdot\|,\langle\cdot, \cdot\rangle)$ be a separable Hilbert space. If $\varphi \in L^{1}([0, T], V)$, then for $\alpha>0$ the left-side and the right-side fractional (Riemann-Liouville) integrals of $\varphi$ are defined (for almost all $t \in[0, T]$ ) by

$$
\left(I_{0+}^{\alpha} \varphi\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \varphi(s) d s
$$

and

$$
\left(I_{T-}^{\alpha} \varphi\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{T}(s-t)^{\alpha-1} \varphi(s) d s
$$

respectively, where $\Gamma(\cdot)$ is the gamma function. For $\alpha \in(0,1)$ the inverse operators of these fractional integrals are called fractional derivatives and can be given by their respective Weyl representations

$$
\left(D_{0+}^{\alpha} \psi\right)(t)=\frac{1}{\Gamma(1-\alpha)}\left(\frac{\psi(t)}{t^{\alpha}}+\alpha \int_{0}^{t} \frac{\psi(t)-\psi(s)}{(t-s)^{\alpha+1}} d s\right)
$$

and

$$
\left(D_{T-}^{\alpha} \psi\right)(t)=\frac{1}{\Gamma(1-\alpha)}\left(\frac{\psi(t)}{(T-t)^{\alpha}}+\alpha \int_{t}^{T} \frac{\psi(s)-\psi(t)}{(s-t)^{\alpha+1}} d s\right)
$$

where $\psi \in I_{0+}^{\alpha}\left(L^{1}([0, T], V)\right)$ and $\psi \in I_{T-}^{\alpha}\left(L^{1}([0, T], V)\right)$, respectively.
Let $K_{H}(t, s)$ for $0 \leq s \leq t \leq T$ be the real-valued kernel function

$$
\begin{equation*}
K_{H}(t, s)=\frac{\tilde{c}_{H}(t-s)^{H-\frac{1}{2}}}{\Gamma\left(H+\frac{1}{2}\right)}+\frac{\tilde{c}_{H}\left(\frac{1}{2}-H\right)}{\Gamma\left(H+\frac{1}{2}\right)} \int_{s}^{t}(u-s)^{H-\frac{3}{2}}\left(1-\left(\frac{s}{u}\right)^{\frac{1}{2}-H}\right) d u \tag{2.1}
\end{equation*}
$$

for $H \in(0,1 / 2)$. If $H \in(1 / 2,1)$, then $K_{H}$ has a simpler form as

$$
\begin{equation*}
K_{H}(t, s)=\frac{\hat{c}_{H}}{\Gamma\left(H-\frac{1}{2}\right)} s^{\frac{1}{2}-H} \int_{s}^{t}(u-s)^{H-\frac{3}{2}} u^{H-\frac{1}{2}} d u \tag{2.2}
\end{equation*}
$$

The terms $\tilde{c}_{H}$ and $\hat{c}_{H}$ are constants that depend only on $H$.
Define the integral operator $\mathbb{K}_{H}$ induced from the kernel $K_{H}$ by

$$
\begin{equation*}
\mathbb{K}_{H} \varphi(t)=\int_{0}^{t} K_{H}(t, s) h(s) d s \tag{2.3}
\end{equation*}
$$

for $h \in L^{2}([0, T], V)$. It is well known [31] that

$$
\mathbb{K}_{H}: L^{2}([0, T], V) \rightarrow I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right)
$$

is a bijection and $\mathbb{K}_{H}$ can be described as

$$
\begin{equation*}
\mathbb{K}_{H} h(s)=\bar{c}_{H} I_{0+}^{2 H}\left(u_{\frac{1}{2}-H} I_{0+}^{\frac{1}{2}-H}\left(u_{H-\frac{1}{2}} h\right)\right)(s) \tag{2.4}
\end{equation*}
$$

for $H \in(0,1 / 2]$ and

$$
\begin{equation*}
\mathbb{K}_{H} h(s)=c_{H} I_{0+}^{1}\left(u_{H-\frac{1}{2}} I_{0+}^{H-\frac{1}{2}}\left(u_{\frac{1}{2}-H} h\right)\right)(s) \tag{2.5}
\end{equation*}
$$

for $H \in[1 / 2,1)$, where

$$
\begin{gather*}
c_{H}=\left[\frac{2 H \Gamma\left(H+\frac{1}{2}\right) \Gamma\left(\frac{3}{2}-H\right)}{\Gamma(2-2 H)}\right]^{\frac{1}{2}}  \tag{2.6}\\
\bar{c}_{H}=c_{H} \Gamma(2 H)
\end{gather*}
$$

and

$$
u_{a}(s)=s^{a} I
$$

for $s \geq 0$ and $a \in \mathbb{R}$. The inverse operator

$$
\mathbb{K}_{H}^{-1}: I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \rightarrow L^{2}([0, T], V)
$$

is given by

$$
\begin{equation*}
\mathbb{K}_{H}^{-1} \varphi(s)=\bar{c}_{H}^{-1} s^{\frac{1}{2}-H} D_{0+}^{\frac{1}{2}-H}\left(u_{H-\frac{1}{2}} D_{0+}^{2 H} \varphi\right)(s) \tag{2.7}
\end{equation*}
$$

for $H \in(0,1 / 2]$ and

$$
\begin{equation*}
\mathbb{K}_{H}^{-1} \varphi(s)=c_{H}^{-1} s^{H-\frac{1}{2}} D_{0+}^{H-\frac{1}{2}}\left(u_{\frac{1}{2}-H} D \varphi\right)(s) \tag{2.8}
\end{equation*}
$$

for $H \in[1 / 2,1)$ and $\varphi \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right)$. Note that if $\varphi \in H^{1}([0, T], V)$, the Sobolev space, then

$$
\begin{equation*}
\mathbb{K}_{H}^{-1} \varphi(s)=\bar{c}_{H}^{-1} s^{H-\frac{1}{2}} I_{0+}^{\frac{1}{2}-H}\left(u_{\frac{1}{2}-H} \varphi^{\prime}\right)(s) \tag{2.9}
\end{equation*}
$$

for $H \in(0,1 / 2]$.
Since the operator $\mathbb{K}_{H}^{-1}$ plays an important role in what follows, it is desirable to have some information about its domain $I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right)$. It is straightforward that $I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \subset C^{\beta}([0, T], V)$ for $\beta>\frac{1}{2}-H$ and $H \in(0,1 / 2)$. However, in section 3 , a more refined result is needed. If $H \in(1 / 2,1)$, then $I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \subset$ $L^{2}([0, T], V)$.

A definition of the stochastic integral of a deterministic $V$-valued function with respect to a scalar fractional Brownian motion $(\beta(t), t \geq 0)$ is given. This definition uses the methods in $[1,6,11,30]$. An alternative, equivalent method is given in [10].

A family of linear operators $\left(\mathcal{K}_{H}^{*}, H \in(0,1)\right)$ is defined which provides an isometry between Wiener-type integrals of a fractional Brownian motion and $L^{2}([0, T], V)$. It is written as an adjoint because the linear operator $\mathcal{K}_{H}$ occurs naturally in the factorization of the covariance for a fractional Brownian motion in $L^{2}$.

Let $\mathcal{K}_{H}^{*}: \mathcal{E} \rightarrow L^{2}([0, T], V)$ be the linear map given by

$$
\begin{equation*}
\mathcal{K}_{H}^{*} \varphi(t)=\varphi(t) K_{H}(T, t)+\int_{t}^{T}(\varphi(s)-\varphi(t)) \frac{\partial K_{H}}{\partial s}(s, t) d s \tag{2.10}
\end{equation*}
$$

for $\varphi \in \mathcal{E}$ and $K_{H}$ given by (2.1), where $\mathcal{E}$ is the linear space of $V$-valued step functions on $[0, T]$, that is, $\varphi \in \mathcal{E}$ if

$$
\varphi(t)=\sum_{i=1}^{n-1} x_{i} \mathbb{1}_{\left[t_{i}, t_{i+1}\right)}(t)
$$

where $x_{i} \in V$ for $i \in\{1, \ldots, n-1\}$ and $0=t_{1}<t_{2}<\cdots<t_{n}=T$.
Define the stochastic integral as

$$
\int_{0}^{T} \varphi d \beta:=\sum_{i=1}^{n} x_{i}\left(\beta\left(t_{i+1}\right)-\beta\left(t_{i}\right)\right)
$$

It follows directly that

$$
\begin{equation*}
\mathbb{E}\left\|\int_{0}^{T} \varphi d \beta\right\|^{2}=\left|\mathcal{K}_{H}^{*} \varphi\right|_{L^{2}([0, T], V)}^{2} \tag{2.11}
\end{equation*}
$$

where $|\cdot|_{L^{2}([0, T], V)}$ is the norm in $L^{2}([0, T], V)$ induced by the inner product. Let $\left(\mathcal{H},|\cdot|_{\mathcal{H}},\langle\cdot, \cdot\rangle_{\mathcal{H}}\right)$ be the Hilbert space obtained by the completion of the pre-Hilbert space $\mathcal{E}$ with the inner product

$$
\begin{equation*}
\langle\varphi, \psi\rangle_{\mathcal{H}}:=\left\langle\mathcal{K}_{H}^{*} \varphi, \mathcal{K}_{H}^{*} \psi\right\rangle_{L^{2}([0, T], V)} \tag{2.12}
\end{equation*}
$$

for $\varphi, \psi \in \mathcal{E}$. The stochastic integral is extended to an arbitrary $\varphi \in \mathcal{H}$ by the isometry (2.11). Thus $\mathcal{H}$ is a linear space of integrable functions, and it is useful to obtain some more specific information about $\mathcal{H}$. If $H \in(1 / 2,1)$, then it is easily verified that $\mathcal{H} \supset \tilde{\mathcal{H}}$, where $\tilde{\mathcal{H}}$ is the Banach space of Borel measurable functions with the norm $|\cdot|_{\tilde{\mathcal{H}}}$ given by

$$
\begin{equation*}
|\varphi|_{\tilde{\mathcal{H}}}^{2}:=\int_{0}^{T} \int_{0}^{T}\|\varphi(u)\|\|\varphi(v)\| \phi_{H}(u-v) d u d v \tag{2.13}
\end{equation*}
$$

where $\phi_{H}(u)=H(\underset{\sim}{2 H}-1)|u|^{2 H-2}$, and it can be verified that $\tilde{\mathcal{H}} \supset L^{\frac{1}{H}}([0, T], V)$ and, in particular, $\tilde{\mathcal{H}} \supset L^{2}([0, T], V)(c f .[12])$. If $\varphi \in \tilde{\mathcal{H}}$ and $H>1 / 2$, then

$$
\begin{equation*}
\mathbb{E}\left\|\int_{0}^{T} \varphi d \beta\right\|^{2}=\int_{0}^{T} \int_{0}^{T}\langle\varphi(u), \varphi(v)\rangle \phi_{H}(u-v) d u d v \tag{2.14}
\end{equation*}
$$

If $H \in(0,1 / 2)$, then the space of integrable functions is smaller than for $H \in$ $(1 / 2,1)$. For $H \in(0,1 / 2)$ it is known that $\mathcal{H} \supset H^{1}([0, T], V)$ (cf. [17, Theorem 5.20]) and $\mathcal{H} \supset C^{\beta}([0, T], V)$ for each $\beta>1 / 2-H$ (a more specific result is given in the next section). If $H \in(0,1 / 2)$, then the linear operator $\mathcal{K}_{H}^{*}$ can be described by a fractional derivative

$$
\begin{equation*}
\mathcal{K}_{H}^{*} \varphi(t)=c_{H} t^{\frac{1}{2}-H} D_{T-}^{\frac{1}{2}-H}\left(u_{H-\frac{1}{2}} \varphi\right)(t) \tag{2.15}
\end{equation*}
$$

where its domain is $\mathcal{H}=I_{T-}^{\frac{1}{2}-H}\left(L^{2}([0, T], V)\right)$ (cf. [1, Proposition 6]). If $H \in(1 / 2,1)$, then

$$
\begin{equation*}
\mathcal{K}_{H}^{*} \varphi(t)=c_{H} t^{\frac{1}{2}-H} I_{T-}^{H-\frac{1}{2}}\left(u_{H-\frac{1}{2}} \varphi\right)(t) \tag{2.16}
\end{equation*}
$$

A standard cylindrical fractional Brownian motion is defined now.
Definition 2.1. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space. A cylindrical process $\langle B, \cdot\rangle: \Omega \times \mathbb{R}_{+} \times V \rightarrow \mathbb{R}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ is called a standard cylindrical fractional Brownian motion with the Hurst parameter $H \in(0,1)$ if
(1) for each $x \in V \backslash\{0\}, \frac{1}{\|x\|}\langle B(\cdot), x\rangle$ is a standard scalar fractional Brownian motion with the Hurst parameter $H$;
(2) for $\alpha, \beta \in \mathbb{R}$ and $x, y \in V$

$$
\langle B(t), \alpha x+\beta y\rangle=\alpha\langle B(t), x\rangle+\beta\langle B(t), y\rangle \quad \text { a.s. } \mathbb{P} .
$$

Note that $\langle B(t), x\rangle$ has the interpretation of the evaluation of the functional $B(t)$ at $x$ though the process $B(\cdot)$ does not take values in $V$.

For $H=1 / 2$, this definition is the usual one for a standard cylindrical Wiener process in $V$. For a complete orthonormal basis $\left(e_{n}, n \in \mathbb{N}\right)$ of $V$, letting $\beta_{n}(t)=$ $\left\langle B(t), e_{n}\right\rangle$ for $n \in \mathbb{N}$, the sequence of scalar processes $\left(\beta_{n}, n \in \mathbb{N}\right)$ is independent and $B$ can be represented by the formal series

$$
\begin{equation*}
B(t)=\sum_{n=1}^{\infty} \beta_{n}(t) e_{n} \tag{2.17}
\end{equation*}
$$

that does not converge a.s. in $V$.
Naturally associated with a standard cylindrical fractional Brownian motion is a standard cylindrical Wiener process $(W(t), t \geq 0)$ in $V$ such that, formally, $\dot{B}(t)=$ $\mathcal{K}_{H} \dot{W}(t)$. For $x \in V \backslash\{0\}$, let $\beta_{x}(t)=\langle B(t), x\rangle$. It is elementary to verify from (2.1) that there is a scalar Wiener process $\left(w_{x}(t), t \geq 0\right)$ such that

$$
\begin{equation*}
\beta_{x}(t)=\int_{0}^{t} K_{H}(t, s) d w_{x}(s) \tag{2.18}
\end{equation*}
$$

for $t \in \mathbb{R}_{+}$. Dually, $w_{x}(t)=\beta_{x}\left(\left(\mathcal{K}_{H}^{*}\right)^{-1} \mathbb{1}_{[0, t)}\right)$, where $\mathcal{K}_{H}^{*}$ is given by (2.15) or (2.16) and $V=\mathbb{R}$. Thus there is a formal expansion of $W$,

$$
\begin{equation*}
W(t)=\sum_{n=1}^{\infty} w_{n}(t) e_{n} \tag{2.19}
\end{equation*}
$$

where $\left(e_{n}, n \in \mathbb{N}\right)$ is a complete orthonormal basis for $V$ and $w_{n}=\left\langle W, e_{n}\right\rangle$ for $n \in \mathbb{N}$.
Now, the stochastic integral $\int_{0}^{T} G d B$ is defined for a suitable operator-valued function $G:[0, T] \rightarrow \mathcal{L}(V)$ so that the integral is a $V$-valued random variable.

Definition 2.2. Let $G:[0, T] \rightarrow \mathcal{L}(V)$ be Borel measurable, let $\left(e_{n}, n \in \mathbb{N}\right)$ be a complete orthonormal basis in $V$, let $G(\cdot) e_{n} \in \mathcal{H}$ for each $n \in \mathbb{N}$, and let $B$ be a standard cylindrical fractional Brownian motion for some fixed $H \in(0,1)$. The stochastic integral $\int_{0}^{T} G d B$ is defined as

$$
\begin{equation*}
\int_{0}^{T} G d B:=\sum_{n=1}^{\infty} \int_{0}^{T} G e_{n} d \beta_{n} \tag{2.20}
\end{equation*}
$$

provided the infinite series converges in $L^{2}(\Omega, V)$.
It is elementary to verify that this definition does not depend on the complete orthonormal basis that is used.

The following proposition describes some $\mathcal{L}(V)$-valued functions $G$ that can be used as integrands in Definition 2.2.

Proposition 2.3. Let $G:[0, T] \rightarrow \mathcal{L}(V)$ be Borel measurable and let $G(\cdot) x \in \mathcal{H}$ for each $x \in V$. Let $\Gamma_{T}: V \rightarrow L^{2}([0, T], V)$ be given as

$$
\begin{equation*}
\left(\Gamma_{T} x\right)(t)=\left(\mathcal{K}_{H}^{*} G x\right)(t) \tag{2.21}
\end{equation*}
$$

for $t \in[0, T]$ and $x \in V$. If $\Gamma_{T} \in \mathcal{L}_{2}\left(V, L^{2}([0, T], V)\right)$, the linear space of HilbertSchmidt operators, then the stochastic integral (2.20) is a centered Gaussian $V$-valued random variable with the covariance operator $\tilde{Q}_{T}$ given by

$$
\begin{equation*}
\tilde{Q}_{T} x=\int_{0}^{T} \sum_{n=1}^{\infty}\left\langle\left(\Gamma_{T} e_{n}\right)(s), x\right\rangle\left(\Gamma_{T} e_{n}\right)(s) d s \tag{2.22}
\end{equation*}
$$

This integral does not depend on the choice of the complete orthonormal basis $\left(e_{n}, n \in\right.$ $\mathbb{N}$ ) in $V$.

Proof. Substituting $G$ in the definition of the stochastic integral (2.20), it is clear that the terms of the summation on the right-hand side are $V$-valued Gaussian random variables by the construction of the integral for a scalar fractional Brownian motion, and the sequence of random variables $\left(\int_{0}^{T} G e_{n} d \beta_{n}, n \in \mathbb{N}\right)$ is independent. Computing the second moment of the tail of the series in (2.20) yields

$$
\begin{aligned}
\mathbb{E}\left\|\sum_{k=m}^{\infty} G e_{k} d \beta_{k}\right\|^{2}=\sum_{k=m}^{\infty} \mathbb{E} \| & \int_{0}^{T} G e_{k} d \beta_{k}\left\|^{2}=\sum_{k=m}^{\infty} \int_{0}^{T}\right\|\left(\mathcal{K}_{H}^{*} G e_{k}\right)(s) \|^{2} d s \\
& =\sum_{k=m}^{\infty} \int_{0}^{T}\left\|\left(\Gamma_{T} e_{k}\right)(s)\right\|^{2} d s=\sum_{k=m}^{\infty}\left|\Gamma_{T} e_{k}\right|_{L^{2}([0, T], V)}^{2} .
\end{aligned}
$$

It is clear that this final series tends to zero as $m$ tends to infinity. Thus there is convergence in $L^{2}(\Omega, V)$ of the partial sums of the infinite series in (2.20).

To verify that $(2.20)$ is a Gaussian random variable and the form of the covariance $\tilde{Q}_{T}$, initially note that for any $\varphi \in \mathcal{H}$ and $x \in V$, there is the equality

$$
\begin{equation*}
\int_{0}^{T} \varphi d \beta_{x}=\int_{0}^{T} \mathcal{K}_{H}^{*} \varphi d w_{x} \tag{2.23}
\end{equation*}
$$

where $w_{x}$ is the Wiener process given by (2.18). The terms in the infinite series on the right-hand side of (2.20) are $V$-valued, independent centered Gaussian random variables with the sequence of covariance operators $\left(\tilde{Q}_{T}^{(n)}, n \in \mathbb{N}\right)$

$$
\begin{equation*}
\tilde{Q}_{T}^{(n)} x=\int_{0}^{T}\left\langle\left(\mathcal{K}_{H}^{*} G e_{n}\right)(s), x\right\rangle\left(\mathcal{K}_{H}^{*} G e_{n}\right)(s) d s \tag{2.24}
\end{equation*}
$$

for each $n \in \mathbb{N}$ and $x \in V$. Thus

$$
\begin{align*}
& \tilde{Q}_{T} x=\sum_{n=1}^{\infty} \int_{0}^{T}\left\langle\left(\mathcal{K}_{H}^{*} G e_{n}\right)(s), x\right\rangle\left(\mathcal{K}_{H}^{*} G e_{n}\right)(s) d s  \tag{2.25}\\
&=\int_{0}^{T} \sum_{n=1}^{\infty}\left\langle\left(\Gamma_{T} e_{n}\right)(s), x\right\rangle\left(\Gamma_{T} e_{n}\right)(s) d s
\end{align*}
$$

The summability of the infinite series on the right-hand side follows from the HilbertSchmidt property of $\Gamma_{T}$. The independence of the stochastic integral from the choice of the complete orthonormal basis follows from (2.23) and the analogous property for stochastic integrals with respect to a standard cylindrical Wiener process.

Since for almost all $t \in[0, T]$ the linear operator $\Gamma_{T}(\cdot)(t): V \rightarrow V$ is HilbertSchmidt, so we denote for almost all $t \in[0, T]$ the adjoint of $\Gamma_{T}(\cdot)(t)$ as $\Gamma_{T}^{*}(\cdot)(t)$ : $V \rightarrow V$. It follows by (2.25) that for $x, y \in V$,

$$
\begin{aligned}
\left\langle\tilde{Q}_{T} x, y\right\rangle & =\int_{0}^{T} \sum_{n=1}^{\infty}\left\langle\left(\Gamma_{T} e_{n}\right)(s), x\right\rangle\left\langle\left(\Gamma_{T} e_{n}\right)(s), y\right\rangle d s \\
& =\int_{0}^{T} \sum_{n=1}^{\infty}\left\langle e_{n},\left(\Gamma_{T}^{*} x\right)(s)\right\rangle\left\langle e_{n},\left(\Gamma_{T}^{*} y\right)(s)\right\rangle d s \\
& =\int_{0}^{T}\left\langle\left(\Gamma_{T}^{*} x\right)(s),\left(\Gamma_{T}^{*} y\right)(s)\right\rangle d s \\
& =\int_{0}^{T}\left\langle\Gamma_{T} \Gamma_{T}^{*} x(s), y\right\rangle d s
\end{aligned}
$$

If $H \in(1 / 2,1)$, then $\tilde{Q}_{T}$ satisfies

$$
\tilde{Q}_{T}=\int_{0}^{T} \int_{0}^{T} G(u) G^{*}(v) \phi_{H}(u-v) d u d v
$$

where $\phi_{H}(u)=H(2 H-1)|u|^{2 H-2}$ and $G$ is assumed to satisfy

$$
\int_{0}^{T} \int_{0}^{T}|G(u)|_{\mathcal{L}_{2}(V)}|G(v)|_{\mathcal{L}_{2}(V)} \phi_{H}(u-v) d u d v<\infty
$$

(cf. [13, Proposition 2.2]).
The next proposition shows that some densely defined linear operators commute with the stochastic integration.

Proposition 2.4. If $\tilde{A}: \operatorname{Dom}(\tilde{A}) \rightarrow V$ is a closed linear operator, $\operatorname{Dom}(\tilde{A}) \subset V$, and $G:[0, T] \rightarrow \mathcal{L}(V)$ is Borel measurable such that $G([0, T]) \subset \operatorname{Dom}(\tilde{A})$ and both $G$ and $\tilde{A} G$ satisfy the conditions for $G$ in Proposition 2.3, then

$$
\int_{0}^{T} G d B \subset \operatorname{Dom}(\tilde{A}) \quad \text { a.s. } \mathbb{P}
$$

and

$$
\begin{equation*}
\tilde{A} \int_{0}^{T} G d B=\int_{0}^{T} \tilde{A} G d B \quad \text { a.s. } \mathbb{P} \tag{2.26}
\end{equation*}
$$

Proof. By the assumptions on $G$ and $\tilde{A} G$, it follows that $G e_{n} \in \mathcal{H}$ and $\tilde{A} G e_{n} \in \mathcal{H}$ for $n \in \mathbb{N}$, so by a standard argument using a sequence of step function integrands, the following equality is satisfied:

$$
\tilde{A} \int_{0}^{T} G e_{n} d \beta_{n}=\int_{0}^{T} \tilde{A} G e_{n} d \beta_{n}
$$

Since the sequence of integrals that are obtained from a complete orthonormal basis $\left(e_{n}, n \in \mathbb{N}\right)$ are Gaussian random variables it follows that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{n=1}^{m} \int_{0}^{T} G e_{n} d \beta_{n}=\int_{0}^{T} G d B \quad \text { a.s. } \mathbb{P} \tag{2.27}
\end{equation*}
$$

and

$$
\lim _{m \rightarrow \infty} \tilde{A}\left(\sum_{n=1}^{m} \int_{0}^{T} G e_{n} d \beta_{n}\right)=\lim _{m \rightarrow \infty} \sum_{n=1}^{m} \int_{0}^{T} \tilde{A} G e_{n} d \beta_{n}=\int_{0}^{T} \tilde{A} G d B \quad \text { a.s. } \mathbb{P} .
$$

Since $\tilde{A}$ is a closed linear operator it follows that $\int_{0}^{T} G d B \in \operatorname{Dom}(\tilde{A})$ a.s. $\mathbb{P}$ and equality (2.26) is satisfied.

Some results are reviewed for a linear stochastic differential equation with a cylindrical fractional Brownian motion whose solution is often called a fractional OrnsteinUhlenbeck process. This process is a mild solution of the linear stochastic equation

$$
\begin{align*}
d Z(t) & =A Z(t) d t+\Phi d B(t)  \tag{2.28}\\
Z(0) & =x
\end{align*}
$$

where $Z(t), x \in V,(B(t), t \geq 0)$ is a standard cylindrical fractional Brownian with $H \in(0,1), \Phi \in \mathcal{L}(V), A: \operatorname{Dom}(A) \rightarrow V, \operatorname{Dom}(A) \subset V$, and $A$ is the infinitesimal generator of a strongly continuous semigroup $(S(t), t \geq 0)$ on $V$. A mild solution of (2.28) is

$$
\begin{align*}
Z(t) & =S(t) x+\int_{0}^{t} S(t-r) \Phi d B(r)  \tag{2.29}\\
& =S(t) x+\hat{Z}(t)
\end{align*}
$$

where the stochastic integral in (2.29) is given by Definition 2.2.
Typically it is assumed that $(S(t), t \geq 0)$ is an analytic semigroup. In this case, there is a $\hat{\beta} \in \mathbb{R}$ such that the operator $\hat{\beta} I-A$ is uniformly positive on $V$; that is, the resolvent set contains $\{\lambda \in \mathbb{C} ;|\arg \lambda|<\pi / 2+\delta\} \cup U$, where $\delta>0$ and $U$ is a neighborhood of zero.

For each $\delta \geq 0,\left(V_{\delta},\|\cdot\|_{\delta}\right)$ is a Hilbert space where $V_{\delta}=\operatorname{Dom}\left((\hat{\beta} I-A)^{\delta}\right)$ with the graph norm topology so that

$$
\|x\|_{\delta}=\left\|(\hat{\beta} I-A)^{\delta} x\right\| .
$$

For the mild solution of (2.28), the cases $H \in(0,1 / 2)$ and $H \in(1 / 2,1)$ have been treated separately $[13,28]$ because the conditions for similar results are somewhat different. The case $H=1 / 2$ (Brownian motion) has been studied extensively (cf. [4]).

For $H \in(1 / 2,1)$, the following sample path property of the solution is described in [13].

Proposition 2.5. If $H \in(1 / 2,1)$, $S(t) \Phi \in \mathcal{L}_{2}(V)$ for each $t>0$ and

$$
\begin{equation*}
\int_{0}^{T_{0}} \int_{0}^{T_{0}} u^{-\alpha} v^{-\alpha}|S(u) \Phi|_{\mathcal{L}_{2}(V)}|S(v) \Phi|_{\mathcal{L}_{2}(V)} \phi_{H}(u-v) d u d v<\infty \tag{2.30}
\end{equation*}
$$

for some $T_{0}>0$ and $\alpha>0$, then there is a Hölder continuous $V$-valued version of the process $(\hat{Z}(t), t \geq 0)$ with Hölder exponent $\beta<\alpha$, where $\hat{Z}$ is the stochastic convolution in (2.29) and $\phi_{H}$ is given in (2.13). If $(S(t), t \geq 0)$ is an analytic semigroup, then there is a version of the process $(\hat{Z}(t), t \in[0, T])$ with $C^{\beta}\left([0, T], V_{\delta}\right)$ sample paths for each $T>0$ and $\beta+\delta<\alpha$.

For each $H \in(0,1)$, there are the following results for the sample path behavior of the mild solution [28].

Proposition 2.6. Let $(S(t), t \geq 0)$ be an analytic semigroup, let $H \in(0,1)$, and let

$$
\begin{equation*}
|S(t) \Phi|_{\mathcal{L}_{2}(V)} \leq c t^{-\gamma} \tag{2.31}
\end{equation*}
$$

for $t \in[0, T]$, some $c>0$, and $\gamma \in[0, H)$. Let $\alpha \geq 0$ and $\delta \geq 0$ satisfy

$$
\begin{equation*}
\alpha+\delta+\gamma<H \tag{2.32}
\end{equation*}
$$

Then there is a version of the process $(\hat{Z}(t), t \in[0, T])$ with $C^{\alpha}\left([0, T], V_{\delta}\right)$ sample paths. If it is assumed instead of (2.31) and (2.32) that $\Phi \in \mathcal{L}_{2}(V)$ and $\alpha+\delta<H$, then the process $(\hat{Z}(t), t \in[0, T])$ has a $C^{\alpha}\left([0, T], V_{\delta}\right)$ version. In particular, there is a $C^{\alpha}([0, T], V)$ version for $0<\alpha<H$.
3. Semilinear stochastic equations. In this section, both weak and mild solutions are obtained for various semilinear stochastic equations with a fractional Brownian motion. The cases $H \in(0,1 / 2)$ and $H \in(1 / 2,1)$ are treated separately as in the case of the linear stochastic equations (Propositions 2.5 and 2.6). The weak solution of a semilinear equation is obtained by an absolutely continuous transformation of the measure for the solution of the associated linear equation. The absolute continuity methods given here are an analogue of the results for the measure of a finitedimensional fractional Brownian motion $[7,9,25,26]$ and the results for Wiener measure $[3,14]$. For a fixed $H \in(0,1)$ and $T>0$, let $\left(\mathcal{F}_{t}, t \in[0, T]\right)$ be the filtration for the standard cylindrical fractional Brownian motion $(B(t), t \in[0, T])$ with the Hurst parameter $H$. The sub- $\sigma$-algebra $\mathcal{F}_{t} \subset \mathcal{F}$ can be generated by $\sigma\left(\beta_{n}(s), s \in[0, t], n \in \mathbb{N}\right)$, where $\left(\beta_{n}, n \in \mathbb{N}\right)$ is a sequence of independent scalar fractional Brownian motions with the Hurst parameter $H$ that is given in the definition of a standard cylindrical fractional Brownian motion (Definition 2.1).

The following result describes an absolute continuity for a transformation of a standard cylindrical fractional Brownian motion.

Theorem 3.1. Let $H \in(0,1)$ and $T>0$ be fixed and let $(u(t), t \in[0, T])$ be a $V$-valued, $\left(\mathcal{F}_{t}\right)$-adapted process such that
1.

$$
\int_{0}^{T}\|u(t)\| d t<\infty \quad \text { a.s. } \mathbb{P}
$$

and
2.

$$
U(\cdot):=\int_{0}^{\cdot} u(s) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \quad \text { a.s. } \mathbb{P} .
$$

Furthermore, it is assumed that

$$
\mathbb{E} \xi(T)=1
$$

where

$$
\begin{equation*}
\xi(T)=\exp \left[\int_{0}^{T}\left\langle\mathbb{K}_{H}^{-1}(U)(t), d W(t)\right\rangle-\frac{1}{2} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}(U)(t)\right\|^{2} d t\right] \tag{3.1}
\end{equation*}
$$

where $(W(t), t \in[0, T])$ is a standard cylindrical Wiener process in $V$ given by (2.19) and $\mathbb{K}_{H}^{-1}$ is the inverse of the integral operator $\mathbb{K}_{H}$ in (2.3). Then the process $(\tilde{B}(t), t \in$ $[0, T])$ given by

$$
\tilde{B}(t):=B(t)-U(t)
$$

is a standard cylindrical fractional Brownian motion in $V$ with the Hurst parameter $H$ on the probability space $(\Omega, \mathcal{F}, \tilde{\mathbb{P}})$, where

$$
\begin{equation*}
\frac{d \tilde{\mathbb{P}}}{d \mathbb{P}}=\xi(T) \quad \text { a.s. } \tag{3.2}
\end{equation*}
$$

Proof. Initially, it is noted that for an $\left(\mathcal{F}_{t}\right)$-adapted process, $(\eta(t), t \in[0, T])$ with $\eta \in L^{2}([0, T], V)$ a.s. $\mathbb{P}, \int_{0}^{T}\langle\eta, d W\rangle$ is defined by

$$
\int_{0}^{T}\langle\eta, d W\rangle=\sum_{n=1}^{\infty} \int_{0}^{T}\left\langle\eta, e_{n}\right\rangle d w_{n}
$$

where the sequences $\left(\beta_{n}, n \in \mathbb{N}\right)$ and $\left(w_{n}, n \in \mathbb{N}\right)$ are related by (2.18). It is shown that $\mathbb{K}_{H}^{-1} U$ satisfies the conditions of $\eta$ so that the stochastic integral in (2.20) is well-defined. Recall that the linear operator $\mathbb{K}_{H}$ given in (2.3) is a bijection

$$
\mathbb{K}_{H}: L^{2}([0, T], V) \rightarrow I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right)
$$

so by assumption 1 in Theorem $3.1, \mathbb{K}_{H}^{-1}(U) \in L^{2}([0, T], V)$ a.s. $\mathbb{P}$. From the definition of $\mathbb{K}_{H}$, it follows that $\left(\mathbb{K}_{H}^{-1}(U)(t), t \in[0, T]\right)$ is an $\left(\mathcal{F}_{t}\right)$-adapted process because $U$ is $\left(\mathcal{F}_{t}\right)$-adapted. By the construction of the standard cylindrical Wiener process $W$, it is a Wiener process with respect to $\left(\mathcal{F}_{t}\right)$ so $\xi_{T}$ is a well-defined random variable. By a Girsanov theorem for Wiener processes in infinite dimensions (cf. [4, 24]), equality (3.2) defines a probability $\tilde{\mathbb{P}}$ on $(\Omega, \mathcal{F})$ such that

$$
\tilde{W}(t):=W(t)-\int_{0}^{t} \mathbb{K}_{H}^{-1}(U)(s) d s
$$

is a standard cylindrical Wiener process in $V$. Let

$$
\tilde{\beta}_{n}(t):=\left\langle B(t), e_{n}\right\rangle-\left\langle U(t), e_{n}\right\rangle
$$

and

$$
\tilde{w}_{n}(t)=\left\langle W(t), e_{n}\right\rangle-\left\langle\int_{0}^{t} \mathbb{K}_{H}^{-1}(U)(s) d s, e_{n}\right\rangle
$$

It follows that

$$
\begin{align*}
\int_{0}^{t} K_{H}(t, s) d \tilde{w}_{n}(s) & =\int_{0}^{t} K_{H}(t, s) d w_{n}(s)-\int_{0}^{t} K_{H}(t, s)\left\langle\mathbb{K}_{H}^{-1}(U)(s), e_{n}\right\rangle d s  \tag{3.3}\\
& =\beta_{n}(t)-\left\langle\int_{0}^{t} K_{H}(t, s)\left(\mathbb{K}_{H}^{-1}(U)(s)\right) d s, e_{n}\right\rangle \\
& =\beta_{n}(t)-\left\langle\mathbb{K}_{H} \mathbb{K}_{H}^{-1}(U)(t), e_{n}\right\rangle \\
& =\beta_{n}(t)-\left\langle U(t), e_{n}\right\rangle=\tilde{\beta}_{n}(t)
\end{align*}
$$

Thus $(\tilde{B}(t), t \in[0, T])$ is a standard cylindrical fractional Brownian motion in $V$ with the Hurst parameter $H$ on $(\Omega, \mathcal{F}, \tilde{\mathbb{P}})$.

In this section, the following semilinear stochastic equation is considered:

$$
\begin{equation*}
d X(t)=(A X(t)+F(X(t))) d t+\Phi d B(t) \tag{3.4}
\end{equation*}
$$

where $t \in \mathbb{R}_{+}, X(t), X_{0} \in V$ is nonrandom, $(B(t), t \geq 0)$ is a standard cylindrical fractional Brownian motion with the Hurst parameter $H \in(0,1), \Phi \in \mathcal{L}(V)$, $A: \operatorname{Dom}(A) \rightarrow V, \operatorname{Dom}(A) \subset V$, and $A$ is the infinitesimal generator of a strongly continuous semigroup $(S(t), t \geq 0)$ on $V$. The function $F: V \rightarrow V$ is nonlinear, and for the applications to stochastic partial differential equations it is more useful to assume that $F$ is defined only on a (dense) subspace of $V$. So, let $\left(E,\|\cdot\|_{E}\right)$ be a separable Banach space that is continuously embedded in $V$ and $F: E \rightarrow E$ with $X_{0} \in E$. Subsequently, it is assumed that $F: E \rightarrow E$ is Borel measurable, $\operatorname{Im}(F) \subset \operatorname{Im}(\Phi)$, for $G:=\Phi^{-1} F, G: E \rightarrow V$, and

$$
\begin{equation*}
\|G(x)\| \leq \hat{k}\left(1+\|x\|_{E}^{\rho}\right) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|F(x)\|_{E} \leq \hat{k}\left(1+\|x\|_{E}^{\rho}\right) \tag{3.6}
\end{equation*}
$$

for each $x \in E$ and some $\rho \geq 1$. Furthermore, it is assumed that there is a constant $\bar{K}$ such that for each pair $(x, y)$ in $\operatorname{Dom}(A)$, there is a $z^{*} \in \partial\|z\|_{E}$ such that

$$
\begin{equation*}
\left\langle A x-A y+F(x)-F(y), z^{*}\right\rangle_{E, E^{*}} \leq \bar{K}\|x-y\|_{E} \tag{3.7}
\end{equation*}
$$

where $\partial\|z\|_{E}$ is the subdifferential of the norm $\|z\|_{E}$ at the point $z=x-y$ and $\langle\cdot, \cdot,\rangle_{E, E^{*}}$ is the pairing between $E$ and $E^{*}$. The basic results on subdifferentials can be found in [32]. Inequality (3.7) is a one-sided growth condition that ensures the absence of explosions of solutions of (3.4) in a finite time. Some subsequent examples should clarify its interpretation.

The notions of a weak and a mild solution of (3.4) are given now.
DEFINITION 3.2. A weak solution of (3.4) is a triple $\left(X(t), B(t),\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left(\tilde{\mathcal{F}}_{t}\right), \tilde{\mathbb{P}}\right)\right.$, $t \geq 0)$, where $(B(t), t \geq 0)$ is a standard cylindrical fractional Brownian motion in $V$ that is defined on the probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}),(B(t), t \geq 0)$ and $(X(t), t \geq 0)$ are adapted to the filtration $\left(\tilde{\mathcal{F}}_{t}\right)$, and $(X(t), t \geq 0)$ is an $E$-valued process satisfying

$$
\begin{equation*}
X(t)=S(t) X_{0}+\int_{0}^{t} S(t-r) F(X(r)) d r+\int_{0}^{t} S(t-r) \Phi d B(r) \tag{3.8}
\end{equation*}
$$

A mild solution, $(X(t), t \geq 0)$ of (3.4), is an $E$-valued process on a fixed probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbb{P}\right)$ with a given standard cylindrical fractional Brownian motion that is the fractional Brownian motion in (3.8), $(B(t), t \geq 0)$ and $(X(t), t \geq 0)$ are adapted to the filtration $\left(\mathcal{F}_{t}\right)$, and the process $(X(t), t \geq 0)$ satisfies (3.8).

Equation (3.8) has a unique weak solution if, for any two weak solutions $(X(t)$, $B(t),(\Omega, \mathcal{F},(\underset{\tilde{\mathcal{F}}}{t}), \mathbb{P}), t \geq 0)$ and $\left(\tilde{X}(t), \tilde{B}(t),\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left(\tilde{\mathcal{F}}_{t}\right), \tilde{\mathbb{P}}\right), t \geq 0\right)$, the processes $(X(t)$, $t \geq 0)$ and $(\tilde{X}(t), t \geq 0)$ have the same probability law.

The equation has a unique mild solution if, for any two processes $\left(X_{1}(t), t \geq 0\right)$ and $\left(X_{2}(t), t \geq 0\right)$ that satisfy (3.8) on the same probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbb{P}\right)$ with the same standard cylindrical fractional Brownian motion, $\mathbb{P}\left(X_{1}(t)=X_{2}(t), t \geq 0\right)=1$.

A primary goal in this section is to verify weak existence and weak uniqueness of a solution of (3.4). Note that (H1) alone is not sufficient to ensure that the stochastic convolution has values in $E$. While the assumption (H2) is given in a rather general form, it is verified for particular examples in section 4. Since the cases $H \in(0,1 / 2)$ and $H \in(1 / 2,1)$ require different methods, they are treated separately.

The following three assumptions are made to construct a solution of (3.4):
(H1) The semigroup $(S(t), t \geq 0)$ generated by $A$ is analytic on $V$ and for each $t \geq$ $0,\left.S(t)\right|_{E} \in \mathcal{L}(E)$ and $\left\|\left.S(t)\right|_{E}\right\|_{\mathcal{L}(E)}$ is bounded on compact time intervals.
(H2) $\Phi \in \mathcal{L}(V)$ is injective and for $T>0$ the stochastic convolution process

$$
\left(\int_{0}^{t} S(t-r) \Phi d B(r), t \in[0, T]\right)
$$

has a version with $C([0, T], E)$ sample paths.
(H3) The function $F: E \rightarrow V$ in (3.4) is Borel measurable, $\operatorname{Im}(F) \subset \operatorname{Im}(\Phi)$, and the function $G=\Phi^{-1} F: E \rightarrow V$ satisfies

$$
\begin{equation*}
\|G(x)\| \leq k\left(1+\|x\|_{E}\right) \tag{3.9}
\end{equation*}
$$

for some $k>0$ and all $x \in E$.
The following result verifies a weak solution for $H \in(0,1 / 2)$.
Theorem 3.3. If $H \in(0,1 / 2)$ and the conditions (H1)-(H3) are satisfied, then the semilinear equation (3.4) has a weak solution. If additionally $F: E \rightarrow E$ and

$$
\begin{equation*}
\|F(x)\|_{E} \leq k_{1}\left(1+\|x\|_{E}\right) \tag{3.10}
\end{equation*}
$$

for some $k_{1}>0$ and all $x \in E$, then the weak solution is unique.
Proof. Initially, existence of a weak solution is verified. By a standard method that has been used for equations of the form (3.4) with a standard cylindrical Brownian motion (cf. [4,24]), it suffices to verify that the cylindrical process

$$
\tilde{B}(t)=B(t)-\int_{0}^{t} G(Z(s)) d s
$$

is a standard cylindrical fractional Brownian motion in a suitable probability space where

$$
Z(t)=S(t) X_{0}+\tilde{Z}(t)
$$

satisfies the associated linear equation. To use Theorem 3.1 it is necessary to verify that $G=\Phi^{-1} F$ satisfies the conditions of $U$ in this theorem, that is,

$$
\begin{equation*}
\int_{0} G(Z(s)) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \exp [\rho(Z)]=1, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\rho(Z)=\int_{0}^{T}\left\langle\mathbb{K}_{H}^{-1}\left(\int_{0} G(Z)\right)\right)(t), d W(t)\right\rangle-\frac{1}{2} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G(Z)\right)(t)\right\|^{2} d t \tag{3.13}
\end{equation*}
$$

$\mathbb{K}_{H}^{-1}$ is the inverse of $\mathbb{K}_{H}$ in (2.3), and $(W(t), t \geq 0)$ is a standard cylindrical Wiener process in $V$ by (2.19).

From (2.9), it follows that

$$
\begin{align*}
& \mid \mathbb{K}_{H}^{-1}\left.\left(\int_{0} G(Z)\right)\right|_{L^{2}([0, T], V)} ^{2}  \tag{3.14}\\
& \quad= \bar{c}_{H}^{-2}\left|u_{H-\frac{1}{2}} I_{0+}^{\frac{1}{2}-H}\left(u_{\frac{1}{2}-H} G(Z)\right)\right|_{L^{2}([0, T], V)}^{2} \\
&= \hat{c}_{H} \int_{0}^{T}\left(s^{H-\frac{1}{2}}\left\|\int_{0}^{s} r^{\frac{1}{2}-H}(s-r)^{-\frac{1}{2}-H} G(Z(r)) d r\right\|\right)^{2} d s \\
& \quad \leq \hat{c}_{H} k^{2}\left(1+|\tilde{Z}|_{C([0, T], E)}+\sup _{t \in[0, T]}\left\|S(t) X_{0}\right\|_{E}\right)^{2} \int_{0}^{T} s^{2 H-1} \\
& \cdot\left(\int_{0}^{s} r^{\frac{1}{2}-H}(s-r)^{-\frac{1}{2}-H} d r\right)^{2} d s \\
& \quad \leq c_{T}\left(1+|\tilde{Z}|_{C([0, T], E)}^{2}\right)
\end{align*}
$$

for some $c_{T}>0$ that depends only on $T$. This inequality verifies (3.11). By (3.14) it follows directly that

$$
\begin{equation*}
\mathbb{E} \exp \left[\hat{k} \int_{0}^{T}\left\|K_{H}^{-1}\left(\int_{0} G(Z)\right)(t)\right\|^{2} d t\right] \leq c \mathbb{E} \exp \left[\hat{k} c_{T}|\tilde{Z}|_{C([0, T], E)}^{2}\right] \tag{3.15}
\end{equation*}
$$

for some $c>0$. Substituting $v=\frac{r}{s}$ in the integral with respect to $r$ on the right-hand side of (3.14), it easily follows that $c_{T} \downarrow 0$ as $T \downarrow 0$. Since $\tilde{Z}$ is a $C([0, T], E)$-valued Gaussian random variable, it follows that

$$
\begin{equation*}
\mathbb{E} \exp \left[\hat{k} c_{T}|\tilde{Z}|_{C([0, T], E)}^{2}\right]<\infty \tag{3.16}
\end{equation*}
$$

is satisfied for $T>0$ sufficiently small by the Fernique inequality. Clearly, (3.16) is the Novikov condition [19] which implies the equality (3.12) for $T>0$ sufficiently small. For arbitrary $T>0$, a simple iteration verifies the result, that is,

$$
\begin{equation*}
\mathbb{E} \exp \left[\hat{k} \int_{T_{m-1}}^{T_{m}}\left\|K_{H}^{-1}\left(\int_{0} G(Z)\right)(t)\right\|^{2} d t\right]<\infty \tag{3.17}
\end{equation*}
$$

for a sufficiently fine partition $0=T_{0}<T_{1}<\cdots<T_{n}=T$. Using a downward induction procedure from the well-known proofs of the martingale property for the Radon-Nikodým derivative in (3.12) for an arbitrary $T>0$ (see, e.g., [20, Example 6.2 .3$]$ ), the verification of the equality in (3.12) is obtained.

Now, uniqueness of the weak solution is verified. Uniqueness in law can be proved in a standard way by removing the term $F$ in (3.4) by absolute continuity of measures, which is a suitable inverse of the above construction of a weak solution.

Let ( $\tilde{X}(t), t \in[0, T]$ ) be a solution to the equation

$$
\begin{equation*}
\tilde{X}(t)=S(t) x_{0}+\int_{0}^{t} S(t-r) F(X(r)) d r+\tilde{Z}(t) \tag{3.18}
\end{equation*}
$$

where $\tilde{Z}(t)=\int_{0}^{t} S(t-r) \Phi d B(r)$ and $(B(t), t \in[0, T])$ is some standard cylindrical fractional Brownian motion on a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$.

The process $(\tilde{X}(t), t \in[0, T])$ is defined on the same probability space as $(B(t), t \in$ $[0, T])$. Let $(W(t), t \in[0, T])$ be the Wiener process associated with $(B(t), t \in[0, T])$ by (2.18). It suffices to show that

$$
\begin{align*}
& \exp [\tilde{\rho}(\tilde{X})]  \tag{3.19}\\
& :=\exp \left[-\int_{0}^{T}\left\langle\mathbb{K}_{H}^{-1}\left(\int_{0} G(\tilde{X})\right)(t), d W(t)\right\rangle-\frac{1}{2} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G(\tilde{X})\right)(t)\right\|^{2} d t\right]
\end{align*}
$$

is a Radon-Nikodým derivative on $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, so $\tilde{\mathbb{P}}$ is the measure for a fractional Ornstein-Uhlenbeck process and uniqueness in law follows. Thus it is necessary to show that

$$
\begin{equation*}
\int_{0}^{\cdot} G(\tilde{X}(s)) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbb{E}} \exp [\tilde{\rho}(\tilde{X})]=1 \tag{3.21}
\end{equation*}
$$

where $\tilde{E}$ is integration with respect to $\tilde{\mathbb{P}}$. The verifications of (3.20) and (3.21) are analogous to the verifications of (3.11) and (3.12), respectively. However, since $\tilde{X}$ is not a Gaussian process, the Fernique inequality cannot be used directly. Initially, it is verified that there is a $c>0$ such that

$$
\begin{equation*}
|\tilde{X}|_{C([0, T], E)} \leq c\left(1+\left\|X_{0}\right\|_{E}+|\tilde{Z}|_{C([0, T], E)}\right) \tag{3.22}
\end{equation*}
$$

where $\tilde{Z}$ is the stochastic process described in (H2). Let

$$
\begin{aligned}
u(t) & =\tilde{X}(t)-\tilde{Z}(t) \\
& =S(t) X_{0}+\int_{0}^{t} S(t-r) F(u(r)+\tilde{Z}(r)) d r
\end{aligned}
$$

Thus

$$
\begin{equation*}
\|u(t)\|_{E} \leq c_{1}\left\|X_{0}\right\|+c_{2} \int_{0}^{t}\left(1+\|u(r)\|_{E}+\|\tilde{Z}(r)\|_{E}\right) d r \tag{3.23}
\end{equation*}
$$

for some positive constants $c_{1}$ and $c_{2}$. By the Gronwall lemma it follows that

$$
\begin{equation*}
\|u(t)\|_{E} \leq c_{1}\left(1+\left\|X_{0}\right\|_{E}+|\tilde{Z}|_{C([0, T], E)}\right) \tag{3.24}
\end{equation*}
$$

for $t \in[0, T]$, so the inequality (3.22) is verified. The exponential that usually occurs in the Gronwall inequality is bounded by $e^{c_{2} T}$. Making the analogous computations in (3.14), it follows that

$$
\begin{equation*}
\left|\mathbb{K}_{H}^{-1}\left(\int_{0} G(Z)\right)(s)\right|_{L^{2}([0, T], V)}^{2} \leq c_{T}\left(1+|X|_{C([0, T], E)}^{2}\right) \leq \tilde{c}_{T}\left(1+|\tilde{Z}|_{C([0, T], E)}^{2}\right) \tag{3.25}
\end{equation*}
$$

where $\tilde{c}_{T} \downarrow 0$ as $T \downarrow 0$, so (3.20) is satisfied. Thus the method in (3.15)-(3.17) can be used to verify (3.21).

The random variable $\exp (\tilde{\rho}(\tilde{X}))$ in (3.19) is a Radon-Nikodým derivative and it defines a probability measure $\mathbb{Q}$ on $\tilde{\Omega}$. By this Girsanov-type theorem the process defined by $\tilde{B}(t)=B(t)+\int_{0}^{t} u(s) d s$, where $u(s)=G(\tilde{X}(s))$, is a standard cylindrical fractional Brownian motion with respect to the measure $\mathbb{Q}$. Let ( $\tilde{W}(t), t \in[0, T]$ ) be the Wiener process associated with $(\tilde{B}(t), t \in[0, T])$. Let $U(s)=\mathbb{K}_{H}^{-1}\left(\int_{0}^{*} G(\tilde{X})\right)(s)$ for $s \in[0, T]$ and let $\mathbb{E}$ and $\mathbb{E}_{\mathbb{Q}}$ denote the expectations with respect to the measures $\tilde{\mathbb{P}}$ and $\mathbb{Q}$, respectively. For a bounded measurable function $\Psi$ on $C([0, T], V)$ it follows that

$$
\begin{aligned}
\mathbb{E}[\Psi(\tilde{X})]= & \int_{\tilde{\Omega}} \Psi \frac{d \tilde{\mathbb{P}}}{d \mathbb{Q}} d \mathbb{Q}=\mathbb{E}_{\mathbb{Q}}[\Psi(\tilde{X}) \exp (-\tilde{\rho}(\tilde{X}))] \\
= & \mathbb{E}_{\mathbb{Q}}\left[\Psi(\tilde{X}) \exp \left(\int_{0}^{T}\langle U(r), d \tilde{W}(r)\rangle-\frac{1}{2} \int_{0}^{T}\|U(r)\|^{2} d r\right)\right] \\
= & \mathbb{E}_{\mathbb{Q}}\left[\Psi ( S ( \cdot ) X _ { 0 } + \int _ { 0 } S ( \cdot - r ) d \tilde { B } ( r ) ) \operatorname { e x p } \left(\int _ { 0 } ^ { T } \left\langle\mathbb { K } _ { H } ^ { - 1 } \left(\int _ { 0 } ^ { \cdot } G \left(S(\cdot) X_{0}\right.\right.\right.\right.\right. \\
& \left.\left.\left.\quad+\int_{0} S(\cdot-r) \Phi d \tilde{B}(r)\right)\right)(s), d \tilde{W}(s)\right\rangle \\
- & \left.\left.\frac{1}{2} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G\left(S(\cdot) X_{0}+\int_{0} S(\cdot-r) \Phi d \tilde{B}(r)\right)\right)(s)\right\|^{2} d s\right)\right] .
\end{aligned}
$$

Since the processes $\tilde{W}$ and $\tilde{B}$ are standard cylindrical Brownian motions and standard cylindrical fractional Brownian motions, respectively, the final expectation on the right-hand side above does not depend on the realization of $\tilde{X}$, so the uniqueness in law is verified.

Now the existence and the uniqueness of a weak solution of (3.4) is verified for $H \in(1 / 2,1)$.

Theorem 3.4. If $H \in(1 / 2,1)$, (H1)-(H3) are satisfied, and

$$
\begin{equation*}
\|G(x)-G(y)\| \leq k_{G}\|x-y\|^{\gamma} \tag{3.26}
\end{equation*}
$$

for all $x, y \in E$, some $\gamma \in(0,1], k_{G}>0$, and $\tilde{Z} \in C^{\beta}([0, T], V)$ for some $\beta$ satisfying

$$
\begin{equation*}
\beta>\frac{H-\frac{1}{2}}{\gamma} \tag{3.27}
\end{equation*}
$$

where $\tilde{Z}$ is the stochastic convolution process in (H2), then (3.4) has a weak solution. If, additionally, (3.10) is satisfied, then the weak solution is unique.

Proof. Initially, the existence of a solution is verified as in the proof of Theorem 3.3. It is shown that

$$
\begin{equation*}
\int_{0}^{\cdot} G(Z(s)) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \quad \text { a.s. } \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \exp [\rho(Z)]=1, \tag{3.29}
\end{equation*}
$$

where $\rho$ is given by (3.13). By (2.8) it follows that

$$
\begin{align*}
\mid \mathbb{K}_{H}^{-1} & \left.\left(\int_{0} G(Z)\right)\right|_{L^{2}([0, T], V)} ^{2}  \tag{3.30}\\
= & c_{H}^{-2}\left|u_{H-\frac{1}{2}} D_{0+}^{H-\frac{1}{2}}\left(u_{\frac{1}{2}-H} G(Z)\right)\right|_{L^{2}([0, T], V)}^{2} \\
= & c_{H}^{-2} \int_{0}^{T} \| \frac{s^{H-\frac{1}{2}}}{\Gamma\left(\frac{3}{2}-H\right)}\left(\frac{s^{\frac{1}{2}-H} G(Z(s))}{s^{H-\frac{1}{2}}}\right) \\
& +\left(H-\frac{1}{2}\right) \int_{0}^{s} \frac{s^{\frac{1}{2}-H} G(Z(s))-r^{\frac{1}{2}-H} G(Z(r))}{(s-r)^{H+\frac{1}{2}}} d r \|^{2} d s \\
\leq & c \int_{0}^{T}\left(s^{\frac{1}{2}-H}\|G(Z(s))\|+s^{H-\frac{1}{2}} \int_{0}^{s} \frac{s^{\frac{1}{2}-H}-r^{\frac{1}{2}-H}}{(s-r)^{H+\frac{1}{2}}}\|G(Z(r))\| d r\right. \\
& \left.+\int_{0}^{s} \frac{\|G(Z(s))-G(Z(r))\|}{(s-r)^{H+\frac{1}{2}}} d r\right)^{2} d s .
\end{align*}
$$

Using (3.9) and (3.26), the analyticity of the semigroup $S(\cdot)$ on $V$, and the inequality

$$
\int_{0}^{s} \frac{s^{\frac{1}{2}-H}-r^{\frac{1}{2}-H}}{(s-r)^{H+\frac{1}{2}}} d r \leq c s^{1-2 H}
$$

where $c$ is a generic constant, it follows that

$$
\begin{align*}
& \left|\mathbb{K}_{H}^{-1}\left(\int_{0} G(Z)\right)\right|_{L^{2}([0, T], V)}  \tag{3.31}\\
& \quad \leq c_{T}\left(1+\left\|X_{0}\right\|_{E}^{2}+|\tilde{Z}|_{C([0, T], E)}^{2}\right) \\
& \quad+c_{T} \int_{0}^{T}\left[\left(\int_{0}^{s} \frac{\left\|S(s) X_{0}-S(r) X_{0}\right\|^{\gamma}}{(s-r)^{H+\frac{1}{2}}} d r\right)^{2}+\left(\int_{0}^{s} \frac{\|\tilde{Z}(s)-\tilde{Z}(r)\|^{\gamma}}{(s-r)^{H+\frac{1}{2}}} d r\right)^{2}\right] d s \\
& \quad \leq c_{T}\left(1+\left\|X_{0}\right\|_{E}^{2}+|\tilde{Z}|_{C([0, T], E)}^{2}\right)+c_{T} \int_{0}^{T}\left(\left\|X_{0}\right\|^{\gamma} \int_{0}^{s} \frac{(s-r)^{\gamma \lambda}}{r^{\gamma \lambda}(s-r)^{H+\frac{1}{2}}} d r\right)^{2} \\
& \quad+c_{T} \int_{0}^{T}|\tilde{Z}|_{C^{\beta}([0, T], V)}^{2}\left(\int_{0}^{s} \frac{(s-r)^{\gamma \beta}}{(s-r)^{H+\frac{1}{2}}} d r\right)^{2} d s
\end{align*}
$$

where $\lambda>0$ satisfies $\gamma \lambda<1$ and $H+1 / 2-\gamma \lambda<1$. The first integral term in the initial inequality in (3.31) is obtained by the analyticity of the semigroup $S($.$) on V$, which implies that

$$
\|(S(s)-S(r)) x\| \leq c(s-r)^{\lambda} r^{\lambda}\|x\|, \quad x \in V, \lambda \geq 0,0<r<s \leq T
$$

for some $c=c(\lambda)$. It follows that

$$
\begin{equation*}
\left|\mathbb{K}_{H}^{-1}\left(\int_{0}^{.} G(Z)\right)\right|_{L^{2}([0, T], V)}^{2} \leq c_{T}\left(1+\left\|X_{0}\right\|_{E}^{2}+\|\tilde{Z}\|_{C([0, T], E)}^{2}+|\tilde{Z}|_{C^{\beta}([0, T], V)}^{2}\right) \tag{3.32}
\end{equation*}
$$

where $c_{T} \downarrow 0$ as $T \downarrow 0$, so (3.28) is verified and by the Fernique inequality (3.29) is also verified.

Now the uniqueness of the weak solution is verified. Let $(\tilde{X}(t), t \in[0, T])$ be the solution to (3.4) on a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}} . \tilde{\mathbb{P}})$. As in the proof of Theorem 3.3 , it is shown that

$$
\begin{equation*}
\int_{0}^{.} G(\tilde{X}) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \quad \text { a.s. } \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbb{E}} \exp [\tilde{\rho}(\tilde{X})]=1 \tag{3.34}
\end{equation*}
$$

where $\tilde{\rho}$ is given by (3.13). It is necessary to obtain inequality (3.22), used in the proof of Theorem 3.3. Inequality (3.22) is verified by verifying the inequality

$$
\begin{equation*}
\|\hat{X}\|_{C^{\beta}([0, T], V)} \leq L\left(1+\left\|X_{0}\right\|_{E}+|\tilde{Z}|_{C([0, T], E)}+|\tilde{Z}|_{C^{\beta}([0, T], V)}\right) \tag{3.35}
\end{equation*}
$$

where $\hat{X}(t)=\tilde{X}(t)-S(t) X_{0}$ and $L>0$. Let $w(t)=\tilde{X}(t)-S(t) X_{0}-\tilde{Z}(t)$ for $t \geq 0$. The process $w$ satisfies

$$
\begin{equation*}
w(t)=\int_{0}^{t} S(t-r) \psi(r) d r \tag{3.36}
\end{equation*}
$$

for $t \in[0, T]$, where

$$
\psi(t)=F\left(w(t)+S(t) X_{0}+\tilde{Z}(t)\right)
$$

By inequalities (3.10) and (3.35) it follows that $\psi \in L^{\infty}([0, T], V)$ a.s. $\mathbb{P}$. Since the semigroup $S(\cdot)$ is analytic on $V, w$ is $\alpha$-Hölder continuous for each $\alpha \in(0,1)$, and using the method of proof of [29, Theorem 4.3.1] there are constants $c_{i}>0$ for $i=1,2$ such that

$$
\begin{equation*}
|w|_{C^{\beta}([0, T], V)} \leq c_{1}|\psi|_{L^{\infty}([0, T], V)} \leq c_{2}\left(|w|_{L^{\infty}([0, T], E)}+\left\|X_{0}\right\|_{E}+|\tilde{Z}|_{C([0, T], E)}\right) \tag{3.37}
\end{equation*}
$$

Thus

$$
\begin{align*}
|\tilde{X}|_{C^{\beta}([0, T], V)} & \leq|w|_{C^{\beta}([0, T], V)}+|\tilde{Z}|_{C^{\beta}([0, T], V)} \\
& \leq c_{2}\left(|w|_{L^{\infty}([0, T], E)}+\left\|X_{0}\right\|_{E}+|\tilde{Z}|_{C([0, T], E)}+|\tilde{Z}|_{C^{\beta}([0, T], V)}\right) \tag{3.38}
\end{align*}
$$

Using (3.22) again to bound $|w|_{L^{\infty}([0, T], E)}$, inequality (3.35) follows.

Now, using the methods for inequalities (3.30)-(3.32), where $Z(t)$ is replaced by $\tilde{X}(t)=S(t) X_{0}+\hat{X}(t)$, it follows that

$$
\begin{equation*}
\left|\mathbb{K}_{H}^{-1}\left(\int_{0}^{\cdot} G(Z)\right)\right|_{L^{2}([0, T], V)}^{2} \leq c_{T}\left(1+\left\|X_{0}\right\|_{E}^{2}+|\tilde{X}|_{C([0, T], V)}^{2}+|\tilde{X}|_{C^{\beta}([0, T], V)}^{2}\right) \tag{3.39}
\end{equation*}
$$

where $c_{T} \downarrow 0$ as $T \downarrow 0$, which by (3.22) and (3.35) verifies (3.33). Equality (3.34) is obtained from (3.39) by the Fernique inequality as in the proof of Theorem 3.3.

Remark 3.5. The proofs of Theorems 3.3 and 3.4 have verified, in addition to weak existence and uniqueness of a solution to (3.4), the mutual absolute continuity (equivalence) of the probability laws of the solution to (3.4) and the solution of (3.4) with $F \equiv 0$ (the fractional Ornstein-Uhlenbeck process) in the path space.

The next objective is to relax the linear growth conditions (3.9) and (3.10) and the Hölder continuity (3.26). The linear growth condition is replaced by a dissipativity condition of the drift term of (3.4), but some other conditions are also imposed so that there is existence and (strong) uniqueness of a mild solution. The main contribution of the following two theorems is a mutual absolute continuity of the probability laws of the solutions of (3.4) with a nonzero $F$ and (3.4) with $F \equiv 0$.

Initially, the case $H \in(0,1 / 2)$ is considered.
Theorem 3.6. Let $H \in(0,1 / 2)$ and let (H1) and (H2) be satisfied. Let $\Phi \in$ $\mathcal{L}(V)$ be injective, let $\Phi^{-1} \in \mathcal{L}(E, V)$, and let $\left(\left.S(t)\right|_{E}, t \geq 0\right)$ be a strongly continuous semigroup on $E$ such that

$$
\begin{equation*}
\left.|S(t)|_{E}\right|_{\mathcal{L}(E)} \leq e^{\tilde{w} t} \tag{3.40}
\end{equation*}
$$

for $t \geq 0$ and some $\tilde{w} \in \mathbb{R}$. Let $F: E \rightarrow E$ be continuous and satisfy

$$
\begin{equation*}
\|F(x)\|_{E} \leq k_{1}\left(1+\|x\|_{E}^{\rho}\right) \tag{3.41}
\end{equation*}
$$

for $x \in E$ for some $k_{1} \geq 0$ and $\rho \geq 1$, and for each pair $x, y \in E$, there is a $z^{*} \in \partial\|x-y\|_{E}$ where $\partial\|z\|_{E}$ is the subdifferential of the norm $\|\cdot\|_{E}$ at $z \in E$ such that

$$
\begin{equation*}
\left\langle F(x)-F(y), z^{*}\right\rangle_{E, E^{*}} \leq k_{2}\|x-y\|_{E} \tag{3.42}
\end{equation*}
$$

for some $k_{2} \in \mathbb{R}$; that is, $F-k_{2} I$ is dissipative on $E$. Then there is one and only one mild solution of (3.4), and its probability law on the Borel $\sigma$-algebra of $\Omega=$ $C([0, T], E)$ is mutually absolutely continuous with respect to the probability law of the fractional Ornstein-Uhlenbeck process (3.24) on $\Omega$.

Proof. Let $\left(F_{\lambda}, \lambda>0\right)$ be a family of Lipschitz continuous functions from $E$ to $E$ such that each $F_{\lambda}$ satisfies inequalities (3.41) and (3.42) for $F$ with the same constants $\rho, k_{1}, k_{2}$. It is shown that there is a $\bar{k}>0$ depending only on $\tilde{w}, k_{1}$, and $k_{2}$ such that

$$
\begin{equation*}
\left\|v_{\lambda}(t)\right\|_{E} \leq \bar{k}\left(1+\left\|X_{0}\right\|_{E}+\|\phi\|_{C([0, T], E)}^{\rho}\right) \tag{3.43}
\end{equation*}
$$

for $t \in[0, T]$ is satisfied for each $\lambda>0$ and $\phi \in C([0, T], E)$, where $v_{\lambda}$ is a solution of the equation

$$
\begin{equation*}
v_{\lambda}(t)=S(t) X_{0}+\int_{0}^{t} S(t-r) F_{\lambda}\left(v_{\lambda}(r)+\phi(r)\right) d r \tag{3.44}
\end{equation*}
$$

for $t \in[0, T]$.

To verify inequality (3.43), it can be assumed by translation that $k_{2}=0$ in (3.42) (replace $F_{\lambda}$ and $A$ by $F_{\lambda}-k_{2} I$ and $A+k_{2} I$, respectively). Thus $F_{\lambda}$ is dissipative on $E$ for each $\lambda>0$ and by the assumptions

$$
\begin{equation*}
\left\langle A_{E} z, z^{*}\right\rangle_{E, E^{*}} \leq \tilde{w}\|z\|_{E}^{2} \tag{3.45}
\end{equation*}
$$

for each $z \in \operatorname{Dom}\left(A_{E}\right)$ and $z^{*} \in \partial\|z\|_{E}$, where $A_{E}$ is the restriction of $A$ to $E$ that generates the semigroup $\left.S(\cdot)\right|_{E}$. For each pair $x, y \in \operatorname{Dom}\left(A_{E}\right)$ and $\lambda>0$, there is a $z_{\lambda}^{*} \in \partial\|x-y\|_{E}$ such that

$$
\left\langle A_{E}(x-y)+F_{\lambda}(x)-F_{\lambda}(y), z_{\lambda}^{*}\right\rangle_{E, E^{*}} \leq \tilde{w}\|x-y\|_{E} .
$$

By [5, Proposition 5.5.6], there is a sequence $\left(v_{\lambda}^{n}, n \in \mathbb{N}\right)$ such that $v_{\lambda}^{n} \in C^{1}([0, T], E) \cap$ $C\left([0, T], \operatorname{Dom}\left(A_{E}\right)\right)$ such that $v_{\lambda}^{n} \rightarrow v_{\lambda}$ and $\delta_{\lambda}^{n}=\frac{d}{d t} v_{\lambda}^{n}-A_{E} v_{\lambda}^{n}-F_{\lambda}\left(v_{\lambda}^{n}+\phi\right) \rightarrow 0$ in $C([0, T], E)$ as $n \rightarrow \infty$. It follows that

$$
\begin{align*}
\frac{d^{-}}{d t}\left\|v_{\lambda}^{n}(t)\right\|_{E} \leq & \left\langle A_{E} v_{\lambda}^{n}(t)+F_{\lambda}\left(v_{\lambda}^{n}(t)+\phi(t)\right),\left(v_{\lambda}^{n}(t)\right)^{*}\right\rangle_{E, E^{*}}+\left\|\delta_{\lambda}^{n}(t)\right\|_{E} \\
= & \left\langle A_{E} v_{\lambda}^{n}(t)+F_{\lambda}\left(v_{\lambda}^{n}(t)+\phi(t)\right)-F_{\lambda}(\phi(t)),\left(v_{\lambda}^{n}(t)\right)^{*}\right\rangle  \tag{3.46}\\
& +\left\langle F_{\lambda}(\phi(t)),\left(v_{\lambda}^{n}(t)\right)^{*}\right\rangle_{E, E^{*}}+\left\|\delta_{x}^{n}(t)\right\|_{E} \\
\leq & \bar{w}\left\|v_{\lambda}^{n}(t)\right\|_{E}+k_{2}\left(1+|\phi|_{C([0, T], E)}^{\rho}+\left\|\delta_{\lambda}^{n}(t)\right\|_{E}\right)
\end{align*}
$$

for $t \in[0, T]$. Using the Gronwall lemma, and letting $n \rightarrow \infty$, verifies inequality (3.43).

The mild solution to (3.4) can be expressed as $X(t)=v(t)+\tilde{Z}(t)$, where $v$ satisfies the equation

$$
\begin{equation*}
v(t)=S(t) X_{0}+\int_{0}^{t} S(t-r) F(v(r)+\tilde{Z}(r)) d r \tag{3.47}
\end{equation*}
$$

for $t \in[0, T]$. Thus the existence and the uniqueness of a mild solution follows from the corresponding pathwise deterministic result (cf. [5, Proposition 5.5.6]).

The equivalence of the probability laws is shown by application of Theorem 3.1. As in the proof of Theorem 3.3, it suffices to show that

$$
\begin{equation*}
\int_{0} G(Z(s)) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \tag{3.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \exp [\rho(Z)]=1 \tag{3.49}
\end{equation*}
$$

where $\rho$ is given by (3.13). While $G$ is not assumed to have at most linear growth as in Theorem 3.3, there is the growth condition

$$
\begin{equation*}
\|G(x)\| \leq \hat{k}\left(1+\|x\|_{E}^{\rho}\right) \tag{3.50}
\end{equation*}
$$

for all $x \in E$ and a constant $\hat{k}$. Proceeding as in (3.14), it follows that

$$
\begin{align*}
& \left|\mathbb{K}_{H}^{-1}\left(\int_{0} G(Z)\right)\right|_{L^{2}([0, t], V)}^{2}  \tag{3.51}\\
& \quad \leq c_{1} \int_{0}^{T}\left(s^{H-\frac{1}{2}}\left\|\int_{0}^{s} r^{\frac{1}{2}-H}(s-r)^{-\frac{1}{2}-H} G(Z(r)) d r\right\|\right)^{2} d s \\
& \quad \leq c_{2}\left(1+|\tilde{Z}|_{C([0, T], E)}^{\rho}+\sup _{t \in[0, T]}\left\|S(t) X_{0}\right\|_{E}^{\rho}\right) \int_{0}^{T} s^{2 H-1} \\
& \quad \cdot\left(\int_{0}^{s} r^{\frac{1}{2}-H}(s-r)^{-\frac{1}{2}-H} d r\right)^{2} d s \\
& \quad \leq c_{3}\left(1+\left\|X_{0}\right\|_{E}^{2 \rho}+|\tilde{Z}|_{C([0, T], E)}^{2 \rho}\right)
\end{align*}
$$

for suitable constants $c_{1}, c_{2}, c_{3}$. This inequality verifies (3.48). To verify equality (3.49), it suffices to assume that $F$ is dissipative (that is, $k_{2}=0$ in (3.42)). Recall that $m$-dissipative mapping $F$ is defined as a dissipative mapping satisfying Range ( $I-$ $\lambda F)=E$ for each $\lambda>0$; cf. [22]. Since $F$ is continuous, it is $m$-dissipative (cf. [23]), so the family $\left(F_{\lambda}, \lambda>0\right)$ of Yosida approximations of F is defined as

$$
\begin{equation*}
F_{\lambda}(x)=F\left(R_{\lambda}(x)\right)=\frac{1}{\lambda}\left(R_{\lambda}(x)-x\right) \tag{3.52}
\end{equation*}
$$

for $x \in E$, where

$$
\begin{equation*}
R_{\lambda}(x)=(I-\lambda F)^{-1}(x) \tag{3.53}
\end{equation*}
$$

It is well known that $F_{\lambda}: E \rightarrow E$ for $\lambda>0$ is Lipschitz continuous, so by Theorem 3.3, there is the equality

$$
\begin{equation*}
\mathbb{E} \exp \left[\rho_{\lambda}(Z)\right]=1 \tag{3.54}
\end{equation*}
$$

for $\lambda>0$, where

$$
\begin{equation*}
\rho_{\lambda}(Z)=\int_{0}^{T}\left\langle\mathbb{K}_{H}^{-1}\left(\int_{0} G_{\lambda}(Z)\right)(t), d W(t)\right\rangle-\frac{1}{2} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G_{\lambda}(Z)\right)(t)\right\|^{2} d t \tag{3.55}
\end{equation*}
$$

and $G_{\lambda}:=\Phi^{-1} F_{\lambda}$. As in (3.51), it follows that

$$
\begin{align*}
& \mathbb{E}\left|\mathbb{K}_{H}^{-1}\left(\int_{0}^{\cdot}\left(G_{\lambda}(Z)-G(Z)\right)\right)\right|_{L^{2}([0, T], V)}  \tag{3.56}\\
& \quad \leq c_{T} \mathbb{E} \int_{0}^{T}\left(s^{H-\frac{1}{2}} \int_{0}^{s} r^{\frac{1}{2}-H}(s-r)^{-\frac{1}{2}-H}\left\|G_{\lambda}(Z(r))-G(Z(r))\right\| d r\right)^{2} d s
\end{align*}
$$

By some well-known properties of the Yosida approximations and for $x \in E$,

$$
\begin{equation*}
\left\|G_{\lambda}(x)-G(x)\right\| \leq\left|\Phi^{-1}\right|_{\mathcal{L}(E, V)}\left\|F_{\lambda}(x)-F(x)\right\| \tag{3.57}
\end{equation*}
$$

it follows that $F_{\lambda} \rightarrow F$ as $\lambda \rightarrow 0$ and the right-hand side of (3.57) tends to zero as $\lambda \downarrow 0$, and

$$
\begin{align*}
\left\|G_{\lambda}(x)\right\| & \leq\left|\Phi^{-1}\right|_{\mathcal{L}(E, V)}\left\|F_{\lambda}(x)\right\|_{E} \\
& \leq\left|\Phi^{-1}\right|_{\mathcal{L}(E, V)}\|F(x)\|_{E}  \tag{3.58}\\
& \leq\left|\Phi^{-1}\right|_{\mathcal{L}(E, V)} k_{1}\left(1+\|x\|_{E}^{\rho}\right)
\end{align*}
$$

so the right-hand side of (3.56) tends to zero as $\lambda \downarrow 0$. For a sequence $\left(\lambda_{n}, n \in \mathbb{N}\right)$ that decreases to zero, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \exp \left[\rho_{\lambda_{n}}(Z)\right]=\exp [\rho(Z)] \quad \text { a.s. } \mathbb{P} . \tag{3.59}
\end{equation*}
$$

To obtain equality (3.54) from equality (3.59) for $\lambda_{n}, n \in \mathbb{N}$, it is necessary and sufficient to show that the sequence $\left(\exp \left[\rho_{\lambda_{n}}(Z)\right], n \in \mathbb{N}\right)$ is uniformly integrable. A sufficient condition for this uniform integrability is to verify that

$$
\begin{equation*}
\sup _{n} \mathbb{E}\left[\left(\exp \left[\rho_{\lambda_{n}}(Z)\right]\right)\left|\log \left(\exp \left[\rho_{\lambda_{n}}(Z)\right]\right)\right|\right]=\sup _{n} \mathbb{E}\left[\left(\exp \left[\rho_{\lambda_{n}}(Z)\right]\right) \rho_{\lambda_{n}}(Z)\right]<\infty . \tag{3.60}
\end{equation*}
$$

By Theorem 3.3,

$$
\begin{equation*}
\mathbb{E}\left[\rho_{\lambda_{n}}(Z) \exp \left[\rho_{\lambda_{n}}(Z)\right]\right] \leq \tilde{\mathbb{E}}_{\lambda_{n}}\left[2 \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G_{\lambda_{n}}(Z)\right)(t)\right\|^{2} d t\right], \tag{3.61}
\end{equation*}
$$

where $\tilde{\mathbb{E}}_{\lambda_{n}}$ is the expectation with respect to $\tilde{\mathbb{P}}_{\lambda_{n}}$ and

$$
\frac{d \tilde{\mathbb{P}}_{\lambda_{n}}}{d \mathbb{P}}=\exp \left[\rho_{\lambda_{n}}(Z)\right]
$$

and $Z(\cdot)$ satisfies (2.28). On the probability space with the measure $\mathbb{P}_{\lambda_{n}}, Z(\cdot)$ satisfies the following semilinear equation, where $B(\cdot)$ is a fractional Brownian motion with respect to $\mathbb{P}_{\lambda_{n}}$ :

$$
\begin{align*}
d X_{\lambda_{n}}(t) & =\left(A X(t)+F_{\lambda_{n}}(X(t))\right) d t+\Phi d B(t), \\
X_{\lambda_{n}}(0) & =X_{0} . \tag{3.62}
\end{align*}
$$

Since $F_{\lambda_{n}}$ is Lipschitz continuous, there is a unique mild solution on a given probability space, so it suffices to show

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G_{\lambda_{n}}\left(X_{\lambda_{n}}\right)\right)(t)\right\|^{2} d t \leq c \tag{3.63}
\end{equation*}
$$

for some $c \in \mathbb{R}_{+}$that does not depend on $\lambda_{n}$. Repeating inequalities (3.51), where $G$ and $Z$ are replaced by $G_{\lambda_{n}}$ and $X_{\lambda_{n}}$, respectively, and using inequality (3.58), it follows that

$$
\begin{equation*}
\int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G_{\lambda_{n}}\left(X_{\lambda_{n}}\right)\right)(t)\right\|^{2} d t \leq c_{5}\left(1+\left\|X_{0}\right\|_{E}^{2 \rho}+\left|\tilde{X}_{\lambda_{n}}\right|_{C([0, T], E)}^{2 \rho}\right) \tag{3.64}
\end{equation*}
$$

for a constant $c_{5}$ that does not depend on $n \in \mathbb{N}$ where $\tilde{X}_{\lambda_{n}}(t)=X_{\lambda_{n}}(t)-S(t) X_{0}$. By inequality (3.43) there is a constant $c_{6}$ that does not depend on $n$ such that
$\mathbb{E} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0}^{\cdot} G_{\lambda_{n}}\left(X_{\lambda_{n}}\right)\right)(t)\right\|^{2} d t \leq c_{6}\left(1+\left\|X_{0}\right\|_{E}^{2 \rho}+\mathbb{E}|Z|_{C([0, T], E)}^{4 \rho^{2}}\right)=C<\infty$.
This inequality verifies (3.60). Thus the sequence $\left(\exp \left[\rho_{\lambda_{n}}(Z)\right], n \in \mathbb{N}\right)$ converges in $L^{1}$ and equality (3.54) is satisfied.

Now the case $H \in(1 / 2,1)$ is considered.
Theorem 3.7. Let $H \in(1 / 2,1)$ and the other assumptions in Theorem 3.6 be satisfied. Let $\Phi^{-1} \in \mathcal{L}(V), \tilde{Z} \in C^{\beta}([0, T], V)$ for some $\beta \in(0,1)$,

$$
\begin{equation*}
\langle F(x)-F(y), x-y\rangle \leq k_{2}\|x-y\|^{2} \tag{3.66}
\end{equation*}
$$

for each pair $x, y \in E$ and a $k_{2} \in \mathbb{R}_{+}$(that is, $F-k_{2} I$ is dissipative on $E$ with respect to the norm on $V$ ) and

$$
\begin{equation*}
\|F(x)-F(y)\| \leq k_{3}\left(1+\|x\|_{E}^{q}+\|y\|_{E}^{q}\right)\|x-y\|^{\gamma} \tag{3.67}
\end{equation*}
$$

for each $x, y \in E$, with some $k_{3}>0, q \geq 1$, and $\gamma \in(0,1]$ such that

$$
\begin{equation*}
\gamma \beta>H-\frac{1}{2} \tag{3.68}
\end{equation*}
$$

Then there is one and only one mild solution to (3.4), and its probability law is mutually absolutely continuous with respect to the probability law of the fractional Ornstein-Uhlenbeck process (2.28) on $\Omega$.

Proof. As in the proof of Theorem 3.6, it is shown that

$$
\begin{equation*}
\int_{0} G(Z(s)) d s \in I_{0+}^{H+\frac{1}{2}}\left(L^{2}([0, T], V)\right) \tag{3.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \exp [\rho(Z)]=1 \tag{3.70}
\end{equation*}
$$

The methods to verify (3.69) and (3.70) are similar to those used in the proof of Theorem 3.6, but now the operator $\mathbb{K}_{H}^{-1}$ has a different form. Using inequality (3.41) and the Hölder continuity condition (3.67), it follows that

$$
\begin{align*}
& \left|\mathbb{K}_{H}^{-1}\left(\int_{0}^{\cdot} G(Z)\right)\right|_{L^{2}([0, T], V)}^{2}  \tag{3.71}\\
& \quad \leq c_{1} \int_{0}^{T}\left(s^{\frac{1}{2}-H}\|G(Z(s))\|+s^{H-\frac{1}{2}} \int_{0}^{s} \frac{s^{\frac{1}{2}-H}-r^{\frac{1}{2}-H}}{(s-r)^{H+\frac{1}{2}}}\|G(Z(r))\| d r\right. \\
& \left.\quad+\int_{0}^{s} \frac{\|G(Z(s))-G(Z(r))\|}{(s-r)^{H+\frac{1}{2}}} d r\right)^{2} d s \\
& \quad \leq c_{2}\left[1+|Z|_{C([0, T], E)}^{2 \rho}+c_{3}\left(1+|Z|_{C([0, T], E)}^{2 q}\right)\right. \\
& \left.\quad \cdot \int_{0}^{T}\left(\int_{0}^{s} \frac{\left\|S(s) X_{0}-S(r) X_{0}\right\|^{\gamma}+\|\tilde{Z}(s)-\tilde{Z}(r)\|^{\gamma}}{(s-r)^{H+\frac{1}{2}}} d r\right)^{2} d s\right]
\end{align*}
$$

for some constants $c_{1}, c_{2}, c_{3}$. By the analyticity of the semigroup $S(\cdot)$ on $V$, it follows that

$$
\begin{align*}
& \mid \mathbb{K}_{H}^{-1}  \tag{3.72}\\
& \left.\quad\left(\int_{0} G(Z)\right)\right|_{L^{2}([0, T], V)} ^{2} \\
& \quad \leq c_{4}\left[1+\left\|X_{0}\right\|_{E}^{2 \rho}\right. \\
& \left.\quad+\left(\left\|X_{0}\right\|_{E}^{2 q}+|Z|_{C([0, T], V)}^{2 q}+1\right)\left(\left\|X_{0}\right\|_{E}^{2 \gamma}+|Z|_{C^{\beta}([0, T], V)}^{2 \gamma}\right)\right] \\
& \quad \leq c_{5}\left(1+\left\|X_{0}\right\|_{E}^{m}+|Z|_{C([0, T], V)}^{m}+|Z|_{C^{\beta}([0, T], V)}^{m}\right)
\end{align*}
$$

for some constants $c_{4}$ and $c_{5}$ and $m$ sufficiently large. Thus (3.69) is verified. To verify equality (3.70) consider the family of Yosida approximations $\left(F_{\lambda}, \lambda>0\right)$ of $F$ as in the proof of Theorem 3.6. By the dissipativity of $F$ in the norm on $V, F_{\lambda}: V \rightarrow V$ is Lipschitz continuous for each $\lambda>0$ and has at most polynomial growth, so $F_{\lambda}$ satisfies the assumptions of Theorem 3.4 so that

$$
\begin{equation*}
\mathbb{E} \exp \left[\rho_{\lambda}(Z)\right]=1 \tag{3.73}
\end{equation*}
$$

where $\rho_{\lambda}$ is given by (3.55). By the method used to obtain inequality (3.71), it follows that

$$
\begin{align*}
& \mathbb{E}\left|\mathbb{K}_{H}^{-1}\left(\int_{0}\left(G_{\lambda}(Z)-G(Z)\right)\right)\right|_{L^{2}([0, T], V)}^{2}  \tag{3.74}\\
& \quad \leq c_{6} \mathbb{E} \int_{0}^{T}\left[s^{\frac{1}{2}-H}\left\|G_{\lambda}(Z(s))-G(Z(s))\right\|\right. \\
& \quad+s^{H-\frac{1}{2}} \int_{0}^{s} \frac{s^{\frac{1}{2}-H}-r^{\frac{1}{2}-H}}{(s-r)^{H+\frac{1}{2}}}\left\|G_{\lambda}(Z(r))-G(Z(r))\right\| d r \\
& \left.\quad+\int_{0}^{s} \frac{\left\|G_{\lambda}(Z(s))-G(Z(s))-G_{\lambda}(Z(r))+G(Z(r))\right\|}{(s-r)^{H+\frac{1}{2}}} d r\right]^{2} d s
\end{align*}
$$

By inequalities (3.57) and (3.58), it follows that $\left\|G_{\lambda}(x)-G(x)\right\| \rightarrow 0$ as $\lambda \downarrow 0$ for each $x \in E$ and the family $\left(G_{\lambda}, \lambda>0\right)$ satisfies the growth condition

$$
\begin{equation*}
\left\|G_{\lambda}(x)\right\| \leq c_{7}\left(1+\|x\|_{E}^{\rho}\right) \tag{3.75}
\end{equation*}
$$

for $x \in E$ and some $c_{7}>0$. From the $V$-dissipativity of $F$, it follows by [5, Proposition 5.5.3] that

$$
\left\|R_{\lambda}(x)-R_{\lambda}(y)\right\| \leq\|x-y\|
$$

for $x, y \in E$, so that

$$
\begin{align*}
\left\|F_{\lambda}(x)-F_{\lambda}(y)\right\| & =\left\|F\left(R_{\lambda}(x)\right)-F\left(R_{\lambda}(y)\right)\right\|  \tag{3.76}\\
& \leq k_{3}\left(1+\left\|R_{\lambda}(x)\right\|_{E}^{q}+\left\|R_{\lambda}(y)\right\|_{E}^{q}\right)\|x-y\|^{\gamma}
\end{align*}
$$

for $x, y \in E$. Since

$$
\left\|R_{\lambda}(x)\right\|_{E} \leq\|x\|_{E}+\lambda\|F(x)\|_{E} \leq c_{8}\left(1+\|x\|_{E}^{\rho}\right)
$$

for $x \in E, c_{8} \in \mathbb{R}_{+}$, and $\lambda \in(0,1]$, there is the inequality

$$
\begin{equation*}
\left\|F_{\lambda}(x)-F_{\lambda}(y)\right\| \leq c_{9}\left(1+\|x\|_{E}^{m}+\|y\|_{E}^{m}\right)\|x-y\|^{\gamma} \tag{3.77}
\end{equation*}
$$

for $x, y \in E, c_{0} \in \mathbb{R}_{+}, m \geq 1$, and $\lambda \in(0,1]$. So $F_{\lambda}$ and $G_{\lambda}$ satisfy inequality (3.67) uniformly in $\lambda \in(0,1]$. Thus the right-hand side of inequality (3.74) tends to zero as $\lambda \downarrow 0$ by the dominated convergence theorem where a majorizing function is provided by the estimates (3.75) and (3.77), whose integrability is shown in (3.71) and (3.72), and there is a decreasing sequence $\left(\lambda_{n}, n \in \mathbb{N}\right)$ whose limit is zero such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \exp \left[\rho_{\lambda_{n}}(Z)\right]=\exp [\rho(Z)] \quad \text { a.s. } \mathbb{P} \tag{3.78}
\end{equation*}
$$

The uniform integrability of the sequence $\left(\exp \left[\rho_{\lambda_{n}}(Z)\right], n \in \mathbb{N}\right)$ is shown by verifying the analogue of (3.60). Equivalently,

$$
\begin{equation*}
\sup _{n} \mathbb{E} \int_{0}^{T}\left\|\mathbb{K}_{H}^{-1}\left(\int_{0} G_{\lambda_{n}}\left(X_{\lambda_{n}}\right)\right)(t)\right\|^{2} d t \leq c<\infty \tag{3.79}
\end{equation*}
$$

where $X_{\lambda_{n}}(\cdot)$ is the unique mild solution to (3.62). The analogous inequalities (3.71)(3.74) are obtained by replacing $G$ by $G_{\lambda}$ using the polynomial growth bound and the local Hölder continuity that are uniform in $\left(\lambda_{n}, n \in \mathbb{N}\right)$, and $Z(\cdot)$ is replaced by $X_{\lambda_{n}}(\cdot)$. For some constants $c_{10}$ and $m \geq 1$,

$$
\begin{align*}
& \left|\mathbb{K}_{H}^{-1}\left(\int_{0}^{\cdot} G_{\lambda_{n}}\left(X_{\lambda_{n}}\right)\right)\right|_{L^{2}([0, T], V)}^{2}  \tag{3.80}\\
& \quad \leq c_{10}\left(1+\left\|X_{0}\right\|_{E}^{m}+\left|\tilde{X}_{\lambda_{n}}\right|_{C([0, T], E)}^{m}+\left|\tilde{X}_{\lambda_{n}}\right|_{C^{\beta}([0, T], V)}^{m}\right)
\end{align*}
$$

where $\tilde{X}_{\lambda_{m}}(t)=X_{\lambda_{m}}(t)-S(t) X_{0}$. By inequality (3.43), it follows that

$$
\begin{equation*}
\left|\tilde{X}_{\lambda_{n}}\right|_{C([0, T], E)} \leq c_{11}\left(1+\left\|X_{0}\right\|+|Z|_{C(0, T], E)}^{\rho}\right) \tag{3.81}
\end{equation*}
$$

for some $c_{11}>0$. Let $w_{\lambda_{n}}(t)=\tilde{X}_{\lambda_{n}}(t)-\tilde{Z}(t)$ so that

$$
\begin{equation*}
w_{\lambda_{n}}(t)=\int_{0}^{t} S(t-r) F_{\lambda_{n}}\left(w_{\lambda_{n}}(s)+S(s) X_{0}+\tilde{Z}(s)\right) d s \tag{3.82}
\end{equation*}
$$

for $t \in[0, T]$. Inequality (3.81) provides a uniform bound on $\left|w_{\lambda_{n}}\right|_{C([0, T], E)}$, so by repeating the arguments for inequalities (3.37) and (3.38), it follows that

$$
\begin{equation*}
\left|X_{\lambda_{n}}\right|_{C^{\beta}([0, T], V)} \leq c_{12}\left(1+\left\|X_{0}\right\|+|\tilde{Z}|_{C([0, T], E)}^{\rho}+|\tilde{Z}|_{C^{\beta}([0, T], V)}\right) \tag{3.83}
\end{equation*}
$$

for some $c_{12}>0$. Inequalities (3.80) and (3.81) verify inequality (3.79), so the sequence $\left(\exp \left[\rho_{\lambda_{n}}(Z)\right], n \in \mathbb{N}\right)$ is uniformly integrable and equality (3.73) is verified.
4. Some examples. The first example is a finite-dimensional stochastic equation with a nonlinear drift. Consider the equation

$$
\begin{equation*}
d X(t)=f(X(t)) d t+\Phi d B(t) \tag{4.1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \Phi \in \mathcal{L}\left(\mathbb{R}^{n}\right)$, and $(B(t), t \geq 0)$ is an $\mathbb{R}^{n}$-valued standard fractional Brownian motion with Hurst parameter $H \in(0,1)$. This case can be subsumed in the infinite-dimensional results given here, though some of the assumptions and the results simplify significantly. Let $E=V=\mathbb{R}^{n}, S(t)=I$ for $t \in \mathbb{R}_{+}$, and assume that $Q=\Phi \Phi^{*}$ is positive definite. The process

$$
\left(\int_{0}^{t} \Phi d B, t \in[0, T]\right)
$$

has sample paths in $C^{\beta}\left([0, T], \mathbb{R}^{n}\right)$ for $0<\beta<H$. If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is Borel measurable and

$$
\begin{equation*}
\|f(x)\| \leq k_{1}(1+\|x\|) \tag{4.2}
\end{equation*}
$$

for some $k_{1}>0$ and all $x \in \mathbb{R}^{n}$, then for $H \in(0,1 / 2)$ there is one and only one weak solution of (4.1) by Theorem 3.3. If, additionally, it is assumed that

$$
\begin{equation*}
\|f(x)-f(y)\| \leq k\|x-y\|^{\gamma} \tag{4.3}
\end{equation*}
$$

for all $x, y \in \mathbb{R}^{n}$ and some $\gamma>1-\frac{1}{2 H}$, then for $H \in(1 / 2,1)$ there is one and only one weak solution. In each of these cases, the probability measure of the solution is mutually absolutely continuous with respect to the probability measure of the process $(\Phi B(t), t \in[0, T])$.

Now, replace the inequality in (4.2) by

$$
\begin{equation*}
\|f(x)\| \leq k_{1}\left(1+\|x\|^{\rho}\right) \tag{4.4}
\end{equation*}
$$

for some $\rho \geq 1$ and $k_{1}>0$. Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is continuous and satisfies

$$
\begin{equation*}
\langle f(x)-f(y), x-y\rangle \leq k_{3}\|x-y\|^{2} \tag{4.5}
\end{equation*}
$$

for some $k_{3}>0$ and all $x, y \in \mathbb{R}^{n}$. If $H \in(1 / 2,1)$, then assume that

$$
\begin{equation*}
\|f(x)-f(y)\| \leq k_{4}\left(1+\|x\|^{q}+\|y\|^{q}\right)\|x-y\|^{\gamma} \tag{4.6}
\end{equation*}
$$

for some $q \geq 1, k_{4}>0, \gamma>1-\frac{1}{2 H}$. For $H \in\left(0, \frac{1}{2}\right)$ Theorem 3.6 can be used to verify that the probability law of the solution of (4.1) is mutually absolutely continuous with respect to the probability law of $(\Phi B(t), t \in[0, T])$. Furthermore, there is one and only one mild solution of (4.1); in fact, since the state space is finite-dimensional, the mild solution is a strong solution. For $H \in\left(\frac{1}{2}, 1\right)$ Theorem 3.7 can be used to verify mutual absolute continuity and one and only one mild solution as for the case $H \in\left(0, \frac{1}{2}\right)$. Note that inequalities (4.4)-(4.6) are satisfied for the important case of models where $f$ is a polynomial of odd degree with a negative leading coefficient.

The second example is a stochastic parabolic equation of $2 m$ th order:

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, \xi)=\left[L_{2 m} u\right](t, \xi)+f(u(t, \xi))+\eta(t, \xi) \tag{4.7}
\end{equation*}
$$

for $(t, \xi) \in[0, T] \times \mathcal{O}$ with the initial condition

$$
\begin{equation*}
u(0, \xi)=x(\xi) \tag{4.8}
\end{equation*}
$$

for $\xi \in \mathcal{O}$ and the Dirichlet boundary condition

$$
\begin{equation*}
\frac{\partial^{k} u}{\partial v^{k}}(t, \xi)=0 \tag{4.9}
\end{equation*}
$$

for $(t, \xi) \in[0, T] \times \partial \mathcal{O}, k \in\{0, \ldots, m-1\}$, with $\frac{\partial}{\partial v}$ denoting the conormal derivative, $\mathcal{O}$ a bounded domain in $\mathbb{R}^{d}$ with a smooth boundary, and $L_{2 m}$ a $2 m$ th order uniformly elliptic operator

$$
\begin{equation*}
L_{2 m}=\sum_{|\alpha| \leq 2 m} a_{\alpha}(\xi) D^{\alpha} \tag{4.10}
\end{equation*}
$$

with $a_{\alpha} \in C_{b}^{\infty}(\mathcal{O})$. For example, if $m=1$, then this equation is called the stochastic heat equation. The process $\eta$ denotes a space-dependent noise process that is fractional in time with the Hurst parameter $H \in(0,1)$ and, possibly, in space. The system (4.7)-(4.9) is modeled as

$$
\begin{align*}
d X(t) & =A X(t) d t+F(X(t)) d t+\Phi d B(t)  \tag{4.11}\\
X(0) & =x
\end{align*}
$$

in the space $V=L^{2}(\mathcal{O})$, where $A=L_{2 m}$,

$$
\operatorname{Dom}(A)=\left\{\varphi \in H^{2 m}(\mathcal{O}) \left\lvert\, \frac{\partial^{k}}{\partial v^{k}} \varphi=0\right. \text { on } \partial D \text { for } k \in\{0, \ldots, m-1\}\right\}
$$

$F: V \rightarrow V$ is the operator, $F(x)(\xi)=f(x(\xi)), x \in V, \xi \in \mathcal{O}, \Phi \in \mathcal{L}(V)$ defines the space correlation of the noise process, and $(B(t), t \geq 0)$ is a cylindrical standard fractional Brownian motion in $V$ (formally, $\eta(t, \cdot)=\Phi(\partial / \partial t) B(t, \cdot))$. For $\Phi=I$, the noise process is uncorrelated in space. It is well known that $A$ generates an analytic semigroup $(S(t), t \geq 0)$. Furthermore

$$
\begin{equation*}
|S(t) \Phi|_{\mathcal{L}_{2}(V)} \leq|S(t)|_{\mathcal{L}_{2}(V)}|\Phi|_{\mathcal{L}(V)} \leq c t^{-\frac{d}{4 m}} \tag{4.12}
\end{equation*}
$$

for $t \in[0, T]$, so if

$$
\begin{equation*}
H>\frac{d}{4 m} \tag{4.13}
\end{equation*}
$$

then the conditions of Proposition 2.6 are satisfied with $\gamma=\frac{d}{4 m}$. Therefore, for any $\Phi \in \mathcal{L}(V)$, the stochastic convolution process

$$
\left(\int_{0}^{t} S(t-r) \Phi d B(r), t \in[0, T]\right)
$$

is well-defined and has a version with $C^{\beta}([0, T], V)$ sample paths for $\beta \geq 0$ satisfying

$$
\begin{equation*}
\beta<H-\frac{d}{4 m} \tag{4.14}
\end{equation*}
$$

Note that the condition (4.13) extends the well-known result for a standard Wiener process $\left(H=\frac{1}{2}\right)$.

Theorems 3.3 and 3.4 are applied to the present example. Assume inequality (4.13) and let $\Phi$ be boundedly invertible on $V$. Furthermore, let $f: \mathbb{R} \rightarrow \mathbb{R}$ be measurable and satisfy

$$
\begin{equation*}
|f(\xi)| \leq k_{1}(1+|\xi|), \quad \xi \in \mathbb{R} \tag{4.15}
\end{equation*}
$$

By the preceding part of this example, conditions (H1)-(H3) are satisfied for $E=V=L^{2}(\mathcal{O})$ and the map $F: V \rightarrow V$ has at most linear growth. Thus by Theorem 3.3 if $H<\frac{1}{2}$, then there exists a unique weak solution to (4.11).

If $H>\frac{1}{2}$, some additional conditions are required. Assume that

$$
\begin{equation*}
\frac{d}{4 m}<\frac{1}{2} \tag{4.16}
\end{equation*}
$$

(which is more restrictive than (4.13)) and suppose that

$$
\begin{equation*}
|f(\xi)-f(\lambda)| \leq k|\xi-\lambda|^{\gamma}, \quad \xi, \lambda \in \mathbb{R} \tag{4.17}
\end{equation*}
$$

for some $k>0$ and $\gamma>0$,

$$
\begin{equation*}
\frac{H-1 / 2}{H-d / 4 m}<\gamma \leq 1 \tag{4.18}
\end{equation*}
$$

Then, letting $\beta$ be such that $\beta<H-\frac{d}{4 m}$ and $\gamma \beta>H-\frac{1}{2}$, it is clear that all of the conditions of Theorem 3.4 are verified so there is a unique weak solution to (4.11).

The third example is a one-dimensional stochastic equation of reaction-diffusion type. Consider the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, \xi)=\frac{\partial^{2} u}{\partial \xi^{2}}(t, \xi)+f(u(t, \xi))+\eta(t, \xi) \tag{4.19}
\end{equation*}
$$

for $(t, \xi) \in(0, T) \times(0,1)$ and

$$
\begin{aligned}
u(0, \xi) & =x_{0}(\xi) \\
\frac{\partial u}{\partial \xi}(t, 0) & =\frac{\partial u}{\partial \xi}(t, 1)=0
\end{aligned}
$$

for $(t, \xi) \in(0, T) \times(0,1)$, where $f$ and $\eta$ are given in the previous example (with $\mathcal{O}=(0,1))$. The above formal equation can be rewritten in the form (4.11) with $V=L^{2}([0,1]), A=\frac{\partial^{2}}{\partial \xi^{2}}$,

$$
\operatorname{Dom}(A)=\left\{\phi \in H^{2}([0,1]): \frac{\partial}{\partial \xi} \phi(0)=\frac{\partial}{\partial \xi} \phi(1)=0\right\}
$$

where $\Phi \in \mathcal{L}(V)$ and $F$ is as given in the preceding example. The semigroup generated by $A$ satisfies the estimate (4.12) (with $m=d=1$ ), so if $f$ satisfies the conditions of the previous example, the same conclusions on existence and uniqueness of the weak solution are obtained.

However, it is desirable to relax condition (4.15) of the linear growth of the function $f$, which is very restrictive in view of reaction-diffusion models, where $f$ is often a polynomial. Let $H>1 / 2$ and assume that

$$
\begin{gather*}
|f(\xi)| \leq k\left(1+|\xi|^{\rho}\right)  \tag{4.20}\\
(f(\xi)-f(\lambda)) \operatorname{sgn}(\xi-\lambda) \leq k(\xi-\lambda)  \tag{4.21}\\
|f(\xi)-f(\lambda)| \leq k\left(1+|\xi|^{q}+|\lambda|^{q}|\xi-\lambda|^{\gamma}\right. \tag{4.22}
\end{gather*}
$$

for all $\xi, \lambda \in \mathbb{R}$ and some universal constants $\rho>0, q>0, k>0$ and $\gamma$ satisfying

$$
\begin{equation*}
\frac{H-1 / 2}{H-1 / 4}<\gamma \leq 1 \tag{4.23}
\end{equation*}
$$

Note that these conditions are satisfied if $f$ is Lipschitz or if $f$ is a polynomial of odd degree with a negative leading coefficient.

The conditions of Theorem 3.7 are verified now. Take the state space $E=$ $C([0,1])$. It is well known that the restriction of $A$ to $E$ generates a strongly continuous semigroup of contractions on $E$. By Proposition 2.6 the stochastic convolution

$$
\begin{equation*}
\left(\int_{0}^{t} S(t-r) \Phi d B(r), t \in[0, T]\right) \tag{4.24}
\end{equation*}
$$

has $C^{\beta}\left([0, T], V_{\delta}\right)$ sample paths for $\beta+\delta<H-1 / 4$, and, hence, by the Sobolev embedding theorem, in the space $C([0, T], E) \cap C^{\beta}([0, T], V)$ for $0<\beta<H-1 / 4$ (by (4.23) $\beta$ can be chosen such that $\beta \gamma>H-1 / 2$ ). It remains to verify the conditions imposed on $F$. The polynomial growth condition (3.41), the "dissipativity of $F-k I$ on $V^{\prime \prime}$ (3.66), and the local Hölder continuity of the form (3.67) follow easily from the corresponding conditions on $f$, that is, (4.20), (4.21), and (4.22). The dissipativity of $F-k I$ on $E$ (3.42) is a well-known consequence of (4.21) by the characterization of the subdifferential of the norm on $E=C([0,1])$ (cf. [32]). The characterization of the subdifferentials for this example is as follows: Given $x \in E$, let $M_{x}=\left\{\xi \in[0,1] ;|x(\xi)|=\|x\|_{E}\right\}$. Then $\mu \in \delta\|x\|_{E}$ if and only if the following three conditions are satisfied: (i) $\mu$ is a Radon measure on $[0,1]$ with $\|\mu\|=1$; (ii) the support of $\mu$ is contained in $M_{x}$; and (iii) $\int_{\Gamma} \operatorname{sgn} x(\xi) \mu(d \xi) \geq 0$ for each Borel set $\Gamma$ in $[0,1]$. In particular if $x \in E$ has the property that $M_{x}=\left\{\xi_{0}\right\}$, then $\delta\|x\|_{E}=\delta_{\xi_{0}}$ for $x\left(\xi_{0}\right)=\|x\|_{E}$ and $\delta\|x\|_{E}=-\delta_{\xi_{0}}$ for $x\left(\xi_{0}\right)=-\|x\|_{E}$, where $\delta_{\xi_{0}}$ is the Dirac distribution at $\xi_{0}$. The family of $x \in E$ with this latter property is dense in $E$. Therefore, all of the conditions of Theorem 3.7 are satisfied, and it follows that there is a unique weak solution in the present case.
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#### Abstract

In this paper we study a system of equations concerning equilibrium positions of journal bearings. The problem consists of two surfaces in relative motion separated by a small distance filled with a lubricant. The shape of the inlet surface is circular, while the other surface has a more general shape. Our result shows the existence of at least one equilibrium by using degree theory.
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1. Introduction. We consider in this paper a lubricated system called a journal bearing consisting of two cylinders in relative motion. An incompressible fluid, the lubricant, is introduced in the narrow space between the cylinders. An exterior force $F=\left(F_{1}, F_{2}\right) \in \mathbb{R}^{2}$ is applied on the inner cylinder (shaft) which turns with a given velocity $\omega$.

The wedge between the two cylinders is assumed to satisfy the thin-film hypothesis, so that the pressure (assumed time-independent) does not depend on the normal coordinate to the bodies and obeys the Reynolds equation.

In order to introduce the Reynolds equation we need to describe the geometry and the dynamic of the system. We suppose that the interior cylinder has a circular form of constant radius (assumed 1) which rotates with known velocity. The transversal axis of the shaft is assumed to have only two degrees of freedom in the transversal plane, i.e., parallel to the exterior cylinder (bush) which is fixed and not necessarily of constant radius.

Let us consider $\left(O, y_{1}, y_{2}\right)$ a reference system in the transversal plane to the cylinders, and suppose that the distance between $O$ and the surface of the bush is larger than the radius of the shaft (see Figure 1.1). We also assume that the representation in polar coordinates $(r, \theta)$ of the bush is given by

$$
\begin{equation*}
r=1+\delta \rho(\theta) \tag{1.1}
\end{equation*}
$$

where $\rho:[0,2 \pi] \rightarrow[1,+\infty[$ is a known function and $\delta>0$ (the clearance) is a small parameter, representing the distance between the two cylinders when $O$ and the center of the shaft coincide.

[^122]

Fig. 1.1. Scheme of the journal bearing.

Remark 1.1. The particular case $\rho \equiv 1$ corresponds to a circular bush with radius $1+\delta$ and $O$ the center of the bush.

Let us now denote by $O_{s}$ the center of the shaft. The position of $O_{s}$ is given in cartesian coordinates by $\left(\delta \eta_{1}, \delta \eta_{2}\right)$ and in polar coordinates by $(\delta \eta, \alpha)$, that is,

$$
\begin{align*}
& \eta_{1}=\eta \cos \alpha \\
& \eta_{2}=\eta \sin \alpha \tag{1.2}
\end{align*}
$$

It is well known (see, for instance, [5]) that the distance between the two cylinders is given by $\delta h(\theta, \eta, \alpha)+O\left(\delta^{2}\right)$ with

$$
\begin{equation*}
h(\theta, \eta, \alpha)=\rho(\theta)-\eta \cos (\theta-\alpha)=\rho(\theta)-\eta_{1} \cos \theta-\eta_{2} \sin \theta \tag{1.3}
\end{equation*}
$$

The formulation of the problem is complete when the distance between the surfaces is of order $\delta$ (i.e., $h \in O(1)$ ) and second order terms are neglected. Admissible forces in that case are of order $\frac{1}{\delta^{2}}$ or smaller. If the distance becomes smaller (i.e., $h \ll 1$ ) or forces are large (larger than $O\left(\frac{1}{\delta^{2}}\right)$ ), second order terms cannot be neglected and the formulation loses its physical meaning.

Now, the problem will be posed in a fixed domain $\Omega=] 0,2 \pi[\times] 0,1[$ which parametrizes the space between shaft and bush. In fact the gap is approximated by the following domain given in cylindrical coordinates by $(r, \theta, x)$ with respect to $O_{s}$ :

$$
1 \leq r \leq 1+\delta h(\theta, \eta, \alpha), \quad \theta \in[0,2 \pi[, \quad x \in[0,1]
$$

where $O_{s}=(\delta \eta \cos (\alpha), \delta \eta \sin (\alpha))$.
Since the wedge between the two cylinders satisfies the thin-film hypothesis, the pressure of the lubricant fluid (assumed time-independent) does not depend on the
normal coordinate to the bodies and obeys the Reynolds equation (see [9]). We also consider that there is an alimentation region along the circles $\{x=0\}$ and $\{x=1\}$, respectively, where the pressure in the fluid equals the atmospheric pressure supposed to be 0 by translation. Then the pressure $p:(\theta, x) \in \Omega \rightarrow \mathbb{R}$ satisfies the following problem written in nondimensional form:

$$
\begin{cases}\nabla \cdot\left(h^{3} \nabla p\right)=\frac{\partial h}{\partial \theta} & \text { on } \Omega  \tag{1.4}\\ p & \text { is } 2 \pi \text {-periodic in } \theta \\ p=0 & \text { on }] 0,2 \pi[\times\{0\} \cup] 0,2 \pi[\times\{1\}\end{cases}
$$

In general the solution of (1.4) is not always nonnegative and we must replace (1.4) by the corresponding variational inequality.

In this work we are interested in an equilibrium problem which entails finding the position $\left(\eta_{1}, \eta_{2}\right)$ of the shaft such that the hydrodynamic force (load) created by the pressure film equilibrates the exterior force $F$. Thus the problem is formulated as follows:

Find $p \in K,\left(\eta_{1}, \eta_{2}\right) \in A$ such that

$$
\begin{gather*}
\int_{\Omega} h^{3} \nabla p \cdot \nabla(\varphi-p) \geq \int_{\Omega} h \frac{\partial}{\partial \theta}(\varphi-p) \quad \forall \varphi \in K  \tag{1.5}\\
\int_{\Omega} p \cos \theta d \theta d x=F_{1}  \tag{1.6}\\
\int_{\Omega} p \sin \theta d \theta d x=F_{2} \tag{1.7}
\end{gather*}
$$

where $h$ is given in (1.3),

$$
K=\left\{\varphi \in H_{0}^{1}(\Omega): \varphi \geq 0\right\}
$$

and $A \subset \mathbb{R}^{2}$. The set of admissible positions of the shaft (to be defined later) is such that $h(\theta, \eta, \alpha)>0 \forall \theta \in[0,2 \pi]$.

As far as we know, very few works can be found in the literature concerning existence of equilibrium in the lubricated devices in spite of a larger number of references to numerical simulations; see, for instance, [3] or [4].

Some results exist in the case of sliders, that is, mechanisms consisting of an almost plane surface sliding above a horizontal plane surface.

Exact solutions for the case in which the upper surface is an inclined plane of angle $\theta$ and infinite width have been known for a long time, since the problem becomes onedimensional and is easily integrated [7].

For more general shapes of the upper surfaces an existence result is obtained in [1] for the equation case and in [2] for the variational inequality in the one-dimensional case.

The content of the paper is as follows: In section 2 we give the main result. In section 3 we recall some elements of the degree theory which will be used. In section 4 some preliminary results are given, and section 5 is devoted to the proof of the main result.
2. Main results and assumptions. For the rest of the paper we assume that

$$
\begin{gather*}
\rho \in C^{3}(\mathbb{R}), \quad \rho, \rho^{\prime}, \text { and } \rho^{\prime \prime} \text { are } 2 \pi \text {-periodic, }  \tag{2.1}\\
\rho^{\prime \prime}(\theta)+\rho(\theta)>0 \quad \forall \theta \in \mathbb{R},  \tag{2.2}\\
\min _{0 \leq \theta \leq 2 \pi} \rho(\theta)=1 \tag{2.3}
\end{gather*}
$$

We denote the following:

$$
\begin{align*}
& \rho_{M}=\max _{0 \leq \theta \leq 2 \pi} \rho(\theta), \\
& m=\min _{0 \leq \theta \leq 2 \pi}\left(\rho^{\prime \prime}(\theta)+\rho(\theta)\right)>0,  \tag{2.4}\\
& M=\max _{0 \leq \theta \leq 2 \pi}\left(\rho^{\prime \prime}(\theta)+\rho(\theta)\right)>0 .
\end{align*}
$$

Remark 2.1. All these assumptions are clearly satisfied in the particular case of a circular bush, corresponding to $\rho \equiv 1$.

Remark 2.2. Assumption (2.2) is the most restrictive of the assumptions. It is introduced for technical reasons and guarantees that in the limit case the set where $h=0$ is a single line.

Let us introduce the function $a(\alpha): \mathbb{R} \rightarrow \mathbb{R}_{+}$given by

$$
\begin{equation*}
a(\alpha):=\min _{\alpha-\frac{\pi}{2}<\theta<\alpha+\frac{\pi}{2}}\left\{\frac{\rho(\theta)}{\cos (\theta-\alpha)}\right\} . \tag{2.5}
\end{equation*}
$$

The fact that

$$
\lim _{\theta \rightarrow \alpha \pm \frac{\pi}{2}} \frac{\rho(\theta)}{\cos (\theta-\alpha)}=\infty
$$

and the continuity and boundedness of $\rho$ guarantee the existence of at least one minimum.

Now we define the set $A$ by

$$
A=\left\{\left(\eta_{1}, \eta_{2}\right) \in \mathbb{R}^{2}: 0 \leq \eta<a(\alpha)\right\}
$$

where $(\eta, \alpha)$ are given by (1.2).
It is clear that $h(\theta)>0 \forall \theta \in[0,2 \pi]$ if and only if $\left(\eta_{1}, \eta_{2}\right) \in A$.
For any fixed $\left(\eta_{1}, \eta_{2}\right) \in A$, problem (1.5) has been studied by several authors. The existence and uniqueness of solutions can be obtained by using the direct methods in the calculus of variations along with strict convexity of the associated functional. Then (1.5) admits a unique classical solution $p \in K$; see, for instance, Kinderlehrer and Stampacchia [6].

Thus problem (1.5)-(1.7) is equivalent to the following problem:

$$
\left\{\begin{array}{l}
\text { Find }\left(\eta_{1}, \eta_{2}\right) \in A \quad \text { such that }  \tag{2.6}\\
G\left(\eta_{1}, \eta_{2}\right)=(0,0)
\end{array}\right.
$$

where $G=\left(G_{1}, G_{2}\right): A \rightarrow \mathbb{R}^{2}$ is given by

$$
\begin{align*}
G_{1}\left(\eta_{1}, \eta_{2}\right) & =\int_{\Omega} p \cos \theta d \theta d x-F_{1}  \tag{2.7}\\
G_{2}\left(\eta_{1}, \eta_{2}\right) & =\int_{\Omega} p \sin \theta d \theta d x-F_{2} \tag{2.8}
\end{align*}
$$

where $p$ (depending on $\eta_{1}, \eta_{2}$ ) is the unique solution of (1.5).
The main result of the paper is presented in the following theorem.
THEOREM 2.1. Under assumptions (2.1)-(2.3) and for any $F \in \mathbb{R}^{2}$ there exists at least one solution $\left(\eta_{1}, \eta_{2}\right) \in A$ of (2.6).
3. Known results on degree theory. In order to prove Theorem 2.1 we use the topological degree theory, which is rapidly recalled in the following.

The topological degree for continuous mappings between $n$-dimensional Euclidean spaces was first introduced by L. E. J. Brouwer in 1912. We first introduce the definition of degree for $C^{1}$ maps.

Let $S$ be a bounded open subset of $\mathbb{R}^{n}$ and a $C^{1}(S)$ function $f: S \rightarrow \mathbb{R}^{n}$. Let $y_{0} \in \mathbb{R}^{n}$ such that $y_{0} \notin f(\partial S)$, and suppose that $f \in C^{1}(S)$ and that $D f(x)$ is invertible for all $x \in f^{-1}\left(y_{0}\right)$. Then $f(x)=y_{0}$ has either no solutions in $S$ or a finite number $r$ of solutions, say $x_{1}, x_{2}, \ldots, x_{r}$ and $\operatorname{det}\left(D f\left(x_{i}\right)\right) \neq 0$ for $i=1,2, \ldots, r$.

Definition 3.1. We define the degree of $f$ in $S$ at $y_{0}$ as follows:
If $r=0$, then $d\left(f, S, y_{0}\right):=0$; else

$$
d\left(f, S, y_{0}\right):=\sum_{i=1}^{r} \operatorname{sign}\left(\operatorname{det}\left(D f\left(x_{i}\right)\right)\right)
$$

Remark 3.1. In the particular case where $f$ is a linear function, i.e., $f(x)=A x$, where $A$ is an invertible matrix, the general formula for calculating the degree of linear functions is the following:

$$
\operatorname{deg}(A x, S, 0)=\operatorname{sgn}(\operatorname{det} A) \quad \text { if } \quad 0 \text { is contained in } S
$$

The definition of degree can be extended to continuous maps; see [8, Extension Lemma, p. 60]. For the reader's convenience we state the following result (see, for instance, [8, Corollary 4 to Theorem 1.12 , p. 81]) adapted to the finite-dimensional case.

ThEOREM 3.1. Let $S$ be a bounded open set in $\mathbb{R}^{n}$. Let $f_{0}$ and $f_{1}$ be two continuous functions from $\bar{S}$ to $\mathbb{R}^{n}$. We assume moreover that $S$ is a star domain with respect to the point $y_{0} \in S$ and that

$$
\left[f_{0}(x)-y_{0}\right] \cdot\left[f_{1}(x)-y_{0}\right]>0 \text { for any } x \in \partial S
$$

Then

$$
d\left(f_{0}, S, y_{0}\right)=d\left(f_{1}, S, y_{0}\right)
$$

Remark 3.2. It is clear that if $d\left(f, S, y_{0}\right) \neq 0$, then there exists at least a solution $x \in S$ of the equation $f(x)=y_{0}$.

## 4. Preliminary results.

Lemma 4.1. Let $a(\alpha)$ be the function defined in (2.5). Then

$$
1=\min _{0 \leq \theta \leq 2 \pi} \rho \leq a(\alpha) \leq \max _{0 \leq \theta \leq 2 \pi} \rho=\rho_{M}
$$

Proof. Since

$$
\min _{0 \leq \theta \leq 2 \pi} \rho \leq \rho \leq \max _{0 \leq \theta \leq 2 \pi} \rho
$$

we have that

$$
\min _{0 \leq \theta \leq 2 \pi}\{\rho\} \min _{\alpha-\frac{\pi}{2}<\theta<\alpha+\frac{\pi}{2}}\left\{\frac{1}{\cos (\theta-\alpha)}\right\} \leq a(\alpha)
$$

and

$$
a(\alpha) \leq \max _{0 \leq \theta \leq 2 \pi}\{\rho\} \min _{\alpha-\frac{\pi}{2}<\theta<\alpha+\frac{\pi}{2}}\left\{\frac{1}{\cos (\theta-\alpha)}\right\}
$$

The fact that

$$
\min _{\alpha-\frac{\pi}{2}<\theta<\alpha+\frac{\pi}{2}}\left\{\frac{1}{\cos (\theta-\alpha)}\right\}=1
$$

implies

$$
\min \{\rho\} \leq a(\alpha) \leq \max \{\rho\}
$$

and the proof is complete.
Lemma 4.2. There exists $s$ with $0<s<\frac{\pi}{2}$ such that

$$
\left|\tilde{\theta}_{\alpha}-\alpha\right|<s
$$

for any $\alpha \in \mathbb{R}$ and for any $\left.\tilde{\theta}_{\alpha} \in\right] \alpha-\frac{\pi}{2}, \alpha+\frac{\pi}{2}[$ satisfying

$$
\frac{\rho\left(\tilde{\theta}_{\alpha}\right)}{\cos \left(\tilde{\theta}_{\alpha}-\alpha\right)}=a(\alpha)
$$

Proof. From Lemma 4.1 we deduce

$$
\cos \left(\tilde{\theta}_{\alpha}-\alpha\right) \geq \frac{1}{\rho_{M}}
$$

which implies

$$
\begin{equation*}
\left|\tilde{\theta}_{\alpha}-\alpha\right| \leq \arccos \frac{1}{\rho_{M}}<\frac{\pi}{2} \tag{4.1}
\end{equation*}
$$

Now taking $s=\frac{1}{2}\left(\frac{\pi}{2}+\arccos \frac{1}{\rho_{M}}\right)$ we obtain the result.
Lemma 4.3. Under assumptions (2.1)-(2.3), for any $\alpha \in \mathbb{R}$, the set of $\theta \in$ $] \alpha-\frac{\pi}{2}, \alpha+\frac{\pi}{2}\left[\right.$, which minimizes the function $\theta \mapsto \frac{\rho(\theta)}{\cos (\theta-\alpha)}$, is a single point which we denote by $\theta_{\alpha}$ satisfying

$$
\frac{\rho\left(\theta_{\alpha}\right)}{\cos \left(\theta_{\alpha}-\alpha\right)}=a(\alpha)
$$

and

$$
\rho^{\prime}\left(\theta_{\alpha}\right) \cos \left(\theta_{\alpha}-\alpha\right)+\rho\left(\theta_{\alpha}\right) \sin \left(\theta_{\alpha}-\alpha\right)=0
$$

Moreover the function $\alpha \mapsto \theta_{\alpha}$ belongs to $C^{1}(\mathbb{R})$.
Proof. Let $\alpha$ be a fixed value of $\mathbb{R}$ and consider the critical points of the function $\theta \in] \alpha-\frac{\pi}{2}, \alpha+\frac{\pi}{2}\left[\mapsto \frac{\rho(\theta)}{\cos (\theta-\alpha)}\right.$, which satisfies

$$
\begin{equation*}
\left(\frac{\rho(\theta)}{\cos (\theta-\alpha)}\right)^{\prime}=\frac{\rho^{\prime}(\theta)}{\cos (\theta-\alpha)}+\frac{\rho(\theta) \sin (\theta-\alpha)}{\cos (\theta-\alpha)^{2}}=0 \tag{4.2}
\end{equation*}
$$

Consider

$$
f(\theta, \alpha):=\rho^{\prime} \cos (\theta-\alpha)+\rho \sin (\theta-\alpha)
$$

Notice that if $\theta$ is a minimum of

$$
\frac{\rho(\theta)}{\cos (\theta-\alpha)}
$$

then $f(\theta, \alpha)=0$. We now have that

$$
\frac{\partial f}{\partial \theta}=\left(\rho^{\prime \prime}+\rho\right) \cos (\theta-\alpha)
$$

which is positive in $|\theta-\alpha|<\frac{\pi}{2}$ (by hypothesis (2.2)). The assertion follows using also the implicit function theorem on the open set $(\theta, \alpha) \in]-s, s[\times \mathbb{R}$ with $s$ given in Lemma 4.2.

We now introduce the function $h_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by

$$
h_{0}(\theta, \alpha)=h(\theta, a(\alpha), \alpha)=\rho(\theta)-a(\alpha) \cos (\theta-\alpha)
$$

Remark 4.1. We have from Lemma 4.3

$$
\begin{gather*}
h_{0}\left(\theta_{\alpha}, \alpha\right)=\frac{\partial h_{0}}{\partial \theta}\left(\theta_{\alpha}, \alpha\right)=0  \tag{4.3}\\
\frac{\partial^{2} h_{0}}{\partial \theta^{2}}\left(\theta_{\alpha}, \alpha\right)=\rho^{\prime \prime}\left(\theta_{\alpha}\right)+\rho\left(\theta_{\alpha}\right) \tag{4.4}
\end{gather*}
$$

Lemma 4.4. Let us denote for any $\alpha \in[0,2 \pi]$ and $\epsilon>0$ small enough

$$
I_{\alpha, \epsilon}:=\left[\theta_{\alpha}-2 \sqrt{\epsilon}, \theta_{\alpha}-\sqrt{\epsilon}\right] .
$$

Then for any $\alpha \in[0,2 \pi]$ and $\theta \in I_{\alpha, \epsilon}$ we have
(i) $h(\theta, a(\alpha)-\epsilon, \alpha) \leq(2 M+2) \epsilon$,
(ii) $-\frac{\partial h}{\partial \theta}(\theta, a(\alpha)-\epsilon, \alpha) \geq \frac{m}{2} \sqrt{\epsilon}$,
with $m$ and $M$ defined in (2.4).
Proof.
(i) We have

$$
h(\theta, a(\alpha)-\epsilon, \alpha)=h_{0}(\theta, \alpha)+\epsilon \cos (\theta-\alpha)
$$

From Taylor development of $h_{0}$ at $\theta=\theta_{\alpha}$, using (4.3) and (4.4) we have (i).
(ii) We have

$$
-\frac{\partial h}{\partial \theta}(\theta, a(\alpha)-\epsilon, \alpha)=-\frac{\partial h_{0}}{\partial \theta}(\theta, \alpha)+\epsilon \sin (\theta-\alpha) .
$$

Using the Taylor development of $\frac{\partial h_{0}}{\partial \theta}$ at $\theta=\theta_{\alpha}$ we obtain

$$
-\frac{\partial h}{\partial \theta}(\theta, a(\alpha)-\epsilon, \alpha)=\frac{\partial^{2} h_{0}}{\partial \theta^{2}}(\hat{\theta}, \alpha)\left(\theta_{\alpha}-\theta\right)+\epsilon \sin (\theta-\alpha)
$$

with $\hat{\theta} \in I_{\alpha, \epsilon}$.

From (4.4), the uniform continuity of $\frac{\partial^{2} h_{0}}{\partial \theta^{2}}$, and (2.4) we deduce

$$
\frac{\partial^{2} h_{0}}{\partial \theta^{2}}(\hat{\theta}, \alpha) \geq \frac{2}{3} m
$$

Since $\theta_{\alpha}-\theta \geq \sqrt{\epsilon}$, we obtain for $\epsilon$ small enough

$$
-\frac{\partial h}{\partial \theta}(\theta, a(\alpha)-\epsilon, \alpha) \geq \frac{2}{3} m \sqrt{\epsilon}-\epsilon,
$$

which ends the proof.
Lemma 4.5. Let $\epsilon$ be small enough and $\eta:=a(\alpha)-\epsilon$. There exists a constant $c>0$ independent of $\epsilon$ and $\alpha$ such that

$$
\inf _{0 \leq \alpha \leq 2 \pi} \int_{\Omega} h^{3}(\theta, \eta, \alpha)|\nabla p|^{2} d \theta d x>c \epsilon^{-\frac{1}{2}} \quad \text { as } \epsilon \rightarrow 0
$$

Proof. We take in (1.5) $\phi:=p+\varphi$ with $\varphi \in K$ arbitrary. Then

$$
\int_{\Omega} h \frac{\partial \varphi}{\partial \theta} d \theta d x \leq \int_{\Omega} h^{3} \nabla p \nabla \varphi d \theta d x
$$

By the Cauchy-Schwarz inequality we have

$$
\int_{\Omega} h \frac{\partial \varphi}{\partial \theta} d \theta d x \leq\left.\left.\left.\left.\left|\int_{\Omega} h^{3}\right| \nabla p\right|^{2} d \theta d x\right|^{\frac{1}{2}}\left|\int_{\Omega} h^{3}\right| \nabla \varphi\right|^{2} d \theta d x\right|^{\frac{1}{2}}
$$

and we deduce

$$
\begin{equation*}
\left.\left.\left|\int_{\Omega} h^{3}\right| \nabla p\right|^{2} d \theta d x\right|^{\frac{1}{2}} \geq \sup _{\varphi \in K, \varphi \neq 0} \frac{-\int_{\Omega} \varphi \frac{\partial h}{\partial \theta} d \theta d x}{\left.\left.\left|\int_{\Omega} h^{3}\right| \nabla \varphi\right|^{2} d \theta d x\right|^{\frac{1}{2}}} \tag{4.5}
\end{equation*}
$$

Let $m$ be given by $(2.4)$ and $\psi \in C^{2}(\mathbb{R})$ such that
(i) $\operatorname{supp}(\psi) \subset[-2,-1]$;
(ii) $\psi \geq 0$;
(iii) $\int_{\mathbb{R}} \psi>0$.

As a consequence of (i)-(iii) we have

$$
\begin{equation*}
\frac{\int_{\mathbb{R}} \psi}{\left.\left.\left|\int_{\mathbb{R}}\right| \psi^{\prime}\right|^{2}\right|^{\frac{1}{2}}}=c_{1}>0 \tag{4.6}
\end{equation*}
$$

Let

$$
\varphi_{\epsilon}(\theta, x):=\psi\left(\frac{\theta-\theta_{\alpha}}{\sqrt{\epsilon}}\right) x(1-x)
$$

with $\theta_{\alpha}$ defined in Lemma 4.3.
It is clear that $\operatorname{supp}\left(\varphi_{\epsilon}\right)=I_{\alpha, \epsilon} \times[0,1]$ with $I_{\alpha, \epsilon}$ as in Lemma 4.4. Using Lemma 4.4 (ii) we deduce

$$
\begin{align*}
-\int_{\Omega} \frac{\partial h}{\partial \theta} \varphi_{\epsilon} d \theta d x & \geq \min _{\theta \in I_{\alpha, \epsilon}}\left(-\frac{\partial h}{\partial \theta}\right) \int_{\Omega} \varphi_{\epsilon} d \theta d x  \tag{4.7}\\
& \geq \frac{m}{2} \epsilon \int_{\mathbb{R}} \psi d y \int_{0}^{1} x(1-x) d x=\frac{m}{12} \epsilon \int_{\mathbb{R}} \psi d y
\end{align*}
$$

On the other hand, using Lemma 4.4 (i) we have

$$
\begin{aligned}
\left.\left.\left|\int_{\Omega} h^{3}\right| \nabla \varphi_{\epsilon}\right|^{2} d \theta d x\right|^{\frac{1}{2}} & \leq\left.\left.\max _{I_{\alpha, \epsilon}}\left\{h^{3}\right\}^{\frac{1}{2}}\left|\int_{\Omega}\right| \nabla \varphi_{\epsilon}\right|^{2} d \theta d x\right|^{\frac{1}{2}} \\
& \leq\left.\left.((2 M+2) \epsilon)^{3 / 2}\left|\int_{\Omega}\right| \nabla \varphi_{\epsilon}\right|^{2} d \theta d x\right|^{\frac{1}{2}} .
\end{aligned}
$$

A simple calculation gives

$$
\int_{\Omega}\left|\nabla \varphi_{\epsilon}\right|^{2} d \theta d x \leq c_{3} \epsilon^{-1 / 2}
$$

We then have

$$
\begin{equation*}
\left.\left.\left|\int_{\Omega} h^{3}\right| \nabla \varphi_{\epsilon}\right|^{2} d \theta d x\right|^{\frac{1}{2}} \leq c_{4} \epsilon^{5 / 4} \tag{4.8}
\end{equation*}
$$

which, also using (4.7), gives us

$$
\begin{equation*}
\frac{-\int_{\Omega} \varphi_{\epsilon} \frac{\partial h}{\partial \theta} d \theta d x}{\left.\left.\left|\int_{\Omega} h^{3}\right| \nabla \varphi_{\epsilon}\right|^{2} d \theta d x\right|^{1 / 2}} \geq c_{5} \epsilon^{-\frac{1}{4}} \tag{4.9}
\end{equation*}
$$

Finally from (4.5) and (4.9) we have the result.
We now introduce for any $\epsilon$ small the function $\tilde{h}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\tilde{h}(\theta, \alpha):=h\left(\theta_{\alpha}, a(\alpha)-\epsilon, \alpha\right)+\left[\rho^{\prime \prime}\left(\theta_{\alpha}\right)+\rho\left(\theta_{\alpha}\right)\right]\left(1-\cos \left(\theta-\theta_{\alpha}\right)\right) \tag{4.10}
\end{equation*}
$$

Notice that

$$
\left\{\begin{array}{l}
h\left(\theta_{\alpha}, a(\alpha)-\epsilon, \alpha\right)=\tilde{h}\left(\theta_{\alpha}, \alpha\right)=\epsilon \cos \left(\theta_{\alpha}-\alpha\right)  \tag{4.11}\\
\frac{\partial h}{\partial \theta}\left(\theta_{\alpha}, a(\alpha)-\epsilon, \alpha\right)-\frac{\partial \tilde{h}}{\partial \theta}\left(\theta_{\alpha}, \alpha\right)=\frac{\partial h}{\partial \theta}\left(\theta_{\alpha}, a(\alpha)-\epsilon, \alpha\right)=-\epsilon \sin \left(\theta_{\alpha}-\alpha\right) \\
\frac{\partial^{2} h}{\partial \theta^{2}}\left(\theta_{\alpha}, a(\alpha)-\epsilon, \alpha\right)-\frac{\partial^{2} \tilde{h}}{\partial \theta^{2}}\left(\theta_{\alpha}, \alpha\right)=-\epsilon \cos \left(\theta_{\alpha}-\alpha\right)
\end{array}\right.
$$

Lemma 4.6. There exists a constant $c$ independent of $\epsilon$ and $\alpha$ such that

$$
\int_{0}^{2 \pi} \frac{(h(\theta, a(\alpha)-\epsilon, \alpha)-\tilde{h}(\theta, \alpha))^{2}}{h^{3}(\theta, a(\alpha)-\epsilon, \alpha)} d \theta \leq c
$$

Proof. By the Taylor polynomial of $h-\tilde{h}$ and $h$ at $\theta_{\alpha}$ and (4.11) we have

$$
\begin{equation*}
|h(\theta, a(\alpha)-\epsilon, \alpha)-\tilde{h}(\theta, \alpha)| \leq \epsilon\left|\theta-\theta_{\alpha}\right|+\epsilon\left|\theta-\theta_{\alpha}\right|^{2}+c\left|\theta-\theta_{\alpha}\right|^{3} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{align*}
& h(\theta, a(\alpha)-\epsilon, \alpha)=\epsilon \cos \left(\theta_{\alpha}-\alpha\right)-\epsilon \sin \left(\theta_{\alpha}-\alpha\right)\left(\theta-\theta_{\alpha}\right) \\
& +\frac{1}{2}\left(\rho^{\prime \prime}\left(\theta_{\alpha}\right)+\rho\left(\theta_{\alpha}\right)-\epsilon \cos \left(\theta_{\alpha}-\alpha\right)\right)\left(\theta-\theta_{\alpha}\right)^{2}  \tag{4.13}\\
& +\frac{1}{6} \frac{\partial^{3} h}{\partial \theta^{3}}(\hat{\theta}, a(\alpha)-\epsilon, \alpha)\left(\theta-\theta_{\alpha}\right)^{3}
\end{align*}
$$

with $\hat{\theta} \in \mathbb{R}$.

From Lemma 4.2, (4.13), and (2.2) there exists $m_{1}, m_{2}$, and $m_{3}$ positive and independent of $\epsilon$ and $\alpha$ such that

$$
\begin{equation*}
h(\theta, a(\alpha)-\epsilon, \alpha) \geq m_{1} \epsilon+m_{2}\left(\theta-\theta_{\alpha}\right)^{2} \tag{4.14}
\end{equation*}
$$

$\forall \theta$ such that $\left|\theta-\theta_{\alpha}\right| \leq m_{3}$.
We have from (4.12)

$$
\int_{0}^{2 \pi} \frac{(h-\tilde{h})^{2}}{h^{3}} d \theta \leq 2\left(\epsilon^{2} I_{1}+\epsilon^{2} I_{2}+c^{2} I_{3}\right)
$$

with $I_{k}=\int_{0}^{2 \pi} \frac{\left(\theta-\theta_{\alpha}\right)^{2 k}}{h^{3}} d \theta, k=1,2,3$.
Now from (4.14) it is clear that $I_{3}$ is bounded uniformly in $\epsilon$ and $\alpha$.
We will prove the uniform estimate for $\epsilon^{2} I_{1}$. For $\epsilon^{2} I_{2}$ the proof is similar.
We have

$$
I_{1}=I_{1}^{1}+I_{1}^{2}+I_{1}^{3}
$$

where $I_{1}^{1}, I_{1}^{2}, I_{1}^{3}$ are the subintegrals, respectively, in the intervals $\left|\theta-\theta_{\alpha}\right| \geq m_{3}, \epsilon^{1 / 3} \leq$ $\left|\theta-\theta_{\alpha}\right| \leq m_{3}$, and $0 \leq\left|\theta-\theta_{\alpha}\right| \leq \epsilon^{1 / 3}$.

It is clear that $\epsilon^{2} I_{1}^{1}$ is bounded uniformly in $\epsilon$ and $\alpha$ since $h$ is lower bounded by a positive constant on the interval $\left|\theta-\theta_{\alpha}\right| \geq m_{3}$.

From (4.14) we have

$$
I_{1}^{2} \leq m_{2}^{-3} \int_{\epsilon^{1 / 3} \leq\left|\theta-\theta_{\alpha}\right| \leq m_{3}} \frac{d \theta}{\left|\theta-\theta_{\alpha}\right|^{4}} \leq c \epsilon^{-4 / 3}
$$

and

$$
I_{1}^{3} \leq m_{1}^{-3} \epsilon^{-3} \int_{0 \leq\left|\theta-\theta_{\alpha}\right| \leq \epsilon^{1 / 3}}\left|\theta-\theta_{\alpha}\right|^{2} d \theta \leq m_{1}^{-3} \epsilon^{-2}
$$

which proves the lemma.
5. Proof of Theorem 2.1. We apply the degree theory recalled in section 3 to the function $G$.

Since $G$ is not defined on $\bar{A}$ we introduce for any $\epsilon>0$ small enough the domain

$$
A_{\epsilon}=\left\{\left(\eta_{1}, \eta_{2}\right): 0 \leq \eta \leq a(\alpha)-\epsilon\right\}
$$

Let us now introduce the vector field

$$
W:\left(\eta_{1}, \eta_{2}\right) \in A \rightarrow\left(\eta \sin \theta_{\alpha},-\eta \cos \theta_{\alpha}\right) \in \mathbb{R}^{2}
$$

with $(\eta, \alpha)$ defined in (1.2) and $\theta_{\alpha}$ as in Lemma 4.3.
We observe that

$$
W \cdot\left(-\eta_{2}, \eta_{1}\right)=-\eta^{2} \cos \left(\theta_{\alpha}-\alpha\right)
$$

From Lemmas 4.2 and 4.3 we have that

$$
W \cdot\left(-\eta_{2}, \eta_{1}\right)<0 \quad \forall\left(\eta_{1}, \eta_{2}\right) \in A
$$

From Theorem 3.1 we deduce that

$$
\operatorname{deg}\left(W, A_{\epsilon}, 0\right)=\operatorname{deg}\left(\left(-\eta_{2}, \eta_{1}\right), A_{\epsilon}, 0\right)=1
$$

Notice that $\operatorname{deg}(f, S, 0)=(-1)^{n} \operatorname{deg}(-f, S, 0)$, where $n$ is the dimension of the domain (for the application here, $n=2$, so the sign does not change).

It suffices now to prove the inequality

$$
\begin{equation*}
G\left(\eta_{1}, \eta_{2}\right) \cdot W\left(\eta_{1}, \eta_{2}\right)>0 \quad \forall\left(\eta_{1}, \eta_{2}\right) \in \partial A_{\epsilon} \tag{5.1}
\end{equation*}
$$

and the proof is finished using again Theorem 3.1.
We have, $\forall\left(\eta_{1}, \eta_{2}\right) \in \partial A_{\epsilon}, \eta=a(\alpha)-\epsilon$. Then

$$
\begin{equation*}
G\left(\eta_{1}, \eta_{2}\right) \cdot W\left(\eta_{1}, \eta_{2}\right)=-\eta \int_{\Omega} p \sin \left(\theta-\theta_{\alpha}\right) d \theta d x+\eta\left(-F_{1} \sin \theta_{\alpha}+F_{2} \cos \theta_{\alpha}\right) \tag{5.2}
\end{equation*}
$$

Now taking $\varphi=0$ and $\varphi=2 p$, respectively, in (1.5) we obtain

$$
\begin{equation*}
\int_{\Omega} h^{3}|\nabla p|^{2} d \theta d x=-\int_{\Omega} \frac{\partial h}{\partial \theta} p d \theta d x \tag{5.3}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\int_{\Omega} \frac{\partial h}{\partial \theta} p d \theta d x=\int_{\Omega} \frac{\partial}{\partial \theta}(h-\tilde{h}) p d \theta d x+\int_{\Omega} \frac{\partial \tilde{h}}{\partial \theta} p d \theta d x \tag{5.4}
\end{equation*}
$$

with $\tilde{h}$ given by (4.10).
We now have

$$
\begin{align*}
\int_{\Omega} \frac{\partial}{\partial \theta}(h-\tilde{h}) p d \theta d x & =-\int_{\Omega}(h-\tilde{h}) \frac{\partial p}{\partial \theta} d \theta d x \\
& \geq-\int_{\Omega} \frac{|h-\tilde{h}|}{h^{3 / 2}} h^{3 / 2}|\nabla p| d \theta d x  \tag{5.5}\\
& \geq-\frac{1}{2} \int_{\Omega} \frac{|h-\tilde{h}|^{2}}{h^{3}} d \theta d x-\frac{1}{2} \int_{\Omega} h^{3}|\nabla p|^{2} d \theta d x
\end{align*}
$$

Since

$$
\frac{\partial \tilde{h}}{\partial \theta}=\left(\rho^{\prime \prime}\left(\theta_{\alpha}\right)+\rho\left(\theta_{\alpha}\right)\right) \sin \left(\theta-\theta_{\alpha}\right)
$$

we obtain from (5.3) and (5.5)

$$
\begin{aligned}
\int_{\Omega} h^{3}|\nabla p|^{2} d \theta d x & \leq \frac{1}{2} \int_{\Omega} \frac{|h-\tilde{h}|^{2}}{h^{3}}+\frac{1}{2} \int_{\Omega} h^{3}|\nabla p|^{2} d \theta d x \\
& -\left(\rho^{\prime \prime}\left(\theta_{\alpha}\right)+\rho\left(\theta_{\alpha}\right)\right) \int_{\Omega} \sin \left(\theta-\theta_{\alpha}\right) p d \theta d x
\end{aligned}
$$

which implies, using also hypotheses (2.2),

$$
-\int_{\Omega} \sin \left(\theta-\theta_{\alpha}\right) p d \theta d x \geq \frac{\int_{\Omega} h^{3}|\nabla p|^{2} d \theta d x-\int_{\Omega} \frac{|h-\tilde{h}|^{2}}{h^{3}} d \theta d x}{2\left(\rho^{\prime \prime}\left(\theta_{\alpha}\right)+\rho\left(\theta_{\alpha}\right)\right)}
$$

Since $\rho$ is in $C^{2}$ and from Lemmas 4.5 and 4.6, we obtain for $\epsilon$ small enough

$$
-\int_{\Omega} \sin \left(\theta-\theta_{\alpha}\right) p \geq c\left(\epsilon^{-1 / 2}-1\right)
$$

with $c>0$ a constant independent of $\epsilon$ and $\alpha$.
Since $\eta=a(\alpha)-\epsilon$ and thanks to (5.2) we deduce

$$
G\left(\eta_{1}, \eta_{2}\right) \cdot W\left(\eta_{1}, \eta_{2}\right) \geq \eta\left(c\left(\epsilon^{-1 / 2}-1\right)-\|F\|\right)
$$

Taking $\epsilon$ small enough, we prove the theorem.
Remark 5.1. In the same manner we can prove the existence of at least one equilibrium solution for some other similar problems in this context. For instance, the case of Dirichlet boundary conditions on every boundary of $\Omega$, or the case of a one-dimensional domain with Dirichlet boundary conditions.
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1. Introduction. Boundary layers appear in many physical settings, such as gas dynamics, MHD, and rotating fluids; see, for example, the physical discussion in [34]. In this paper, we study the stability of boundary layers assuming that the boundary layer solution is noncharacteristic, which means that signals are transmitted into or out of, but not along the boundary. Specifically, we consider a boundary layer, or stationary solution,

$$
\begin{equation*}
u=\bar{u}(x), \quad \lim _{x \rightarrow+\infty} \bar{u}(x)=u_{+}, \quad \bar{u}(0)=u_{0} \tag{1.1}
\end{equation*}
$$

of a system of conservation laws on the quarter-plane

$$
\begin{equation*}
u_{t}+f(u)_{x}=\left(B(u) u_{x}\right)_{x}, \quad x, t>0, \tag{1.2}
\end{equation*}
$$

$u, f \in \mathbb{R}^{n}, B \in \mathbb{R}^{n \times n}$, with initial data $u(x, 0)=g(x)$ and Dirichlet boundary condition

$$
\begin{equation*}
u(0, t)=h(t) \tag{1.3}
\end{equation*}
$$

A fundamental question is whether or not such boundary layer solutions are stable in the sense of PDE, i.e., whether or not a sufficiently small perturbation of $\bar{u}$ remains close to $\bar{u}$, or converges time-asymptotically to $\bar{u}$, under the evolution of (1.2).

Long-time stability of boundary layers has been considered for scalar equations in $[24,25]$ and for the equations of isentropic gas dynamics in [26, 23]. The latter results, obtained by energy estimates, apply to arbitrary amplitude layers of "expansive inflow" type analogous to rarefaction waves, but only to small-amplitude layers of "compressive inflow or outflow" type analogous to shock waves or "expansive outflow" type. For general symmetric hyperbolic-parabolic systems, stability of smallamplitude noncharacteristic boundary layers has been shown in multidimensions for

[^123]strictly parabolic systems in [11], and in one dimension for partially parabolic ("real viscosity") systems in [30].

Here, in the spirit of results obtained for shock waves in [37, 27, 28], we show for general strictly parabolic systems of conservation laws that linearized and nonlinear stability follow from and linearized stability is equivalent to a generalized spectral stability condition phrased in terms of the Evans function associated with the linearized equations about the wave, independent of the amplitude of the boundary layer in question. The Evans function, introduced for boundary layers in [32], is described further in section 2; for its origins in the study of stability of traveling waves, see for example, $[1,10]$ and references therein.

The Evans condition is readily checkable numerically, and in some cases analytically; see $[3,4,5,6,20,2,17]$. In particular, stability of small-amplitude uniformly noncharacteristic boundary layers has been shown for general hyperbolic-parabolic systems in multidimensions in [13] using elementary Evans function arguments (convergence to the constant layer). An exhaustive numerical study for isentropic gas layers in one dimension has been carried out in [7], with the conclusion of stability for arbitrary amplitudes. Results of instability in some cases have been shown in [32, 33] using a mod two stability index in the spirit of [10].

Our method of analysis [35] is by pointwise Green function methods like those used in [37, 27, 28], and especially [16], to analyze the stability of viscous shock layers. Similar results have been obtained for the related small-viscosity-limit problem in $[12,29,14]$. In particular, we point to the analysis of Grenier and Rousset [12] as using pointwise Green function estimates very similar to those that we use here, though adapted for different purposes.
1.1. Equations and assumptions. Consider a viscous boundary layer, a standing-wave solution (1.1) of a general parabolic system of conservation laws (1.2). Assume, similarly, as in the treatment of the viscous shock case in [16]:
(H0) $\quad f, B \in C^{3}$.
(H1) $\quad \operatorname{Re} \sigma(B)>0$.
(H2) $\quad \sigma\left(f^{\prime}\left(u_{+}\right)\right)$real, distinct, and nonzero.
(H3) $\quad \operatorname{Re} \sigma\left(-i k f^{\prime}\left(u_{+}\right)-k^{2} B\left(u_{+}\right)\right)<-\theta k^{2}$ for all real $k$ and $\theta>0$.
Lemma 1.1 ([27, 36]). Assuming (H0)-(H3), a solution $\bar{u}$ of (1.1) if it exists is also unique; moreover,

$$
\begin{equation*}
\left|(d / d x)^{k}\left(\bar{u}-u_{+}\right)\right| \leq C e^{-\theta x}, \quad k=0, \ldots, 4 \tag{1.4}
\end{equation*}
$$

as $x \rightarrow+\infty$, for some $\theta>0$.
Proof. As in the shock case [28, 36], (1.4) follows by the observation that, under hypotheses (H0)-(H3), $u_{+}$is a hyperbolic rest point of the layer profile ODE. Uniqueness follows by the observation [27] that the standing-wave ODE may be integrated from $x$ to $+\infty$ and rearranged to yield

$$
\begin{equation*}
B(u) u^{\prime}=f(u)-f\left(u_{+}\right) \tag{1.5}
\end{equation*}
$$

together with the boundary conditions at $x=0$, thus determining a unique solution for all $x \geq 0$.
1.2. Linearized stability and the Evans function. After linearizing (1.2) about the stationary solution $\bar{u}$, we obtain the linearized equation

$$
\begin{equation*}
u_{t}=L u:=-(A u)_{x}+\left(B u_{x}\right)_{x}, \quad A, B \in C^{2} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
B:=B(\bar{u}) \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
A u:=d F(\bar{u}) u-d B(\bar{u})\left(u, \bar{u}_{x}\right) \tag{1.8}
\end{equation*}
$$

DEFINITION 1.2. The boundary layer $\bar{u}$ is said to be linearly asymptotically stable if $u(\cdot, t)$ approaches 0 as $t \rightarrow \infty$, for any solution $u$ of (1.6) with initial data bounded in some specified norm.

We define the following stability criterion, where $D(\lambda)$, described below, denotes the Evans function associated with the linearized operator $L$ about the layer, an analytic function analogous to the characteristic polynomial of a finite-dimensional operator, whose zeroes away from the essential spectrum agree in location and multiplicity with the eigenvalues of $L$ :

There exist no zeroes of $D(\cdot)$ in the nonstable half-plane $R e \lambda \geq 0$.
As discussed, e.g., in [31], under assumptions (H0)-(H3), this is equivalent to strong spectral stability, $\sigma(L) \subset\{$ Re $\lambda<0\}$, transversality of $\bar{u}$ as a solution of the connection problem in the associated standing-wave ODE, and hyperbolic stability of an associated boundary value problem obtained by formal matched asymptotics. Here, and elsewhere, $\sigma$ denotes spectrum of a linearized operator or matrix.

Our first main result is as follows.
Theorem 1.3. Assuming (H0)-(H3), linearized asymptotic $L^{1} \cap L^{p} \rightarrow L^{p}$ stability, $p>1$, is equivalent to (1.9).

Theorem 1.3 is obtained as a consequence of the following detailed, pointwise bounds on the Green function $G(x, t ; y)$ of the linearized evolution equations (1.6) with homogeneous boundary conditions (more properly speaking, a distribution), defined by:
(i) $\left(\partial_{t}-L_{x}\right) G=0$ in the distributional sense, for all $x, y, t>0$;
(ii) $G(x, t ; y) \rightarrow \delta(x-y)$ as $t \rightarrow 0$;
(iii) $G(0, t ; y) \equiv 0$, for all $y, t>0$.

Denote by

$$
\begin{equation*}
a_{1}^{+}<a_{2}^{+}<\cdots<a_{n}^{+} \tag{1.10}
\end{equation*}
$$

the eigenvalues of of the limiting convection matrix $A_{+}:=d f\left(u_{+}\right)$.
Then, our second main result is as follows.
Theorem 1.4. Assuming (H0)-(H3) and stability condition (1.9),

$$
\begin{align*}
& \left|\partial_{x}^{\gamma} \partial_{y}^{\alpha} G(x, t ; y)\right| \leq C e^{-\eta(|x-y|+t)} \\
& \quad+C\left(t^{-|\alpha| / 2}+|\alpha| e^{-\eta|y|}+|\gamma| e^{-\eta|x|}\right)\left(\sum_{k=1}^{n} t^{-1 / 2} e^{-\left(x-y-a_{k}^{-} t\right)^{2} / M t}\right.  \tag{1.11}\\
& \left.\quad+\sum_{a_{k}^{+}<0, a_{j}^{+}>0} \chi_{\left\{\left|a_{k}^{+} t\right| \geq|y|\right\}^{1} t^{-1 / 2}} e^{-\left(x-a_{j}^{+}\left(t-\left|y / a_{k}^{+}\right|\right)\right)^{2} / M t}\right)
\end{align*}
$$

$0 \leq|\alpha|,|\gamma| \leq 1$, for some $\eta, C, M>0$, where $x^{+}$denotes the positive/negative part of $x$, indicator function $\chi_{\left\{\left|a_{k}^{-} t\right| \geq|y|\right\}}$ is 1 for $\left|a_{k}^{-} t\right| \geq|y|$ and 0 otherwise.

### 1.3. Nonlinear stability.

Definition 1.5. The boundary layer $\bar{u}$ is said to be nonlinearly asymptotically stable if $\tilde{u}(\cdot, t)$ exists for all $t \geq 0$ and approaches $\bar{u}$ as $t \rightarrow \infty$, for any solution $\tilde{u}$ of (1.2) with initial data sufficiently close in some norm to the original layer $\bar{u}$.

Denoting by

$$
\begin{equation*}
a_{1}^{+}<a_{2}^{+}<\cdots<a_{n}^{+} \tag{1.12}
\end{equation*}
$$

the eigenvalues of of the limiting convection matrix $A_{+}:=d f\left(u_{+}\right)$, define

$$
\begin{equation*}
\psi_{1}(x, t):=\chi(x, t) \sum_{a_{j}^{+}>0}(1+|x|+t)^{-1 / 2}\left(1+\left|x-a_{j}^{+} t\right|\right)^{-1 / 2} \tag{1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{2}(x, t):=(1-\chi(x, t))\left(1+\left|x-a_{n}^{+} t\right|+t^{1 / 2}\right)^{-3 / 2} \tag{1.15}
\end{equation*}
$$

where $\chi(x, t)=1$ for $x \in\left[0, a_{n}^{+} t\right]$ and $\chi(x, t)=0$ otherwise and $L>0$ is a sufficiently large constant. For simplicity, take $B$ identically constant. Then, our third and final main result is as follows.

Theorem 1.6. Assuming $(\mathrm{H} 0)-(\mathrm{H} 3), B \equiv$ constant, and the linear stability condition (1.9), the profile $\bar{u}$ is nonlinearly asymptotically stable with respect to perturbations $g, h$ in initial and boundary data satisfying

$$
|g(x)| \leq E_{0}(1+|x|)^{-3 / 2}, \quad|h(t)| \leq E_{0}(1+|t|)^{-3 / 2}, \quad\left|h^{\prime}(t)\right| \leq E_{0}(1+|t|)^{-1}
$$

for $E_{0}$ sufficiently small. More precisely,

$$
\begin{equation*}
|\tilde{u}(x, t)-\bar{u}(x)| \leq C E_{0}\left(\theta+\psi_{1}+\psi_{2}\right)(x, t), \tag{1.16}
\end{equation*}
$$

$\underset{\sim}{w}$ were $\tilde{u}$ denotes the solution of (1.2) with initial data $\tilde{g}=\bar{u}+g$ and boundary data $\tilde{h}=u_{0}+h$.

Remark 1.7. Pointwise bound (1.16) yields as a corollary the $\operatorname{sharp} L^{p}$ decay rate

$$
\begin{equation*}
|\tilde{u}(x, t)-\bar{u}(x)|_{L^{p}} \leq C E_{0}(1+t)^{-\frac{1}{2}\left(1-\frac{1}{p}\right)}, \quad 1 \leq p \leq \infty \tag{1.17}
\end{equation*}
$$

1.4. Discussion and open problems. The case of boundary layers is quite analogous to the undercompressive shock case; in particular, pointwise estimates as in [16] appear to be necessary to close the one-dimensional analysis by a linearized semigroup approach suitable for large-amplitude layers. (On the other hand, smallamplitude stability has been established using energy estimates in, e.g., [26, 11].) A new feature of the present analysis as compared to those of $[16,18,19]$ is the admission of perturbations in boundary as well as initial data. Open problems are extensions to systems with physical (partial) or quasilinear viscosity and to multidimensional boundary layers.
2. The Evans function. Before starting the analysis, we review the basic Evans function methods and gap/conjugation lemma.
2.1. The gap/conjugation lemma. Consider a family of first-order ODE systems on the half-line:

$$
\begin{align*}
W^{\prime} & =\mathbb{A}(x, \lambda) W, \quad \lambda \in \Omega \quad \text { and } \quad x>0 \\
\mathbb{B}(\lambda) W & =0, \quad \lambda \in \Omega \quad \text { and } \quad x=0 \tag{2.1}
\end{align*}
$$

These systems of ODEs should be considered as a generalized eigenvalue equation, with $\lambda$ representing frequency. We assume that the boundary matrix $\mathbb{B}$ is analytic in $\lambda$ and that the coefficient matrix $\mathbb{A}$ is analytic in $\lambda$ as a function from $\Omega$ into $L^{\infty}(x)$, $C^{K}$ in $x$, and approaches exponentially to a limit $\mathbb{A}_{+}(\lambda)$ as $x \rightarrow \infty$, with uniform exponentially decay estimates

$$
\begin{equation*}
\left|(\partial / \partial x)^{k}\left(\mathbb{A}-\mathbb{A}_{+}\right)\right| \leq C_{1} e^{-\theta|x| / C_{2}}, \quad \text { for } x>0,0 \leq k \leq K \tag{2.2}
\end{equation*}
$$

$C_{j}, \theta>0$, on compact subsets of $\Omega$. Now we can state a refinement of the "Gap Lemma" of [10, 21], relating solutions of the variable-coefficient ODE to the solutions of its constant-coefficient limiting equations

$$
\begin{equation*}
Z^{\prime}=\mathbb{A}_{+}(\lambda) Z \tag{2.3}
\end{equation*}
$$

as $x \rightarrow+\infty$.
Lemma 2.1 (conjugation Lemma [29]). Under assumption (2.2), there exists locally to any given $\lambda_{0} \in \Omega$ a linear transformation $P_{+}(x, \lambda)=I+\Theta_{+}(x, \lambda)$ on $x \geq 0$, $\Phi_{+}$analytic in $\lambda$ as functions from $\Omega$ to $L^{\infty}[0,+\infty)$, such that:
(i) $\left|P_{+}\right|$and their inverses are uniformly bounded, with

$$
\begin{equation*}
\left|(\partial / \partial \lambda)^{j}(\partial / \partial x)^{k} \Theta_{+}\right| \leq C(j) C_{1} C_{2} e^{-\theta|x| / C_{2}} \quad \text { for } x>0,0 \leq k \leq K+1, \tag{2.4}
\end{equation*}
$$

$j \geq 0$, where $0<\theta<1$ is an arbitrary fixed parameter, and $C>0$ and the size of the neighborhood of definition depend only on $\theta$, $j$, the modulus of the entries of $\mathbb{A}$ at $\lambda_{0}$, and the modulus of continuity of $\mathbb{A}$ on some neighborhood of $\lambda_{0} \in \Omega$.
(ii) The change of coordinates $W:=P_{+} Z$ reduces (2.1) on $x \geq 0$ to the asymptotic constant-coefficient equations (2.3). Equivalently, solutions of (2.1) may be conveniently factorized as

$$
\begin{equation*}
W=\left(I+\Theta_{+}\right) Z_{+}, \tag{2.5}
\end{equation*}
$$

where $Z_{+}$are solutions of the constant-coefficient equations, and $\Theta_{+}$satisfy (2.4).
Proof. As described in [27], for $j=k=0$ this is a straightforward corollary of the gap lemma as stated in [Z.3], applied to the "lifted" matrix-valued ODE

$$
P^{\prime}=\mathbb{A}_{+} P-P \mathbb{A}+\left(\mathbb{A}-\mathbb{A}_{+}\right) P
$$

for the conjugating matrices $P_{+}$. The $x$-derivative bounds $0<k \leq K+1$ then follow from the ODE and its first $K$ derivatives. Finally, the $\lambda$-derivative bounds follow from standard interior estimates for analytic functions.

Definition 2.2. Following [1], we define the domain of consistent splitting for the ODE system $W^{\prime}=\mathbb{A}(x, \lambda) W$ as the (open) set of $\lambda$ such that the limiting matrix $\mathbb{A}_{+}$is hyperbolic (has no center subspace) and the boundary matrix $\mathbb{B}$ is full rank, with $\operatorname{dim} S_{+}=\operatorname{rank} \mathbb{B}$.

LEMMA 2.3. On any simply connected subset of the domain of consistent splitting, there exists an analytic basis $\left\{v_{1}, \ldots, v_{k}\right\}$ for the subspace $S_{+}$defined in Definition 2.2.

Proof. By spectral separation of $S_{+}$from the complementary unstable subspace $U_{+}$, the associated (group) eigenprojection is analytic. The existence of an analytic eigenbasis then follows by a standard result of Kato; see [22], pp. 99-102.

Corollary 2.4. By the Conjugation Lemma, on the domain of consistent splitting, the stable manifold of solutions decaying as $x \rightarrow+\infty$ of (2.1) is

$$
\begin{equation*}
\mathcal{S}^{+}:=\operatorname{span}\left\{P_{+} v_{1}^{+}, \ldots, P_{+} v_{k}^{+}\right\} \tag{2.6}
\end{equation*}
$$

where $W_{+}^{j}:=P_{+} v_{j}^{+}$are analytic in $\lambda$ and $C^{K+1}$ in $x$ for $\mathbb{A} \in C^{K}$.
2.2. Definition of the Evans function. On any simply connected subset of the domain of consistent splitting, let $W_{1}^{+}, \ldots, W_{k}^{+}=P_{+} v_{1}^{+}, \ldots, P_{+} v_{k}^{+}$be the analytic basis described in Corollary 2.4 of the subspace $\mathcal{S}^{+}$of solutions $W$ of (2.1) satisfying the boundary condition $W \rightarrow 0$ at $+\infty$. Then, the Evans function for the ODE systems $W^{\prime}=\mathbb{A}(x, \lambda) W$ associated with this choice of limiting bases is defined as the $k \times k$ Gramian determinant

$$
\begin{align*}
D(\lambda) & :=\operatorname{det}\left(\mathbb{B} W_{1}^{+}, \ldots, \mathbb{B} W_{k}^{+}\right)_{\mid x=0, \lambda} \\
& =\operatorname{det}\left(\mathbb{B} P_{+} v_{1}^{+}, \ldots, \mathbb{B} P_{+} v_{k}^{+}\right)_{\mid x=0, \lambda} . \tag{2.7}
\end{align*}
$$

Remark 2.5. Note that $D$ is independent of the choice of $P_{+}$as, by uniqueness of stable manifolds, the exterior products (minors) $P_{+} v_{1}^{+} \wedge \cdots \wedge P_{+} v_{k}^{+}$are uniquely determined by their behavior as $x \rightarrow+\infty$.

Proposition 2.6. Both the Evans function and the subspace $\mathcal{S}^{+}$are analytic on the entire simply connected subset of the domain of consistent splitting on which they are defined. Moreover, for $\lambda$ within this region, equation (2.1) admits a nontrivial solution $W \in L^{2}(x>0)$ if and only if $D(\lambda)=0$.

Proof. Analyticity follows by uniqueness, and local analyticity of $P_{+}, v_{k}^{+}$. Noting that the first $P_{+} v_{j}^{+}$are a basis for the stable manifold of (2.1) at $x \rightarrow+\infty$, we find that the determinant of $\mathbb{B} P_{+} v_{j}^{+}$vanishes if and only if $\mathbb{B}(\lambda)$ has nontrivial kernel on $\mathcal{S}_{+}(\lambda, 0)$, whence, the second assertion follows.

Remark 2.7. In the case that the ODE system describes an eigenvalue equation associated with an ordinary differential operator $L$, Proposition 2.6 implies that eigenvalues of $L$ agree in location with zeroes of $D$. (Indeed, they agree also in multiplicity; see [8, 9]; Lemma 6.1, [37]; or Proposition 6.15 of [27].)

When $\operatorname{ker} \mathbb{B}$ has an analytic basis $v_{k+1}^{0}, \ldots, v_{N-k}^{0}$, for example, in the commonly occurring case, as here, that $\mathbb{B} \equiv$ constant, we have the following useful alternative formulation. This is the version that we will use in our analysis of the Green function and resolvent kernel.

Proposition 2.8. Let $v_{k+1}^{0}, \ldots, v_{N-k}^{0}$ be an analytic basis of $\operatorname{ker} \mathbb{B}$, normalized so that $\operatorname{det}\left(\mathbb{B}^{*}, v_{k+1}^{0}, \ldots v_{N}^{0}\right) \equiv 1$. Then, the solutions $W_{j}^{0}$ of (2.1) determined by initial data $W_{j}^{0}(\lambda, 0)=v_{j}^{0}$ are analytic in $\lambda$ and $C^{K+1}$ in $x$, and

$$
\begin{equation*}
D(\lambda):=\operatorname{det}\left(W_{1}^{+}, \ldots, W_{k}^{+}, W_{k+1}^{0}, \ldots, W_{N}^{0}\right)_{\mid x=0, \lambda} \tag{2.8}
\end{equation*}
$$

Proof. Analyticity/smoothness follow by analytic/smooth dependence on initial data/parameters. By the chosen normalization, and standard properties of Grammian determinants, $D(\lambda)=\operatorname{det}\left(W_{1}^{+}, \ldots, W_{k}^{+}, v_{k+1}^{0}, \ldots, v_{N}^{0}\right)_{\mid x=0, \lambda}$, yielding (2.8).
3. Construction of the resolvent kernel. In this section we construct the explicit form of the resolvent kernel, which is nothing more than the Green function
$G_{\lambda}(x, y)$ associated with the elliptic operator $(L-\lambda I)$, where

$$
\begin{equation*}
(L-\lambda I) G_{\lambda}(., y)=\delta_{y} I, \quad G_{\lambda}(0, y) \equiv 0 \tag{3.1}
\end{equation*}
$$

Let $\Lambda$ be the region of consistent splitting for $L$. It is an established fact (see [15]) that the resolvent $(L-\lambda I)^{-1}$ and the Green function $G_{\lambda}(x, y)$ are meromorphic in $\lambda$ on $\Lambda$, with isolated poles of finite order. $G_{\lambda}$, in fact, admits a meromorphic extension to a sector

$$
\begin{equation*}
\Omega_{\theta}=\left\{\lambda: \operatorname{Re}(\lambda) \geq-\theta_{1}-\theta_{2}|\operatorname{Im}(\lambda)|\right\}, \quad \theta_{1}, \theta_{2}>0 \tag{3.2}
\end{equation*}
$$

Writing the associated eigenvalue equation in the form of a first-order system (2.1), we obtain

$$
\begin{equation*}
W^{\prime}=\mathbb{A}(\lambda, x) W, \quad \mathbb{B} W(0)=0 \tag{3.3}
\end{equation*}
$$

where

$$
W=\binom{w}{w^{\prime}} \in \mathbb{C}^{2 n}, \quad \mathbb{A}=\left(\begin{array}{cc}
0 & I \\
\lambda B^{-1}+A^{\prime} B^{-1} & A B^{-1}-B^{\prime} B^{-1}
\end{array}\right)
$$

and $\mathbb{B} \equiv$ constant is the rank- $n$ projection onto the first coordinate $w$ of $W$, with kernel spanned by the constant basis $v_{n+j}^{0}=e_{n+j}, j=1, \ldots, n$ and $e_{j}$ the $j$ th standard basis element.

Denote by

$$
\Phi^{0}=\left(\begin{array}{lll}
\phi_{1}^{0}(x ; \lambda) & \cdots & \phi_{n}^{0}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{lll}
W_{1}^{0} & \cdots & W_{n}^{0} \tag{3.4}
\end{array}\right)
$$

and

$$
\Phi^{+}=\left(\begin{array}{llll}
\phi_{1}^{+}(x ; \lambda) & \cdots & \phi_{n}^{+}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{llll}
W_{n+1}^{+} & \cdots & W_{2 n}^{+}
\end{array}\right)=\left(\begin{array}{lll}
P_{+} v_{1}^{+} & \cdots & P_{+} v_{k}^{+} \tag{3.5}
\end{array}\right)
$$

the matrices whose columns span the subspaces of solutions of (2.1) decaying at $x=0,+\infty$, respectively, denoting (analytically chosen) complementary subspaces by

$$
\Psi^{0}=\left(\begin{array}{llll}
\psi_{1}^{0}(x ; \lambda) & \cdots & \psi_{n}^{0}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{lll}
W_{n+1}^{0} & \cdots & W_{2 n}^{0} \tag{3.6}
\end{array}\right)
$$

and

$$
\Psi^{+}=\left(\begin{array}{lll}
\psi_{1}^{+}(x ; \lambda) & \cdots & \psi_{n}^{+}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{lll}
W_{1}^{+} & \cdots & W_{n}^{+} \tag{3.7}
\end{array}\right)
$$

As described in the previous subsection, eigenfunctions decaying at both $0,+\infty$ occur precisely when the subspaces span $\Phi^{0}$ and span $\Phi^{+}$intersect, i.e., at zeros of the Evans function defined in (2.8):

$$
\begin{equation*}
D_{L}(\lambda):=\operatorname{det}\left(\Phi^{0}, \Phi^{+}\right)_{\mid x=0}=\left(\phi_{1}^{0} \wedge \cdots \wedge \phi_{n}^{0} \wedge \phi_{1}^{+} \wedge \cdots \wedge \phi_{n}^{+}\right)_{\mid x=0} \tag{3.8}
\end{equation*}
$$

Lemma $3.1([10,37])$. For $\theta_{1}, \theta_{2}>0$ sufficiently small, $D_{L}$ is locally analytic on sector $\Omega_{\theta}$ as defined in (3.2).

Proof. Direct calculation showing that the domain $\Lambda$ of consistent splitting is contained in $\Omega_{\theta}-B(0, r)$ for $r>0$ arbitrary and $\theta$ sufficiently small, with $v_{j}^{+}$extending analytically to $B(0, r)$.

Lemma 3.2. Let $H_{\lambda}(x, y)$ denote the Green function for the adjoint operator $(L-\lambda I)^{*}$ on the half-plane $x \geq 0$. Then $G_{\lambda}(x, y)=H_{\lambda}^{*}(x, y)$. In particular, for $x \neq y$, the matrix $z=G_{\lambda}(x,$.$) satisfies$

$$
\begin{equation*}
\left(z^{\prime} B\right)^{\prime}=-z^{\prime} A+z \lambda \tag{3.9}
\end{equation*}
$$

Proof. Standard duality argument; see [37] for operators on the whole line.
Considering (3.9) as an ODE system for the vector $Z=\left(z, z^{\prime}\right)$, it becomes

$$
\begin{equation*}
Z^{\prime}=Z \tilde{\mathbb{A}}(\lambda, x) \tag{3.10}
\end{equation*}
$$

where

$$
\tilde{\mathbb{A}}=\left(\begin{array}{cc}
0 & \lambda B^{-1}-A^{\prime} B^{-1}  \tag{3.11}\\
I & -A B^{-1}-B^{\prime} B^{-1}
\end{array}\right)
$$

LEMMA 3.3 ([37]). $Z$ is a solution of (3.11) if and only if $Z \mathcal{S} W \equiv$ constant for any solution $W$ of (2.1), where $\mathcal{S}=\left(\begin{array}{cc}-A & B \\ -B & 0\end{array}\right)$.

Proof. Direct computation/comparison with 0 of $(Z \mathcal{S} W)^{\prime}$; see [37]. $\quad$ ]
Using Lemma 3.3, we can define dual bases $\tilde{W}_{j}^{0}$ and $\tilde{W}_{j}^{+}$by the relations

$$
\begin{equation*}
\tilde{W}_{j}^{0,+} \mathcal{S} W_{k}^{0,+}=\delta_{k}^{j} \tag{3.12}
\end{equation*}
$$

Likewise, $\tilde{\mathbb{A}}_{0,+}$ can be defined as

$$
\tilde{\mathbb{A}}_{0,+}=\left(\begin{array}{cc}
0 & \lambda B_{0,+}^{-1}  \tag{3.13}\\
I & -A_{0,+} B_{0,+}^{-1}
\end{array}\right)
$$

We define also the dual subspaces

$$
\begin{gather*}
\tilde{\Phi}^{0}=\left(\begin{array}{llll}
\tilde{\phi}_{1}^{0}(x ; \lambda) & \cdots & \tilde{\phi}_{n}^{0}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{llll}
\tilde{W}_{n+1}^{0} & \cdots & \tilde{W}_{2 n}^{0}
\end{array}\right)  \tag{3.14}\\
\tilde{\Phi}^{+}=\left(\begin{array}{llll}
\tilde{\phi}_{1}^{+}(x ; \lambda) & \cdots & \tilde{\phi}_{n}^{+}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{llll}
\tilde{W}_{1}^{+} & \cdots & \tilde{W}_{n}^{+}
\end{array}\right)  \tag{3.15}\\
\tilde{\Psi}^{0}=\left(\begin{array}{llll}
\tilde{\psi}_{1}^{0}(x ; \lambda) & \cdots & \tilde{\psi}_{n}^{+}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{llll}
\tilde{W}_{1}^{0} & \cdots & \tilde{W}_{n}^{0}
\end{array}\right)  \tag{3.16}\\
\tilde{\Psi}^{+}=\left(\begin{array}{llll}
\tilde{\psi}_{1}^{+}(x ; \lambda) & \cdots & \tilde{\psi}_{n}^{0}(x ; \lambda)
\end{array}\right)=\left(\begin{array}{llll}
\tilde{W}_{n+1}^{+} & \cdots & \tilde{W}_{2 n}^{+}
\end{array}\right) \tag{3.17}
\end{gather*}
$$

With these preparations, the construction of the resolvent kernel goes exactly as in the construction performed in $[37,27]$ on the whole line.

Lemma 3.4. We have the the representation

$$
\left(\begin{array}{cc}
G_{\lambda} & G_{\lambda_{y}}  \tag{3.18}\\
G_{\lambda_{x}} & G_{\lambda_{x y}}
\end{array}\right)=\left\{\begin{array}{lll}
\Phi^{+}(\lambda, x) M^{+}(\lambda) \tilde{\Psi}^{0}(\lambda, y) & \text { for } & x>y \\
\Phi^{0}(\lambda, x) M^{0}(\lambda) \tilde{\Psi}^{+}(\lambda, y) & \text { for } & x<y
\end{array}\right.
$$

where $M^{0,+}$ are to be determined.
Proof. See [37] Lemma 4.6.
Using Lemma 3.4, we find the explicit coordinate-free representation for $x>y$ :

$$
\left(\begin{array}{cc}
G_{\lambda} & G_{\lambda_{y}}  \tag{3.19}\\
G_{\lambda_{x}} & G_{\lambda_{x y}}
\end{array}\right)=\mathcal{F}^{z \rightarrow x} \Pi_{+}(z) \mathcal{S}^{-1}(z) \tilde{\Pi}_{0}(z) \tilde{\mathcal{F}}^{z \rightarrow y}
$$

where

$$
\begin{gather*}
\Pi_{+}(y)=\left(\Phi^{+}(y), 0\right)\left(\Phi^{+}(y), \Phi^{-}(y)\right)^{-1},  \tag{3.20}\\
\tilde{\Pi}_{0}(y)=\binom{\tilde{\Psi}^{0}(y)}{\tilde{\Psi}^{+}(y)}^{-1}\binom{\tilde{\Psi}^{0}(y)}{0},  \tag{3.21}\\
\mathcal{F}^{z \rightarrow x}=\left(\Phi^{+}(x), \Phi^{0}(x)\right)\left(\Phi^{+}(z), \Phi^{0}(z)\right)^{-1},  \tag{3.22}\\
\tilde{\mathcal{F}}^{z \rightarrow y}=\binom{\tilde{\Psi}^{0}(z)}{\Phi^{+}(z)}\binom{\Psi^{0}(y)}{\Psi^{+}(y)}^{-1}, \tag{3.23}
\end{gather*}
$$

and similarly for $x<y$.
Corollary 3.5. The resolvent kernel may be expressed as

$$
G_{\lambda}(x, y)= \begin{cases}\left(I_{n}, 0\right) \Phi^{+}(x ; \lambda) M^{+}(\lambda) \tilde{\Psi}^{0 *}(y ; \lambda)\left(I_{n}, 0\right)^{t r} & x>y  \tag{3.24}\\ -\left(I_{n}, 0\right) \Phi^{0}(x ; \lambda) M^{0}(\lambda) \tilde{\Psi}^{+*}(y ; \lambda)\left(I_{n}, 0\right)^{t r} & x<y\end{cases}
$$

where

$$
\begin{equation*}
M(\lambda):=\operatorname{diag}\left(M^{+}(\lambda), M^{0}(\lambda)\right)=\Phi^{-1}(z ; \lambda) \overline{\mathcal{S}}^{-1}(z) \tilde{\Psi}^{-1 *}(z ; \lambda) \tag{3.25}
\end{equation*}
$$

4. Low-frequency bounds. Our goal in this section is the estimation of the resolvent kernel in the critical regime $|\lambda| \rightarrow 0$, i.e., the large time behavior of the Green function G, or global behavior in space and time. We are basically following the same treatment as that carried out for viscous shock waves of strictly parabolic conservation laws in [37, 27]; we refer to those references for details. In the low frequency case the behavior is essentially governed by the equation

$$
\begin{equation*}
U_{t}=L_{+} U:=-A_{+} U_{x}+B_{+} U_{x x} \tag{4.1}
\end{equation*}
$$

Proposition 4.1. Assuming (H0)-(H3), let $K$ be the order of the pole of $G_{\lambda}$ at $\lambda=0$ and $r$ be sufficiently small that there are no other poles in $B(0, r)$. Then for $\lambda \in \Omega_{\theta}$ such that $|\lambda| \leq r$ and for $x>y>0$ we have

$$
\left(\begin{array}{cc}
G_{\lambda} & G_{\lambda_{y}}  \tag{4.2}\\
G_{\lambda_{x}} & G_{\lambda_{x y}}
\end{array}\right)=\sum_{j, k} d_{j k}(\lambda) \phi_{j}^{+}(x) \tilde{\psi}_{k}^{+}(y)+\sum_{k} \phi_{k}^{+}(x) \tilde{\phi}_{k}^{+}(y)
$$

where $d_{j k}(\lambda)=\mathcal{O}\left(\lambda^{-K}\right)$ is a scalar meromorphic function, moreover, $K \leq$ order of vanishing of the Evans function $D(\lambda)$ at $\lambda=0$.

Proof. See [37], Proposition 7.1 for the first statement and Theorem 6.3 for the second statement linking order $K$ of the pole to multiplicity of the zero of the Evans function. $\quad \square$

Lemma 4.2. Assuming (H0)-(H3), for $|\lambda|$ sufficiently small, the eigenvalue equation $\left(L_{+}-\lambda\right) W=0$ associated with the limiting, constant-coefficient operator $L_{+}$ has a basis of $2 n$ solutions $\bar{W}_{j}^{+}=e^{\mu_{j}^{+}(\lambda) x} V_{j}(\lambda)$ where $\mu_{j}^{+}$and $V_{j}^{+}$are analytic in $\lambda$, consisting of $n$ fast modes

$$
\begin{align*}
\mu_{j}^{+} & =\gamma_{j}^{+}+\mathcal{O}(\lambda) \\
V_{j}^{+} & =S_{j}^{+}+\mathcal{O}(\lambda) \tag{4.3}
\end{align*}
$$

where $\gamma_{j}^{+}, S_{j}^{+}$are eigenvalues and associated right eigenvectors of $B_{+}^{-1} A_{+}$, and $n$ slow modes

$$
\begin{align*}
\mu_{r+j}^{+}(\lambda) & :=-\lambda / a_{j}^{+}+\lambda^{2} \beta_{j}^{+} / a_{j}^{+3}+\mathcal{O}\left(\lambda^{3}\right)  \tag{4.4}\\
V_{r+j}^{+}(\lambda) & :=r_{j}^{+}+\mathcal{O}(\lambda)
\end{align*}
$$

where $a_{j}^{+}, l_{j}^{+}, r_{j}^{+}$are eigenvalues and left and right eigenvectors of $A_{+}:=d F\left(u_{+}\right)$, and $\beta_{j}^{+}:=l_{j}^{+} B_{+} r_{j}^{+}>0$ with $B_{+}:=B\left(u_{+}\right)$. The same is true for the adjoint eigenvalue equation

$$
\left(L^{+}-\lambda\right)^{*} Z=0
$$

i.e, it has a basis of solutions

$$
\tilde{\tilde{W}}_{j}^{+}=e^{-\mu_{j}^{+}(\lambda) x} \tilde{V}_{j}(\lambda)
$$

with

$$
\begin{align*}
& \tilde{V}_{j}^{+}(\lambda)=\tilde{T}_{j}^{+}+\mathcal{O}(\lambda)  \tag{4.5}\\
& \tilde{V}_{r+j}^{+}(\lambda)=l_{j}^{+}+\mathcal{O}(\lambda) \tag{4.6}
\end{align*}
$$

$\tilde{V}^{+}$analytic in $\lambda$.
Proof. See [27].
Proposition 4.3. Assume (H0)-(H3) and (1.9), then, for $r>0$ sufficiently small, the resolvent kernel $G_{\lambda}$ associated with the linearized evolution equation

$$
\begin{equation*}
U_{t}=L_{+} U:=-A_{+} U_{x}+B_{+} U_{x x} \tag{4.7}
\end{equation*}
$$

satisfies, for $0 \leq y \leq x$ :

$$
\begin{align*}
\left|\partial_{x}^{\gamma} \partial_{y}^{\alpha} G_{\lambda}(x, t ; y)\right| \leq & C\left(|\lambda|^{\gamma}+e^{-\theta|x|}\right)\left(|\lambda|^{\alpha}+e^{-\theta|y|}\right)\left(\sum_{a_{k}^{+}>0}\left|e^{\left(-\lambda / a_{k}^{+}+\lambda^{2} \beta_{k}^{+} / a_{k}^{+3}\right)(x-y)}\right|\right.  \tag{4.8}\\
& \left.+\sum_{a_{k}^{+}<0, a_{j}^{+}>0}\left|e^{\left(-\lambda / a_{j}^{+}+\lambda^{2} \beta_{j}^{+} / a_{j}^{+3}\right) x+\left(\lambda / a_{k}^{+}-\lambda^{2} \beta_{k}^{+} / a_{k}^{+3}\right) y}\right|\right),
\end{align*}
$$

$0 \leq|\alpha|,|\gamma| \leq 1, \theta>0$, with similar bounds for $0 \leq x \leq y$. Moreover, each term in the summation on the right-hand side of (4.8) bounds a separately analytic function.

Proof. By $1.8 D$ does not vanish on $\operatorname{Re}(\lambda) \geq 0$, hence, by continuity, on $|\lambda| \leq r$. Thus, according to (4.2), all $\left|d_{j k}(\lambda)\right|$ are uniformly bounded on $|\lambda| \leq r$, and so it is enough to find estimates for fast and slow modes $\phi_{j}^{+}, \tilde{\phi}_{j}^{+}, \psi_{j}^{+}$, and $\tilde{\psi}_{j}^{+}$. By using (3.5) we find:

$$
\begin{equation*}
\binom{\phi_{j}^{+}}{\partial_{x} \phi_{j}^{+}}=e^{\mu_{j}(\lambda) x} P^{+}\binom{V_{j}}{\mu_{j} V_{j}}=e^{\mu_{j}(\lambda) x}(I+\Theta)\binom{V_{j}}{\mu_{j} V_{j}} \tag{4.9}
\end{equation*}
$$

and similarly for $\tilde{\phi}_{j}^{+}, \psi_{j}^{+}$, and $\tilde{\psi}_{j}^{+}$. Now using (2.4) and the fact, by (4.4), that $e^{\mu_{j}(\lambda) x}$ is of order $e^{-|\theta x|}$ for fast modes and order $e^{-\lambda / a_{j}^{+}+\lambda^{2} \beta_{j}^{+} / a_{j}^{+3}+\mathcal{O}\left(\lambda^{3}\right)}$ for slow modes, substituting this and corresponding dual estimates in (4.9) and grouping terms, we obtain the result.
5. High frequency bounds. To analyze the high frequency behavior of the Green function of the boundary layer, we first establish some bounds for the projection terms in the Green function, using the symmetric formula

$$
\left(\begin{array}{cc}
G_{\lambda}(x, y) & \partial_{y} G_{\lambda}(x, y)  \tag{5.1}\\
\partial_{x} G_{\lambda}(x, y) & \partial_{x} \partial_{y} G_{\lambda}(x, y)
\end{array}\right)=\left\{\begin{array}{lll}
\mathcal{F}^{y \rightarrow x} \Pi_{+}(x) \mathcal{S}^{-1}(y) & \text { if } & x>y \\
\tilde{\mathcal{F}}^{x \rightarrow y} \tilde{\Pi}_{+}(x) \mathcal{S}^{-1}(x) & \text { if } & x<y
\end{array}\right.
$$

By setting $\bar{x}=\left|\lambda^{\frac{1}{2}}\right| x, \bar{\lambda}=\frac{\lambda}{|\lambda|}, \bar{B}(\bar{x})=B\left(\frac{\bar{x}}{\lambda^{\frac{1}{2}}}\right), \bar{w}(\bar{x})=w\left(\frac{x}{\lambda^{\frac{1}{2}}}\right)$ in the eigenvalue equation $L w=\lambda w$ associated with (1.6) we obtain

$$
\begin{equation*}
\bar{W}^{\prime}=\overline{\mathbb{B}} \bar{W}+\mathcal{O}\left(\left|\lambda^{-\frac{1}{2}}\right|\right) \bar{W} \tag{5.2}
\end{equation*}
$$

where

$$
\mathbb{B}=\left(\begin{array}{cc}
0 & I  \tag{5.3}\\
\bar{\lambda} \bar{B} & 0
\end{array}\right)
$$

and $\mathbb{B}^{\prime}=\mathcal{O}\left(\left|\lambda^{-\frac{1}{2}}\right|\right)$ and $|\bar{\lambda}|=1$. Since $\mathbb{B}(\lambda, \bar{x})$ varies within a compact set, then there are $C^{1}$ eigenprojections $P_{0}$ and $P_{+}$with property $\left|P_{+}^{\prime}\right|=\mathcal{O}\left(\left|\lambda^{-\frac{1}{2}}\right|\right)$ and $\left|P_{0}^{\prime}\right|=$ $\mathcal{O}\left(\left|\lambda^{-\frac{1}{2}}\right|\right)$ taking $\bar{W}$ onto the stable and unstable subspaces. By using the two new coordinates $Y_{+}=P_{+} \bar{W}$ and $Y_{0}=P_{0} \bar{W}$, we obtain

$$
\binom{Y_{+}}{Y_{0}}^{\prime}=\left(\begin{array}{cc}
A_{+} & 0  \tag{5.4}\\
0 & A_{0}
\end{array}\right)\binom{Y_{+}}{Y_{0}}+\mathcal{O}\left(\left|\lambda^{-\frac{1}{2}}\right|\right)\binom{y}{y}
$$

Equivalently, we can find continuous invertible transformations $Q_{+}, Q_{0}$ such that $E_{+}=Q_{+} A_{+} Q_{+}^{-1}$ and $E_{0}=Q_{0} A_{0} Q_{0}^{-1}$, where

$$
\begin{equation*}
\operatorname{Re}(E):=\frac{1}{2}\left(E_{+}+E_{+}^{*}\right)<-\beta^{-\frac{1}{2}} I \tag{5.5}
\end{equation*}
$$

in the sense of quadratic forms.
Again, by coordinate change $Z_{+}=Q_{+} Y_{+}, Z_{0}=Q_{0} Y_{0}$, we find

$$
\binom{z_{+}}{z_{0}}^{\prime}=\left(\begin{array}{cc}
E_{+} & 0  \tag{5.6}\\
0 & E_{0}
\end{array}\right)\binom{z_{+}}{z_{0}}+\mathcal{O}\left(\left|\lambda^{-\frac{1}{2}}\right|\right)\binom{z}{z}
$$

where

$$
\begin{equation*}
\frac{|\bar{w}|}{C} \leq|z| \leq C|\bar{w}| \tag{5.7}
\end{equation*}
$$

From this we find by energy estimate that

$$
\begin{equation*}
\left(\left|z_{+}\right|^{2}\right)^{\prime}<-2 \beta^{-\frac{1}{2}}\left|z_{+}\right|^{2} \tag{5.8}
\end{equation*}
$$

and, hence,

$$
\begin{equation*}
\frac{\left|z_{+}(x)\right|}{\left|z_{+}(y)\right|} \leq e^{-\tilde{\beta}^{-\frac{1}{2}}|(x-y)|} \tag{5.9}
\end{equation*}
$$

for any solution $z_{+}$decaying at $\infty$, where $\tilde{\beta}<\beta$ and, thus,

$$
\begin{equation*}
\frac{\left.\mid z_{( } x\right) \mid}{\left|z_{( }(y)\right|} \leq e^{-\beta^{-\frac{1}{2}}|(x-y)|} \tag{5.10}
\end{equation*}
$$

for $x>y$, provided that $|\lambda|$ is sufficiently large. From this we obtain

$$
\begin{equation*}
\frac{|\bar{W}(x)|}{|\bar{W}(y)|} \leq C^{2} e^{-\beta^{-\frac{1}{2}}|(x-y)|} \tag{5.11}
\end{equation*}
$$

where $C$ is as in (5.7).
Applying a symmetric argument for the adjoint equation, we obtain the following lemma.

Lemma 5.1. On the manifolds $\Phi_{+}$and $\tilde{\Psi}_{+}$defined in (3.5) and (3.17), for $\lambda$ sufficiently large, within the sector $\Omega_{\theta}=\left\{\lambda: \operatorname{Re}(\lambda) \geq-\theta_{1}-\theta_{2}|\operatorname{Im}(\lambda)|\right\}, \theta_{1}, \theta_{2}>0$, we have in rescaled coordinates $\bar{x}$, for some uniform $C>0$,

$$
\begin{equation*}
\left|\mathcal{F}^{y \rightarrow x}\right|,\left|\tilde{\mathcal{F}}^{x \rightarrow y}\right| \leq C e^{-\frac{|y-x|}{C}} \tag{5.12}
\end{equation*}
$$

for $x>y$ and $x<y$, respectively.
Lemma 5.2. In rescaled coordinates $\bar{x}, \bar{\lambda}$, for the projection terms $\Pi_{+}(y)$ and $\tilde{\Pi}_{+}(x)$, the projection along $\Phi_{0}$ onto $\Phi_{+}$, for $\lambda$ sufficiently large,

$$
\begin{equation*}
\left|\Pi_{+}(y)\right|,\left|\tilde{\Pi}_{+}(x)\right|<C \tag{5.13}
\end{equation*}
$$

for some uniform $C>0$.
Proof. Choosing the coordinates $\binom{W_{1}}{W_{2}} \in \mathbb{C}^{2 n}$ where $W^{j}=\binom{W_{1}^{j}}{W_{2}^{j}}$, we show for small enough $\epsilon$ and fixed $c>0$ such that $\frac{\left|W_{2}^{j}\right|}{\left|W_{1}^{j}\right|} \leq c \epsilon$ and $\frac{\left|W_{1}^{j}\right|}{\left|W_{2}^{j}\right|}<c$ the projection along $E=\operatorname{span}\left(W^{1}, \ldots, W^{n}\right)$ onto $F=\operatorname{span}\left(W^{n+1}, \ldots, W^{2 n}\right)$

$$
\begin{equation*}
\Pi:=\left(w^{1}, \ldots, w^{2 n}\right)\left(O_{n}, I_{n}\right)\left(w^{1}, \ldots, w^{2 n}\right)^{-1} \tag{5.14}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
|\Pi| \leq C_{2}(c, \epsilon) \tag{5.15}
\end{equation*}
$$

To show this without loss of generality we assume that

$$
\begin{equation*}
\left(w^{n+1}, \ldots, w^{2 n}\right)=\binom{I_{n}}{\mathcal{O}(\epsilon)}\left(w^{1}, \ldots, w^{n}\right)=\binom{\mathcal{O}(1)}{I_{n}} \tag{5.16}
\end{equation*}
$$

Now it is sufficient to show that

$$
\begin{equation*}
\left|\left(w^{1}, \ldots, w^{2 n}\right)\right| \leq C_{2}(c, \epsilon) \tag{5.17}
\end{equation*}
$$

However, this amounts to showing that

$$
\left.\left\lvert\,\left(\begin{array}{cc}
M & I_{n}  \tag{5.18}\\
I_{n} & O
\end{array}\right)+\mathcal{O}(\epsilon)\right.\right)^{-1} \mid \leq C
$$

which amounts to showing that

$$
\left|\left(\begin{array}{cc}
M & I_{n}  \tag{5.19}\\
I_{n} & O
\end{array}\right)^{-1}\right| \leq C_{2}(c)
$$

where $|M| \leq c$. However, this is easy to show because

$$
\left(\begin{array}{cc}
M & I_{n} \\
I_{n} & O
\end{array}\right)^{-1}=\left(\begin{array}{cc}
I_{n} & -M \\
O & I_{n}
\end{array}\right)
$$

and so

$$
\left|\left(\begin{array}{cc}
M & I_{n} \\
I_{n} & O
\end{array}\right)^{-1}\right| \leq 1+|M| \leq C
$$

Proposition 5.3. Assume (H0)-(H3) and (1.9). Then, for $R>0$ sufficiently large, the resolvent kernel $G_{\lambda}$ associated with the linearized evolution equation (4.7) satisfies, for $c, C>0$ and $0 \leq|\alpha|,|\gamma| \leq 1$ :

$$
\begin{equation*}
\left|\partial_{x}^{\gamma} \partial_{y}^{\alpha} G_{\lambda}(x, y)\right| \leq C|\lambda| \frac{\left(\frac{|\alpha|+|\gamma|-1}{2}\right)}{2} e^{-\sqrt{\lambda} \frac{|y-x|}{c}} \tag{5.20}
\end{equation*}
$$

Proof. Recalling the coordinate-free representation (5.1) and combining with (5.12) and (5.13), we find that the Green function $\bar{G}_{\bar{\lambda}}$ in rescaled coordinates $\bar{x}, \bar{\lambda}$ satisfies

$$
\begin{equation*}
\left|\partial_{x}^{\gamma} \partial_{y}^{\alpha} \bar{G}_{\bar{\lambda}}(\bar{x}, \bar{y})\right| \leq C e^{-\frac{|y-x|}{C}} \tag{5.21}
\end{equation*}
$$

whence, (5.20) follows in the original coordinates.
Remark 5.4. The argument of Lemma 5.2 is the key new ingredient in the resolvent estimates for the boundary layer case as compared to the analysis on the whole line carried out for viscous shock layers in [37], making essential use of compatibility of the boundary condition with high-frequency behavior. On the whole line, there is no such requirement and high-frequency stability is automatic.
6. Pointwise Green function bounds. With the pointwise bounds established on the resolvent kernel $G_{\lambda}$, we obtain pointwise bounds on the Green function through the inverse Laplace transform formula by a simplified version of the stationary-phase arguments used in [37] for the shock case, repeated here for completeness.

Proof of Theorem 1.4. By sectoriality of L, we have the inverse Laplace transform representation (see [37]):

$$
\begin{equation*}
G(t ; x, y)=\int_{\Gamma} e^{\lambda t} G_{\lambda}(x, y) d \lambda \tag{6.1}
\end{equation*}
$$

Let $\theta_{1}>0, \theta_{2}>0$ be chosen sufficiently small, in particular so small as to satisfy the hypotheses of all previous assertions. By assumption (1.9), the large- $|\lambda|$ bounds on the resolvent kernel, and analyticity of the Evans function $D_{L}(\lambda)$, it follows that $G_{\lambda}$ has finitely many poles in $\Omega_{\theta}$ (corresponding to roots of $D_{L}$ ), each with strictly negative real part. Choosing $\theta_{1}, \theta_{2}$ still smaller, if necessary, we can, thus, arrange that $G_{\lambda}$ is analytic on $\Omega_{\theta}$. It follows from Cauchy's Theorem that

$$
\begin{equation*}
G(x, t ; y)=\int_{\Gamma} e^{\lambda t} G_{\lambda}(x, y) d \lambda \tag{6.2}
\end{equation*}
$$

for any contour $\Gamma$ that can be expressed as $\Gamma=\partial\left(\Omega_{\theta} \backslash \mathcal{S}\right)$ for $\mathcal{S} \subset \mathbb{C}$ open.
Case I. $|x-y| / t$ large. We first treat the trivial case that $|x-y| / t \geq S, S$ sufficiently large, the regime in which standard short-time parabolic theory applies. Set

$$
\begin{equation*}
\bar{\alpha}:=\frac{|x-y|}{2 \beta t}, \quad R:=\beta \bar{\alpha}^{2} \tag{6.3}
\end{equation*}
$$

where $\beta$ is as in (5.5), and consider again the representation of $G$, that is

$$
\begin{equation*}
G(x, t ; y)=\int_{\Gamma_{1} \cup \Gamma_{2}} e^{\lambda t} G_{\lambda}(x, y) d \lambda \tag{6.4}
\end{equation*}
$$

where $\Gamma_{1}:=\partial B(0, R) \cap \bar{\Omega}_{\theta}$ and $\Gamma_{2}:=\partial \Omega_{\theta} \backslash B(0, R)$. Note that the intersection of $\Gamma$ with the real axis is $\lambda_{\text {min }}=R=\beta \bar{\alpha}^{2}$.

By the large $|\lambda|$ estimates of Proposition 5.3, we have for all $\lambda \in \Gamma_{1} \cup \Gamma_{2}$ that

$$
\left|G_{\lambda}(x, y)\right| \leq C \frac{e^{-\sqrt{|\lambda|} \frac{|y-x|}{c}}}{\sqrt{|\lambda|}}
$$

Further, we have

$$
\begin{equation*}
\operatorname{Re} \lambda \leq R\left(1-\eta \omega^{2}\right), \quad \lambda \in \Gamma_{1}, \operatorname{Re} \lambda \quad \leq \operatorname{Re} \lambda_{0}-\eta\left(|\operatorname{Im} \lambda|-\left|\operatorname{Im} \lambda_{0}\right|\right), \quad \lambda \in \Gamma_{2} \tag{6.5}
\end{equation*}
$$

for $R$ sufficiently large, where $\omega$ is the argument of $\lambda$ and $\lambda_{0}$ and $\lambda_{0}^{*}$ are the two points of intersection of $\Gamma_{1}$ and $\Gamma_{2}$, for some $\eta>0$ independent of $\bar{\alpha}$. Combining these estimates, we obtain

$$
\begin{align*}
\left|\int_{\Gamma_{1}} e^{\lambda t} G_{\lambda} d \lambda\right| & \leq \int_{\Gamma_{1}} C|\lambda|^{-\frac{1}{2}} e^{R e \lambda t-\beta^{-\frac{1}{2}}|\lambda|^{-\frac{1}{2}}|x-y|} d \lambda  \tag{6.6}\\
& \leq C e^{-\beta \bar{\alpha}^{2} t} \int_{-L}^{+L} R^{-\frac{1}{2}} e^{-\beta R \eta \omega^{2} t} R d \omega \quad \leq C t^{-\frac{1}{2}} e^{-\beta \bar{\alpha}^{2} t}
\end{align*}
$$

Likewise,

$$
\begin{align*}
\left|\int_{\Gamma_{2}} e^{\lambda t} G_{\lambda} d \lambda\right| & \leq \int_{\Gamma_{2}} C|\lambda|^{-\frac{1}{2}} C e^{\operatorname{Re} \lambda t-\beta^{-\frac{1}{2}}|\lambda|^{-\frac{1}{2}}|x-y|} d \lambda \\
& \leq C e^{\operatorname{Re}\left(\lambda_{0}\right) t-|\beta|^{-\frac{1}{2}}\left|\lambda_{0}\right|^{-\frac{1}{2}}|x-y|} \int_{\Gamma_{2}}|\lambda|^{-\frac{1}{2}} e^{\left(\text {Re } \lambda-R e \lambda_{0}\right) t}|d \lambda|  \tag{6.7}\\
& \leq C e^{-\beta \bar{\alpha}^{2} t} \int_{\Gamma_{2}}|\operatorname{Im} \lambda|^{-\frac{1}{2}} e^{-\eta\left|\operatorname{Im} \lambda-\operatorname{Im} \lambda_{0}\right| t}|d \operatorname{Im} \lambda| \\
& \leq C t^{-\frac{1}{2}} e^{-\beta \bar{\alpha}^{2} t}
\end{align*}
$$

Combining these last two estimates, we have

$$
\begin{equation*}
|G(x, t ; y)| \leq C t^{-\frac{1}{2}} e^{\frac{-\beta \bar{\alpha}^{2} t}{2}} e^{\frac{-(x-y)^{2}}{8 \beta t}} \leq C t^{-\frac{1}{2}} e^{-\eta t} e^{\frac{-(x-y)^{2}}{8 \beta t}}, \tag{6.8}
\end{equation*}
$$

for $\eta>0$ independent of $\bar{\alpha}$. Observing that $\frac{|x-a t|}{2 t} \leq \frac{|x-y|}{t} \leq \frac{2|x-a t|}{t}$ for any bounded $a$, for $\frac{|x-y|}{t}$ sufficiently large, we find that this contribution may be absorbed in any summand $t^{\frac{-1}{2}} e^{\frac{-\left(x-y-a_{k}^{+} t\right)^{2}}{M t}}$.

Case II. $|x-y| / t$ bounded. We now turn to the critical case that $|x-y| / t \leq S$. A few remarks are in order at the outset. Our goal is to bound $|G|$ by terms of form $C t^{-1 / 2} e^{-\bar{\alpha}^{2} t / M}$, where $\bar{\alpha}:=\left(x-a_{j}^{+}\left(t-\left|y / a_{k}^{+}\right|\right)\right) / 2 t$ or $\bar{\alpha}:=\left(x-y-a_{k}^{+} t\right) / 2 t$ are now uniformly bounded, by

$$
\begin{equation*}
|x-y| / 2 t+\max _{j}\left\{\left|a_{j}^{+}\right|\right\} / 2 \leq S / 2+\max \left|a_{j}^{+}\right| / 2 \tag{6.9}
\end{equation*}
$$
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Thus, in particular, contributions of order $t^{-1 / 2} e^{-\eta t}, \eta>0$, can be absorbed in any summand $\left.t^{-1 / 2} e^{-\left(x-y-a_{k}^{+} t\right)^{2} / M t}\right)$ if we take $M$ sufficiently large. Likewise, for $G_{x}$ and $G_{y}$, contributions of order $t^{-1} e^{-\eta t}$ can be absorbed. We will use this observation repeatedly.

In contrast to the previous case of large characteristic speed $|x-y| / t \geq S$, we are not trying to show rapid time-exponential decay. Rather, we are trying to show that the rate of exponential decay of the solution does not degrade too rapidly as $\bar{\alpha} \rightarrow 0$ : precisely, that it vanishes to order $\bar{\alpha}^{2}$ and no more. Thus, the crucial part of our analysis will be for small $\bar{\alpha}$. All other situations can be estimated crudely as described just above.

Let $r$ be sufficiently small that the small- $|\lambda|$ bounds hold on $B(0, r)$. Next, choose $\theta_{1}$ and $\theta_{2}$ still smaller than before, if necessary, so that $\Omega_{\theta} \backslash B(0, r) \subset \Lambda$. This implies that $\partial \Omega_{\theta} \cap B(0, r) \neq \emptyset$, giving the configuration pictured in Figure 1. Similarly as in the previous case, define $\Gamma=\Gamma_{1} \cup \Gamma_{2}$, where $\Gamma_{1}$ is the portion of the circle $\partial B(0, r)$ contained in $\bar{\Omega}_{\theta}$, and $\Gamma_{2}$ is the portion of $\partial \Omega_{\theta}$ outside $B(0, r)$.

$$
\begin{equation*}
G(x, t ; y)=\int_{\Gamma_{1}} e^{\lambda t} G_{\lambda}(x, y) d \lambda+\int_{\Gamma_{2}} e^{\lambda t} G_{\lambda}(x, y) d \lambda . \tag{6.10}
\end{equation*}
$$

We separately estimate the terms $\int_{\Gamma_{1}}$ and $\int_{\Gamma_{2}}$.
Large- and medium- $\lambda$ estimates. The $\int_{\Gamma_{2}}$ term is straightforward. The points $\lambda_{0}$, $\lambda_{0}^{*}$ where $\Gamma_{1}$ meets $\Gamma_{2}$ satisfy $\operatorname{Re}\left(\lambda_{0}\right)=-\eta<0$. Moreover, combining the results low-frequency case, we have the bound $\left|G_{\lambda}\right| \leq C|\lambda|^{-\frac{1}{2}}$ for $\lambda \in \Gamma_{2}$. Thus, we have

$$
\begin{align*}
\left|\int_{\Gamma_{2}} e^{\lambda t} G_{\lambda} d \lambda\right| & \leq C e^{-R e \lambda_{0} t} \int_{\Gamma_{2}}|\operatorname{Im} \lambda|^{-\frac{1}{2}} e^{-\eta\left|\operatorname{Im} \lambda-\operatorname{Im} \lambda_{0}\right| t}|d \operatorname{Im} \lambda|  \tag{6.11}\\
& \leq C t^{-\frac{1}{2}} e^{-\eta t} .
\end{align*}
$$

This contribution can be absorbed as described above. An analogous computation using $\left|G_{\lambda_{x}}\right|,\left|G_{\lambda_{x}}\right| \leq C|\lambda|^{-1}$ shows that the $\Gamma_{2}$ contribution to $G_{x}$ and $G_{y}$ is $O\left(t^{-1} e^{-\eta t}\right)$, and can likewise be absorbed.

Small $|\lambda|$ estimates. It remains to estimate the critical term $\int_{\Gamma_{1}} e^{\lambda t} G_{\lambda} d \lambda$. This we will estimate in different ways, depending on the size of $t$.

Bounded time. For $t$ bounded, we can use the medium- $\lambda$ bounds $\left|G_{\lambda}\right|,\left|G_{\lambda_{x}}\right|$, $\left|G_{\lambda_{y}}\right| \leq C$ to obtain $\left|\int_{\Gamma_{1}} e^{\lambda t} G_{\lambda} d \lambda\right| \leq C_{2}\left|\Gamma_{1}\right|$. This contribution is order $C e^{-\eta t}$ for bounded time, and hence can be absorbed.

Large time. For $t$ large, we must instead estimate $\int_{\Gamma_{1}} e^{\lambda t} G_{\lambda} d \lambda$ using the small- $|\lambda|$ expansions. First, observe that all coefficient functions $d_{j k}(\lambda)$ are uniformly bounded (since $|\lambda|$ is bounded in this case).

Expanding $G=\int_{\Gamma} e^{\lambda t} G_{\lambda}(x, y) d \lambda$ as

$$
\left(\begin{array}{cc}
G & G_{x} \\
G_{y} & G_{x y}
\end{array}\right)=\int_{\Gamma} e^{\lambda t}\left(\begin{array}{cc}
G_{\lambda} & G_{\lambda_{x}} \\
G_{\lambda_{y}} & G_{\lambda_{x y}}
\end{array}\right) d \lambda
$$

we estimate the $\int_{\Gamma_{1}}$ contributions to $G, G_{x}$, and $G_{y}$ simultaneously.
Case $\operatorname{II}(\mathrm{i}) .(0<y<x)$. By our low-frequency estimates, we have

$$
\begin{align*}
\int_{\Gamma} e^{\lambda t}\left(\begin{array}{cc}
G_{\lambda} & G_{\lambda_{x}} \\
G_{\lambda_{y}} & G_{\lambda_{x y}}
\end{array}\right) d \lambda= & \int_{\Gamma} \sum_{j, k} e^{\lambda t} \phi_{j}^{+}(x) d_{j k} \tilde{\psi}_{k}^{+}(y) d \lambda \\
& +\int_{\Gamma} \sum_{j, k} e^{\lambda t} \psi_{k}^{+}(x) \tilde{\psi}_{k}^{+}(y) d \lambda \tag{6.12}
\end{align*}
$$

where each $d_{j k}$ is analytic and, hence, bounded. We estimate separately each of the terms

$$
\int_{\Gamma_{1}} e^{\lambda t} \phi_{j}^{+}(x) d_{j k} \tilde{\psi}_{k}^{+}(y) d \lambda
$$

on the right-hand side of (6.12). Estimates for terms

$$
\int_{\Gamma} \sum_{j, k} e^{\lambda t} \psi_{k}^{+}(x) \tilde{\psi}_{k}^{+}(y) d \lambda
$$

go similarly.
Case II(ia). First, consider the critical case $a_{j}^{+}>0, a_{k}^{+}<0$. For this case,

$$
\left|\phi_{j(x)}^{+} d_{j k} \tilde{\psi}_{k}^{+}(y)\right| \leq C e^{\operatorname{Re}\left(\rho_{j}^{+} x-\nu_{k}^{+} y\right)},
$$

where

$$
\left\{\begin{array}{l}
\nu_{k}^{+}(\lambda)=-\lambda / a_{k}^{+}+\lambda^{2} \beta_{k}^{+} /\left(a_{k}^{+}\right)^{3}+\mathcal{O}\left(\lambda^{3}\right) \\
\rho_{j}^{+}(\lambda)=-\lambda / a_{j}^{+}+\lambda^{2} \beta_{j}^{+} /\left(a_{j}^{+}\right)^{3}+\mathcal{O}\left(\lambda^{3}\right)
\end{array}\right.
$$

Set

$$
\bar{\alpha}=\frac{a_{k}^{+} x / a_{j}^{+}-y-a_{k}^{+} t}{2 t}, \quad p:=\frac{\beta_{j}^{+} a_{k}^{+} x /\left(a_{j}^{+}\right)^{3}-\beta_{k}^{+} y /\left(a_{k}^{+}\right)^{2}}{t}>0 .
$$

Define $\Gamma_{1 a}^{\prime}$ to be the portion contained in $\Omega_{\theta}$ of the hyperbola
(6.13)

$$
\begin{aligned}
\operatorname{Re} & \left(\rho_{j}^{+} x-\nu_{k}^{+} y\right)+\mathcal{O}\left(\lambda^{3}\right)(|x|+|y|) \\
& =\left(1 / a_{k}^{+}\right) \operatorname{Re}\left[\lambda\left(-a_{k}^{+} x / a_{j}^{+}+y\right)+\lambda^{2}\left(x \beta_{j}^{+} a_{k}^{+} /\left(a_{j}^{+}\right)^{3}-y \beta_{k}^{-} /\left(a_{k}^{+}\right)^{2}\right)\right] \\
& \equiv \mathrm{constant} \\
& =\left(1 / a_{k}^{-}\right)\left[\lambda_{\min }\left(-a_{k}^{-} x / a_{j}^{+}+y\right)+\lambda_{\min }^{2}\left(x \beta_{j}^{+} a_{k}^{+} /\left(a_{j}^{+}\right)^{3}-y \beta_{k}^{+} /\left(a_{k}^{+}\right)^{2}\right)\right]
\end{aligned}
$$

where

$$
\lambda_{\min }:=\left\{\begin{array}{lll}
\frac{\bar{\alpha}}{p} & \text { if } & \left|\frac{\bar{\alpha}}{p}\right| \leq \epsilon  \tag{6.14}\\
\pm \epsilon & \text { if } & \frac{\bar{\alpha}}{p} \gtrless \epsilon
\end{array}\right.
$$

Denoting by $\lambda_{1}, \lambda_{1}^{*}$ the intersections of this hyperbola with $\partial \Omega_{\theta}$, define $\Gamma_{1_{b}}^{\prime}$ to be the union of $\lambda_{1} \lambda_{0}$ and $\lambda_{0}^{*} \lambda_{1}^{*}$, and define $\Gamma_{1}^{\prime}=\Gamma_{1_{a}}^{\prime} \cup \Gamma_{1_{b}}^{\prime}$. Note that $\lambda=\bar{\alpha} / p$ minimizes the left-hand side of (6.13) for $\lambda$ real. Note also that $p$ is bounded for $\bar{\alpha}$ sufficiently small, since $\bar{\alpha} \leq \epsilon$ implies that

$$
\left(\left|a_{k}^{+} x / a_{j}^{+}\right|+|y|\right) / t \leq 2\left|a_{k}^{+}\right|+2 \epsilon
$$

i.e., $(|x|+|y|) / t$ is controlled by $\bar{\alpha}$.

With these definitions, we readily obtain that

$$
\begin{align*}
\operatorname{Re}\left(\lambda t+\rho_{j}^{+} x-\nu_{k}^{+} y\right) & \leq-\left(t / a_{k}^{-}\right)\left(\bar{\alpha}^{2} / 4 p\right)-\eta \operatorname{Im}(\lambda)^{2} t \\
& \leq-\bar{\alpha}^{2} t / M-\eta \operatorname{Im}(\lambda)^{2} t \tag{6.15}
\end{align*}
$$

for $\lambda \in \Gamma_{1_{a}}^{\prime}$ (note: here, we have used the crucial fact that $\bar{\alpha}$ controls $(|x|+|y|) / t$, in bounding the error term $\mathcal{O}\left(\lambda^{3}\right)(|x|+|y|) / t$ arising from expansion). Likewise, we obtain for any $q$ that

$$
\begin{equation*}
\int_{\Gamma_{1_{a}}^{\prime}}|\lambda|^{q} e^{R e\left(\lambda t+\rho_{j}^{+} x-\nu_{k}^{-} y\right)} d \lambda \leq C t^{-\frac{1}{2}-\frac{q}{2}} e^{-\bar{\alpha}^{2} t / M} \tag{6.16}
\end{equation*}
$$

for suitably large $C, M>0$ (depending on $q$ ). Observing that

$$
\bar{\alpha}=\left(a_{k}^{+} / a_{j}^{+}\right)\left(x-a_{j}^{+}\left(t-\left|y / a_{k}^{+}\right|\right)\right) / 2 t
$$

we find that the contribution of (6.16) can be absorbed in the described bounds for $t \geq\left|y / a_{k}^{-}\right|$. At the same time, we find that $\bar{\alpha} \geq x>0$ for $t \leq\left|y / a_{k}^{+}\right|$, whence,

$$
\bar{\alpha} \geq\left(x-y-a_{j}^{+} t\right) / M t+|x| / M
$$

for some $\epsilon>0$ sufficiently small and $M>0$ sufficiently large.
This gives

$$
e^{-\bar{\alpha}^{2} / p} \leq e^{-\left(x-y-a_{k}^{+} t\right)^{2} / M t} e^{-\eta|x|}
$$

provided $|x| / t>a_{j}^{+}$, a contribution which can again be absorbed. On the other hand, if $t \leq\left|x / a_{j}^{+}\right|$, we can use the dual estimate

$$
\begin{align*}
\bar{\alpha} & =\left(-y-a_{k}^{+}\left(t-\left|x / a_{j}^{+}\right|\right)\right) / 2 t  \tag{6.17}\\
& \geq\left(x-y-a_{k}^{+} t\right) / M t+|y| / M
\end{align*}
$$

together with $|y| \geq\left|a_{k}^{-} t\right|$, to obtain

$$
e^{-\bar{\alpha}^{2} / p} \leq e^{-\left(x-y-a_{j}^{+} t\right)^{2} / M t} e^{-\eta|y|}
$$

a contribution that can likewise be absorbed.
Case $\mathrm{II}(\mathrm{ib})$. In case $a_{j}^{+}<0$ or $a_{k}^{+}>0$, terms $\left|\varphi_{j}^{+}\right| \leq C e^{-\eta|x|}$ and $\left|\tilde{\psi}_{j}^{+}\right| \leq C e^{-\eta|y|}$ are strictly smaller than those already treated in Case II(ia), so may be absorbed in previous terms.

Case $\operatorname{II}(\mathrm{ii})(0<x<y)$. The case $0<x<y$ can be treated very similarly to the previous one; see [37] for details. This completes the proof of Case II, and the theorem.
7. Nonlinear analysis. Introducing the perturbation variable

$$
\begin{equation*}
u(x, t):=\tilde{u}(x, t)-\bar{u}(x) \tag{7.1}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
u_{t}-L u=Q(u)_{x} \tag{7.2}
\end{equation*}
$$

where the second-order Taylor remainder satisfies

$$
\begin{equation*}
Q(u):=f(\bar{u}+u)-f(\bar{u})-d f(\bar{u}) u=\mathcal{O}\left(|u|^{2}\right) \tag{7.3}
\end{equation*}
$$

so long as $|u|$ remains bounded.
Lemma 7.1 (integral formulation). Under the assumptions of Theorem 1.6, there exists a classical solution of (7.2) for $0<t \leq T, T>0$, continuous in $L^{\infty}(x)$ at $t=0$, extending for all $t>0$ such that $u(\cdot, t)$ remains sufficiently small in $L^{1} \cap L^{\infty}$, given by

$$
\begin{align*}
u(x, t)= & \int_{0}^{\infty} G(x, t ; y) g(y) d y+\int_{0}^{t} G_{y}(x, t-s ; 0) B h(s) d s \\
& -\int_{0}^{t} \int_{0}^{\infty} G_{y}(x, t-s ; y) Q(u)(y, s) d y d s \tag{7.4}
\end{align*}
$$

Proof. From Lemma 3.2 and the inverse Laplace representation (6.1) we find that $G(x, t-s ; y)$ considered as a function of $y, s$ satisfies the adjoint equation

$$
\begin{equation*}
\left(\partial_{s}-L_{y}\right)^{*} G^{*}(x, t-\cdot ; \cdot)=0, \tag{7.5}
\end{equation*}
$$

or

$$
\begin{equation*}
-G_{s}-(G A)_{y}+G A_{y}=\left(G_{y} B\right)_{y} \tag{7.6}
\end{equation*}
$$

Likewise, reviewing the construction of the resolvent, we find $G_{\lambda}(x, 0) \equiv 0$, yielding

$$
\begin{equation*}
G(x, t-s ; 0) \equiv 0 \tag{7.7}
\end{equation*}
$$

That is, $G^{*}(x, t-\cdot \cdot \cdot)$ is the Green function for the adjoint equation, as may alternatively be seen directly by a duality argument analogous to the proof of Lemma 3.2.

Thus, integrating $G$ against (7.2), integrating by parts, and using the fact that $G=0$ and $u=h$ on the boundary $y=0$, we obtain for any classical solution of (7.2) that

$$
\begin{align*}
\int_{0}^{t} \int_{0}^{\infty} & G(x, t-s ; y) Q(u(y, s))_{y} d y d s= \\
& \int_{0}^{t} \int_{0}^{\infty} G(x, t-s ; y)\left(\partial_{s}-L_{y}\right) u(y, s) d y d s  \tag{7.8}\\
& =\int_{0}^{t} \int_{0}^{\infty}\left(\left(\partial_{s}-L_{y}\right)^{*} G^{*}\right)^{*}(x, t-s ; y) u(y, s) d y d s \\
& +u(x, t)-\int_{0}^{\infty} G(x, t ; y) g(y) d y-\int_{0}^{t} G_{y}(x, t-s ; 0) B h(s) d s
\end{align*}
$$

from which we obtain (7.4) by rearranging and integrating by parts the term $\int_{0}^{t} \int_{0}^{\infty}$ $G(x, t-s ; y) Q(u(y, s))_{y} d y d s$.

Indeed, (7.4) may be taken as the definition of a weak solution in $L^{\infty}(x, t)$. (One can see using convolution identities that this agrees with the usual definition in terms of integration against test functions $\phi \in C_{0}^{\infty}(\mathbb{R} \times \mathbb{R})$.) Existence of weak solutions can be obtained by a standard contraction mapping/continuation argument using the convolution bounds of Lemmas $7.2-7.4$ below; we omit the details, since we shall carry out quite similar but more difficult estimates in the proof of stability. Smoothness of solutions may then be obtained by a bootstrapping argument as sketched in Appendix A.

To establish stability, we use the following lemmas proved in [16].
Lemma 7.2 (linear estimates [16]). Under the assumptions of Theorem 1.6,

$$
\begin{equation*}
\int_{0}^{+\infty}|G(x, t ; y)|(1+|y|)^{-3 / 2} d y \leq C\left(\theta+\psi_{1}+\psi_{2}\right)(x, t) \tag{7.9}
\end{equation*}
$$

for $0 \leq t \leq+\infty$, some $C>0$.
Lemma 7.3 (nonlinear estimates [16]). Under the assumptions of Theorem 1.6,

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{+\infty}\left|G_{y}(x, t-s ; y)\right| \Psi(y, s) d y d s \leq C\left(\theta+\psi_{1}+\psi_{2}\right)(x, t) \tag{7.10}
\end{equation*}
$$

for $0 \leq t \leq+\infty$, some $C>0$, where

$$
\begin{align*}
\Psi(y, s):= & (1+s)^{1 / 2} s^{-1 / 2}\left(\theta+\psi_{1}+\psi_{2}\right)^{2}(y, s)  \tag{7.11}\\
& +(1+s)^{-1}\left(\theta+\psi_{1}+\psi_{2}\right)(y, s) .
\end{align*}
$$

We require also the following estimate accounting boundary effects.
Lemma 7.4 (boundary estimate). Under the assumptions of Theorem 1.6,

$$
\begin{equation*}
\left|\int_{0}^{t} G_{y}(x, t-s ; 0) B h(s) d s\right| \leq C E_{0}\left(\theta+\psi_{1}+\psi_{2}\right)(x, t) \tag{7.12}
\end{equation*}
$$

for $0 \leq t \leq+\infty$, some $C>0$.
Proof. The estimate on $\int_{0}^{t-1}$, where $G_{y}(x, t-s ; 0)$ is nonsingular, follows readily by estimates similar to but somewhat simpler than those of Lemma (7.3), which we, therefore, omit.

To bound the singular part $\int_{t-1}^{t}$, we integrate (7.6) in $y$ from 0 to $+\infty$, recalling that $G(x, t-s ; 0) \equiv 0$, to obtain

$$
\begin{equation*}
G_{y} B=-\int_{0}^{+\infty} A_{y}(y) G(x, t-s ; y) d y-\int_{0}^{+\infty} G_{s}(x, t-s ; y) d y \tag{7.13}
\end{equation*}
$$

Substituting in the left-hand side of (7.12), and integrating by parts in $s$, we obtain

$$
\begin{align*}
\int_{t-1}^{t} G_{y} B h(s) d s= & \int_{0}^{1}\left(\int_{0}^{+\infty} A_{y}(y) G(x, \tau ; y) d y\right) h(t-\tau) d \tau \\
& -\int_{0}^{1}\left(\int_{0}^{+\infty} G(x, \tau ; y) d y\right) h^{\prime}(t-\tau) d \tau  \tag{7.14}\\
& +\left(\int_{0}^{+\infty} G(x, 1 ; y) d y\right) h(t-1)
\end{align*}
$$

which, by $\int|G| d y \leq C$, has norm bounded by $\max _{0 \leq \tau \leq 1}\left(|h|+\left|h^{\prime}\right|\right)(t-\tau)$.

Combining this with the more straightforward estimate

$$
\begin{align*}
\left|\int_{t-1}^{t} G_{y}(x, t ; 0) B h(s) d s\right| \leq & \int_{0}^{1}\left|G_{y}(x, \tau ; 0)\right| B h(s) d s \\
\leq & C \max _{0 \leq \tau \leq 1}|h(t-\tau)| \int_{0}^{1} \tau^{-1} e^{-|x|^{2} / C \tau} d \tau \\
= & C|x|^{-2} \max _{0 \leq \tau \leq 1}|h(t-\tau)|  \tag{7.15}\\
& \times \int_{0}^{1}\left(|x|^{2} / \tau\right) e^{-|x|^{2} / C \tau} d \tau \\
\leq & C \max _{0 \leq \tau \leq 1}|h(t-\tau)||x|^{-2}
\end{align*}
$$

we find that the contribution from $\int_{t-1}^{t}$ has norm bounded by

$$
\max _{0 \leq \tau \leq 1}\left(|h|+\left|h^{\prime}\right|\right)(t-\tau)(1+|x|)^{-2} .
$$

Combining this estimate with the one for $\int_{0}^{t-1}$, we obtain (7.12).
With these preparations, the proof of stability is straightforward.
Proof of Theorem 1.6. Define

$$
\begin{equation*}
\zeta(t):=\sup _{y, 0 \leq s \leq t}|u|\left(\theta+\psi_{1}+\psi_{2}\right)^{-1}(y, t) \tag{7.16}
\end{equation*}
$$

We will establish:
Claim. For all $t \geq 0$ for which a solution exists with $\zeta$ uniformly bounded by some fixed, sufficiently small constant, there holds

$$
\begin{equation*}
\zeta(t) \leq C_{2}\left(E_{0}+\zeta(t)^{2}\right) \tag{7.17}
\end{equation*}
$$

From this result, provided $E_{0}<1 / 4 C_{2}^{2}$, we have that $\zeta(t) \leq 2 C_{2} E_{0}$ implies $\zeta(t)<$ $2 C_{2} E_{0}$, and so we may conclude by continuous induction that

$$
\begin{equation*}
\zeta(t)<2 C_{2} E_{0} \tag{7.18}
\end{equation*}
$$

for all $t \geq 0$. (By Lemma 7.1 and standard short-time estimates, $u \in C^{0}(x)$ exists and $\zeta$ remains continuous so long as $\zeta$ remains bounded by some uniform constant; hence (7.18) is an open condition.) From (7.18) and the definition of $\zeta$ in (7.16) we then obtain the bounds of (1.16). Thus, it remains only to establish the claim above.

Proof of Claim. We must show that $u\left(\theta+\psi_{1}+\psi_{2}\right)^{-1}$ is bounded by $C\left(E_{0}+\zeta(t)^{2}\right)$, for some $C>0$, all $0 \leq s \leq t$, so long as $\zeta$ remains sufficiently small. By (7.16), we have for all $t \geq 0$ and some $C>0$ that

$$
\begin{equation*}
|u(x, t)| \leq \zeta(t)\left(\theta+\psi_{1}+\psi_{2}\right)(x, t) \tag{7.19}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
|Q(u)(y, s)| \leq C \zeta(t)^{2} \Psi(y, s) \tag{7.20}
\end{equation*}
$$

with $\Psi$ as defined in (7.11), for $0 \leq s \leq t$. Combining (7.20) with representation (7.4)
and applying Lemmas 7.2-7.4, we obtain

$$
\begin{align*}
|u(x, t)| \leq & \int_{0}^{\infty}|\tilde{G}(x, t ; y)||g(y)| d y+\left|\int_{0}^{t} G_{y}(x, t-s ; 0) B h(s) d s\right| \\
& +\int_{0}^{t} \int_{0}^{\infty}\left|\tilde{G}_{y}(x, t-s ; y)\right||(Q(u))(y, s)| d y d s \\
\leq & E_{0} \int_{0}^{\infty}|\tilde{G}(x, t ; y)|(1+|y|)^{-3 / 2} d y  \tag{7.21}\\
& +\left|\int_{0}^{t} G_{y}(x, t-s ; 0) B h(s) d s\right| \\
& +C \zeta(t)^{2} \int_{0}^{t} \int_{0}^{\infty}\left|\tilde{G}_{y}(x, t-s ; y)\right| \Psi(y, s) d y d s \\
\leq & C\left(E_{0}+\zeta(t)^{2}\right)\left(\theta+\psi_{1}+\psi_{2}\right)(x, t) .
\end{align*}
$$

Dividing by $\left(\theta+\psi_{1}+\psi_{2}\right)(x, t)$, we obtain (7.17) as claimed. This completes the proof of the claim, and the theorem.

## Appendix A. Smoothness of solutions.

In this appendix, we briefly sketch the proof that weak solutions defined by (7.4) are necessarily smooth, classical solutions as well, by indicating how to get the necessary derivative bounds.

Time-derivative. Rewriting the second boundary term on the right-hand side of (7.4) using its convolution structure, as

$$
\int_{0}^{t} G_{y}(x, \tau ; 0) B h(t-\tau) d \tau
$$

and differentiating in $t$, we obtain

$$
G_{y}(x, t ; 0) B h(0)+\int_{0}^{t} G_{y}(x, \tau ; 0) B h^{\prime}(t-\tau) d \tau
$$

for which the first term is bounded and smooth for $x, t>0$, and the second by the same estimate as in (7.15) is bounded by

$$
C|x|^{-2} \int_{0}^{t}\left|h^{\prime}(t-\tau)\right| d \tau \leq C|x|^{-2} \log (1+t)
$$

Differentiating the first and third terms, with respect to $t$ and integrating the third term by parts in $y$, yields

$$
\begin{align*}
\int_{0}^{\infty} G(x, t ; y) g(y) d y- & \int_{t / 2}^{t} \int_{0}^{\infty} G_{y}(x, t-s ; y) Q(u)_{s}(y, s) d y d s  \tag{A.1}\\
& -\int_{0}^{t / 2} \int_{0}^{\infty} G_{y t}(x, t-s ; y) Q(u)(y, s) d y d s,
\end{align*}
$$

from which, in combination with the boundary estimate already performed, we may readily obtain a short-time bound $\left|u_{t}\right| \leq C|x|^{-2} t^{-1}$ by Picard iteration.

Spatial-derivatives. Likewise, differentiating (7.14) with respect to $x$, we may bound the $x$-derivative of the boundary term $\int_{0}^{t} G_{y} B d s$ by

$$
C \int_{0}^{t} \tau^{-1 / 2}\left(\left|h^{\prime}\right|+|h|\right)(t-\tau) \mid d \tau \leq C \log (1+t) .
$$

Differentiating the first and third terms of the right-hand side of (7.4), with respect to $x$ and integrating the third term by parts in $y$, yields

$$
\begin{align*}
\int_{0}^{\infty} G(x, t ; y) g(y) d y- & \int_{t / 2}^{t} \int_{0}^{\infty} G_{x}(x, t-s ; y) Q(u)_{y}(y, s) d y d s \\
& -\int_{0}^{t / 2} \int_{0}^{\infty} G_{y x}(x, t-s ; y) Q(u)(y, s) d y d s \tag{A.2}
\end{align*}
$$

from which, in combination with the boundary estimate already performed, we obtain a short-time bound $\left|u_{x}\right| \leq C t^{-1 / 2}$ by Picard iteration. From the bounds on $\left|u_{t}\right|$ and $\left|u_{x}\right|$, finally, we obtain bounds on $\left|u_{x x}\right|$ by the equation satisfied by $u$.
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#### Abstract

The higher order total variation-based model for image restoration proposed by Chan, Marquina, and Mulet in [SIAM J. Sci. Comput., 22 (2000), pp. 503-516] is analyzed in one dimension. A suitable functional framework in which the minimization problem is well posed is being proposed, and it is proved analytically that the higher order regularizing term prevents the occurrence of the staircase effect. The generalized version of the model considered here includes, as particular cases, some curvature dependent functionals.
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1. Introduction. Deblurring and denoising of images are fundamental problems in image processing and gave rise in the past few years to a vast variety of techniques and methods touching different fields of mathematics. Among them, variational methods based on the minimization of some energy functional have been successfully employed to treat a fairly general class of image restoration problems. Typically, such functionals present a fidelity term, which penalizes the distance between the reconstructed image $u$ and the noisy image $g$ with respect to a suitable metric, and a regularizing term, which makes high frequency noise energetically unfavorable.

When the fidelity term is given by the squared $L^{2}$ distance multiplied by a parameter $\lambda>0$ and the regularizing term is represented by the total variation, we are led to the following minimization problem:

$$
\begin{equation*}
\min \left\{|D u|(\Omega)+\lambda \int_{\Omega}|u-g|^{2} d x: u \in B V(\Omega)\right\} \tag{1.1}
\end{equation*}
$$

which was proposed by Rudin, Osher, and Fatemi in [13]. Here $\Omega$ is an open bounded domain in one or two dimensions, $B V(\Omega)$ denotes the space of functions of bounded variations in $\Omega$, and $|D u|(\Omega)$ stands for the total variation of $u$ in $\Omega$. The main feature of the total variation-based image restoration is perhaps represented by the tendency to yield (almost) piecewise constant solutions or, in other words, "blocky" images. Typically, one observes that ramps (i.e., affine regions) in the original image give rise to staircase-like structures in the reconstructed image, a phenomenon which is often referred to as the staircase effect. This means that the original edges are well preserved by this method but also that many artificial discontinuities can be generated by the presence of noise, while the finer details of the objects contained in the image may not be properly recovered.

Several variants of (1.1) have been subsequently proposed in order to fix these drawbacks. In this paper we follow the approach of Chan, Marquina, and Mulet [6]:

[^124]Since the total variation does not distinguish between jumps and smooth transitions, their idea is to consider an additional penalization of the discontinuities by taking second derivatives into account. More precisely, they propose a regularizing term of the form

$$
\begin{equation*}
\int_{\Omega}|\nabla u| d x+\int_{\Omega} \psi(|\nabla u|) h(\Delta u) d x \tag{1.2}
\end{equation*}
$$

where $\psi$ is a function that must satisfy suitable conditions at infinity in order to allow jumps.

In this paper we consider the following one-dimensional (1D) version of (1.2):

$$
\begin{equation*}
\mathcal{F}_{p}(u):=\int_{a}^{b}\left|u^{\prime}\right| d x+\int_{a}^{b} \psi\left(\left|u^{\prime}\right|\right)\left|u^{\prime \prime}\right|^{p} d x \tag{1.3}
\end{equation*}
$$

where $a<b$ are real numbers, $p \in[1,+\infty)$, and $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ is a bounded Borel function satisfying suitable integrability assumptions (see (2.1) and (3.1)). We remark that by taking

$$
\psi(t):=\frac{1}{\left(1+t^{2}\right)^{\frac{1}{2}(3 p-1)}}
$$

the functional (1.3) takes the form

$$
\int_{a}^{b}\left|u^{\prime}\right| d x+\int_{\operatorname{Graph} u}|k|^{p} d \mathcal{H}^{1}
$$

where $k$ denotes the curvature of the graph of $u$ and $\mathcal{H}^{1}$ stands for the 1D Hausdorff measure. This seems to suggest a broader applicability of our results: Functionals of this kind are often encountered in many computer vision and graphics applications, such as, among the others, corner preserving geometry denoising and segmentation with depth (see, e.g., [3], [15], and the references contained therein).

Our main analytical objective is twofold:
(i) to set up a proper functional framework where the minimization problem corresponding to

$$
\mathcal{F}_{p}(u)+\lambda \int_{a}^{b}|u-g|^{2} d x
$$

is well posed;
(ii) to give an analytical proof of the fact that the higher order regularizing term eliminates the staircase effect.
We carry out the first part of this program in sections 2 and 3 by using the theory of relaxation (see [7] for a general introduction): We regard $\mathcal{F}_{p}$ as defined for all functions in the Sobolev space $W^{2, p}(] a, b[)$, we extend it to $L^{1}(] a, b[)$ by setting $\mathcal{F}_{p}(u):=+\infty$ if $u \in L^{1}(] a, b[) \backslash W^{2, p}(] a, b[)$, and then we identify its lower semicontinuous envelope with respect to the strong $L^{1}$ convergence. The two cases $p=1$ and $p>1$ require a different treatment, and, in fact, the analysis turns out to be considerably more delicate in the case $p=1$. Moreover, the domains of the relaxed functionals are quite peculiar (see Definitions 2.1 and 3.1 ) and display properties that are qualitatively different in the two cases. In particular, it turns out that piecewise constant functions corresponding to images with genuine edges are approximable by sequences with bounded energy
only for $p=1$. The extension of these relaxation results to higher dimensions will be the subject of a subsequent paper.

The second part of the program is carried out in section 4 . We start by exhibiting an analytical example of staircasing for the Rudin-Osher-Fatemi model (Theorem 4.3). More precisely, we show that if $g$ has the form $g=g_{1}+h$, with $g_{1}$ an affine function (which represents the original "clean" signal) and $h$ a highly oscillating noise, then, for certain choices of $h$, the reconstructed signal $u$ may display a stairlike or piecewise constant structure, even if $h$ is uniformly small. In particular, we note that
(a) the discontinuity set of $u$ is much larger than the discontinuity set of the original signal $g_{1}$,
(b) the derivatives of $u$ and $u_{1}$ are very far apart, where $u_{1}$ denotes the solution to the Rudin-Osher-Fatemi minimization problem corresponding to the datum $g_{1}$. Although we do not attempt to give a formal definition of staircasing, we consider the presence/absence of (a) and (b) as a way to detect the presence/absence of the staircase effect. In Theorems 4.5 and 4.8 we prove that the new model eliminates the effect by showing that (a) and (b) do not occur. More precisely, we show that whenever the datum $g$ is of the form $g=g_{1}+h$, with $g_{1}$ a regular signal and $h$ a highly oscillating noise close to 0 in the $L^{\infty}$-weak* topology, the reconstructed image $u$ is regular as well (in particular, no new artificial discontinuities are created) and $u$ and $u_{1}$ are close in some strong norm ( $W^{1, q}$-norm for every $q>1$ or $C^{1}$-norm, depending on whether $p=1$ or $p>1$ ), where $u_{1}$ is the solution corresponding to the clean signal $g_{1}$.

For completeness we conclude by mentioning that other approaches have been considered to avoid staircasing: The works by Geman and Reynolds [9] and Chambolle and Lions [5] contain a different use of higher order derivatives as regularizing terms; in [2], Blomgren, Chan, and Mulet propose a $B V-H^{1}$ interpolation approach, while Kindermann, Osher, and Jones avoid in [11] the use of second derivatives by considering a sort of nonlocal total variation.
2. The case $\boldsymbol{p}=\mathbf{1}$. We start by studying the compactness properties and the relaxation of (1.3) in the case $p=1$. Throughout this section $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ will be a bounded Borel function such that

$$
\begin{equation*}
M:=\int_{-\infty}^{+\infty} \psi(t) d t<+\infty \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\inf _{t \in K} \psi(t)>0 \quad \text { for every compact set } K \subset \mathbb{R} \tag{2.2}
\end{equation*}
$$

Let $\Psi_{1}: \overline{\mathbb{R}} \rightarrow[0, M]$ be the increasing function defined by

$$
\Psi_{1}(t):=\int_{-\infty}^{t} \psi(s) d s
$$

and let $\Psi_{1}^{-1}:[0, M] \rightarrow \overline{\mathbb{R}}$ be its inverse function.
Given a bounded open interval $] a, b\left[\right.$ in $\mathbb{R}$, we let $\mathcal{F}_{1}: L^{1}(] a, b[) \rightarrow[0,+\infty]$ be the functional defined by

$$
\mathcal{F}_{1}(u):= \begin{cases}\int_{a}^{b}\left|u^{\prime}\right| d x+\int_{a}^{b} \psi\left(u^{\prime}\right)\left|u^{\prime \prime}\right| d x & \text { if } u \in W^{2,1}(] a, b[)  \tag{2.3}\\ +\infty & \text { otherwise }\end{cases}
$$

The first step in the study of (2.3) will consist in identifying the subspace of $L^{1}$ functions which can be approximated by energy bounded sequences. In order to do so, we need to introduce some notation and recall some basic facts about $B V$ functions of one variable. This will be the content of the next subsection.
2.1. $\boldsymbol{B} \boldsymbol{V}$ functions of one variable. We recall that a function $u \in L^{1}(] a, b[)$ belongs to $B V(] a, b[)$ if and only if

$$
\begin{equation*}
\sup \left\{\int_{a}^{b} u \varphi^{\prime} d x: \varphi \in C_{c}^{1}(] a, b[),|\varphi| \leq 1\right\}<+\infty \tag{2.4}
\end{equation*}
$$

Note that this implies that the distributional derivative $u^{\prime}$ of $u$ is a bounded Radon measure in $] a, b[$. We will often consider the Lebesgue decomposition

$$
u^{\prime}=\left(u^{\prime}\right)^{a} \mathcal{L}^{1}+\left(u^{\prime}\right)^{s}
$$

where $\left(u^{\prime}\right)^{a}$ is the density of the absolutely continuous part of $u^{\prime}$ with respect to the Lebesgue measure $\mathcal{L}^{1}$ on $] a, b\left[\right.$ while $\left(u^{\prime}\right)^{s}$ is its singular part. We will denote the total variation measure of $u^{\prime}$ by $\left|u^{\prime}\right|$. In particular, $\left|u^{\prime}\right|(] a, b[)$ equals the value of the supremum in (2.4). For every function $u \in B V(] a, b[)$ the following left and right approximate limits

$$
u_{-}(y):=\lim _{\varepsilon \rightarrow 0+} \frac{1}{\varepsilon} \int_{y-\varepsilon}^{y} u(x) d x, \quad u_{+}(y):=\lim _{\varepsilon \rightarrow 0+} \frac{1}{\varepsilon} \int_{y}^{y+\varepsilon} u(x) d x
$$

respectively, are well defined at every point $y \in] a, b\left[\right.$. In fact, $u_{-}(y)$ is well defined also at $y=b$ while $u_{+}(y)$ exists also at $y=a$. The functions $u_{-}$and $u_{+}$coincide $\mathcal{L}^{1}$-a.e. with $u$ and are left and right continuous, respectively. Moreover, it turns out that the set $S_{u}:=\{y \in] a, b\left[: u_{-}(y) \neq u_{+}(y)\right\}$ is at most countable. The set $S_{u}$ is often referred to as the set of essential discontinuities or jump points of $u$.

It is well known that, in turn, the singular part $\left(u^{\prime}\right)^{s}$ splits into the sum of an atomic measure concentrated on $S_{u}$ and a singular diffuse measure $\left(u^{\prime}\right)^{c}$, called the Cantor part of $u^{\prime}$ :

$$
\left(u^{\prime}\right)^{s}=[u] \mathcal{H}^{0} L S_{u}+\left(u^{\prime}\right)^{c},
$$

where we set $[u]:=u_{+}-u_{-}$and $\mathcal{H}^{0}$ stands for the counting measure. Finally, we recall that every $u \in B V(] a, b[)$ is differentiable at $\mathcal{L}^{1}$-a.e. $y$ in $] a, b[$ with derivative given by $\left(u^{\prime}\right)^{a}(y)$. In this case, we will often write, with a slight abuse of notation, $u^{\prime}(y)$ instead of $\left(u^{\prime}\right)^{a}(y)$.

We say that a sequence $\left\{u_{k}\right\}$ of functions in $B V(] a, b[)$ weakly star converges in $B V(] a, b[)$ to a function $u \in B V(] a, b[)$ if $u_{n} \rightarrow u$ in $L^{1}(] a, b[)$ and $u_{k}^{\prime} \rightharpoonup u^{\prime}$ weakly* in $M_{b}(] a, b[)$, where $M_{b}(] a, b[)$ is the space of bounded Radon measures.

We will also need sometimes the notion of total variation for a function defined everywhere. We recall that $u:] a, b[\rightarrow \mathbb{R}$ has bounded pointwise total variation over the interval $] c, d[\subset] a, b[$ if

$$
\operatorname{Var}(u ;] c, d[):=\sup \sum_{i=1}^{k}\left|u\left(y_{i}\right)-u\left(y_{i-1}\right)\right|<+\infty
$$

where the supremum is taken over all finite families $y_{0}, y_{1}, \ldots, y_{k}$ such that $c<y_{0}<$ $y_{1}<\cdots<y_{k}<d, k \in \mathbb{N}$. It is easy to see that if $u$ has bounded pointwise total
variation in $] a, b[$, then it admits left and right limits at every point, it belongs to $B V(] a, b[)$, and $\left|u^{\prime}\right|(] c, d[) \leq \operatorname{Var}(u ;] c, d[)$ for every interval $] c, d[\subset] a, b[$. Conversely, if $u \in B V(] a, b[)$, the precise representatives $u_{-}$and $u_{+}$have bounded pointwise total variation and satisfy

$$
\left|u^{\prime}\right|(] c, d[)=\operatorname{Var}\left(u_{-} ;\right] c, d[)=\operatorname{Var}\left(u_{+} ;\right] c, d[)
$$

for every interval $] c, d[\subset] a, b[$.
Finally, we recall the Helly theorem: For every bounded sequence of functions $\left.u_{k}:\right] a, b\left[\rightarrow \mathbb{R}\right.$ such that $\sup _{k} \operatorname{Var}\left(u_{k} ;\right] a, b[)<+\infty$, there exist $u$, with pointwise total variation in $] a, b\left[\right.$, and a subsequence (not relabeled) such that $u_{k} \rightarrow u$ pointwise.

We refer to [14] and [10] for an exhaustive exposition of the properties of $B V$ functions of one variable.
2.2. Compactness. To define the subspace of $L^{1}$ functions that can be approximated by energy bounded sequences, for every function $u \in B V(] a, b[)$ we consider the sets

$$
\begin{align*}
& Z^{+}\left[\left(u^{\prime}\right)^{a}\right]:=\{x \in] a, b\left[: \lim _{\varepsilon \rightarrow 0+} \frac{1}{2 \varepsilon} \int_{x-\varepsilon}^{x+\varepsilon}\left(u^{\prime}\right)^{a} d x=+\infty\right\}  \tag{2.5}\\
& Z^{-}\left[\left(u^{\prime}\right)^{a}\right]:=\{x \in] a, b\left[: \lim _{\varepsilon \rightarrow 0+} \frac{1}{2 \varepsilon} \int_{x-\varepsilon}^{x+\varepsilon}\left(u^{\prime}\right)^{a} d x=-\infty\right\} . \tag{2.6}
\end{align*}
$$

It is also convenient to define

$$
Z\left[\left(u^{\prime}\right)^{a}\right]:=Z^{+}\left[\left(u^{\prime}\right)^{a}\right] \cup Z^{-}\left[\left(u^{\prime}\right)^{a}\right]
$$

Definition 2.1. Let $X_{\psi}^{1}(] a, b[)$ be the set of all functions $u \in B V(] a, b[)$ such that $v:=\Psi_{1} \circ\left(u^{\prime}\right)^{a}$ belongs to $B V(] a, b[)$ and the positive part $\left(\left(u^{\prime}\right)^{c}\right)^{+}$and the negative part $\left(\left(u^{\prime}\right)^{c}\right)^{-}$of the measure $\left(u^{\prime}\right)^{c}$ are concentrated on $Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ and $Z^{-}\left[\left(u^{\prime}\right)^{a}\right]$, respectively.

Remark 2.2. Note that if $u \in X_{\psi}^{1}(] a, b[)$, then the limits

$$
\begin{equation*}
\left(u^{\prime}\right)_{-}^{a}(y):=\lim _{\varepsilon \rightarrow 0+} \frac{1}{\varepsilon} \int_{y-\varepsilon}^{y}\left(u^{\prime}\right)^{a} d x, \quad\left(u^{\prime}\right)_{+}^{a}(y):=\lim _{\varepsilon \rightarrow 0+} \frac{1}{\varepsilon} \int_{y}^{y+\varepsilon}\left(u^{\prime}\right)^{a} d x \tag{2.7}
\end{equation*}
$$

exist in $\overline{\mathbb{R}}$ for every $y$. More precisely, $\left(u^{\prime}\right)_{-}^{a}$ exists also at $y=b$, while $\left(u^{\prime}\right)_{+}^{a}$ is well defined also at $y=a$. Indeed, since $v=\Psi_{1} \circ\left(u^{\prime}\right)^{a}$ is a $B V$ function, it admits a precise representative $\tilde{v}$ such that the right and left limits exist at every point, and the same property holds for $\Psi_{1}^{-1}(\tilde{v})$. As $\Psi_{1}^{-1}(\tilde{v})=\left(u^{\prime}\right)^{a} \mathcal{L}^{1}$-a.e. in $] a, b[$, the limits considered in (2.7) are everywhere well defined. Moreover, the set $S_{\left(u^{\prime}\right)^{a}}:=S_{v}$ is at most countable and

$$
\begin{equation*}
\left.\left(u^{\prime}\right)_{-}^{a}=\left(u^{\prime}\right)_{+}^{a} \quad \text { on }\right] a, b\left[\backslash S_{\left(u^{\prime}\right)^{a}}\right. \tag{2.8}
\end{equation*}
$$

We also remark that $\left(u^{\prime}\right)_{-}^{a}$ and $\left(u^{\prime}\right)_{+}^{a}$ are left and right continuous, respectively, which, in turn, implies that the functions defined by

$$
\left(u^{\prime}\right)_{\vee}^{a}(x):=\max \left\{\left(u^{\prime}\right)_{+}^{a}(x),\left(u^{\prime}\right)_{-}^{a}(x)\right\},\left(u^{\prime}\right)_{\wedge}^{a}(x):=\min \left\{\left(u^{\prime}\right)_{+}^{a}(x),\left(u^{\prime}\right)_{-}^{a}(x)\right\}
$$

if $x \in] a, b[$ and by

$$
\left(u^{\prime}\right)_{\vee}^{a}(a)=\left(u^{\prime}\right)_{\wedge}^{a}(a):=\left(u^{\prime}\right)_{+}^{a}(a), \quad\left(u^{\prime}\right)_{\vee}^{a}(b)=\left(u^{\prime}\right)_{\wedge}^{a}(b):=\left(u^{\prime}\right)_{-}^{a}(b)
$$

are upper and lower semicontinuous in $[a, b]$, respectively. By (2.8) we have

$$
\begin{aligned}
Z^{+}\left[\left(u^{\prime}\right)^{a}\right] \backslash S_{\left(u^{\prime}\right)^{a}} & =\{x \in] a, b\left[:\left(u^{\prime}\right)_{\wedge}^{a}(x)=+\infty\right\} \backslash S_{\left(u^{\prime}\right)^{a}} \\
Z^{-}\left[\left(u^{\prime}\right)^{a}\right] \backslash S_{\left(u^{\prime}\right)^{a}} & =\{x \in] a, b\left[:\left(u^{\prime}\right)_{\vee}^{a}(x)=-\infty\right\} \backslash S_{\left(u^{\prime}\right)^{a}}
\end{aligned}
$$

Therefore, $\left(\left(u^{\prime}\right)^{c}\right)^{+}$is concentrated on the set $\{x \in] a, b\left[:\left(u^{\prime}\right)_{\wedge}^{a}(x)=+\infty\right\}$ and $\left(\left(u^{\prime}\right)^{c}\right)^{-}$is concentrated on the set $\{x \in] a, b\left[:\left(u^{\prime}\right)_{\vee}^{a}(x)=-\infty\right\}$.

Before we proceed we show that the space $X_{\psi}^{1}(] a, b[)$ contains functions with nontrivial Cantor part when $\psi$ satisfies suitable decay estimates at infinity.

Proposition 2.3. Assume that $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ is a bounded Borel function satisfying (2.1), (2.2), and

$$
\begin{equation*}
\psi(t) \leq \frac{c}{t^{\alpha}} \tag{2.9}
\end{equation*}
$$

for all $t \geq 1$ and for some $c>0, \alpha>1$. Then there exists $u \in X_{\psi}^{1}(] a, b[)$ with $\left(u^{\prime}\right)^{c} \neq 0$.

Proof. For simplicity we take $] a, b[=] 0,1[$.
Step 1. We start by recalling the definition of the generalized Cantor set $\mathbb{D}_{\delta}$, where $\delta \in] 0, \frac{1}{2}[$ (see, for instance, [ 8 , Chapter 1 , section 2.4$]$ ). The construction is entirely similar to the one of the (ternary) Cantor set with the only difference that the middle intervals removed at each step have length $1-2 \delta$ times the length of the intervals remaining from the previous step. To be more precise, remove from $[0,1]$ the interval $I_{11}:=(\delta, 1-\delta)$. At the second step remove from each of the remaining closed intervals $[0, \delta]$ and $[1-\delta, 1]$ the middle intervals, denoted by $I_{12}$ and $I_{22}$, of length $\delta(1-2 \delta)$. Continuing in this fashion at each step $n$ we remove $2^{n-1}$ middle intervals $I_{1 n}, \ldots, I_{2^{n-1} n}$, each of length $\delta^{n-1}(1-2 \delta)$. The generalized Cantor set $\mathbb{D}_{\delta}$ is defined as

$$
\mathbb{D}_{\delta}:=[0,1] \backslash \bigcup_{n=1}^{\infty} \bigcup_{k=1}^{2^{n-1}} I_{k n}
$$

The set $\mathbb{D}_{\delta}$ is closed (since its complement is given by a family of open intervals), and

$$
\begin{aligned}
\mathcal{L}^{1}\left(\mathbb{D}_{\delta}\right)=1-\sum_{n=1}^{\infty} \sum_{k=1}^{2^{n-1}} \mathcal{L}^{1}\left(I_{k n}\right) & =1-\sum_{n=1}^{\infty} \sum_{k=1}^{2^{n-1}} \delta^{n-1}(1-2 \delta) \\
& =1-(1-2 \delta) \sum_{n=1}^{\infty}(2 \delta)^{n-1}=0
\end{aligned}
$$

Next, we recall the definition of the corresponding Cantor function $f_{\delta}$. Set

$$
g_{n}:=\frac{1}{(2 \delta)^{n}}\left(1-\sum_{j=1}^{n} \sum_{k=1}^{2^{j-1}} \chi_{I_{k j}}\right)
$$

and define $f_{n}(x):=\int_{0}^{x} g_{n}(t) d t$. It can be shown that $\left\{f_{n}\right\}$ converges uniformly to a continuous nondecreasing function $f_{\delta}$ such that $f_{\delta}(0)=0, f_{\delta}(1)=1$, and $f_{\delta}^{\prime}=\left(f_{\delta}^{\prime}\right)^{c}$ is supported on $\mathbb{D}_{\delta}$.

Step 2. We claim that it is enough to find a constant $\delta \in] 0, \frac{1}{2}[$ for which it is possible to construct a continuous integrable function $\left.w_{\delta}:\right] 0,1[\rightarrow[0,+\infty]$ such
that $\Psi_{1} \circ w_{\delta} \in B V(] 0,1[)$ and $w_{\delta}(x)=+\infty$ if and only if $x \in \mathbb{D}_{\delta}$. Indeed, setting $u_{\delta}(x):=\int_{0}^{x} w_{\delta}(t) d t+f_{\delta}(x)$, we have that $u_{\delta} \in B V(] 0,1[)$, $u_{\delta}$ is continuous, and $\left(u_{\delta}^{\prime}\right)^{a}=w_{\delta}$ so that $Z^{+}\left[\left(u_{\delta}^{\prime}\right)^{a}\right]=Z\left[\left(u_{\delta}^{\prime}\right)^{a}\right]=\mathbb{D}_{\delta}$ and $\Psi_{1} \circ\left(u_{\delta}^{\prime}\right)^{a} \in B V(] 0,1[)$. Moreover, $\left(u_{\delta}^{\prime}\right)^{c}=\left(f_{\delta}^{\prime}\right)^{c}$ is supported on $\mathbb{D}_{\delta}=Z^{+}\left[\left(u_{\delta}^{\prime}\right)^{a}\right]$. Hence, $u_{\delta}$ belongs to $X_{\psi}^{1}(] a, b[)$.

Step 3. It remains to construct $w_{\delta}$ for a suitable $\left.\delta \in\right] 0, \frac{1}{2}[$. Consider a convex function $\phi:] 0,1[\rightarrow[0,+\infty)$ such that

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} \phi(x)=\lim _{x \rightarrow 1^{-}} \phi(x)=+\infty, \quad \phi\left(\frac{1}{2}\right)=0 \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \phi(x) d x=1 \tag{2.11}
\end{equation*}
$$

Choose $s>0$ so large that

$$
\begin{equation*}
\alpha>\frac{s+1}{s} . \tag{2.12}
\end{equation*}
$$

For $x \in I_{k n}$ (see Step 1) define

$$
\begin{equation*}
\phi_{k n}(x):=2^{s n}+\phi\left(\frac{x-a_{k n}}{\delta^{n-1}(1-2 \delta)}+\frac{1}{2}\right) \tag{2.13}
\end{equation*}
$$

where $a_{k n}$ is the midpoint of the interval $I_{k n}$. Finally, set

$$
w_{\delta}:=\sum_{n=1}^{\infty} \sum_{k=1}^{2^{n-1}} \phi_{k n} \chi_{I_{k n}}+I_{\mathbb{D}_{\delta}}
$$

where $I_{\mathbb{D}_{\delta}}$ is the indicator function of the set $\mathbb{D}_{\delta}$, that is,

$$
I_{\mathbb{D}_{\delta}}(x):= \begin{cases}+\infty & \text { if } x \in \mathbb{D}_{\delta} \\ 0 & \text { otherwise }\end{cases}
$$

Using the fact that

$$
\int_{I_{k n}} \phi_{k n} d x=\left(2^{s n}+1\right) \delta^{n-1}(1-2 \delta)
$$

which follows from (2.11) and a change of variables, we have

$$
\int_{0}^{1} w_{\delta} d x=\sum_{n=1}^{\infty} \sum_{k=1}^{2^{n-1}}\left(2^{s n}+1\right) \delta^{n-1}(1-2 \delta)<\infty
$$

for $\delta<\frac{1}{2^{s+1}}$. To estimate the total variation of $v:=\Psi_{1} \circ w_{\delta}$, we consider the approximating sequence

$$
v_{m}(x):= \begin{cases}\Psi_{1} \circ \phi_{k n}(x) & \text { if } x \in I_{k n}, 1 \leq k \leq 2^{n-1}, 1 \leq n \leq m \\ M & \text { otherwise }\end{cases}
$$

By (2.9), (2.10), (2.13), and the convexity of $\phi$, it can be seen that

$$
\operatorname{Var}\left(v_{m} ; I_{k n}\right)=2\left(M-\Psi_{1}\left(2^{s n}\right)\right)=2 \int_{2^{s n}}^{+\infty} \psi(t) d t \leq \frac{2 c}{\alpha-1} \frac{1}{2^{s n(\alpha-1)}}
$$

It follows that

$$
\operatorname{Var}\left(v_{m} ;\right] 0,1[) \leq \frac{2 c}{\alpha-1} \sum_{n=1}^{m} \sum_{k=1}^{2^{n-1}} \frac{1}{2^{\operatorname{sn}(\alpha-1)}} \leq \frac{2 c}{\alpha-1} \sum_{n=1}^{\infty} \frac{1}{2^{\operatorname{sn}(\alpha-1)-n+1}}
$$

The last series is finite, thanks to (2.12). Therefore, the $v_{m}$ 's have equibounded total variations, and, since $v_{m} \rightarrow v$ in $L^{1}(] 0,1[)$, we conclude that $v \in B V(] 0,1[)$.

Energy bounded sequences are compact in $X_{\psi}^{1}(] a, b[)$, as made precise by the following theorem.

ThEOREM 2.4. Let $\left\{u_{k}\right\}$ be a sequence of functions bounded in $L^{1}(] a, b[)$ such that

$$
\begin{equation*}
C:=\sup _{k} \mathcal{F}_{1}\left(u_{k}\right)<+\infty \tag{2.14}
\end{equation*}
$$

Then there exist a subsequence (not relabeled) $\left\{u_{k}\right\}$ and a function $u \in X_{\psi}^{1}(] a, b[)$ such that

$$
\begin{align*}
& u_{k} \rightharpoonup u \quad \text { weakly } y^{*} \text { in } B V(] a, b[)  \tag{2.15}\\
& \Psi_{1} \circ u_{k}^{\prime} \rightharpoonup \Psi_{1} \circ\left(u^{\prime}\right)^{a} \quad \text { weakly }  \tag{2.16}\\
& u_{k}^{\prime} \rightarrow\left(u^{\prime}\right)^{a} \quad \text { pointwise } B V(] a, b[)  \tag{2.17}\\
& \left.\mathcal{L}^{1} \text {-a.e. in }\right] a, b[.
\end{align*}
$$

Proof. By (2.3) and (2.14) we have that each $u_{k}$ belongs to $W^{2,1}(] a, b[)$ and

$$
\begin{equation*}
C_{1}:=\sup _{k} \int_{a}^{b}\left[\left|u_{k}\right|+\left|u_{k}^{\prime}\right|+\psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|\right] d x<+\infty \tag{2.18}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
v_{k}:=\Psi_{1} \circ u_{k}^{\prime} \tag{2.19}
\end{equation*}
$$

As $\Psi_{1}$ is Lipschitz in $\mathbb{R}$, the functions $v_{k}$ belong to $W^{1,1}(] a, b[)$ and

$$
\begin{equation*}
\left.v_{k}^{\prime}=\psi\left(u_{k}^{\prime}\right) u_{k}^{\prime \prime} \quad \mathcal{L}^{1} \text {-a.e. on }\right] a, b[. \tag{2.20}
\end{equation*}
$$

It follows from (2.1) and (2.14) that

$$
\begin{equation*}
\int_{a}^{b}\left[\left|v_{k}\right|+\left|v_{k}^{\prime}\right|\right] d x \leq M(b-a)+C \tag{2.21}
\end{equation*}
$$

By (2.18) and (2.21) and the Helly theorem, passing to a subsequence if necessary, we may assume that

$$
u_{k} \rightharpoonup u \quad \text { weakly* }{ }^{*} \text { in } B V(] a, b[)
$$

and

$$
\begin{equation*}
\left.v_{k}(x) \rightarrow v(x) \quad \text { for all } x \in\right] a, b[ \tag{2.22}
\end{equation*}
$$

for some $u \in B V(] a, b[)$ and $v:] a, b[\rightarrow[0, M]$ with pointwise bounded variation. Note that (2.22) determines the values of $v$ at every $x \in] a, b[$.

Since $\Psi_{1}^{-1}$ is continuous, we obtain

$$
\begin{equation*}
\left.u_{k}^{\prime} \rightarrow w:=\Psi_{1}^{-1}(v) \quad \text { pointwise in }\right] a, b[. \tag{2.23}
\end{equation*}
$$

Since by (2.18) we have $\sup _{k}\left\|u_{k}^{\prime}\right\|_{1}<+\infty$, it follows from Fatou's lemma and (2.23) that $w$ is integrable, and so

$$
\begin{equation*}
\left.w \text { is finite } \mathcal{L}^{1} \text {-a.e. in }\right] a, b[\text {. } \tag{2.24}
\end{equation*}
$$

Moreover, $w$ has left and right limits in $\overline{\mathbb{R}}$ at each point $x \in] a, b\left[\right.$, denoted by $w_{-}(x)$ and $w_{+}(x)$, respectively, and

$$
\begin{equation*}
w(x)=w_{-}(x)=w_{+}(x) \quad \text { except for a countable set of points } x \tag{2.25}
\end{equation*}
$$

We now split the remaining part of the proof into two steps.
Step 1. We prove that

$$
\begin{equation*}
\left.w=\left(u^{\prime}\right)^{a} \quad \mathcal{L}^{1} \text {-a.e. in }\right] a, b[ \tag{2.26}
\end{equation*}
$$

If not, we have $\mathcal{L}^{1}\left(\left\{w \neq\left(u^{\prime}\right)^{a}\right\}\right)>0$. By (2.24) there exists $t_{0}>0$ such that

$$
\mathcal{L}^{1}\left(\left\{w \neq\left(u^{\prime}\right)^{a}\right\} \cap\left\{|w|<t_{0}\right\}\right)>0
$$

and, in particular, we may find an infinite number of disjoint open intervals $I$ such that

$$
\begin{equation*}
\mathcal{L}^{1}\left(\left\{w \neq\left(u^{\prime}\right)^{a}\right\} \cap\left\{|w|<t_{0}\right\} \cap I\right)>0 . \tag{2.27}
\end{equation*}
$$

By a change of variables we obtain

$$
\begin{equation*}
\int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq \int_{m_{k}}^{M_{k}} \psi(t) d t \tag{2.28}
\end{equation*}
$$

where

$$
m_{k}:=\inf _{I} u_{k}^{\prime} \quad \text { and } \quad M_{k}:=\sup _{I} u_{k}^{\prime}
$$

We claim that at least one of the two sequences $\left\{m_{k}\right\}$ and $\left\{M_{k}\right\}$ is divergent. Indeed, if not, a subsequence of $\left\{u_{k}^{\prime}\right\}$ would be bounded in $L^{\infty}(I)$. This implies that $u^{\prime} \in L^{\infty}(I)$ and that $u_{k}^{\prime} \rightharpoonup u^{\prime}$ weakly* in $L^{\infty}(I)$. As $u_{k}^{\prime} \rightarrow w$ pointwise $\mathcal{L}^{1}$-a.e. in $I$, we deduce that $u^{\prime}=w \mathcal{L}^{1}$-a.e. in $I$, which contradicts (2.27). Hence, the claim holds. If

$$
\begin{equation*}
\lim _{k \rightarrow \infty} M_{k}=+\infty \tag{2.29}
\end{equation*}
$$

then by (2.23) and (2.27)

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} m_{k}<t_{0} \tag{2.30}
\end{equation*}
$$

From (2.28), (2.30), and (2.29) we obtain

$$
\liminf _{k \rightarrow \infty} \int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq \int_{t_{0}}^{+\infty} \psi(t) d t>0
$$

Analogously, if $\lim _{k} m_{k}=-\infty$, then

$$
\liminf _{k \rightarrow \infty} \int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq \int_{-\infty}^{-t_{0}} \psi(t) d t>0 .
$$

In any case, we can choose an arbitrarily large number $m$ of disjoint intervals $I$ satisfying (2.27). Adding the contributions of each interval we obtain

$$
\liminf _{k \rightarrow \infty} \int_{a}^{b} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq m \min \left\{\int_{t_{0}}^{+\infty} \psi(t) d x, \int_{-\infty}^{-t_{0}} \psi(t) d t\right\}
$$

which contradicts (2.18) for $m$ large enough. This concludes the proof of (2.26).
Step 2. To prove that $u \in X_{\psi}^{1}(] a, b[)$, it remains to show that the positive part $\left(\left(u^{\prime}\right)^{c}\right)^{+}$and the negative part $\left(\left(u^{\prime}\right)^{c}\right)^{-}$of the measure $\left(u^{\prime}\right)^{c}$ are concentrated on $Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ and $Z^{-}\left[\left(u^{\prime}\right)^{a}\right]$, respectively, that is,

$$
\begin{equation*}
\left(\left(u^{\prime}\right)^{c}\right)^{ \pm}(] a, b\left[\backslash Z^{ \pm}\left[\left(u^{\prime}\right)^{a}\right]\right)=0 \tag{2.31}
\end{equation*}
$$

To this purpose we introduce the sets

$$
\begin{align*}
E^{+}\left[u^{\prime}\right] & :=\{x \in] a, b\left[: \lim _{\varepsilon \rightarrow 0+} \frac{\left(u^{\prime}\right)^{+}(] x-\varepsilon, x+\varepsilon[)}{2 \varepsilon}=+\infty\right\}  \tag{2.32}\\
E^{-}\left[u^{\prime}\right] & :=\{x \in] a, b\left[: \lim _{\varepsilon \rightarrow 0+} \frac{\left(u^{\prime}\right)^{-}(] x-\varepsilon, x+\varepsilon[)}{2 \varepsilon}=+\infty\right\}  \tag{2.33}\\
E\left[u^{\prime}\right] & :=\{x \in] a, b\left[: \lim _{\varepsilon \rightarrow 0+} \frac{\left|u^{\prime}\right|(] x-\varepsilon, x+\varepsilon[)}{2 \varepsilon}=+\infty\right\}
\end{align*}
$$

Since $\left(\left(u^{\prime}\right)^{s}\right)^{+}=\left(\left(u^{\prime}\right)^{+}\right)^{s}$ is concentrated on $E^{+}\left[u^{\prime}\right]$ and $\left(\left(u^{\prime}\right)^{s}\right)^{-}=\left(\left(u^{\prime}\right)^{-}\right)^{s}$ is concentrated on $E^{-}\left[u^{\prime}\right]$ (see, e.g., [1, Theorem 2.22]), to prove (2.31) it is enough to show that

$$
\begin{equation*}
E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right] \text { and } E^{-}\left[u^{\prime}\right] \backslash Z^{-}\left[\left(u^{\prime}\right)^{a}\right] \text { are at most countable. } \tag{2.34}
\end{equation*}
$$

We show only that $E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ is at most countable, since the other property can be proved in a similar way. Assume, by contradiction, that $E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ is not countable. Since by (2.5) and (2.26)

$$
Z^{+}\left[\left(u^{\prime}\right)^{a}\right] \subset\{x \in] a, b\left[: \max \left\{w_{-}(x), w_{+}(x)\right\}=+\infty\right\}
$$

by (2.25) there exists $t_{0}>0$ such that

$$
\left(E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right]\right) \cap\left\{w<t_{0}\right\} \quad \text { is uncountable. }
$$

Fix $t_{1}>t_{0}$, and let $x_{1}, \ldots, x_{m}$ be $m$ distinct points in $\left(E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right]\right) \cap\left\{w<t_{0}\right\}$. By (2.32) there exists $\varepsilon>0$ such that the intervals $\left.I_{j}:=\right] x_{j}-\varepsilon, x_{j}+\varepsilon[$ are pairwise disjoint and

$$
\begin{equation*}
\frac{\left(u^{\prime}\right)^{+}(] x_{j}-\varepsilon, x_{j}+\varepsilon[)}{2 \varepsilon}>t_{1} \quad \text { for } i=1, \ldots, m \tag{2.35}
\end{equation*}
$$

By a change of variables we obtain

$$
\begin{equation*}
\int_{I_{j}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq \int_{m_{k j}}^{M_{k j}} \psi(t) d t \tag{2.36}
\end{equation*}
$$

where

$$
m_{k j}:=\inf _{I_{j}} u_{k}^{\prime} \quad \text { and } \quad M_{k j}:=\sup _{I_{j}} u_{k}^{\prime}
$$

By (2.23) and the fact that $w\left(x_{j}\right)<t_{0}$, we deduce that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} m_{k j}<t_{0} \tag{2.37}
\end{equation*}
$$

for $j=1, \ldots, m$. On the other hand, (2.15) and (2.35) yield

$$
\liminf _{k \rightarrow \infty} \frac{1}{2 \varepsilon} \int_{x_{j}-\varepsilon}^{x_{j}+\varepsilon}\left(u_{k}^{\prime}\right)^{+} d x \geq \frac{\left(u^{\prime}\right)^{+}(] x_{j}-\varepsilon, x_{j}+\varepsilon[)}{2 \varepsilon}>t_{1}
$$

(this can be seen as a particular case of the Reshetnyak lower semicontinuity theorem, with $\left.f=(\cdot)^{+}\right)$. This implies that $\operatorname{lim~inf}_{k \rightarrow \infty} M_{k j}>t_{1}$ for $j=1, \ldots, m$. Hence, also by (2.36) and (2.37) we obtain

$$
\liminf _{k \rightarrow \infty} \sum_{j=1}^{m} \int_{I_{j}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq \sum_{j=1}^{m} \liminf _{k \rightarrow \infty} \int_{I_{j}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \geq m \int_{t_{0}}^{t_{1}} \psi(t) d t
$$

which contradicts (2.18) for $m$ large enough. This shows (2.34) and concludes the proof of the theorem.
2.3. Relaxation. The following theorem, which is the main result of the section, is devoted to the characterization of the relaxation of $\mathcal{F}_{1}$ with respect to strong convergence in $L^{1}(] a, b[)$.

Theorem 2.5. Let $\overline{\mathcal{F}}_{1}: L^{1}(] a, b[) \rightarrow[0,+\infty]$ be defined by

$$
\overline{\mathcal{F}}_{1}(u):=\inf \left\{\liminf _{k \rightarrow \infty} \mathcal{F}_{1}\left(u_{k}\right): u_{k} \rightarrow u \text { in } L^{1}(] a, b[)\right\}
$$

for every $u \in L^{1}(] a, b[)$. Then

$$
\overline{\mathcal{F}}_{1}(u)= \begin{cases}\left|u^{\prime}\right|(] a, b[)+\left|v^{\prime}\right|(] a, b\left[\backslash S_{u}\right)+\sum_{x \in S_{u}} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) & \text { if } u \in X_{\psi}^{1}(] a, b[)  \tag{2.38}\\ +\infty & \text { otherwise }\end{cases}
$$

where $v:=\Psi_{1} \circ\left(u^{\prime}\right)^{a}, \nu_{u}:=\operatorname{sign}\left(u_{+}-u_{-}\right)$, and

$$
\begin{align*}
& \Phi\left(1, t_{1}, t_{2}\right):=\int_{t_{1}}^{+\infty} \psi(t) d t+\int_{t_{2}}^{+\infty} \psi(t) d t  \tag{2.39}\\
& \Phi\left(-1, t_{1}, t_{2}\right):=\int_{-\infty}^{t_{1}} \psi(t) d t+\int_{-\infty}^{t_{2}} \psi(t) d t
\end{align*}
$$

Remark 2.6. For every $x \in S_{u}$ we have

$$
\Phi\left(\nu_{u}(x),\left(u^{\prime}\right)_{-}^{a}(x),\left(u^{\prime}\right)_{+}^{a}(x)\right)=\left|v^{\prime}\right|(\{x\})+\hat{\Phi}\left(\nu_{u}(x),\left(u^{\prime}\right)_{-}^{a}(x),\left(u^{\prime}\right)_{+}^{a}(x)\right)
$$

where

$$
\hat{\Phi}\left(1, t_{1}, t_{2}\right):=\int_{\max \left\{t_{1}, t_{2}\right\}}^{+\infty} \psi(t) d t \quad \text { and } \quad \hat{\Phi}\left(-1, t_{1}, t_{2}\right):=\int_{-\infty}^{\min \left\{t_{1}, t_{2}\right\}} \psi(t) d t
$$

In particular, for every Borel set $B \subset] a, b[$

$$
\begin{aligned}
& \left|v^{\prime}\right|\left(B \backslash S_{u}\right)+\sum_{x \in S_{u} \cap B} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) \\
& \quad=\left|v^{\prime}\right|(B)+\sum_{x \in S_{u} \cap B} \hat{\Phi}\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) \geq\left|v^{\prime}\right|(B)
\end{aligned}
$$

Proof of Theorem 2.5. Let $\mathcal{G}$ be the functional defined by the right-hand side of (2.38). We prove that, for every $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$, we have

$$
\begin{equation*}
\mathcal{G}(u) \leq \liminf _{k \rightarrow \infty} \mathcal{F}_{1}\left(u_{k}\right) \tag{2.40}
\end{equation*}
$$

It is enough to consider sequences $\left\{u_{k}\right\}$ for which the liminf is a limit and has a finite value and $u_{k} \rightarrow u$ pointwise $\mathcal{L}^{1}$-a.e. in $] a, b\left[\right.$. Then $u_{k}$ belongs to $W^{2,1}(] a, b[)$ and (2.14) is satisfied. This implies that

$$
\begin{equation*}
\left|u^{\prime}\right|(] a, b[) \leq \liminf _{k \rightarrow \infty} \int_{a}^{b}\left|u_{k}^{\prime}\right| d x \tag{2.41}
\end{equation*}
$$

Moreover, it follows from Theorem 2.4 that $u \in X_{\psi}^{1}(] a, b[)$ and that, up to a subsequence, $\left\{u_{k}^{\prime}\right\}$ converges to $\left(u^{\prime}\right)^{a}$ pointwise $\mathcal{L}^{1}$-a.e. in $] a, b[$.

Let $F$ be a finite subset of $S_{u}$. We want to prove that

$$
\begin{equation*}
\left|v^{\prime}\right|(] a, b[\backslash F)+\sum_{x \in F} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) \leq \liminf _{k \rightarrow \infty} \int_{a}^{b} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \tag{2.42}
\end{equation*}
$$

We write $F$ as $\left\{x_{1}, \ldots, x_{m}\right\}$, with $a<x_{1}<\cdots<x_{m}<b$. For every $\varepsilon>0$ there exists $\delta=\delta(\varepsilon) \in] 0, \varepsilon\left[\right.$ such that $a<x_{1}-\delta<x_{1}+\delta<x_{2}-\delta<x_{2}+\delta<\cdots<$ $x_{m-1}-\delta<x_{m-1}+\delta<x_{m}-\delta<x_{m}+\delta<b$ and

$$
\begin{align*}
& \left|u\left(x_{j}-\delta\right)-u_{-}\left(x_{j}\right)\right|<\varepsilon, \quad\left|u\left(x_{j}+\delta\right)-u_{+}\left(x_{j}\right)\right|<\varepsilon,  \tag{2.43}\\
& \left|\left(u^{\prime}\right)^{a}\left(x_{j}-\delta\right)-\left(u^{\prime}\right)_{-}^{a}\left(x_{j}\right)\right|<\varepsilon, \quad\left|\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right)-\left(u^{\prime}\right)_{+}^{a}\left(x_{j}\right)\right|<\varepsilon,  \tag{2.44}\\
& u_{k}\left(x_{j}-\delta\right) \rightarrow u\left(x_{j}-\delta\right), \quad u_{k}\left(x_{j}+\delta\right) \rightarrow u\left(x_{j}+\delta\right) \quad \text { as } \quad k \rightarrow \infty,  \tag{2.45}\\
& u_{k}^{\prime}\left(x_{j}-\delta\right) \rightarrow\left(u^{\prime}\right)^{a}\left(x_{j}-\delta\right), \quad u_{k}^{\prime}\left(x_{j}+\delta\right) \rightarrow\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right) \quad \text { as } \quad k \rightarrow \infty,  \tag{2.46}\\
& \left|\left(u^{\prime}\right)^{a}\left(x_{j}-\delta\right)\right|+\left|\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right)\right|+\varepsilon<\frac{\left|[u]\left(x_{j}\right)\right|-4 \varepsilon}{2 \delta}
\end{align*}
$$

for $j=1, \ldots, m$.
Since $v_{k} \rightarrow v$ pointwise $\mathcal{L}^{1}$-a.e. in $] a, b\left[\right.$ and $v_{k}^{\prime}=\psi\left(u_{k}^{\prime}\right) u_{k}^{\prime \prime} \mathcal{L}^{1}$-a.e. in $] a, b[$, we obtain

$$
\left|v^{\prime}\right|(] x_{j}+\delta, x_{j+1}-\delta[) \leq \liminf _{k \rightarrow \infty} \int_{x_{j}+\delta}^{x_{j+1}-\delta} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x
$$

for $j=1, \ldots, m-1$. A similar result holds for the intervals $] a, x_{1}-\delta[$ and $] x_{m}+\delta, b[$. Let $F_{\delta}$ be the union of the intervals $\left[x_{j}-\delta, x_{j}+\delta\right]$ for $j=1, \ldots, m$. Summing with respect to $j$ and adding the contributions of the intervals $] a, x_{1}-\delta[$ and $] x_{m}+\delta, b[$, we obtain

$$
\begin{equation*}
\left|v^{\prime}\right|(] a, b\left[\backslash F_{\delta}\right) \leq \liminf _{k \rightarrow \infty} \int_{] a, b\left[\backslash F_{\delta}\right.} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \tag{2.47}
\end{equation*}
$$

We consider now the interval $I_{j}^{\delta}:=\left[x_{j}-\delta, x_{j}+\delta\right]$, assuming that $[u]\left(x_{j}\right)=$ $u_{+}\left(x_{j}\right)-u_{-}\left(x_{j}\right)>0$. By the mean value theorem there exists $\left.y_{k j}^{\delta} \in\right] x_{j}-\delta, x_{j}+\delta[$ such that

$$
\begin{equation*}
u_{k}^{\prime}\left(y_{k j}^{\delta}\right)=\frac{u_{k}\left(x_{j}+\delta\right)-u_{k}\left(x_{j}-\delta\right)}{2 \delta} \geq \frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta} \tag{2.48}
\end{equation*}
$$

where the last inequality follows from (2.43) and (2.45) for $k$ sufficiently large. By a change of variables we obtain

$$
\begin{aligned}
& \int_{u_{k}^{\prime}\left(x_{j}-\delta\right)}^{\frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta}} \psi(t) d t \leq \int_{x_{j}-\delta}^{y_{k j}^{\delta}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \\
& \int_{u_{k}^{\prime}\left(x_{j}+\delta\right)}^{\frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta}} \psi(t) d t \leq \int_{y_{k j}^{\delta}}^{x_{j}+\delta} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x
\end{aligned}
$$

Adding these inequalities and taking the limit as $k \rightarrow \infty$ we obtain, thanks to (2.46),

$$
\begin{equation*}
\int_{\left(u^{\prime}\right)^{a}\left(x_{j}-\delta\right)}^{\frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta}} \psi(t) d t+\int_{\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right)}^{\frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta}} \psi(t) d t \leq \liminf _{k \rightarrow \infty} \int_{x_{j}-\delta}^{x_{j}-\delta} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \tag{2.49}
\end{equation*}
$$

Similarly, if $[u]\left(x_{j}\right)<0$, then we have

$$
\begin{equation*}
\int_{\frac{[u]\left(x_{j}\right)+4 \varepsilon}{2 \delta}}^{\left(u^{\prime}\right)^{a}\left(x_{j}-\delta\right)} \psi(t) d t+\int_{\frac{[u]\left(x_{j}\right)+4 \varepsilon}{2 \delta}}^{\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right)} \psi(t) d t \leq \liminf _{k \rightarrow \infty} \int_{x_{j}-\delta}^{x_{j}-\delta} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \tag{2.50}
\end{equation*}
$$

From (2.47), (2.49), and (2.50) we deduce that

$$
\begin{gathered}
\left|v^{\prime}\right|(] a, b\left[\backslash F_{\delta}\right)+\sum_{[u]\left(x_{j}\right)>0}\left(\int_{\left(u^{\prime}\right)^{a}\left(x_{j}-\delta\right)}^{\frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta}} \psi(t) d t+\int_{\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right)}^{\frac{[u]\left(x_{j}\right)-4 \varepsilon}{2 \delta}} \psi(t) d t\right) \\
+\sum_{[u]\left(x_{j}\right)<0}\left(\int_{\frac{[u]\left(x_{j}\right)+4 \varepsilon}{2 \delta}}^{\left.u^{\prime}\right)^{a}\left(x_{j}-\delta\right)} \psi(t) d t+\int_{\frac{[u]\left(x_{j}\right)+4 \varepsilon}{2 \delta}}^{\left(u^{\prime}\right)^{a}\left(x_{j}+\delta\right)} \psi(t) d t\right) \\
\leq \liminf _{k \rightarrow \infty} \int_{a}^{b} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x .
\end{gathered}
$$

Taking the limit as $\varepsilon \rightarrow 0$ (which implies $\delta(\varepsilon) \rightarrow 0$ ) we obtain (2.42), thanks to (2.44).
Since $S_{u}$ is at most countable, (2.40) can be obtained from (2.42) by taking the supremum over all finite sets $F$ contained in $S_{u}$.

Conversely, let $u \in X_{\psi}^{1}(] a, b[)$. We claim that there exists a sequence $\left\{u_{k}\right\}$ in $W^{2,1}(] a, b[)$ such that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and

$$
\begin{equation*}
\mathcal{G}(u) \geq \limsup _{k \rightarrow \infty} \mathcal{F}_{1}\left(u_{k}\right) \tag{2.51}
\end{equation*}
$$

It is clearly enough to consider the case $\mathcal{G}(u)<+\infty$.
We divide the proof into three steps.
Step 1. We prove (2.51) under the additional assumptions that $\left(u^{\prime}\right)^{a}$ is bounded and that $S_{u}=\left\{x_{1}, \ldots, x_{m}\right\}$, with $x_{1}<\cdots<x_{m}$. Note that, in this case, $Z\left[\left(u^{\prime}\right)^{a}\right]=\emptyset$ and, hence, $\left(u^{\prime}\right)^{c}=0$.

Construct a sequence $\left\{v_{k}\right\}$ in $W^{1,1}(] a, b[)$ such that $v_{k} \rightarrow v=\Psi_{1} \circ\left(u^{\prime}\right)^{a}$ pointwise $\mathcal{L}^{1}$-a.e. in $] a, b\left[, \Psi_{1}\left(-\left\|\left(u^{\prime}\right)^{a}\right\|_{\infty}\right) \leq v_{k} \leq \Psi_{1}\left(\left\|\left(u^{\prime}\right)^{a}\right\|_{\infty}\right)\right.$, and

$$
\int_{a}^{b}\left|v_{k}^{\prime}(x)\right| d x \rightarrow\left|v^{\prime}\right|(] a, b[)
$$

Setting $w_{k}:=\Psi_{1}^{-1}\left(v_{k}\right)$, we have $w_{k} \in W^{1,1}(] a, b[)$, thanks to $(2.2)$,

$$
\begin{equation*}
\left.w_{k} \rightarrow\left(u^{\prime}\right)^{a} \quad \text { pointwise } \mathcal{L}^{1} \text {-a.e. in }\right] a, b[ \tag{2.52}
\end{equation*}
$$

and $\left\|w_{k}\right\|_{\infty} \leq\left\|\left(u^{\prime}\right)^{a}\right\|_{\infty}$. Find $\delta_{k} \rightarrow 0^{+}$such that

$$
\begin{equation*}
w_{k}\left(x_{j}-\delta_{k}\right) \rightarrow\left(u^{\prime}\right)_{-}^{a}\left(x_{j}\right), \quad w_{k}\left(x_{j}+\delta_{k}\right) \rightarrow\left(u^{\prime}\right)_{+}^{a}\left(x_{j}\right) \quad \text { for } j=1, \ldots, m \tag{2.53}
\end{equation*}
$$

and

$$
\begin{gather*}
\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}}\left|v_{k}^{\prime}\right| d x \rightarrow\left|v^{\prime}\right|(] x_{j-1}, x_{j}[) \quad \text { for } j=2, \ldots, m  \tag{2.54}\\
\int_{a}^{x_{1}-\delta_{k}}\left|v_{k}^{\prime}\right| d x \rightarrow\left|v^{\prime}\right|(] a, x_{1}[), \int_{x_{m}+\delta_{k}}^{b}\left|v_{k}^{\prime}\right| d x \rightarrow\left|v^{\prime}\right|(] x_{m}+\delta_{k}, b[) .
\end{gather*}
$$

By (2.52) and by the dominated convergence theorem we have

$$
\begin{equation*}
u_{+}\left(x_{j-1}\right)+\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}} w_{k}(s) d s \longrightarrow u_{+}\left(x_{j-1}\right)+\int_{x_{j-1}}^{x_{j}}\left(u^{\prime}\right)^{a} d s=u_{-}\left(x_{j}\right) \tag{2.55}
\end{equation*}
$$

for $j=2, \ldots, m$, with the obvious changes for $j=1$ and $j=m+1$.
To deal with the jump point $x_{j}$, assume first that

$$
\begin{equation*}
u_{+}\left(x_{j}\right)-u_{-}\left(x_{j}\right)>0 \tag{2.56}
\end{equation*}
$$

In this case, we need to construct functions $f_{k j} \in C^{2}\left(\left[x_{j}-\delta_{k}, x_{j}+\delta_{k}\right]\right)$ that satisfy the following properties: There exists $\left.y_{k j} \in\right] x_{j}-\delta_{k}, x_{j}+\delta_{k}$ [ such that

$$
\begin{gather*}
f_{k j}\left(x_{j}-\delta_{k}\right)=u_{+}\left(x_{j-1}\right)+\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}} w_{k}(s) d s, \quad f_{k j}\left(x_{j}+\delta_{k}\right)=u_{+}\left(x_{j}\right),  \tag{2.57}\\
f_{k j}^{\prime}\left(x_{j}-\delta_{k}\right)=w_{k}\left(x_{j}-\delta_{k}\right), \quad f_{k j}^{\prime}\left(x_{j}+\delta_{k}\right)=w_{k}\left(x_{j}+\delta_{k}\right)  \tag{2.58}\\
\left.f_{k j}^{\prime \prime}(x)>0 \text { for } x \in\right] x_{j}-\delta_{k}, y_{k j}\left[, \quad f_{k j}^{\prime \prime}(x)<0 \text { for } x \in\right] y_{k j}, x_{j}+\delta_{k}[,  \tag{2.59}\\
\left|f_{k j}\left(x_{j}-\delta_{k}\right)-\min _{\left[x_{j}-\delta_{k}, y_{k j}\right]} f_{k j}\right| \leq \frac{1}{k}, \quad\left|f_{k j}\left(x_{j}+\delta_{k}\right)-\max _{\left[y_{k j}, x_{j}+\delta_{k}\right]} f_{k j}\right| \leq \frac{1}{k}, \tag{2.60}
\end{gather*}
$$

where we replace $x_{j-1}$ and $x_{j-1}-\delta_{k}$ by $a$ in the case $j=1$.
We now discuss briefly the existence of such functions. We observe that the latter conditions in (2.57)-(2.59) imply that the graph of $f_{k j}$ in the interval [ $y_{k j}, x_{j}+\delta_{k}$ [ lies below the straight line passing through the point $\left(x_{j}+\delta_{k}, u_{+}\left(x_{j}\right)\right)$ with slope $w_{k}\left(x_{j}+\delta_{k}\right)$, i.e.,

$$
f_{k j}(x) \leq u_{+}\left(x_{j}\right)+w_{k}\left(x_{j}+\delta_{k}\right)\left(x-x_{j}-\delta_{k}\right)
$$

for $x \in\left[y_{k j}, x_{j}+\delta_{k}[\right.$. It is then easy to see that the inequality

$$
\begin{equation*}
u_{+}\left(x_{j}\right)-2 w_{k}\left(x_{j}+\delta_{k}\right) \delta_{k}-u_{+}\left(x_{j-1}\right)-\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}} w_{k}(s) d s>0 \tag{2.61}
\end{equation*}
$$

allows us to fulfill also the former conditions in (2.57)-(2.59), as well as (2.60). By (2.53), (2.55), and (2.56), inequality (2.61) is satisfied when $\delta_{k}$ is small enough.

If the left-hand side of (2.56) is negative, then we choose $f_{k j}$ so that (2.57) and (2.58) hold, and there exists $\left.y_{k j} \in\right] x_{j}-\delta_{k}, x_{j}+\delta_{k}[$ such that

$$
\begin{gathered}
\left.f_{k j}^{\prime \prime}(x)<0 \text { for } x \in\right] x_{j}-\delta_{k}, y_{k j}\left[, \quad f_{k j}^{\prime \prime}(x)>0 \text { for } x \in\right] y_{k j}, x_{j}+\delta_{k}[, \\
\left|f_{k j}\left(x_{j}-\delta_{k}\right)-\max _{\left[x_{j}-\delta_{k}, x_{j}+\delta_{k}\right]} f_{k j}\right| \leq \frac{1}{k}, \quad\left|f_{k j}\left(x_{j}+\delta_{k}\right)-\min _{\left[x_{j}-\delta_{k}, x_{j}+\delta_{k}\right]} f_{k j}\right| \leq \frac{1}{k}
\end{gathered}
$$

In the same way the construction is possible if $\delta_{k}$ is small enough.

We are now ready to define the approximating sequence

$$
u_{k}(x):= \begin{cases}u_{+}(a)+\int_{a}^{x} w_{k}(s) d s & \text { if } a \leq x<x_{1}-\delta_{k} \\ f_{k j}(x) & \text { if } x_{j}-\delta_{k} \leq x<x_{j}+\delta_{k}, j=1, \ldots, m \\ u_{+}\left(x_{j-1}\right)+\int_{x_{j-1}+\delta_{k}}^{x} w_{k}(s) d s & \text { if } x_{j-1}+\delta_{k} \leq x<x_{j}-\delta_{k}, j=2, \ldots, m \\ u_{+}\left(x_{m}\right)+\int_{x_{m}+\delta_{k}}^{x} w_{k}(s) d s & \text { if } x_{m}+\delta_{k} \leq x<b\end{cases}
$$

Let us define $x_{0}:=a$ and $x_{m+1}:=b$. Since $w_{k} \rightarrow\left(u^{\prime}\right)^{a}$ in $L^{1}(] a, b[)$, we have

$$
u_{k}(x) \rightarrow u_{+}\left(x_{j-1}\right)+\int_{x_{j-1}}^{x}\left(u^{\prime}\right)^{a}(s) d s=u(x)
$$

for every $x \in] x_{j-1}, x_{j}\left[\right.$ and $j=1, \ldots, m+1$ and, in turn, $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$. As

$$
\begin{aligned}
\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}}\left|u_{k}^{\prime}\right| d x+\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x & =\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}}\left|w_{k}\right| d x+\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}} \psi\left(w_{k}\right)\left|w_{k}^{\prime}\right| d x \\
& \leq \int_{x_{j-1}}^{x_{j}}\left|w_{k}\right| d x+\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}}\left|v_{k}^{\prime}\right| d x
\end{aligned}
$$

by (2.54) and the fact that $w_{k} \rightarrow\left(u^{\prime}\right)^{a}$ in $L^{1}(] a, b[)$ we have

$$
\begin{align*}
\limsup _{k \rightarrow \infty}\left(\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}}\left|u_{k}^{\prime}\right| d x\right. & \left.+\int_{x_{j-1}+\delta_{k}}^{x_{j}-\delta_{k}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x\right) \\
& \leq \int_{x_{j-1}}^{x_{j}}\left|\left(u^{\prime}\right)^{a}\right| d x+\left|v^{\prime}\right|(] x_{j-1}, x_{j}[) \tag{2.62}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\limsup _{k \rightarrow \infty}\left(\int_{a}^{x_{1}-\delta_{k}}\left|u_{k}^{\prime}\right| d x\right. & \left.+\int_{a}^{x_{1}-\delta_{k}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x\right) \\
& \leq \int_{a}^{x_{1}}\left|\left(u^{\prime}\right)^{a}\right| d x+\left|v^{\prime}\right|(] a, x_{1}[) \tag{2.63}
\end{align*}
$$

$$
\limsup _{k \rightarrow \infty}\left(\int_{x_{m}+\delta_{k}}^{b}\left|u_{k}^{\prime}\right| d x+\int_{x_{m}+\delta_{k}}^{b} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x\right)
$$

$$
\begin{equation*}
\leq \int_{x_{m}}^{b}\left|\left(u^{\prime}\right)^{a}\right| d x+\left|v^{\prime}\right|(] x_{m}, b[) \tag{2.64}
\end{equation*}
$$

Assume that $[u]\left(x_{j}\right)=u_{+}\left(x_{j}\right)-u_{-}\left(x_{j}\right)>0$. Then (2.56) holds for the functions $u_{k}$
if $k$ is sufficiently large. By (2.58), (2.59), (2.60), and a change of variables we obtain

$$
\begin{align*}
& \int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}}\left|u_{k}^{\prime}\right| d x+\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x \\
&=\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}}\left|f_{k j}^{\prime}\right| d x+\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}} \psi\left(f_{k j}^{\prime}\right)\left|f_{k j}^{\prime \prime}\right| d x \\
& \leq f_{k j}\left(x_{j}+\delta_{k}\right)-f_{k j}\left(x_{j}-\delta_{k}\right)+\int_{w_{k}\left(x_{j}-\delta_{k}\right)}^{f_{k j}^{\prime}\left(y_{k j}\right)} \psi(t) d t \\
& \quad+\int_{w_{k}\left(x_{j}+\delta_{k}\right)}^{f_{k j}^{\prime}\left(y_{k j}\right)} \psi(t) d t+\frac{2}{k} . \tag{2.65}
\end{align*}
$$

By (2.59) we have

$$
\begin{equation*}
f_{k j}^{\prime}\left(y_{k j}\right)=\max _{\left[x_{j}-\delta_{k}, x_{j}+\delta_{k}\right]} f_{k j}^{\prime} \geq \frac{1}{2 \delta_{k}}\left[f_{k j}\left(x_{j}+\delta_{k}\right)-f_{k j}\left(x_{j}-\delta_{k}\right)\right] \tag{2.66}
\end{equation*}
$$

By (2.57) and the fact that $w_{k} \rightarrow\left(u^{\prime}\right)^{a}$ in $L^{1}(] a, b[)$ we obtain

$$
f_{k j}\left(x_{j}+\delta_{k}\right)-f_{k j}\left(x_{j}-\delta_{k}\right) \rightarrow u_{+}\left(x_{j}\right)-\left(u_{+}\left(x_{j-1}\right)+\int_{x_{j-1}}^{x_{j}}\left(u^{\prime}\right)^{a} d s\right)=[u]\left(x_{j}\right)
$$

In turn, using (2.66), we get that $f_{k j}^{\prime}\left(y_{k j}\right) \rightarrow \infty$. Thus, letting $k \rightarrow \infty$ in (2.65) and using (2.53), we infer

$$
\begin{align*}
& \limsup _{k \rightarrow \infty}\left(\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}}\left|u_{k}^{\prime}\right| d x+\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x\right) \\
& \leq[u]\left(x_{j}\right)+\int_{\left(u^{\prime}\right)_{-}^{a}\left(x_{j}\right)}^{+\infty} \psi(t) d t+\int_{\left(u^{\prime}\right)_{+}^{a}\left(x_{j}\right)}^{+\infty} \psi(t) d t \tag{2.67}
\end{align*}
$$

Similarly, if $[u]\left(x_{j}\right)=u_{+}\left(x_{j}\right)-u_{-}\left(x_{j}\right)<0$, we find

$$
\begin{align*}
& \limsup _{k \rightarrow \infty}\left(\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}}\left|u_{k}^{\prime}\right| d x+\int_{x_{j}-\delta_{k}}^{x_{j}+\delta_{k}} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right| d x\right) \\
\leq & \left|[u]\left(x_{j}\right)\right|+\int_{-\infty}^{\left(u^{\prime}\right)_{-}^{a}\left(x_{j}\right)} \psi(t) d t+\int_{-\infty}^{\left(u^{\prime}\right)_{+}^{a}\left(x_{j}\right)} \psi(t) d t \tag{2.68}
\end{align*}
$$

Summing over $j$ in (2.62), (2.67), and (2.68) and combining with (2.63) and (2.64), inequality (2.51) follows.

Step 2. Assume only that $u \in X_{\psi}^{1}(] a, b[)$ and that $S_{u}$ is finite. We claim that there exists a sequence $\left\{u_{k}\right\}$ such that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$, each $u_{k}$ satisfies the hypotheses of Step 1, and

$$
\begin{equation*}
\mathcal{G}(u) \geq \limsup _{k \rightarrow \infty} \mathcal{G}\left(u_{k}\right) \tag{2.69}
\end{equation*}
$$

Note that, if (2.69) holds, then, by applying Step 1 to each $u_{k}$, we may find a sequence $u_{k m} \in W^{2,1}(] a, b[)$ converging to $u_{k}$ in $L^{1}(] a, b[)$ and satisfying

$$
\mathcal{G}\left(u_{k}\right) \geq \limsup _{m \rightarrow \infty} \mathcal{F}_{1}\left(u_{k m}\right)
$$

By (2.69) we then have

$$
\mathcal{G}(u) \geq \limsup _{k \rightarrow \infty} \limsup _{m \rightarrow \infty} \mathcal{F}_{1}\left(u_{k m}\right)
$$

and a standard diagonalization argument now yields the existence of a sequence $m_{k} \rightarrow$ $\infty$ such that $u_{k m_{k}} \rightarrow u$ in $L^{1}(] a, b[)$ and

$$
\mathcal{G}(u) \geq \limsup _{k \rightarrow \infty} \mathcal{F}_{1}\left(u_{k m_{k}}\right)
$$

In the construction of the sequence satisfying (2.69), we need to consider the precise representatives $\left(u^{\prime}\right)_{\vee}^{a}$ and $\left(u^{\prime}\right)_{\wedge}^{a}$ defined in Remark 2.2. We recall that $\left(u^{\prime}\right)_{\vee}^{a}$ is upper semicontinuous while $\left(u^{\prime}\right)_{\wedge}^{a}$ is lower semicontinuous, and so for each $k \in \mathbb{N}$ we may decompose the open sets $\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\}$ and $\left\{\left(u^{\prime}\right)_{\vee}^{a}<-k\right\}$ into the union of two finite sequences of pairwise disjoint open sets $U_{k j}^{+}$and $U_{k j}^{-}$, that is,

$$
\bigcup_{j} U_{k j}^{+}=\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\}, \quad \bigcup_{j} U_{k j}^{-}=\left\{\left(u^{\prime}\right)_{\vee}^{a}<-k\right\}
$$

such that

$$
\begin{equation*}
\operatorname{diam}\left(U_{k j}^{+}\right) \leq \mathcal{L}^{1}\left(\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\}\right), \operatorname{diam}\left(U_{k j}^{-}\right) \leq \mathcal{L}^{1}\left(\left\{\left(u^{\prime}\right)_{\vee}^{a}<-k\right\}\right) \tag{2.70}
\end{equation*}
$$

for every $j$. Note that, setting $v_{\vee}:=\Psi_{1} \circ\left(u^{\prime}\right)_{\vee}^{a}$ and $v_{\wedge}:=\Psi_{1} \circ\left(u^{\prime}\right)_{\wedge}^{a}$, we have

$$
\begin{equation*}
\left|v^{\prime}\right|(] c, d[)=\operatorname{Var}\left(v_{\vee} ;\right] c, d[)=\operatorname{Var}\left(v_{\wedge} ;\right] c, d[) \tag{2.71}
\end{equation*}
$$

for every interval $] c, d[\subset] a, b[$.
For every set $U_{k j}^{ \pm}$, we fix a nonnegative function $g_{k j}^{ \pm} \in C_{c}^{1}\left(U_{k j}^{ \pm}\right)$such that

$$
\begin{equation*}
\int_{U_{k j}^{ \pm}} g_{k j}^{ \pm}(x) d x=\left(\left(u^{\prime}\right)^{c}\right)^{ \pm}\left(U_{k j}^{ \pm}\right) \tag{2.72}
\end{equation*}
$$

and $\left(g_{k j}^{ \pm}\right)^{\prime}$ has only one zero in the interior of the support of $g_{k j}^{ \pm}$. Then we define

$$
\begin{equation*}
g_{k}^{+}:=\sum_{j} g_{k j}^{+}, \quad g_{k}^{-}:=\sum_{j} g_{k j}^{-}, \quad g_{k}:=g_{k}^{+}-g_{k}^{-}, \quad w_{k}:=T_{-k}^{k} \circ\left(u^{\prime}\right)^{a}+g_{k} \tag{2.73}
\end{equation*}
$$

where, for any pair of constants $h<k$, the truncation function $T_{h}^{k}$ is defined by

$$
T_{h}^{k}(t):= \begin{cases}h & \text { for } t \leq h \\ t & \text { for } h \leq t \leq k \\ k & \text { for } t \geq k\end{cases}
$$

We claim that

$$
\begin{equation*}
w_{k} \mathcal{L}^{1} \rightharpoonup\left(u^{\prime}\right)^{a} \mathcal{L}^{1}+\left(u^{\prime}\right)^{c} \text { weakly }^{*} \text { in } M_{b}(] a, b[) \tag{2.74}
\end{equation*}
$$

Define

$$
A_{k}:=\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\} \cup\left\{\left(u^{\prime}\right)_{\vee}^{a}<-k\right\}
$$

Since by the Chebychev inequality

$$
\begin{equation*}
k \mathcal{L}^{1}\left(A_{k}\right) \rightarrow 0 \tag{2.75}
\end{equation*}
$$

it suffices to show that

$$
\begin{equation*}
\left(\sum_{j} g_{k j}^{ \pm}\right) \mathcal{L}^{1} \rightharpoonup\left(\left(u^{\prime}\right)^{c}\right)^{ \pm} \text {weakly }^{*} \text { in } M_{b}(] a, b[) \tag{2.76}
\end{equation*}
$$

Let $\varphi \in C_{0}(] a, b[)$ and $\varepsilon>0$. By uniform continuity, there exists $\delta=\delta(\varepsilon)>0$ such that $|\varphi(x)-\varphi(y)| \leq \varepsilon$ for all $x, y \in] a, b[$ with $|x-y| \leq \delta$. In view of (2.70) and (2.75), for all $k$ sufficiently large and for all $j$ we have that $\operatorname{diam}\left(U_{k j}^{ \pm}\right) \leq \delta$. Let us fix $y_{k j}^{ \pm} \in U_{k j}^{ \pm}$. Then by (2.72)

$$
\begin{aligned}
& \left|\int_{U_{k j}^{ \pm}} \varphi(x) g_{k j}^{ \pm}(x) d x-\int_{U_{k j}^{ \pm}} \varphi(x) d\left(\left(u^{\prime}\right)^{c}\right)^{ \pm}(x)\right| \\
& \quad=\left|\int_{U_{k j}^{ \pm}}\left[\varphi(x)-\varphi\left(y_{k j}^{ \pm}\right)\right] g_{k j}^{ \pm}(x) d x-\int_{U_{k j}^{ \pm}}\left[\varphi(x)-\varphi\left(y_{k j}^{ \pm}\right)\right] d\left(\left(u^{\prime}\right)^{c}\right)^{ \pm}(x)\right| \\
& \quad \leq \varepsilon\left(\int_{U_{k j}^{ \pm}} g_{k j}^{ \pm}(x) d x+\left(\left(u^{\prime}\right)^{c}\right)^{ \pm}\left(U_{k j}^{ \pm}\right)\right) \leq 2 \varepsilon\left(\left(u^{\prime}\right)^{c}\right)^{ \pm}\left(U_{k j}^{ \pm}\right) .
\end{aligned}
$$

Summing over $j$ and using the fact that the measures $\left(\sum_{j} g_{k j}^{+}\right) \mathcal{L}^{1}$ and $\left(\left(u^{\prime}\right)^{c}\right)^{+}$are concentrated on $\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\}$, while the measures $\left(\sum_{j} g_{k j}^{-}\right) \mathcal{L}^{1}$ and $\left(\left(u^{\prime}\right)^{c}\right)^{-}$are concentrated on $\left\{\left(u^{\prime}\right)_{\vee}^{a}<-k\right\}$ (see Remark 2.2), we obtain (2.76).

Moreover, we claim that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{a}^{b}\left|w_{k}\right| d x=\int_{a}^{b}\left|\left(u^{\prime}\right)^{a}\right| d x+\left|\left(u^{\prime}\right)^{c}\right|(] a, b[) \tag{2.77}
\end{equation*}
$$

Indeed, using (2.72), (2.73), and Remark 2.2, we deduce that

$$
\begin{aligned}
\int_{a}^{b}\left|w_{k}\right| d x & \leq \int_{\left\{\left|\left(u^{\prime}\right)^{a}\right| \leq k\right\}}\left|\left(u^{\prime}\right)^{a}\right| d x+k \mathcal{L}^{1}\left(A_{k}\right)+\sum_{j} \int_{U_{k j}^{+}} g_{k j}^{+} d x+\sum_{j} \int_{U_{k j}^{-}} g_{k j}^{-} d x \\
& \leq \int_{a}^{b}\left|\left(u^{\prime}\right)^{a}\right| d x+k \mathcal{L}^{1}\left(A_{k}\right)+\sum_{j}\left(\left(u^{\prime}\right)^{c}\right)^{+}\left(U_{k j}^{+}\right)+\sum_{j}\left(\left(u^{\prime}\right)^{c}\right)^{-}\left(U_{k j}^{-}\right) \\
& \leq \int_{a}^{b}\left|\left(u^{\prime}\right)^{a}\right| d x+k \mathcal{L}^{1}\left(A_{k}\right)+\left|\left(u^{\prime}\right)^{c}\right|(] a, b[)
\end{aligned}
$$

and the limit superior inequality follows from (2.75). The limit inferior inequality follows from (2.74) and the lower semicontinuity of the total variation.

Set

$$
\begin{equation*}
u_{k}(x):=u_{+}(a)+\int_{a}^{x} w_{k}(s) d s+\sum_{x_{j}<x, x_{j} \in S_{u}}[u]\left(x_{j}\right) \tag{2.78}
\end{equation*}
$$

and $v_{k}:=\Psi_{1} \circ\left(u_{k}^{\prime}\right)^{a}=\Psi_{1} \circ w_{k}$.

We claim that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$. For $\left.x \in\right] a, b[$ by (2.74) and (2.77) it follows that

$$
\int_{a}^{x} w_{k} d y \rightarrow \int_{a}^{x}\left(u^{\prime}\right)^{a} d y+\left(u^{\prime}\right)^{c}(] a, x[)
$$

and so $u_{k}$ converges to $u$ pointwise $\mathcal{L}^{1}$-a.e. and, in turn, in $L^{1}(] a, b[)$.
Next, we show that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \mathcal{G}\left(u_{k}\right) \leq \mathcal{G}(u) \tag{2.79}
\end{equation*}
$$

From (2.77) we get

$$
\begin{equation*}
\left|u_{k}^{\prime}\right|(] a, b[) \rightarrow\left|u^{\prime}\right|(] a, b[) . \tag{2.80}
\end{equation*}
$$

Moreover, as $v_{k}=T_{\Psi_{1}(-k)}^{\Psi_{1}(k)} \circ v \mathcal{L}^{1}$-a.e. in the open set $\left.V_{k}:=\right] a, b\left[\backslash \operatorname{supp} g_{k}\right.$, we have $\left|v_{k}^{\prime}\right| \leq\left|v^{\prime}\right|$ as measures in $V_{k}$. In particular, this yields $\left|v_{k}^{\prime}\right|(] a, b\left[\backslash\left(A_{k} \cup S_{u}\right)\right) \leq$ $\left|v^{\prime}\right|(] a, b\left[\backslash\left(A_{k} \cup S_{u}\right)\right)$ and, hence,

$$
\begin{equation*}
\left|v_{k}^{\prime}\right|(] a, b\left[\backslash\left(A_{k} \cup S_{u}\right)\right) \leq\left|v^{\prime}\right|(] a, b\left[\backslash\left(A_{\infty} \cup S_{u}\right)\right), \tag{2.81}
\end{equation*}
$$

where

$$
A_{\infty}:=\bigcap_{k} A_{k}=\left\{\left(u^{\prime}\right)_{\wedge}^{a}=+\infty\right\} \cup\left\{\left(u^{\prime}\right)_{\vee}^{a}=-\infty\right\}
$$

Using the properties of $g_{k j}^{+}$, we have

$$
\begin{gather*}
\left|v_{k}^{\prime}\right|\left(\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\} \backslash S_{u}\right)=\sum_{j} \int_{U_{k j}^{+}} \psi\left(k+g_{k j}^{+}\right)\left|\left(g_{k j}^{+}\right)^{\prime}\right| d x \\
=2 \sum_{j} \int_{k}^{k+\sup g_{k j}^{+}} \psi(t) d t \leq 2 \mathcal{H}^{0}\left(\left\{j:\left(\left(u^{\prime}\right)^{c}\right)^{+}\left(U_{k j}^{+}\right)>0\right\}\right) \int_{k}^{\infty} \psi(t) d t \tag{2.82}
\end{gather*}
$$

We claim that

$$
\begin{aligned}
2 \mathcal{H}^{0}\left(\left\{j:\left(\left(u^{\prime}\right)^{c}\right)^{+}\left(U_{k j}^{+}\right)>0\right\}\right) & \int_{k}^{\infty} \psi(t) d t \\
& \leq\left|v^{\prime}\right|\left(\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\} \backslash S_{u}\right)+4 \int_{k}^{\infty} \psi(t) d t
\end{aligned}
$$

Indeed, if $\left(\left(u^{\prime}\right)^{c}\right)^{+}\left(U_{k j}^{+}\right)>0$, then there exists a connected component $\left.I_{k j}^{+}=\right] a_{k j}, b_{k j}[$ of $U_{k j}^{+} \backslash S_{u}$ such that $\left(\left(u^{\prime}\right)^{c}\right)^{+}\left(I_{k j}^{+}\right)>0$. Assume that $\left.I_{k j}^{+} \subset \subset\right] a, b[$. Then by Remark 2.2 we may find $c_{k j} \in I_{k j}^{+}$such that $\left(u^{\prime}\right)_{\wedge}^{a}\left(c_{k j}\right)=+\infty$, while $\left(u^{\prime}\right)_{\wedge}^{a}\left(a_{k j}\right),\left(u^{\prime}\right)_{\wedge}^{a}\left(b_{k j}\right) \leq k$. Hence, by (2.71)

$$
\left|v^{\prime}\right|\left(U_{k j}^{+} \backslash S_{u}\right) \geq\left|v^{\prime}\right|\left(I_{k j}^{+}\right) \geq 2 \int_{k}^{\infty} \psi(t) d t
$$

Summing over all such intervals and adding the possible contribution of the intervals $I_{k j}^{+}$with at least one end point in $\{a, b\}$, we obtain the claim. In turn, by (2.82) we have

$$
\left|v_{k}^{\prime}\right|\left(\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\} \backslash S_{u}\right) \leq\left|v^{\prime}\right|\left(\left\{\left(u^{\prime}\right)_{\wedge}^{a}>k\right\} \backslash S_{u}\right)+4 \int_{k}^{\infty} \psi(t) d t
$$

A similar estimate holds for the set $\left\{\left(u^{\prime}\right)_{\vee}^{a}<-k\right\} \backslash S_{u}$, thus, yielding

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left|v_{k}^{\prime}\right|\left(A_{k} \backslash S_{u}\right) \leq\left|v^{\prime}\right|\left(A_{\infty} \backslash S_{u}\right) \tag{2.83}
\end{equation*}
$$

Combining (2.81) with (2.83) we obtain

$$
\limsup _{k \rightarrow \infty}\left|v_{k}^{\prime}\right|(] a, b\left[\backslash S_{u}\right) \leq\left|v^{\prime}\right|(] a, b\left[\backslash S_{u}\right)
$$

Next, we show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sum_{x \in S_{u_{k}}} \Phi\left(\nu_{u_{k}},\left(u_{k}^{\prime}\right)_{-}^{a},\left(u_{k}^{\prime}\right)_{+}^{a}\right)=\sum_{x \in S_{u}} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) \tag{2.84}
\end{equation*}
$$

Note that $S_{u_{k}}=S_{u}$ and $\nu_{u_{k}}(x)=\nu_{u}(x)$ for all $k$ by (2.78). Moreover, for every $x \in S_{u}$ if $\left(u^{\prime}\right)_{+}^{a}(x) \in \mathbb{R}$, then $\left|\left(u^{\prime}\right)_{+}^{a}(y)\right| \leq k_{0}$ for all $y$ in a right neighborhood of $x$ and for some integer $k_{0}$. Thus, by (2.73) and (2.78) we have that $\left(u_{k}^{\prime}\right)^{a}(y)=\left(u^{\prime}\right)^{a}(y)$ for $k \geq k_{0}$ and for $\mathcal{L}^{1}$-a.e. $y$ in the same right neighborhood. In turn, by (2.7) we infer $\left(u_{k}^{\prime}\right)_{+}^{a}(x)=\left(u^{\prime}\right)_{+}^{a}(x)$ for all $k \geq k_{0}$. If $\left(u^{\prime}\right)_{+}^{a}(x)=\infty$, then for all $k$ we have $\left(u^{\prime}\right)_{+}^{a}>k$ in a right neighborhood of $x$ by right continuity (see Remark 2.2). By construction this implies that $\left(u_{k}^{\prime}\right)^{a}=w_{k} \geq k \mathcal{L}^{1}$-a.e. in the same right neighborhood. Thus, $\left(u_{k}^{\prime}\right)_{+}^{a}(x) \geq k \rightarrow\left(u^{\prime}\right)_{+}^{a}(x)$. Similarly, $\left(u_{k}^{\prime}\right)_{-}^{a}(x) \rightarrow\left(u^{\prime}\right)_{-}^{a}(x)$ so that

$$
\Phi\left(\nu_{u_{k}}(x),\left(u_{k}^{\prime}\right)_{-}^{a}(x),\left(u_{k}^{\prime}\right)_{+}^{a}(x)\right) \rightarrow \Phi\left(\nu_{u}(x),\left(u^{\prime}\right)_{-}^{a}(x),\left(u^{\prime}\right)_{+}^{a}(x)\right)
$$

Hence, (2.84) follows. This, together with (2.80) and (2.83), yields (2.79).
Step 3. Let now $u$ be an arbitrary function in $X_{\psi}^{1}(] a, b[)$ such that $\mathcal{G}(u)<+\infty$. As in the previous step it suffices to construct $u_{k} \in X_{\psi}^{1}(] a, b[)$ satisfying the hypotheses of Step 2, converging to $u$ in $L^{1}(] a, b[)$ and such that (2.79) holds. Write $S_{u}=\left\{x_{j}\right\}$, and for each $k$ define $S_{u}^{k}:=\left\{x_{j}: j \leq k\right\}$ and

$$
u_{k}(x)=u_{+}(a)+\int_{a}^{x}\left(u^{\prime}\right)^{a} d t+\left(u^{\prime}\right)^{c}(] a, x[)+\sum_{x_{j}<x, x_{j} \in S_{u}^{k}}[u]\left(x_{j}\right)
$$

It is clear that $\left\{u_{k}\right\}$ converges to $u$ in $L^{1}(] a, b[)$ and that $\left|u_{k}^{\prime}\right|(] a, b[) \rightarrow\left|u^{\prime}\right|(] a, b[)$. Moreover, $\left|v_{k}^{\prime}\right|(] a, b\left[\backslash S_{u}\right)=\left|v^{\prime}\right|(] a, b\left[\backslash S_{u}\right)$ and

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \sum_{x \in S_{u_{k}}} \Phi\left(\nu_{u_{k}},\left(u_{k}^{\prime}\right)_{-}^{a},\left(u_{k}^{\prime}\right)_{+}^{a}\right) & =\lim _{k \rightarrow \infty} \sum_{x \in S_{u}^{k}} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) \\
& =\sum_{x \in S_{u}} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right)
\end{aligned}
$$

This concludes the proof of the theorem.
We end the section with a compactness result for energy bounded sequences in $X_{\psi}^{1}(] a, b[)$.

Corollary 2.7. Let $\left\{u_{k}\right\}$ be a sequence of functions in $X_{\psi}^{1}(] a, b[)$ bounded in $L^{1}(] a, b[)$ and such that

$$
\begin{equation*}
C:=\sup _{k} \overline{\mathcal{F}}_{1}\left(u_{k}\right)<+\infty \tag{2.85}
\end{equation*}
$$

Then there exist a subsequence (not relabeled) $\left\{u_{k}\right\}$ and a function $u \in X_{\psi}^{1}(] a, b[)$ such that

$$
\begin{align*}
& u_{k} \rightharpoonup u \quad \text { weakly }{ }^{*} \text { in } B V(] a, b[)  \tag{2.86}\\
& \Psi_{1} \circ\left(u_{k}^{\prime}\right)^{a} \rightharpoonup \Psi_{1} \circ\left(u^{\prime}\right)^{a} \quad \text { weakly }{ }^{*} \text { in } B V(] a, b[)  \tag{2.87}\\
& \left.\left(u_{k}^{\prime}\right)^{a} \rightarrow\left(u^{\prime}\right)^{a} \quad \text { pointwise } \mathcal{L}^{1} \text {-a.e. in }\right] a, b[.
\end{align*}
$$

Proof. It is well known that convergence in measure is metrizable with the following metric:

$$
d\left(u_{1}, u_{2}\right):=\int_{a}^{b} \frac{\left|u_{1}-u_{2}\right|}{1+\left|u_{1}-u_{2}\right|} d x
$$

where $u_{1}$ and $u_{2}$ are (equivalent classes of) measurable functions.
By Theorems 2.4 and 2.5 , for every $k \in \mathbb{N}$ we may find $w_{k} \in W^{2,1}(] a, b[)$ such that

$$
\begin{equation*}
\int_{a}^{b}\left|u_{k}-w_{k}\right| d x \leq \frac{1}{k}, \quad d\left(\left(u_{k}^{\prime}\right)^{a}, w_{k}^{\prime}\right) \leq \frac{1}{k} \tag{2.88}
\end{equation*}
$$

and

$$
\mathcal{F}_{1}\left(w_{k}\right) \leq C+1
$$

By Theorem 2.4 we may find a subsequence (not relabeled) of $\left\{w_{k}\right\}$ and a function $u \in X_{\psi}^{1}(] a, b[)$ such that (2.15), (2.16), and (2.17) hold (with $w_{k}$ in place of $u_{k}$ ). It now follows from (2.88) that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and $\left(u_{k}^{\prime}\right)^{a} \rightarrow\left(u^{\prime}\right)^{a}$ in measure and, hence, pointwise $\mathcal{L}^{1}$-a.e. in $] a, b[$, up to a further subsequence. From the bound (2.85), the uniqueness of the limit, and the invertibility of $\Psi_{1}$, we deduce (2.86) and (2.87).
3. The case $\boldsymbol{p}>\mathbf{1}$. In this section we analyze the functional (1.3) in the case $p>1$.

Let us state precisely the standing assumptions. Throughout this section $p$ denotes any exponent in $] 1,+\infty[, \psi: \mathbb{R} \rightarrow] 0,+\infty[$ is a bounded Borel function satisfying

$$
\begin{equation*}
M:=\int_{-\infty}^{+\infty}(\psi(t))^{1 / p} d t<+\infty \tag{3.1}
\end{equation*}
$$

in addition to $(2.2)$, and $\Psi_{p}: \overline{\mathbb{R}} \rightarrow[0, M]$ denotes the antiderivative of $\psi^{1 / p}$ defined by

$$
\begin{equation*}
\Psi_{p}(t):=\int_{-\infty}^{t}(\psi(s))^{1 / p} d s \tag{3.2}
\end{equation*}
$$

The function $\Psi_{p}^{-1}:[0, M] \rightarrow \overline{\mathbb{R}}$ stands for the inverse function of $\Psi_{p}$.
We now consider the functional $\mathcal{F}_{p}: L^{1}(] a, b[) \rightarrow[0,+\infty]$ defined by

$$
\mathcal{F}_{p}(u):= \begin{cases}\int_{a}^{b}\left|u^{\prime}\right| d x+\int_{a}^{b} \psi\left(u^{\prime}\right)\left|u^{\prime \prime}\right|^{p} d x & \text { if } u \in W^{2, p}(] a, b[)  \tag{3.3}\\ +\infty & \text { otherwise }\end{cases}
$$

It turns out that piecewise smooth functions with bounded derivative and nonempty discontinuity set cannot be approximated by sequences with equibounded energy. This is a consequence of Remark $3.2(\mathrm{i})$ and Theorem 3.3 below, and to this end we introduce a suitable space of functions. Recall that $Z^{ \pm}\left[\left(u^{\prime}\right)^{a}\right]$ are the sets defined in (2.5) and (2.6), while $\left(u^{\prime}\right)^{s}$ denotes the singular part of the gradient measure $u^{\prime}$.

Definition 3.1. Let $X_{\psi}^{p}(] a, b[)$ be the set of all functions $u \in B V(] a, b[)$ such that $v:=\Psi_{p} \circ\left(u^{\prime}\right)^{a}$ belongs to $W^{1, p}(] a, b[)$, and the positive part $\left(\left(u^{\prime}\right)^{s}\right)^{+}$and the negative part $\left(\left(u^{\prime}\right)^{s}\right)^{-}$of the measure $\left(u^{\prime}\right)^{s}$ are concentrated on $Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ and $Z^{-}\left[\left(u^{\prime}\right)^{a}\right]$, respectively.

Remark 3.2. (i) It follows immediately from the definition that if $u \in X_{\psi}^{p}(] a, b[)$, then $\left(u^{\prime}\right)^{a}=\Psi_{p}^{-1}(v)$ is continuous on $[a, b]$ with values in $\overline{\mathbb{R}}$. In particular, it turns out that

$$
Z^{ \pm}\left[\left(u^{\prime}\right)^{a}\right]=\{x \in] a, b\left[:\left(u^{\prime}\right)^{a}= \pm \infty\right\}
$$

By the hypothesis on the support of the singular part $\left(u^{\prime}\right)^{s}$, we have $\lim _{x \rightarrow x_{0}}\left(u^{\prime}\right)^{a}(x)=$ $+\infty$ for every jump point $x_{0}$ with $u_{+}\left(x_{0}\right)-u_{-}\left(x_{0}\right)>0$ and $\lim _{x \rightarrow x_{0}}\left(u^{\prime}\right)^{a}(x)=-\infty$ for every jump point $x_{0}$ with $u_{+}\left(x_{0}\right)-u_{-}\left(x_{0}\right)<0$. This means that if $S_{u}$ is nonempty, then $u$ cannot have bounded derivative outside the discontinuity set. In particular, piecewise constant functions are not included in the class $X_{\psi}^{p}(] a, b[)$.
(ii) We observe that the function $\left(u^{\prime}\right)^{a}$ is differentiable $\mathcal{L}^{1}$-a.e. in $] a, b[$ with

$$
\begin{equation*}
v^{\prime}=\psi^{\frac{1}{p}}\left(\left(u^{\prime}\right)^{a}\right)\left(\left(u^{\prime}\right)^{a}\right)^{\prime} \tag{3.4}
\end{equation*}
$$

To see this, we consider the open set

$$
A_{k}:=\{x \in] a, b\left[:-k<\left(u^{\prime}\right)^{a}<k\right\}
$$

Since by $(2.2)$ the function $\Psi_{p}^{-1}$ is Lipschitz continuous in the interval $\left[\Psi_{p}(-k), \Psi_{p}(k)\right]$ and $v \in W^{1, p}(] a, b[)$, by the chain rule, we have that $\left(u^{\prime}\right)^{a}=\Psi_{p}^{-1} \circ v \in W^{1, p}\left(A_{k}\right)$ and, in particular, it is differentiable $\mathcal{L}^{1}$-a.e. in $A_{k}$, and (3.4) holds. Since $\left(u^{\prime}\right)^{a}$ is integrable, we have that

$$
\mathcal{L}^{1}(] a, b\left[\backslash \bigcup_{k} A_{k}\right)=0
$$

and the conclusion follows.
(iii) It is easy to check that $X_{\psi}^{p}(] a, b[)$ may contain discontinuous functions. An example is given by the following construction: Let $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ be defined by

$$
\psi(t):= \begin{cases}1 & \text { if }|t| \leq 1 \\ \frac{1}{|t|^{\alpha}} & \text { if }|t|>1\end{cases}
$$

where $\alpha$ is any number in $] 1,+\infty[$, and let $p \in] 1, \frac{\alpha+1}{2}[$. Consider now the discontinuous functions $u:]-1,1[\rightarrow \mathbb{R}$ given by

$$
u(x):= \begin{cases}-|x|^{\beta} & \text { if } x \leq 0 \\ 1+x^{\beta} & \text { if } x>0\end{cases}
$$

with

$$
0<\beta<1-\frac{p-1}{\alpha-p}
$$

A simple computation shows that the function $\Psi_{p} \circ\left(u^{\prime}\right)^{a}$ belongs to $W^{1, p}(]-1,1[)$, which in turn implies that $u \in X_{\psi}^{p}(]-1,1[)$.
(iv) Finally, the same construction of Proposition 2.3 shows that, for every admissible $\psi$ satisfying (2.9), the space $X_{\psi}^{p}(] a, b[)$ contains a function with nontrivial Cantor part if $p$ is sufficiently close to 1 . We omit the details of this fact, which can be easily checked following step by step the proof of Proposition 2.3.

The next theorem is the counterpart of Theorem 2.4 for the case $p>1$. It establishes that energy bounded sequences are relatively compact in $X_{\psi}^{p}(] a, b[)$. The proof is similar to the one of Theorem 2.4; nevertheless, since this is the main result of this section we reproduce it in full detail for the reader's convenience.

ThEOREM 3.3. Let $\left\{u_{k}\right\}$ be a sequence of functions bounded in $L^{1}(] a, b[)$ and such that

$$
\begin{equation*}
C:=\sup _{k} \mathcal{F}_{p}\left(u_{k}\right)<+\infty \tag{3.5}
\end{equation*}
$$

Then there exist a subsequence (not relabeled) $\left\{u_{k}\right\}$ and a function $u \in X_{\psi}^{p}(] a, b[)$ such that

$$
\begin{align*}
& u_{k} \rightharpoonup u \quad \text { weakly }{ }^{*} \text { in } B V(] a, b[),  \tag{3.6}\\
& \Psi_{p} \circ u_{k}^{\prime} \rightharpoonup \Psi_{p} \circ\left(u^{\prime}\right)^{a} \quad \text { weakly in } W^{1, p}(] a, b[), \\
& \left.u_{k}^{\prime} \rightarrow\left(u^{\prime}\right)^{a} \quad \text { pointwise in }\right] a, b[. \tag{3.7}
\end{align*}
$$

Proof. By (3.3) and (3.5) we may assume that each $u_{k}$ belongs to $W^{2, p}(] a, b[)$ and that

$$
\begin{equation*}
C_{1}:=\sup _{k} \int_{a}^{b}\left[\left|u_{k}\right|+\left|u_{k}^{\prime}\right|+\psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p}\right] d x<+\infty . \tag{3.8}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
v_{k}:=\Psi_{p} \circ u_{k}^{\prime} . \tag{3.9}
\end{equation*}
$$

As $\Psi_{p}$ is Lipschitz in $\mathbb{R}$, the functions $v_{k}$ belong to $W^{1, p}(] a, b[)$ and

$$
\begin{equation*}
\left.v_{k}^{\prime}=\left(\psi\left(u_{k}^{\prime}\right)\right)^{1 / p} u_{k}^{\prime \prime} \quad \mathcal{L}^{1} \text {-a.e. on }\right] a, b[. \tag{3.10}
\end{equation*}
$$

It follows from (3.1) and (3.5) that

$$
\begin{equation*}
\int_{a}^{b}\left[\left|v_{k}\right|^{p}+\left|v_{k}^{\prime}\right|^{p}\right] d x \leq M^{p}(b-a)+C_{1} \tag{3.11}
\end{equation*}
$$

By (3.8) and (3.11), passing to a subsequence (not relabeled), we may assume that

$$
u_{k} \rightharpoonup u \quad \text { weakly* }{ }^{*} \text { in } B V(] a, b[)
$$

and

$$
\begin{equation*}
v_{k} \rightharpoonup v \quad \text { weakly in } W^{1, p}(] a, b[) \tag{3.12}
\end{equation*}
$$

for some functions $u \in B V(] a, b[)$ and $v \in W^{1, p}(] a, b[;[0, M])$.

Since $\Psi_{p}^{-1}$ is continuous, we obtain

$$
\begin{equation*}
\left.u_{k}^{\prime}=\Psi_{p}^{-1} \circ v_{k} \rightarrow w:=\Psi_{p}^{-1} \circ v \quad \text { pointwise in }\right] a, b[. \tag{3.13}
\end{equation*}
$$

Note, also, that $w$ is continuous with values in $\overline{\mathbb{R}}$.
We now split the remaining part of the proof into two steps.
Step 1. We prove that

$$
\begin{equation*}
\left.w=\left(u^{\prime}\right)^{a} \quad \mathcal{L}^{1} \text {-a.e. on }\right] a, b[. \tag{3.14}
\end{equation*}
$$

If not, arguing as for (2.27), we may find $t_{0}>0$ and an infinite number of disjoint open intervals $I$ such that

$$
\begin{equation*}
\mathcal{L}^{1}\left(\left\{w \neq\left(u^{\prime}\right)^{a}\right\} \cap\left\{|w|<t_{0}\right\} \cap I\right)>0 \tag{3.15}
\end{equation*}
$$

By Hölder's inequality and a change of variables, we obtain

$$
\begin{align*}
\int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x & \geq \frac{1}{\mathcal{L}^{1}(I)^{p-1}}\left(\int_{I}\left(\psi\left(u_{k}^{\prime}\right)\right)^{1 / p}\left|u_{k}^{\prime \prime}\right| d x\right)^{p} \\
& \geq \frac{1}{(b-a)^{p-1}}\left(\int_{m_{k}}^{M_{k}}(\psi(t))^{1 / p} d t\right)^{p} \tag{3.16}
\end{align*}
$$

where $m_{k}:=\inf _{I} u_{k}^{\prime}$ and $M_{k}:=\sup _{I} u_{k}^{\prime}$.
Reasoning as in the first step of the proof of Theorem 2.4, we can show that at least one of the two sequences $\left\{m_{k}\right\}$ and $\left\{M_{k}\right\}$ is divergent. If $\lim _{k} M_{k}=+\infty$, then by (3.13) $\lim \sup _{k} m_{k}<t_{0}$ and, in turn, from (3.16) we obtain

$$
\liminf _{k \rightarrow \infty} \int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x \geq \frac{1}{(b-a)^{p-1}}\left(\int_{t_{0}}^{+\infty}(\psi(t))^{1 / p} d t\right)^{p}>0
$$

Analogously, if $\lim _{k} m_{k}=-\infty$, then

$$
\liminf _{k \rightarrow \infty} \int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x \geq \frac{1}{(b-a)^{p-1}}\left(\int_{-\infty}^{t_{0}}(\psi(t))^{1 / p} d t\right)^{p}>0
$$

In any case, for an arbitrarily large number $m$ of disjoint intervals $I$ satisfying (3.15), adding the contributions of each interval we obtain

$$
\begin{aligned}
& \liminf _{k \rightarrow \infty} \int_{a}^{b} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x \\
& \quad \geq \frac{m}{(b-a)^{p-1}} \min \left\{\left(\int_{t_{0}}^{+\infty}(\psi(t))^{1 / p} d t\right)^{p},\left(\int_{-\infty}^{t_{0}}(\psi(t))^{1 / p} d t\right)^{p}\right\}
\end{aligned}
$$

which contradicts (3.8) for $m$ large enough. This concludes the proof of (3.14) and, in turn, of (3.7).

Step 2. To prove that $u \in X_{\psi}^{p}(] a, b[)$, it remains to show that the positive part $\left(\left(u^{\prime}\right)^{s}\right)^{+}$and the negative part $\left(\left(u^{\prime}\right)^{s}\right)^{-}$of the measure $\left(u^{\prime}\right)^{s}$ are concentrated on $Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ and $Z^{-}\left[\left(u^{\prime}\right)^{a}\right]$, respectively.

Arguing as in Step 2 of the proof of Theorem 2.4, one can see that it is enough to show

$$
\begin{equation*}
E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right] \text { and } E^{-}\left[u^{\prime}\right] \backslash Z^{-}\left[\left(u^{\prime}\right)^{a}\right] \text { are empty, } \tag{3.17}
\end{equation*}
$$

where $E^{+}\left[u^{\prime}\right]$ and $E^{-}\left[u^{\prime}\right]$ are the sets introduced in (2.32) and (2.33). We show only that $E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ is empty, since the other property can be proved in the same way.

Assume, by contradiction, that $E^{+}\left[u^{\prime}\right] \backslash Z^{+}\left[\left(u^{\prime}\right)^{a}\right]$ contains a point $x_{0}$. Denote $t_{0}:=2\left|w\left(x_{0}\right)\right|$, fix any $t_{1}>t_{0}$, and choose $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\frac{1}{\left(2 \varepsilon_{0}\right)^{p-1}}\left(\int_{t_{0}}^{t_{1}}(\psi(t))^{1 / p} d t\right)^{p}>C \tag{3.18}
\end{equation*}
$$

where $C$ is the constant appearing in (3.5). By (2.32) there exists $0<\varepsilon<\varepsilon_{0}$ such that

$$
\begin{equation*}
\frac{\left(u^{\prime}\right)^{+}(] x_{0}-\varepsilon, x_{0}+\varepsilon[)}{2 \varepsilon}>t_{1} . \tag{3.19}
\end{equation*}
$$

Set $I:=] x_{0}-\varepsilon, x_{0}+\varepsilon[$. By Hölder's inequality and a change of variables (see (3.16)), we obtain

$$
\begin{equation*}
\int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x \geq \frac{1}{\left(2 \varepsilon_{0}\right)^{p-1}}\left(\int_{m_{k}}^{M_{k}}(\psi(t))^{1 / p} d t\right)^{p}, \tag{3.20}
\end{equation*}
$$

where $m_{k}:=\inf _{I} u_{k}^{\prime}$ and $M_{k}:=\sup _{I} u_{k}^{\prime}$. By (3.13) and the fact that $w\left(x_{0}\right)<t_{0}$, we deduce that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} m_{k}<t_{0} \tag{3.21}
\end{equation*}
$$

On the other hand, reasoning as at the end of the proof of Theorem 2.4, we deduce from (3.6) and (3.19) that

$$
\liminf _{k \rightarrow \infty} \frac{1}{2 \varepsilon} \int_{x_{0}-\varepsilon}^{x_{0}+\varepsilon}\left(u_{k}^{\prime}\right)^{+} d x \geq \frac{\left(u^{\prime}\right)^{+}(] x_{0}-\varepsilon, x_{0}+\varepsilon[)}{2 \varepsilon}>t_{1}
$$

which implies that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} M_{k}>t_{1} \tag{3.22}
\end{equation*}
$$

From (3.18), (3.20), (3.21), and (3.22) we obtain

$$
\liminf _{k \rightarrow \infty} \int_{I} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x \geq \frac{1}{\left(2 \varepsilon_{0}\right)^{p-1}}\left(\int_{t_{0}}^{t_{1}}(\psi(t))^{1 / p} d t\right)^{p}>C
$$

which contradicts (3.8). This shows (3.17) and concludes the proof of the theorem.

We next identify the relaxation of $\mathcal{F}_{p}$ with respect to strong convergence in $L^{1}(] a, b[)$.

Theorem 3.4. Let $\overline{\mathcal{F}}_{p}: L^{1}(] a, b[) \rightarrow[0,+\infty]$ be defined by

$$
\begin{equation*}
\overline{\mathcal{F}}_{p}(u):=\inf \left\{\liminf _{k \rightarrow \infty} \mathcal{F}_{p}\left(u_{k}\right): u_{k} \rightarrow u \text { in } L^{1}(] a, b[)\right\} \tag{3.23}
\end{equation*}
$$

for every $u \in L^{1}(] a, b[)$. Then

$$
\overline{\mathcal{F}}_{p}(u)= \begin{cases}\left|u^{\prime}\right|(] a, b[)+\int_{a}^{b}\left|v^{\prime}\right|^{p} d x & \text { if } u \in X_{\psi}^{p}(] a, b[)  \tag{3.24}\\ +\infty & \text { otherwise }\end{cases}
$$

where $v:=\Psi_{p} \circ\left(u^{\prime}\right)^{a}$.
Proof. We sketch the proof focusing only on the main changes with respect to the proof of Theorem 2.5. Let $\mathcal{G}_{p}$ be the functional defined by the right-hand side of (3.24).

We start by showing that

$$
\begin{equation*}
\mathcal{G}_{p}(u) \leq \liminf _{k \rightarrow \infty} \mathcal{F}_{p}\left(u_{k}\right) \tag{3.25}
\end{equation*}
$$

whenever $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$. It is enough to consider sequences $\left\{u_{k}\right\}$ for which the liminf is a limit and has a finite value. Then $u_{k}$ belongs to $W^{2,1}(] a, b[)$ and (3.5) is satisfied. Setting $v_{k}:=\Psi_{p} \circ u_{k}^{\prime}$, by Theorem 3.3, we have $v_{k} \rightharpoonup v$ weakly in $W^{1, p}(] a, b[)$. Using the fact that $\left|v_{k}^{\prime}\right|^{p}=\psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p}$, we deduce that

$$
\begin{equation*}
\int_{a}^{b}\left|v^{\prime}\right|^{p} d x \leq \liminf _{k \rightarrow \infty} \int_{a}^{b} \psi\left(u_{k}^{\prime}\right)\left|u_{k}^{\prime \prime}\right|^{p} d x \tag{3.26}
\end{equation*}
$$

Inequality (3.25) follows now from (3.26) and the lower semicontinuity of the total variation.

We split the proof of the limsup inequality into several steps.
Step 1. Let $u \in X_{\psi}^{p}(] a, b[)$ be such that $\left(u^{\prime}\right)^{s}=0$. We claim that there exists a sequence $\left\{u_{k}\right\}$ in $W^{2, p}(] a, b[)$ such that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \mathcal{F}_{p}\left(u_{k}\right) \leq \mathcal{G}_{p}(u) \tag{3.27}
\end{equation*}
$$

Define $w_{k}:=\left(\left(u^{\prime}\right)^{a} \vee-k\right) \wedge k$. Using the fact that $\left(u^{\prime}\right)^{a} \in W^{1, p}\left(A_{2 k}\right)$, where

$$
A_{2 k}:=\{x \in] a, b\left[:-2 k<\left(u^{\prime}\right)^{a}<2 k\right\}
$$

as observed in Remark 3.2(ii), one sees that $w_{k} \in W^{1, p}(] a, b[)$. Define

$$
u_{k}(x):=u_{+}(a)+\int_{a}^{x} w_{k}(y) d y
$$

It is easy to see that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and (3.27) holds.
Step 2. Assume that $u \in X_{\psi}^{p}(] a, b[),\left(u^{\prime}\right)^{c}=0$, and $S_{u}$ is finite. We claim that there exists a sequence $\left\{u_{k}\right\}$ of functions in $X_{\psi}^{p}(] a, b[)$, with $\left(u_{k}^{\prime}\right)^{s}=0$, such that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \mathcal{G}_{p}\left(u_{k}\right) \leq \mathcal{G}_{p}(u) \tag{3.28}
\end{equation*}
$$

Since the construction is local, it is enough to consider the case $S_{u}=\left\{x_{0}\right\}$ for some $\left.x_{0} \in\right] a, b\left[\right.$ with $[u]\left(x_{0}\right)>0$. By the properties of $X_{\psi}^{p}(] a, b[)$, we can find two sequences $x_{k} \nearrow x_{0}$ and $y_{k} \searrow x_{0}$ such that

$$
u\left(x_{k}\right) \rightarrow u_{-}\left(x_{0}\right), \quad u\left(y_{k}\right) \rightarrow u_{+}\left(x_{0}\right), \text { and }\left(u^{\prime}\right)^{a}\left(x_{k}\right)=\left(u^{\prime}\right)^{a}\left(y_{k}\right) \rightarrow\left(u^{\prime}\right)^{a}\left(x_{0}\right)=+\infty
$$

Consider the affine functions $h_{k}(x):=u\left(x_{k}\right)+\left(u^{\prime}\right)^{a}\left(x_{k}\right)\left(x-x_{k}\right)$. For every $k$ sufficiently large there exists $\left.z_{k} \in\right] x_{k}, b\left[\right.$ such that $h_{k}\left(z_{k}\right)=u_{+}\left(x_{0}\right)$. Since $\left(u^{\prime}\right)^{a}\left(x_{k}\right) \rightarrow$ $+\infty$ and $x_{k} \rightarrow x_{0}$, we have that $z_{k} \rightarrow x_{0}$ as $k \rightarrow \infty$. Define

$$
u_{k}(x):= \begin{cases}u(x) & \text { if } a<x \leq x_{k} \\ h_{k}(x) & \text { if } x_{k}<x \leq z_{k} \\ u\left(x+y_{k}-z_{k}\right)+u_{+}\left(x_{0}\right)-u\left(y_{k}\right) & \text { if } z_{k}<x<b\end{cases}
$$

Using the fact that $\left(u^{\prime}\right)^{a}\left(x_{k}\right)=\left(u^{\prime}\right)^{a}\left(y_{k}\right)$, it is easy to check that $u_{k} \in X_{\psi}^{p}(] a, b[)$, with $\left(u_{k}^{\prime}\right)^{s}=0, u_{k} \rightarrow u$ in $L^{1}(] a, b[)$, and (3.28) holds.

Step 3. Assume that $u \in X_{\psi}^{p}(] a, b[)$ and $\left(u^{\prime}\right)^{c}=0$. We claim that there exists a sequence of functions $u_{k}$ in $X_{\psi}^{p}(] a, b[)$, with $\left(u_{k}^{\prime}\right)^{c}=0$ and $S_{u_{k}}$ finite, such that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and (3.28) holds.

To see this, it is enough to consider the same approximation constructed in Step 3 of the proof of Theorem 2.5.

Step 4. Assume that $u \in X_{\psi}^{p}(] a, b[)$. We claim that there exists a sequence of functions $u_{k}$ in $X_{\psi}^{p}(] a, b[)$, with $\left(u_{k}^{\prime}\right)^{c}=0$, such that $u_{k} \rightarrow u$ in $L^{1}(] a, b[)$ and (3.28) holds.

Since $\left(u^{\prime}\right)^{a}$ is continuous from $] a, b[$ into $\overline{\mathbb{R}}$ and integrable (see Remark 3.2), we have that $K:=\{x \in] a, b\left[:\left|\left(u^{\prime}\right)^{a}\right|=+\infty\right\}$ is relatively closed in $] a, b\left[\right.$ with zero $\mathcal{L}^{1}$ measure. Hence, we may find a sequence of open sets $\left.A_{k} \subset\right] a, b\left[\right.$ such that $A_{k} \searrow K$. Let $\left\{I_{j}^{k}\right\}_{j}$ be the collection of all connected components of $A_{k}$ intersecting $K$. Let $c_{j}^{k}:=\left(u^{\prime}\right)^{s}\left(I_{j}^{k}\right)>0$. By the properties of $X_{\psi}^{p}(] a, b[)$, for every $j$ we may choose $x_{j}^{k} \in I_{j}^{k} \cap K$ such that $\left(u^{\prime}\right)^{a}\left(x_{j}^{k}\right)=+\infty$ if $c_{j}^{k}>0$ and $\left(u^{\prime}\right)^{a}\left(x_{j}^{k}\right)=-\infty$ if $c_{j}^{k}<0$. Define

$$
u_{k}(x):=u_{+}(a)+\int_{a}^{x}\left(u^{\prime}\right)^{a}(y) d y+\sum_{j: x_{j}^{k} \leq x} c_{j}^{k}
$$

Using the definition of $X_{\psi}^{p}(] a, b[)$, one can check that

$$
\sum_{j} c_{j}^{k} \delta_{x_{j}^{k}} \rightharpoonup\left(u^{\prime}\right)^{s} \quad \text { weakly }^{*} \text { in } M_{b}(] a, b[)
$$

and $\left|\sum_{j} c_{j}^{k} \delta_{x_{j}^{k}}\right|(] a, b[) \rightarrow\left|\left(u^{\prime}\right)^{s}\right|(] a, b[)$ as $k \rightarrow \infty$. Using this fact it is easy to see that the sequence $\left\{u_{k}\right\}$ meets all of the requirements.

By combining Steps 1-4 with a diagonal argument, one can finally prove that (3.27) holds for every $u$ in $X_{\psi}^{p}(] a, b[)$.

Corollary 3.5. Let $\left\{u_{k}\right\}$ be a sequence of functions in $X_{\psi}^{p}(] a, b[)$ bounded in $L^{1}(] a, b[)$ and such that

$$
\begin{equation*}
C:=\sup _{k} \overline{\mathcal{F}}_{p}\left(u_{k}\right)<+\infty \tag{3.29}
\end{equation*}
$$

Then there exists a subsequence (not relabeled) $\left\{u_{k}\right\}$ and a function $u \in X_{\psi}^{p}(] a, b[)$ such that

$$
\begin{align*}
& u_{k} \rightharpoonup u \quad \text { weakly }{ }^{*} \text { in } B V(] a, b[)  \tag{3.30}\\
& \Psi_{p} \circ\left(u_{k}^{\prime}\right)^{a} \rightharpoonup \Psi_{p} \circ\left(u^{\prime}\right)^{a} \quad \text { weakly in } W^{1, p}(] a, b[),  \tag{3.31}\\
& \left.\left(u_{k}^{\prime}\right)^{a} \rightarrow\left(u^{\prime}\right)^{a} \quad \text { pointwise in }\right] a, b[. \tag{3.32}
\end{align*}
$$

Proof. With an argument entirely similar to the one used in the proof of Corollary 2.7 we can extract a subsequence $\left\{u_{k}\right\}$ which satisfies (3.30) and (3.31). In turn, (3.31) and the continuity of $\Psi_{p}^{-1}$ in $\overline{\mathbb{R}}$ imply (3.32).
4. The staircase effect. The purpose of this section is to show analytically that the presence of the higher order term in the functional $\overline{\mathcal{F}}$ prevents the occurrence of the so-called staircase effect, as opposed to what happens in image reconstructions based on the total variation functional.
4.1. The Rudin-Osher-Fatemi model. We start by showing that staircaselike structures do appear in solutions to the Rudin-Osher-Fatemi problem, i.e., in minimizers for the functional $\mathrm{ROF}_{\lambda, g}: B V(] a, b[) \rightarrow \mathbb{R}$ defined by

$$
\operatorname{ROF}_{\lambda, g}(w):=\left|w^{\prime}\right|(] a, b[)+\lambda \int_{a}^{b}(w-g)^{2} d x
$$

where $\lambda>0$ is the fidelity parameter and $g \in L^{2}(] a, b[)$ is the given "signal" to be processed. This fact is well known and numerically observed in many situations. We provide here a simple analytical example. A different example is provided in [12], and a more detailed analysis on the nature of the staircase effect in the Rudin-OsherFatemi model can be found in a recent paper of Caselles, Chambolle, and Novaga [4]. Our example will be constructed by means of the following proposition which deals with minimizers of $\mathrm{ROF}_{\lambda, g}$ when $g$ is a monotone function.

Proposition 4.1. Let $g:[a, b] \rightarrow[0,1]$ be a nondecreasing function such that $g_{+}(a)=0$ and $g_{-}(b)=1$. Let $g^{-1}$ denote the left-continuous generalized inverse of $g$, defined by

$$
\begin{equation*}
g^{-1}(c):=\inf \{x \in[a, b]: g(x) \geq c\} \tag{4.1}
\end{equation*}
$$

for every $c \in[0,1]$, and assume that there exist $0<c_{1}<c_{2}<1$ such that

$$
\begin{equation*}
2 \lambda \int_{a}^{g^{-1}\left(c_{1}\right)}\left(c_{1}-g(x)\right) d x=1 \quad \text { and } \quad 2 \lambda \int_{g^{-1}\left(c_{2}\right)}^{b}\left(g(x)-c_{2}\right) d x=1 \tag{4.2}
\end{equation*}
$$

Then the function $u$, defined by

$$
u(x):= \begin{cases}c_{1} & \text { if } a \leq x \leq g^{-1}\left(c_{1}\right) \\ g(x) & \text { if } g^{-1}\left(c_{1}\right)<x \leq g^{-1}\left(c_{2}\right) \\ c_{2} & \text { if } g^{-1}\left(c_{2}\right)<x \leq b\end{cases}
$$

is the unique minimizer of $\mathrm{ROF}_{\lambda, g}$ in $B V(] a, b[)$.
Remark 4.2. Since

$$
\int_{a}^{g^{-1}(c)}(c-g(x)) d x=\int_{0}^{c} g^{-1}(y) d y, \quad \int_{g^{-1}(c)}^{b}(g(x)-c) d x=\int_{c}^{1} g^{-1}(y) d y
$$

for all $c \in[0,1]$, the continuity of the integral implies that condition (4.2) is satisfied for every $\lambda$ sufficiently large.

Proof of Proposition 4.1. We split the proof into two steps.
Step 1. We assume first that $u$ is absolutely continuous. In order to prove the minimality of $u$, by density it suffices to show that $\operatorname{ROF}_{\lambda, g}(u+\varphi) \geq \operatorname{ROF}_{\lambda, g}(u)$ for
every $\varphi \in C^{1}([a, b])$, which, in turn, due to the convexity of $\operatorname{ROF}_{\lambda, g}$, is equivalent to proving that

$$
\begin{equation*}
\left.\frac{d^{+}}{d \varepsilon} \operatorname{ROF}_{\lambda, g}(u+\varepsilon \varphi)\right|_{\varepsilon=0} \geq 0 \quad \text { for every } \varphi \in C^{1}([a, b]), \tag{4.3}
\end{equation*}
$$

where $\frac{d^{+}}{d \varepsilon}$ denotes the right derivative. By a straightforward computation, we have

$$
\begin{equation*}
\left.\frac{d^{+}}{d \varepsilon} \operatorname{ROF}_{\lambda, g}(u+\varepsilon \varphi)\right|_{\varepsilon=0}=\int_{\left\{u^{\prime}=0\right\}}\left|\varphi^{\prime}\right| d x+\int_{\left\{u^{\prime}>0\right\}} \varphi^{\prime} d x+2 \lambda \int_{a}^{b}(u-g) \varphi d x \tag{4.4}
\end{equation*}
$$

Consider now the function $\theta:[a, b] \rightarrow[0,1]$ defined by $\theta(x):=2 \lambda \int_{a}^{x}(u-g) d t$. Using (4.2) and the definition of $u$, one can check that $\theta(a)=\theta(b)=0,0 \leq \theta \leq 1$, and $\theta \equiv 1$ in $\left[g^{-1}\left(c_{1}\right), g^{-1}\left(c_{2}\right)\right]$. In particular, $\left\{u^{\prime}>0\right\} \subset\left[g^{-1}\left(c_{1}\right), g^{-1}\left(c_{2}\right)\right] \subset\{\theta=1\}$ so that by (4.4)

$$
\left.\frac{d^{+}}{d \varepsilon} \mathrm{ROF}_{\lambda, g}(u+\varepsilon \varphi)\right|_{\varepsilon=0} \geq \int_{a}^{b} \varphi^{\prime} \theta d x+2 \lambda \int_{a}^{b}(u-g) \varphi d x=0,
$$

where the last equality is obtained by integrating by parts and by using the fact that $\theta^{\prime}=2 \lambda(u-g)$ and $\theta(a)=\theta(b)=0$. This shows (4.3) and concludes the proof of Step 1.

Step 2. In the general case, we construct a sequence $\left\{g_{k}\right\} \subset A C\left(\left[g^{-1}\left(c_{1}\right), g^{-1}\left(c_{2}\right)\right]\right)$ of nondecreasing functions such that $g_{k}\left(g^{-1}\left(c_{1}\right)\right)=c_{1}, g_{k}\left(g^{-1}\left(c_{2}\right)\right)=c_{2}$, and $g_{k} \rightarrow g$ in $L^{2}\left(\left[g^{-1}\left(c_{1}\right), g^{-1}\left(c_{2}\right)\right]\right)$. Let $\tilde{g}_{k}$ be the function coinciding with $g_{k}$ in $\left[g^{-1}\left(c_{1}\right), g^{-1}\left(c_{2}\right)\right]$ and with $g$ elsewhere in $[a, b]$, and, analogously, let $u_{k}$ coincide with $g_{k}$ in the interval $\left[g^{-1}\left(c_{1}\right), g^{-1}\left(c_{2}\right)\right]$ and with $u$ elsewhere. For any $v \in B V(] a, b[)$, by applying the previous step we obtain

$$
\operatorname{ROF}_{\lambda, \tilde{g}_{k}}(v) \geq \operatorname{ROF}_{\lambda, \tilde{g}_{k}}\left(u_{k}\right)=\operatorname{ROF}_{\lambda, g}(u) .
$$

The minimality of $u$ follows by letting $k \rightarrow \infty$. Finally, uniqueness is a consequence of the strict convexity of $\mathrm{ROF}_{\lambda, g}$.

As a corollary of the previous result, we can prove analytically the occurrence of the staircase effect in a very simple case. Let $g(x):=x, x \in[0,1]$, be the original 1D image to which we add the "noise"

$$
h_{n}(x):=\frac{i}{n}-x \quad \text { if } \frac{i-1}{n} \leq x<\frac{i}{n}, \quad i=1, \ldots, n,
$$

where $n \in \mathbb{N}$, so that the resulting degraded 1D image is given by the staircase function

$$
\begin{equation*}
g_{n}(x):=\frac{i}{n} \quad \text { if } \frac{i-1}{n} \leq x<\frac{i}{n}, \quad i=1, \ldots, n . \tag{4.5}
\end{equation*}
$$

Note that, even though $h_{n} \rightarrow 0$ uniformly, the reconstructed image $u_{n}$ preserves the staircase structure of $g_{n}$. Indeed, we show that there exists a nondegenerate interval $I \subset[0,1]$ such that each $u_{n}$ coincides with the degraded 1D image $g_{n}$ in $I$ for all $n \in \mathbb{N}$. More precisely, we have the following theorem.

Theorem 4.3 (staircase effect). Let $\lambda>4$, let $g_{n}$ be as in (4.5), and let $u_{n}$ be the unique minimizer of $\operatorname{ROF}_{\lambda, g_{n}}$ in $B V([0,1[)$. Then for all $n$ sufficiently large there exist $0<a_{n}<b_{n}<1$, with

$$
a_{n} \rightarrow \frac{1}{\sqrt{\lambda}}, \quad b_{n} \rightarrow 1-\frac{1}{\sqrt{\lambda}}
$$

as $n \rightarrow \infty$, such that $u_{n}=g_{n}$ on $\left[a_{n}, b_{n}\right]$ and $u_{n}$ is constant on each interval $\left[0, a_{n}\right)$ and $\left(b_{n}, 1\right]$.

Proof. Let $g_{n}^{-1}$ denote the generalized inverse function of $g_{n}$ defined by (4.1) with $g$ replaced by $g_{n}$. As both $\left\{g_{n}\right\}$ and $\left\{g_{n}^{-1}\right\}$ converge uniformly to $g(x)=x$ and since $\lambda>4$, one can check that for $n$ large enough there exist $0<c_{1}^{(n)}<c_{2}^{(n)}<1$ satisfying

$$
2 \lambda \int_{0}^{g_{n}^{-1}\left(c_{1}^{(n)}\right)}\left(c_{1}^{(n)}-g_{n}\right) d x=1 \quad \text { and } \quad 2 \lambda \int_{g_{n}^{-1}\left(c_{2}^{(n)}\right)}^{1}\left(g_{n}-c_{2}^{(n)}\right) d x=1
$$

with $c_{1}^{(n)} \rightarrow c_{1}$ and $c_{2}^{(n)} \rightarrow c_{2}$ as $n \rightarrow \infty$, where $c_{1}$ and $c_{2}$ are defined by

$$
\begin{equation*}
2 \lambda \int_{0}^{c_{1}}\left(c_{1}-x\right) d x=1 \quad \text { and } \quad 2 \lambda \int_{c_{2}}^{1}\left(x-c_{2}\right) d x=1 \tag{4.6}
\end{equation*}
$$

By Proposition 4.1, the unique minimizer $u_{n}$ of $\mathrm{ROF}_{\lambda, g_{n}}$ in $B V(] 0,1[)$ takes the form

$$
u_{n}(x)= \begin{cases}c_{1}^{(n)} & \text { if } 0 \leq x \leq g_{n}^{-1}\left(c_{1}^{(n)}\right) \\ g_{n}(x) & \text { if } g_{n}^{-1}\left(c_{1}^{(n)}\right)<x \leq g_{n}^{-1}\left(c_{2}^{(n)}\right) \\ c_{2}^{(n)} & \text { if } g_{n}^{-1}\left(c_{2}^{(n)}\right)<x \leq 1\end{cases}
$$

The conclusion follows by observing that $a_{n}:=g_{n}^{-1}\left(c_{1}^{(n)}\right) \rightarrow c_{1}$ and $b_{n}:=g_{n}^{-1}\left(c_{2}^{(n)}\right) \rightarrow$ $c_{2}$ and that $c_{1}=\frac{1}{\sqrt{\lambda}}$ and $c_{2}=1-\frac{1}{\sqrt{\lambda}}$, thanks to (4.6).
4.2. Absence of the staircase effect: The case $\boldsymbol{p}=\mathbf{1}$. Next, we show that the presence of the higher order term in the functional $\overline{\mathcal{F}}_{1}$ prevents the occurrence of the staircase effect. We begin with the case $p=1$. We consider the minimization problem

$$
\begin{equation*}
\min \left\{\overline{\mathcal{F}}_{1}(u)+\lambda \int_{a}^{b}(u-g)^{2} d x: u \in X_{\psi}^{1}(] a, b[)\right\} \tag{4.7}
\end{equation*}
$$

where $\overline{\mathcal{F}}_{1}$ is the relaxed functional given in (2.38). To prove the absence of the staircase effect we need the following auxiliary result that is of independent interest.

Proposition 4.4. Assume that $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ is a bounded Borel function satisfying (2.1) and (2.2). Let $g:[a, b] \rightarrow \mathbb{R}$ be Lipschitz continuous, and let $u \in X_{\psi}^{1}(] a, b[)$ be a solution of the minimization problem (4.7). Then $u$ is Lipschitz continuous and $u^{\prime} \in B V(] a, b[)$.

Proof. The plan of the proof is the following. We will show that the discontinuity set $S_{u}$ is empty and that the left and right limits $\left(u^{\prime}\right)_{-}^{a}$ and $\left(u^{\prime}\right)_{+}^{a}$, respectively, defined in (2.7), are finite everywhere on $] a, b]$ and on $[a, b[$, respectively. Note that this will imply that the sets $Z^{ \pm}\left[\left(u^{\prime}\right)^{a}\right]$ (see (2.5) and (2.6)) are empty and, in turn, that $u \in W^{1,1}(] a, b[)$ by the properties of the space $X_{\psi}^{1}(] a, b[)$. Moreover, recalling that the functions $\left(u^{\prime}\right)_{\vee}^{a}$ and $\left(u^{\prime}\right)_{\wedge}^{a}$ defined in Remark 2.2 are upper and lower semicontinuous on $[a, b]$, it will also follow that both $\left(u^{\prime}\right)_{-}^{a}$ and $\left(u^{\prime}\right)_{+}^{a}$ are bounded, yielding the Lipschitz continuity of $u$. In turn, the fact that $u^{\prime} \in B V(] a, b[)$ is a consequence of the local Lipschitz continuity of $\Psi_{1}^{-1}$.

Step 1. We start by showing that $S_{u}$ is empty. We argue, by contradiction, assuming that $S_{u}$ contains a point $x_{0}$. Without loss of generality, we may suppose that
$\nu_{u}\left(x_{0}\right)=1$; i.e., $u_{+}\left(x_{0}\right)>u_{-}\left(x_{0}\right)$. We also assume that $\frac{1}{2}\left(u_{+}\left(x_{0}\right)+u_{-}\left(x_{0}\right)\right) \geq g\left(x_{0}\right)$. In the following, it is convenient to think of $u$ as coinciding everywhere with its lower semicontinuous representative $u_{\wedge}:=\min \left\{u_{-}, u_{+}\right\}$.

Find $\varepsilon>0$ so small that

$$
\begin{equation*}
\sum_{\substack{\left.x \in S_{u} \\ x \in\right] x_{0}, x_{0}+\varepsilon[ }}|[u](x)|<\frac{[u]\left(x_{0}\right)}{4} \tag{4.8}
\end{equation*}
$$

and let $C>0$ satisfy

$$
\begin{equation*}
C>2\left\|g^{\prime}\right\|_{\infty} \quad \text { and } \quad \frac{1}{2}\left(u_{+}\left(x_{0}\right)+u_{-}\left(x_{0}\right)\right)+C \varepsilon>u_{-}\left(x_{0}+\varepsilon\right) \tag{4.9}
\end{equation*}
$$

For $t \in[0,1]$ consider the affine function

$$
h^{t}(x):=\frac{(1-t)}{2}\left(u_{+}\left(x_{0}\right)+u_{-}\left(x_{0}\right)\right)+t\left(\frac{1}{4} u_{-}\left(x_{0}\right)+\frac{3}{4} u_{+}\left(x_{0}\right)\right)+C\left(x-x_{0}\right)
$$

and note that, by (4.9), there exists $\left.x^{t} \in\right] x_{0}, x_{0}+\varepsilon[$ such that

$$
\begin{equation*}
\left.\left(x^{t}, h^{t}\left(x^{t}\right)\right) \in \Gamma_{u} \quad \text { and } \quad g<h^{t}<u \text { in }\right] x_{0}, x^{t}[ \tag{4.10}
\end{equation*}
$$

where $\Gamma_{u}$ stands for the extended graph of $u$ defined by

$$
\Gamma_{u}:=\{(x, t) \in] a, b\left[\times \mathbb{R}: \min \left\{u_{-}(x), u_{+}(x)\right\} \leq t \leq \max \left\{u_{-}(x), u_{+}(x)\right\}\right\}
$$

Let $u^{t}$ be the function defined by

$$
u^{t}(x):= \begin{cases}h^{t}(x) & \text { if } x \in] x_{0}, x^{t}[  \tag{4.11}\\ u(x) & \text { otherwise }\end{cases}
$$

and note that

$$
\begin{align*}
\lambda\left(\int_{a}^{b}|u-g|^{2} d x-\int_{a}^{b}\left|u^{t}-g\right|^{2} d x\right) & \geq \lambda\left(\int_{a}^{b}|u-g|^{2} d x-\int_{a}^{b}\left|u^{1}-g\right|^{2} d x\right)  \tag{4.12}\\
& =: \eta>0
\end{align*}
$$

for every $t \in[0,1]$. Now it is convenient to approximate $u$ with functions having only finitely many jump points. Hence, the following approximation procedure is needed only when $S_{u}$ is infinite. In this case, write $S_{u}=\left\{x_{0}, x_{1}, \ldots, x_{j}, \ldots\right\}$, for each $k$ define $S_{u}^{k}:=\left\{x_{j}: 0 \leq j \leq k\right\}$, and for $\left.x \in\right] a, b[$ set

$$
u_{k}(x)=u_{+}(a)+\int_{a}^{x}\left(u^{\prime}\right)^{a} d t+\left(u^{\prime}\right)^{c}(] a, x[)+\sum_{x_{j}<x, x_{j} \in S_{u}^{k}}[u]\left(x_{j}\right)
$$

Note that, since $u_{k} \rightarrow u$ in $L^{\infty}(] a, b[)$, for $k$ large enough it follows from (4.9) and (4.10) that for every $t \in[0,1]$ there exists $\left.x_{k}^{t} \in\right] x_{0}, x_{0}+\varepsilon[$ such that

$$
\left.\left(x_{k}^{t}, h^{t}\left(x_{k}^{t}\right)\right) \in \Gamma_{u_{k}} \quad \text { and } \quad g<h^{t}<u_{k} \text { in }\right] x_{0}, x_{k}^{t}[
$$

where $\Gamma_{u_{k}}$ denotes the extended graph of $u_{k}$. For all such $k$, we consider the comparison function $u_{k}^{t}$ defined as in (4.11), with $u$ and $x^{t}$ replaced by $u_{k}$ and $x_{k}^{t}$, respectively. Using the uniform convergence of $\left\{u_{k}\right\}$ to $u$ and (4.10), we have that $x^{t} \leq \liminf _{k} x_{k}^{t}$, which yields $u^{t} \geq \lim \sup _{k} u_{k}^{t} \mathcal{L}^{1}$-a.e. on $] a, b\left[\right.$. Moreover, $u_{k} \rightarrow u$ in $\overline{\mathcal{F}}_{1}$ energy. Hence, also by (4.12) we may find $k$ so large that for $t \in[0,1]$

$$
\begin{gather*}
\lambda\left(\int_{a}^{b}\left|u_{k}-g\right|^{2} d x-\int_{a}^{b}\left|u_{k}^{t}-g\right|^{2} d x\right) \geq \lambda\left(\int_{a}^{b}\left|u_{k}-g\right|^{2} d x-\int_{a}^{b}\left|u_{k}^{1}-g\right|^{2} d x\right) \geq \frac{\eta}{2}  \tag{4.13}\\
\overline{\mathcal{F}}_{1}\left(u_{k}\right)+\lambda \int_{a}^{b}\left|u_{k}-g\right|^{2} d x \leq \overline{\mathcal{F}}_{1}(u)+\lambda \int_{a}^{b}|u-g|^{2} d x+\frac{\eta}{4} \tag{4.14}
\end{gather*}
$$

Let us fix $k$ satisfying (4.13) and (4.14). We claim that there exists $\bar{t} \in[0,1]$ such that $x_{k}^{\bar{t}}$ is a continuity point for $u_{k}$. Indeed, if not, then for every $t \in[0,1]$ there exists a jump point $x_{j}$, with $1 \leq j \leq k$, such that $x_{k}^{t}=x_{j}$ and the point $\left(x_{k}^{t}, h^{t}\left(x_{k}^{t}\right)\right.$ ) belongs to the corresponding vertical segment of the extended graph of $u_{k}$. Setting $I_{j}:=\left\{t \in[0,1]: x_{k}^{t}=x_{j}\right\}$ and $\sigma_{j}:=\left\{\left(x_{j}, h^{t}\left(x_{j}\right)\right): t \in I_{j}\right\}$, it is clear that $[0,1]=\cup_{j=1}^{k} I_{j}$ and $\mathcal{H}^{1}\left(\sigma_{j}\right)=\mathcal{H}^{1}\left(\left\{\left(x_{0}, h^{t}\left(x_{0}\right)\right): t \in I_{j}\right\}\right)$. Thus,

$$
\sum_{\substack{\left.x \in S_{u} \\ x \in\right] x_{0}, x_{0}+\varepsilon[ }}|[u](x)| \geq \sum_{j=1}^{k} \mathcal{H}^{1}\left(\sigma_{j}\right)=\mathcal{H}^{1}\left(\left\{\left(x_{0}, h^{t}\left(x_{0}\right)\right): t \in[0,1]\right\}\right)=\frac{[u]\left(x_{0}\right)}{4}
$$

in contradiction with (4.8).
Since from now on $\bar{t}$ and $k$ are fixed, to simplify the notation we set $\hat{x}:=x_{k}^{\bar{t}}$, $\hat{u}:=u_{k}^{\bar{t}}, \hat{h}:=h^{\bar{t}}$, and $\hat{v}:=\Psi_{1} \circ\left(\hat{u}^{\prime}\right)^{a}$. By construction (see (4.11)) we have

$$
\begin{equation*}
\left|\hat{u}^{\prime}\right|(] a, b[) \leq\left|u_{k}^{\prime}\right|(] a, b[) \tag{4.15}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
\left(u^{\prime}\right)_{-}^{a}(\hat{x}) \leq \hat{h}^{\prime}(\hat{x})=C \tag{4.16}
\end{equation*}
$$

If $\left(u^{\prime}\right)_{-}^{a}(\hat{x}) \leq 0$, there is nothing to prove. If $\left(u^{\prime}\right)_{-}^{a}(\hat{x})>0$, then by left continuity $\left(u^{\prime}\right)_{-}^{a}(y)>0$ for $y$ sufficiently close to $\hat{x}$, which, in turn, implies $\left(u^{\prime}\right)^{c}(] y, \hat{x}[) \geq 0$ by the properties of $X_{\psi}^{1}(] a, b[)$. Since $S_{u_{k}}$ is finite and $\hat{x}$ is a continuity point, for $y$ in a left neighborhood of $\hat{x}$ we can write

$$
\hat{h}(\hat{x})=u_{k}(\hat{x})=u_{k}(y)+\int_{y}^{\hat{x}}\left(u^{\prime}\right)^{a}(s) d s+\left(u^{\prime}\right)^{c}(] y, \hat{x}[)>\hat{h}(y)+\int_{y}^{\hat{x}}\left(u^{\prime}\right)^{a}(s) d s
$$

where we have used the fact that $u_{k}(\hat{x})=\hat{h}(\hat{x})$ and $\hat{h}<u_{k}$ in a left neighborhood of $\hat{x}$. Claim (4.16) follows.

Now, recalling that $\Phi\left(1, t_{1}, t_{2}\right)=2 \Psi_{1}(+\infty)-\Psi_{1}\left(t_{1}\right)-\Psi_{1}\left(t_{2}\right)$ for every $t_{1}, t_{2} \in \overline{\mathbb{R}}$
by (2.39) and using Remark 2.6, we estimate

$$
\begin{aligned}
\left|v^{\prime}\right|\left(\left[x_{0}, \hat{x}\right] \backslash\right. & \left.S_{u}\right)+\sum_{x \in S_{u} \cap\left[x_{0}, \hat{x}\right]} \Phi\left(\nu_{u},\left(u^{\prime}\right)_{-}^{a},\left(u^{\prime}\right)_{+}^{a}\right) \\
\geq & \left.\left.\left|v^{\prime}\right|(] x_{0}, \hat{x}\right]\right)+\Phi\left(1,\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right),\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right) \\
\geq & \left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)\right|+\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}(\hat{x})\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)\right| \\
& +\Phi\left(1,\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right),\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right) \\
= & \left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)\right|+\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}(\hat{x})\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)\right| \\
& +2 \Psi_{1}(+\infty)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right) \\
\geq & -\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)+2 \Psi_{1}(+\infty)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right) \\
& +\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}(\hat{x})\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)\right| \\
= & \Psi_{1}(C)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)+2 \Psi_{1}(+\infty)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)-\Psi_{1}(C) \\
& +\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}(\hat{x})\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}(\hat{x})\right)\right| \\
\geq & \left|\Psi_{1}(C)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}(\hat{x})\right)\right|+\Phi\left(1,\left(\hat{u}^{\prime}\right)_{-}^{a}\left(x_{0}\right),\left(\hat{u}^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right) \\
= & \left|\hat{v}^{\prime}\right|\left(\left[x_{0}, \hat{x}\right] \backslash S_{\hat{u}}\right)+\sum_{x \in S_{\hat{u}} \cap\left[x_{0}, \hat{x}\right]} \Phi\left(\nu_{\hat{u}},\left(\hat{u}^{\prime}\right)_{-}^{a},\left(\hat{u}^{\prime}\right)_{+}^{a}\right),
\end{aligned}
$$

where in the last inequality we have used (4.11) and (4.16). Collecting (4.13), (4.15), and (4.17) we deduce that

$$
\overline{\mathcal{F}}_{1}(\hat{u})+\lambda \int_{a}^{b}|\hat{u}-g|^{2}+\frac{\eta}{2} \leq \overline{\mathcal{F}}_{1}\left(u_{k}\right)+\lambda \int_{a}^{b}\left|u_{k}-g\right|^{2}
$$

and, in turn, by (4.14)

$$
\begin{equation*}
\overline{\mathcal{F}}_{1}(\hat{u})+\lambda \int_{a}^{b}|\hat{u}-g|^{2} d x<\overline{\mathcal{F}}_{1}(u)+\lambda \int_{a}^{b}|u-g|^{2} d x \tag{4.18}
\end{equation*}
$$

which contradicts the minimality of $u$.
If $\frac{1}{2}\left(u_{+}\left(x_{0}\right)+u_{-}\left(x_{0}\right)\right)<g\left(x_{0}\right)$, then we proceed in a similar manner: The comparison function $\hat{u}$ is now constructed by replacing $u_{k}$ with an affine function (defined as before and with $C$ and $t$ properly chosen) in a left neighborhood of $x_{0}$. The argument is completely analogous to the previous one, and we omit the details.

Step 2. We finally show that $\left(u^{\prime}\right)_{-}^{a}$ and $\left(u^{\prime}\right)_{+}^{a}$ are finite everywhere in $\left.] a, b\right]$ and in $\left[a, b\left[\right.\right.$, respectively. We give the details only for $\left(u^{\prime}\right)_{-}^{a}$, since one can argue for $\left(u^{\prime}\right)_{+}^{a}$ in an entirely similar way.

Recall that, by the previous step, $u$ is continuous. Once again, we reason, by contradiction, by assuming that there exists $\bar{x} \in] a, b]$ such that $\left|\left(u^{\prime}\right)_{-}^{a}(\bar{x})\right|=+\infty$. Without loss of generality, we may suppose that $\left(u^{\prime}\right)_{-}^{a}(\bar{x})=+\infty$. Using Remark 2.2 and the differentiability properties of $B V$ functions we may choose a point $\left.x_{1} \in\right] a, \bar{x}[$ such that $u$ is differentiable at $x_{1}$ and

$$
\left.\left.u\left(x_{1}\right) \neq g\left(x_{1}\right), u^{\prime}\left(x_{1}\right)=\left(u^{\prime}\right)_{-}^{a}\left(x_{1}\right)=\left(u^{\prime}\right)_{+}^{a}\left(x_{1}\right), u^{\prime}\left(x_{1}\right)>2\left\|g^{\prime}\right\|_{\infty},\left|v^{\prime}\right|(] a, x_{1}\right]\right)>0
$$

The first condition is a consequence of the fact that $g$ is Lipschitz and $u$ cannot be Lipschitz in any left neighborhood of $\bar{x}$, since $\left|\left(u^{\prime}\right)_{-}^{a}(\bar{x})\right|=+\infty$. The last condition follows easily from the fact that $\left(u^{\prime}\right)^{a}$ cannot be constant $\mathcal{L}^{1}$-a.e. on $] a, \bar{x}[$. Assume
that $u\left(x_{1}\right)>g\left(x_{1}\right)$. Then, by our choice of $x_{1}$ and by the previous step, we can find $\varepsilon \in\left[0, \frac{1}{2}[\right.$, with

$$
\begin{equation*}
\Psi_{1}\left(u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left((1-\varepsilon) u^{\prime}\left(x_{1}\right)\right)<\left|v^{\prime}\right|\left(\left[x_{1}, b[)\right.\right. \tag{4.19}
\end{equation*}
$$

such that the affine function $h(x):=u\left(x_{1}\right)+(1-\varepsilon) u^{\prime}\left(x_{1}\right)\left(x-x_{1}\right)$ satisfies one of the following conditions: Either there exists a point $\left.x_{2} \in\right] x_{1}, b[$ for $u$ such that

$$
\begin{equation*}
\left.h\left(x_{2}\right)=u\left(x_{2}\right) \text { and } g<h<u \text { in }\right] x_{1}, x_{2}[ \tag{4.20}
\end{equation*}
$$

or

$$
\begin{equation*}
g<h<u \text { in }] x_{1}, b[. \tag{4.21}
\end{equation*}
$$

In the latter case, we set $x_{2}:=b$. We now consider the comparison function

$$
\hat{u}(x):= \begin{cases}h(x) & \text { if } x \in] x_{1}, x_{2}[ \\ u(x) & \text { otherwise }\end{cases}
$$

and we denote $\hat{v}:=\Psi_{1} \circ\left(\hat{u}^{\prime}\right)^{a}$. We claim that (4.18) holds, contradicting the minimality of $u$. By (4.20) and (4.21) in any case we have

$$
\lambda \int_{a}^{b}|\hat{u}-g|^{2} d x<\lambda \int_{a}^{b}|u-g|^{2} d x
$$

Moreover, if $x_{2}<b$, we have $\left|\hat{u}^{\prime}\right|\left(\left[x_{1}, x_{2}\right]\right)=u\left(x_{2}\right)-u\left(x_{1}\right) \leq\left|u^{\prime}\right|\left(\left[x_{1}, x_{2}\right]\right)$, while if $x_{2}=b$, we have $\left|\hat{u}^{\prime}\right|\left(\left[x_{1}, b[)=u_{-}(b)-u\left(x_{1}\right) \leq\left|u^{\prime}\right|\left(\left[x_{1}, b[)\right.\right.\right.\right.$ so that in both cases $\left|\hat{u}^{\prime}\right|\left(\left[a, b[) \leq\left|u^{\prime}\right|(] a, b[)\right.\right.$. Hence, (4.18) will follow if we show that $\left|\hat{v}^{\prime}\right|\left(\left[x_{1}, x_{2}\right]\right) \leq$ $\left|v^{\prime}\right|\left(\left[x_{1}, x_{2}\right]\right)$, where $\left[x_{1}, x_{2}\right]$ is replaced by $\left[x_{1}, b\left[\right.\right.$ if $x_{2}=b$. To see this, we first assume that (4.20) holds. Arguing as for (4.16), we deduce $\left(u^{\prime}\right)_{-}^{a}\left(x_{2}\right) \leq h^{\prime}\left(x_{2}\right)=(1-\varepsilon) u^{\prime}\left(x_{1}\right)$. Therefore, using the properties of $x_{1}$, we have

$$
\begin{aligned}
\left|v^{\prime}\right|\left(\left[x_{1}, x_{2}\right]\right)= & \left|v^{\prime}\right|(] x_{1}, x_{2}[)+\left|v^{\prime}\right|\left(\left\{x_{2}\right\}\right) \\
\geq & \Psi_{1}\left(u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{2}\right)\right)+\left|\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{2}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{2}\right)\right)\right| \\
= & \Psi_{1}\left(u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left((1-\varepsilon) u^{\prime}\left(x_{1}\right)\right)+\Psi_{1}\left((1-\varepsilon) u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{2}\right)\right) \\
& +\left|\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{2}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{2}\right)\right)\right| \\
\geq & \Psi_{1}\left(u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left((1-\varepsilon) u^{\prime}\left(x_{1}\right)\right)+\left|\Psi_{1}\left((1-\varepsilon) u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{2}\right)\right)\right| \\
= & \left|\hat{v}^{\prime}\right|\left(\left[x_{1}, x_{2}\right]\right) .
\end{aligned}
$$

If (4.21) holds, then by (4.19) we obtain

$$
\left|v^{\prime}\right|\left(\left[x_{1}, b[)>\Psi_{1}\left(u^{\prime}\left(x_{1}\right)\right)-\Psi_{1}\left((1-\varepsilon) u^{\prime}\left(x_{1}\right)\right)=\left|\hat{v}^{\prime}\right|\left(\left[x_{1}, b[) .\right.\right.\right.\right.
$$

If $u\left(x_{1}\right)<g\left(x_{1}\right)$, we modify the previous argument in the following way. We now choose $\varepsilon \in\left[0, \frac{1}{2}\left[\right.\right.$ satisfying (4.19) with $\left|v^{\prime}\right|\left(\left[x_{1}, b[)\right.\right.$ replaced by $\left.\left.\left|v^{\prime}\right|(] a, x_{1}\right]\right)$ and such that the affine function $h(x)$ defined before satisfies one of the following conditions: Either there exists a point $\left.x_{2} \in\right] a, x_{1}\left[\right.$ such that $h\left(x_{2}\right)=u\left(x_{2}\right)$ and $u<h<g$ in $] x_{2}, x_{1}[$ or $u<h<g$ in $] a, x_{1}\left[\right.$. In the latter case, we set $x_{2}:=a$. We now consider the comparison function

$$
\hat{u}(x):= \begin{cases}h(x) & \text { if } x \in] x_{2}, x_{1}[ \\ u(x) & \text { otherwise }\end{cases}
$$

and we proceed exactly as before to show (4.18).

We now turn to the main theorem of this subsection.
Theorem 4.5. Assume that $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ is a bounded Borel function satisfying (2.1) and (2.2), let $g:[a, b] \rightarrow \mathbb{R}$ be Lipschitz continuous, and let $\left\{h_{n}\right\}$ satisfy

$$
\begin{equation*}
h_{n} \rightharpoonup 0 \quad \text { weakly* in } L^{\infty}(] a, b[) . \tag{4.22}
\end{equation*}
$$

Define $\mathcal{A}_{n}$ as the class of all solutions to (4.7), with $g$ replaced by $g_{n}:=g+h_{n}$. Then for $n$ large enough every solution $u_{n} \in \mathcal{A}_{n}$ is Lipschitz continuous. Moreover,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{w \in \mathcal{A}_{n}}\|w\|_{1, \infty}<+\infty \tag{4.23}
\end{equation*}
$$

and for every sequence $\left\{u_{n}\right\} \subset \mathcal{A}_{n}$ there exists a subsequence (not relabeled) and a solution $u$ to (4.7) such that $u_{n} \rightarrow u$ in $W^{1, p}(] a, b[)$ for all $p \in[1,+\infty[$.

Proof. It will be enough to prove that for any (sub)sequence $\left\{u_{n}\right\} \subset \mathcal{A}_{n}$ we may extract a further subsequence (not relabeled) and find a solution $u$ to (4.7) such that $u_{n}$ is Lipschitz continuous for $n$ large enough,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|u_{n}\right\|_{1, \infty}<+\infty \tag{4.24}
\end{equation*}
$$

and $u_{n} \rightarrow u$ in $W^{1, p}(] a, b[)$ for all $p \in\left[1,+\infty\left[\right.\right.$. Since the sequence $h_{n}$ is bounded in $L^{\infty}(] a, b[)$, for any $w \in X_{\psi}^{1}(] a, b[)$ we have

$$
\sup _{n}\left(\overline{\mathcal{F}}_{1}\left(u_{n}\right)+\lambda \int_{a}^{b}\left(u_{n}-g_{n}\right)^{2} d x\right) \leq \overline{\mathcal{F}}_{1}(w)+\lambda \int_{a}^{b}\left(w-g_{n}\right)^{2} d x \leq C<\infty
$$

for a suitable constant $C>0$ independent of $n$. By Corollary 2.7 there exist a subsequence not relabeled and a function $u \in X_{\psi}^{1}(] a, b[)$ such that

$$
\begin{equation*}
u_{n} \rightharpoonup u \quad \text { weakly* in } B V(] a, b[) \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.u_{n}^{\prime} \rightarrow\left(u^{\prime}\right)^{a} \quad \text { pointwise } \mathcal{L}^{1} \text {-a.e. in }\right] a, b[. \tag{4.26}
\end{equation*}
$$

Moreover, since also the functions $h_{n}^{2}$ are equibounded, upon extracting a further subsequence we may find $f \in L^{\infty}(] a, b[)$ such that

$$
\begin{equation*}
h_{n}^{2} \rightharpoonup f \quad \text { weakly* in } L^{\infty}(] a, b[) \tag{4.27}
\end{equation*}
$$

It is convenient to "localize" the functional $\overline{\mathcal{F}}_{1}$ : For every Borel set $\left.B \subset\right] a, b[$ and for $w \in X_{\psi}^{1}(] a, b[)$ we set

$$
\begin{equation*}
\overline{\mathcal{F}}_{1}(w ; B):=\left|w^{\prime}\right|(B)+\left|v^{\prime}\right|\left(B \backslash S_{w}\right)+\sum_{x \in S_{w} \cap B} \Phi\left(\nu_{w},\left(w^{\prime}\right)_{-}^{a},\left(w^{\prime}\right)_{+}^{a}\right) \tag{4.28}
\end{equation*}
$$

where $v:=\Psi_{1} \circ\left(w^{\prime}\right)^{a}$. We divide the remaining part of the proof into two steps.
Step 1. We claim that $u$ is a solution of the minimization problem (4.7) and that, for every open interval $I=] c, d\left[\right.$, with $a \leq c<d \leq b$ and $c, d \in[a, b] \backslash S_{\left(u^{\prime}\right)^{a}}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ; I\right)=\overline{\mathcal{F}}_{1}(u ; I) \tag{4.29}
\end{equation*}
$$

To see this, note that for each $n \in \mathbb{N}$

$$
\lambda \int_{I}\left(u_{n}-g_{n}\right)^{2} d x=\lambda \int_{I}\left(u_{n}-g\right)^{2} d x-2 \lambda \int_{I}\left(u_{n}-g\right) h_{n} d x+\lambda \int_{I} h_{n}^{2} d x .
$$

By (4.22), (4.25), and (4.27) it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{I}\left(u_{n}-g_{n}\right)^{2} d x=\int_{I}(u-g)^{2} d x+\int_{I} f d x \tag{4.30}
\end{equation*}
$$

Recall, also, that by lower semicontinuity

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ; A\right) \geq \overline{\mathcal{F}}_{1}(u ; A) \tag{4.31}
\end{equation*}
$$

for every open set $A \subset] a, b[$.
By the minimality of $u_{n}$, for every $w \in X_{\psi}^{1}(] a, b[)$ we have

$$
\begin{aligned}
\overline{\mathcal{F}}_{1}(w)+ & \lambda \int_{a}^{b}(w-g)^{2} d x-2 \lambda \int_{a}^{b}(w-g) h_{n} d x+\lambda \int_{a}^{b} h_{n}^{2} d x \\
& =\overline{\mathcal{F}}_{1}(w)+\lambda \int_{a}^{b}\left(w-g_{n}\right)^{2} d x \geq \overline{\mathcal{F}}_{1}\left(u_{n}\right)+\lambda \int_{a}^{b}\left(u_{n}-g_{n}\right)^{2} d x
\end{aligned}
$$

Using (4.31) (with $A=] a, b[$ ) and once again (4.22) and (4.27), we get

$$
\begin{aligned}
\overline{\mathcal{F}}_{1}(w)+\lambda \int_{a}^{b}(w-g)^{2} d x+\lambda \int_{a}^{b} f d x & \geq \limsup _{n \rightarrow \infty}\left(\overline{\mathcal{F}}_{1}\left(u_{n}\right)+\lambda \int_{a}^{b}\left(u_{n}-g_{n}\right)^{2} d x\right) \\
& \geq \liminf _{n \rightarrow \infty}\left(\overline{\mathcal{F}}_{1}\left(u_{n}\right)+\lambda \int_{a}^{b}\left(u_{n}-g_{n}\right)^{2} d x\right) \\
& \geq \overline{\mathcal{F}}_{1}(u)+\lambda \int_{a}^{b}(u-g)^{2} d x+\lambda \int_{a}^{b} f d x .
\end{aligned}
$$

Given the arbitrariness of $w \in X_{\psi}^{1}(] a, b[)$ this implies that $u$ is a solution of the minimization problem (4.7). Moreover, taking $w=u$ in the previous inequalities and using (4.30) we deduce (4.29) for $I=] a, b[$; i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n}\right)=\overline{\mathcal{F}}_{1}(u) \tag{4.32}
\end{equation*}
$$

It remains to prove (4.29) for every open interval of the form $I=] c, d[$, with $c$, $d \in[a, b] \backslash S_{\left(u^{\prime}\right)^{a}}$. To this end, fix one such interval and assume, by contradiction, that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ; I\right)>\overline{\mathcal{F}}_{1}(u ; I) \tag{4.33}
\end{equation*}
$$

As $u$ is continuous by Proposition 4.4, our assumption on $I$ implies that the end points $c$ and $d$ do not charge $\overline{\mathcal{F}}_{1}(u ; \cdot)$ so that $\overline{\mathcal{F}}_{1}(u ; I)=\overline{\mathcal{F}}_{1}(u ; \bar{I} \cap] a, b[)$. Therefore, combining (4.31), (4.32), and (4.33) we obtain

$$
\begin{aligned}
& \overline{\mathcal{F}}_{1}(u)=\overline{\mathcal{F}}_{1}(u ; \bar{I} \cap] a, b[)+\overline{\mathcal{F}}_{1}(u ;] a, b[\backslash \bar{I})=\overline{\mathcal{F}}_{1}(u ; I)+\overline{\mathcal{F}}_{1}(u ;] a, b[\backslash \bar{I}) \\
& \quad<\limsup _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ; I\right)+\liminf _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ;\right] a, b[\backslash \bar{I}) \leq \lim _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n}\right)=\overline{\mathcal{F}}_{1}(u)
\end{aligned}
$$

which is a contradiction. This concludes the proof of (4.29).

Step 2. We now show that $u_{n}$ is Lipschitz continuous for $n$ large enough and that (4.24) holds. Note that the convergence of $u_{n}$ to $u$ in $W^{1, p}(] a, b[)$ for all $p \in[1,+\infty[$ will then easily follow from (4.24) and (4.26). Assume, by contradiction, that the conclusion is false. Then, arguing as at the beginning of the proof of Proposition 4.4, we may find a subsequence (not relabeled) and points $\left.x_{n} \in\right] a, b[$ such that one of the following two cases holds:
(i) $x_{n} \notin S_{\left(u_{n}^{\prime}\right)^{a}}$ and $\left|\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right| \rightarrow+\infty$;
(ii) $x_{n} \in S_{u_{n}}$ for every $n \in \mathbb{N}$.

Assume that (i) holds and, without loss of generality, that $\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right) \rightarrow+\infty$. Upon extracting a further subsequence, we may also assume that $x_{n} \rightarrow x_{0} \in[a, b]$. Recall that, by Proposition 4.4 and by the previous step, the function $u$ is Lipschitz continuous. Hence, there are two cases: Either

$$
\begin{equation*}
\overline{\mathcal{F}}_{1}\left(u ;\left\{x_{0}\right\} \cap\right] a, b[)=0 \tag{4.34}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{0} \in S_{\left(u^{\prime}\right)^{a}},\left(u^{\prime}\right)_{ \pm}^{a}\left(x_{0}\right) \in \mathbb{R}, \overline{\mathcal{F}}_{1}\left(u ;\left\{x_{0}\right\}\right)=\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right| \tag{4.35}
\end{equation*}
$$

Assume first that (4.34) holds. Set $L:=\left\|u^{\prime}\right\|_{\infty}$ and fix $\varepsilon$ so small that

$$
\overline{\mathcal{F}}_{1}\left(u ; I_{\varepsilon}\right)<\int_{L+1}^{+\infty} \psi(t) d t
$$

where $\left.I_{\varepsilon}:=\right] x_{0}-\varepsilon, x_{0}+\varepsilon[\cap] a, b[$. By (4.29) we also have

$$
\begin{equation*}
\overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right)<\int_{L+1}^{+\infty} \psi(t) d t \tag{4.36}
\end{equation*}
$$

for $n$ large enough. On the other hand, by (4.26) there exists $y \in I_{\varepsilon}$ such that $\left(u_{n}^{\prime}\right)^{a}(y)<L+1$ for $n$ large. Moreover, taking into account (i), we also have $\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)>L+1$ for $n$ large enough. Thus,
$\overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right) \geq\left|v_{n}^{\prime}\right|\left(I_{\varepsilon}\right) \geq\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}(y)\right)\right| \geq \Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right)-\Psi_{1}(L+1)$.
Passing to the limit as $n \rightarrow \infty$, we then obtain

$$
\liminf _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right) \geq \Psi_{1}(+\infty)-\Psi_{1}(L+1)=\int_{L+1}^{+\infty} \psi(t) d t
$$

which contradicts (4.36).
In case (4.35) holds, then $\left.x_{0} \in\right] a, b[$. Set
$\eta:=2 \Psi_{1}(+\infty)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)-\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right|>0$,
and choose $\varepsilon$ such that both $x_{0}-\varepsilon$ and $x_{0}+\varepsilon$ belong to $] a, b\left[\backslash S_{\left(u^{\prime}\right)^{a}}\right.$ and

$$
\begin{align*}
& \overline{\mathcal{F}}_{1}\left(u ; I_{\varepsilon}\right)<\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right|+\frac{\eta}{3},  \tag{4.38}\\
& \left|\Psi_{1}\left(\left(u^{\prime}\right)_{ \pm}^{a}(y)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{ \pm}^{a}\left(x_{0}\right)\right)\right|<\frac{\eta}{4} \quad \text { for } y \in I_{\varepsilon}^{ \pm}, \tag{4.39}
\end{align*}
$$

where $\left.I_{\varepsilon}:=\right] x_{0}-\varepsilon, x_{0}+\varepsilon\left[, I_{\varepsilon}^{+}:=\right] x_{0}, x_{0}+\varepsilon\left[\right.$, and $\left.I_{\varepsilon}^{-}:=\right] x_{0}-\varepsilon, x_{0}[$. Note that by (4.29) and (4.38) we have

$$
\begin{equation*}
\overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right)<\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right|+\frac{\eta}{3} \tag{4.40}
\end{equation*}
$$

for $n$ large enough. Moreover, by (4.26) and (4.39) we may find $y^{-}, y^{+} \in I_{\varepsilon}$, with $y^{-}<x_{0}<y^{+}$, such that

$$
\begin{equation*}
y^{ \pm} \notin S_{\left(u_{n}^{\prime}\right)^{a}} \quad \text { and } \quad\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(y^{ \pm}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{ \pm}^{a}\left(x_{0}\right)\right)\right|<\frac{\eta}{4} \tag{4.41}
\end{equation*}
$$

for $n$ large enough. As $y^{-}<x_{n}<y^{+}$for $n$ sufficiently large, we have
$\overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right) \geq\left|v_{n}^{\prime}\right|\left(I_{\varepsilon}\right) \geq\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(y^{-}\right)\right)\right|$

$$
\begin{align*}
& +\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(y^{+}\right)\right)\right|  \tag{4.42}\\
\geq & \left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right|+\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)\right|-\frac{\eta}{2},
\end{align*}
$$

where the last inequality follows from (4.41). Letting $n \rightarrow \infty$ in (4.42) and recalling (4.37) we deduce

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right) & \geq 2 \Psi_{1}(+\infty)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)-\frac{\eta}{2} \\
& =\left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right|+\frac{\eta}{2}
\end{aligned}
$$

which contradicts (4.40). This concludes the proof of (4.24) if (i) holds.
Assume now that (ii) holds, and let $x_{0} \in[a, b]$ be the limit of a subsequence (not relabeled) of $\left\{x_{n}\right\}$. Passing to a further subsequence, we may also assume that $\nu_{u_{n}}\left(x_{n}\right)$ is constant, say, 1 (the other case is analogous). Again, either (4.34) or (4.35) holds. If (4.34) holds, we may choose, as before, $\varepsilon$ so small that (4.36) holds. On the other hand, by (4.26) there exists $y \in I_{\varepsilon}$ such that $\left(u_{n}^{\prime}\right)^{a}(y)<L+1$ for $n$ large, and, thus, taking into account (ii), we have

$$
\begin{aligned}
\overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right) & \geq\left|v_{n}^{\prime}\right|\left(I_{\varepsilon} \backslash\left\{x_{n}\right\}\right)+\Phi\left(1,\left(u_{n}^{\prime}\right)_{-}^{a}\left(x_{n}\right),\left(u_{n}^{\prime}\right)_{+}^{a}\left(x_{n}\right)\right) \\
& \geq\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}(y)\right)-\Psi_{1}(+\infty)\right|=\int_{\left(u_{n}^{\prime}\right)^{a}(y)}^{+\infty} \psi(t) d t>\int_{L+1}^{+\infty} \psi(t) d t
\end{aligned}
$$

which contradicts (4.36). If (4.35) holds, then we may argue exactly as for case (i), with the only difference that (4.42) must be replaced by

$$
\begin{aligned}
\overline{\mathcal{F}}_{1}\left(u_{n} ; I_{\varepsilon}\right) \geq & \left|v_{n}^{\prime}\right|\left(I_{\varepsilon} \backslash\left\{x_{n}\right\}\right)+\Phi\left(1,\left(u_{n}^{\prime}\right)_{-}^{a}\left(x_{n}\right),\left(u_{n}^{\prime}\right)_{+}^{a}\left(x_{n}\right)\right) \\
\geq & \left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)_{-}^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(y^{-}\right)\right)\right|+\left|\Psi_{1}\left(\left(u_{n}^{\prime}\right)_{+}^{a}\left(x_{n}\right)\right)-\Psi_{1}\left(\left(u_{n}^{\prime}\right)^{a}\left(y^{+}\right)\right)\right| \\
& +\Phi\left(1,\left(u_{n}^{\prime}\right)_{-}^{a}\left(x_{n}\right),\left(u_{n}^{\prime}\right)_{+}^{a}\left(x_{n}\right)\right) \\
\geq & 2 \Psi_{1}(+\infty)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\frac{\eta}{2} \\
= & \left|\Psi_{1}\left(\left(u^{\prime}\right)_{+}^{a}\left(x_{0}\right)\right)-\Psi_{1}\left(\left(u^{\prime}\right)_{-}^{a}\left(x_{0}\right)\right)\right|+\frac{\eta}{2},
\end{aligned}
$$

where we have used (4.37) and (4.41). The last chain of inequalities contradicts (4.40) and concludes the proof of the theorem.
4.3. Absence of the staircase effect: The case $\boldsymbol{p}>1$. We now turn to the case $p>1$. We consider the minimization problem

$$
\begin{equation*}
\min \left\{\overline{\mathcal{F}}_{p}(u)+\lambda \int_{a}^{b}|u-g|^{2} d x: u \in X_{\psi}^{p}(] a, b[)\right\} \tag{4.43}
\end{equation*}
$$

where $\overline{\mathcal{F}}_{p}$ is the relaxed functional given in (3.24). We start with two auxiliary results.
Proposition 4.6. Let $p>1$, and assume that $\psi: \mathbb{R} \rightarrow] 0,+\infty[$ is a bounded Borel function satisfying (2.2) and (3.1). Let $g$ be Lipschitz continuous, and let $u_{n}$ be a sequence in $X_{\psi}^{p}(] a, b[)$ such that $\sup _{n} \overline{\mathcal{F}}_{p}\left(u_{n}\right)<+\infty$ and $u_{n} \rightarrow g$ in $L^{2}(] a, b[)$. Then $g \in C^{1}([a, b]) \cap X_{\psi}^{p}(] a, b[)$. Moreover, $u_{n} \in C^{1}([a, b])$ for $n$ large enough and $u_{n} \rightarrow g$ in $C^{1}([a, b])$.

Proof. By the assumptions and by Corollary 3.5 we deduce that $g \in X_{\psi}^{p}(] a, b[)$. The fact that $g \in C^{1}([a, b])$ now follows from Remark 3.2(i). To prove the last part of the statement we start by showing that $\left(u_{n}^{\prime}\right)^{a} \rightarrow g^{\prime}$ uniformly in $] a, b[$. Again, by Corollary 3.5 , the whole sequence $u_{n}$ satisfies

$$
\begin{equation*}
\Psi_{p} \circ\left(u_{n}^{\prime}\right)^{a} \rightharpoonup \Psi_{p} \circ g^{\prime} \quad \text { weakly in } W^{1, p}(] a, b[) \tag{4.44}
\end{equation*}
$$

which implies, in particular, that

$$
\begin{equation*}
\left(\Psi_{p} \circ\left(u_{n}^{\prime}\right)^{a}\right)([a, b]) \subset\left[\Psi_{p}\left(-2\left\|g^{\prime}\right\|_{\infty}\right), \Psi_{p}\left(2\left\|g^{\prime}\right\|_{\infty}\right)\right] \text { for } n \text { large enough. } \tag{4.45}
\end{equation*}
$$

Since by (2.2) $\Psi_{p}^{-1}$ is Lipschitz continuous on $\left[\Psi_{p}\left(-2\left\|g^{\prime}\right\|_{\infty}\right), \Psi_{p}\left(2\left\|g^{\prime}\right\|_{\infty}\right)\right]$, it follows from (4.44) and (4.45) that $\left(u_{n}^{\prime}\right)^{a} \rightarrow g^{\prime}$ uniformly in $] a, b[$. In turn, by Definition 3.1 we have that $u_{n}^{\prime}=\left(u_{n}^{\prime}\right)^{a}$ in $] a, b\left[\right.$. In particular, $u_{n} \in C^{1}([a, b])$ by Remark $3.2(\mathrm{i})$ and $u_{n} \rightarrow g$ in $C^{1}([a, b])$. $\quad \square$

Proposition 4.7. Let $p$ and $\psi$ be as in the previous proposition. Then, for every $C>0$, there exists $\bar{\lambda}=\bar{\lambda}(C)$ with the following property: For all $g \in C^{1}([a, b]) \cap$ $X_{\psi}^{p}(] a, b[)$, with $\|g\|_{C^{1}([a, b])} \leq C$ and $\overline{\mathcal{F}}_{p}(g) \leq C$, and for all $\lambda \geq \bar{\lambda}$, every solution $u$ to (4.43) belongs to $C^{1}([a, b])$.

Proof. Assume, by contradiction, that for every $n \in \mathbb{N}$ there exist $g_{n} \in C^{1}([a, b]) \cap$ $X_{\psi}^{p}(] a, b[)$, with $\left\|g_{n}^{\prime}\right\|_{\infty} \leq C$ and $\overline{\mathcal{F}}_{p}\left(g_{n}\right) \leq C$, and a solution $u_{n}$ to

$$
\min \left\{\overline{\mathcal{F}}_{p}(u)+n \int_{a}^{b}\left|u-g_{n}\right|^{2} d x: u \in X_{\psi}^{p}(] a, b[)\right\}
$$

which does not belong to $C^{1}([a, b])$. Owing to Proposition 4.6 we may assume, without loss of generality, that $g_{n} \rightarrow g$ in $C^{1}([a, b])$ for a suitable function $g \in C^{1}([a, b]) \cap$ $X_{\psi}^{p}(] a, b[)$. Moreover, by minimality, we have

$$
\overline{\mathcal{F}}_{p}\left(u_{n}\right)+n \int_{a}^{b}\left|u_{n}-g_{n}\right|^{2} d x \leq \overline{\mathcal{F}}_{p}\left(g_{n}\right) \leq C
$$

It follows, in particular, that $\sup _{n} \overline{\mathcal{F}}_{p}\left(u_{n}\right)<+\infty$ and $u_{n} \rightarrow g$ in $L^{2}(] a, b[)$. By Proposition 4.6 we conclude that $u_{n} \in C^{1}([a, b])$ for $n$ large enough, which gives a contradiction.

The next theorem shows that also in the case $p>1$ the staircase effect does not occur.

Theorem 4.8. Let $\psi$ and $p$ be as in Proposition 4.6, let $g \in C^{1}([a, b]) \cap X_{\psi}^{p}(] a, b[)$, and let $h_{n}$ satisfy (4.22). For $\lambda>0$ and $n \in \mathbb{N}$ let $\mathcal{A}_{\lambda, n} \subset X_{\psi}^{p}(] a, b[)$ be the class of the solutions to the minimization problem (4.43), with $g$ replaced by $g_{n}:=g+h_{n}$. Let $\bar{\lambda}$ be as in Proposition 4.7, with $C:=\max \left\{\|g\|_{C^{1}([a, b])}, \overline{\mathcal{F}}_{p}(g)\right\}$. Then for all $\lambda \geq \bar{\lambda}$ we have $\mathcal{A}_{\lambda, n} \subset C^{1}([a, b])$ for $n$ sufficiently large. Moreover,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \limsup _{n \rightarrow \infty} \sup _{u \in \mathcal{A}_{\lambda, n}}\|u-g\|_{C^{1}([a, b])}=0 . \tag{4.46}
\end{equation*}
$$

Proof. We start by showing the second part of the statement. Assume, by contradiction, that (4.46) does not hold. Then there exist $\delta>0$, a sequence of real numbers $\lambda_{k} \rightarrow+\infty$, and, for every $k$, a sequence of integers $n_{j}^{k} \rightarrow \infty$ as $j \rightarrow \infty$ such that for every $k, j$

$$
\begin{equation*}
\left\|u_{\lambda_{k}, n_{j}^{k}}-g\right\|_{C^{1}([a, b])} \geq \delta \tag{4.47}
\end{equation*}
$$

for a suitable function $u_{\lambda_{k}, n_{j}^{k}} \in \mathcal{A}_{\lambda_{k}, n_{j}^{k}}$, with the understanding that

$$
\left\|u_{\lambda_{k}, n_{j}^{k}}-g\right\|_{C^{1}([a, b])}=+\infty \text { if } u_{\lambda_{k}, n_{j}^{k}} \notin C^{1}([a, b]) .
$$

Arguing exactly as in Step 1 of the proof of Theorem 4.5 we can show that for every $k$ there exist a subsequence (still denoted by $n_{j}^{k}$ ) and a solution $u_{k}$ to (4.43), with $\lambda$ replaced by $\lambda_{k}$, such that

$$
\begin{equation*}
u_{\lambda_{k}, n_{j}^{k}} \rightharpoonup u_{k} \quad \text { weakly }^{*} \text { in } B V(] a, b[) \quad \text { and } \quad \overline{\mathcal{F}}_{p}\left(u_{\lambda_{k}, n_{j}^{k}}\right) \rightarrow \overline{\mathcal{F}}_{p}\left(u_{k}\right) \tag{4.48}
\end{equation*}
$$

as $j \rightarrow \infty$. Moreover, since $g \in C^{1}([a, b]) \cap X_{\psi}^{p}(] a, b[)$, we have, by minimality, that

$$
\begin{equation*}
\overline{\mathcal{F}}_{p}\left(u_{k}\right)+\lambda_{k} \int_{a}^{b}\left|u_{k}-g\right|^{2} d x \leq \overline{\mathcal{F}}_{p}(g), \tag{4.49}
\end{equation*}
$$

which shows, in particular, that $u_{k} \rightarrow g$ in $L^{2}(] a, b[)$. Combining (4.48) and (4.49) and using a diagonal argument, we may find a subsequence $n_{j_{k}}^{k}$ such that

$$
\sup _{k} \overline{\mathcal{F}}_{p}\left(u_{\lambda_{k}, n_{j_{k}}^{k}}\right)<+\infty \quad \text { and } \quad u_{\lambda_{k}, n_{j_{k}}^{k}} \rightarrow g \text { in } L^{2}(] a, b[) .
$$

Proposition 4.6 then implies that $u_{\lambda_{k}, n_{j_{k}}^{k}} \rightarrow g$ in $C^{1}([a, b])$, which contradicts (4.47).
Finally, the first part of the statement follows from a similar argument, by contradiction, as a consequence of Propositions 4.6 and 4.7 and from the fact that if $u_{n} \in \mathcal{A}_{\lambda, n}$ then, up to subsequences, $u_{n}$ converges to a solution of (4.43).
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#### Abstract

We construct new types of entire solutions for a class of monostable delayed lattice differential equations with global interaction by mixing a heteroclinic orbit of the spatially averaged ordinary differential equations with traveling wave fronts with different speeds. We also establish the uniqueness of entire solutions and the continuous dependence of such an entire solution on parameters, such as wave speeds, for the spatially discrete Fisher-KPP equation.
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1. Introduction. We consider the following delayed lattice differential equations:

$$
\begin{equation*}
u_{n}^{\prime}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]-d u_{n}(t)+\sum_{i \in \mathbb{Z}} J(i) b\left(u_{n-i}(t-\tau)\right), \tag{1.1}
\end{equation*}
$$

where $D>0$ is a given constant, $\tau \geq 0, I(i)=I(-i) \geq 0, J(i)=J(-i) \geq 0$, $\sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)=1, \sum_{i \in \mathbb{Z}} J(i)=1, \sum_{i \in \mathbb{Z} \backslash\{0\}} e^{\lambda|i|} I(i)<\infty$, and $\sum_{i \in \mathbb{Z}} e^{\lambda|i|} J(i)<\infty$ for every $\lambda \geq 0$. The birth function $b \in C^{2}(\mathbb{R})$, and we assume that there exists a constant $K>0$ such that

$$
b(0)=d K-b(K)=0
$$

and that
(H1) for $u \in(0, K)$, there hold $b(u)>d u, b^{\prime}(u) \geq 0$, and $b(u) \leq b^{\prime}(0) u$;
(H2) $b^{\prime}(K)<d<b^{\prime}(0)$.
A specific function $b(u)=p u e^{-\alpha u}$ with $p>0$ and $\alpha>0$, which has been widely used in the mathematical biology literature, satisfies the above conditions for a wide range of parameters $p$ and $\alpha$.

A special case when $I(i)=0$ for $|i| \neq 1$ and $I(1)=\frac{1}{2}$ is

$$
\begin{equation*}
u_{n}^{\prime}=\frac{D}{2}\left[u_{n+1}+u_{n-1}-2 u_{n}\right]-d u_{n}+\sum_{i \in \mathbb{Z}} J(i) b\left(u_{n-i}(t-\tau)\right) . \tag{1.2}
\end{equation*}
$$

[^125]This system was derived by Weng, Huang, and Wu [40] for the dynamics of growth of a single species population with two age classes distributed over a patchy environment consisting of all integer nodes of a one-dimensional (1-D) lattice. Another special case when $\tau=0, J(0)=1$, and $J(i)=0$ for $|i|>0$ is

$$
\begin{equation*}
u_{n}^{\prime}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]+f\left(u_{n}(t)\right) \tag{1.3}
\end{equation*}
$$

which was derived by Bates and Chmaj [1] as an $l_{2}$-gradient flow for a Helmholtz-free energy functional with general long range interactions. Both lattice systems include, as a special example, the following spatially discrete Fisher-KPP equation:

$$
\begin{equation*}
u_{n}^{\prime}(t)=\frac{D}{2}\left[u_{n+1}+u_{n-1}-2 u_{n}\right]+f\left(u_{n}(t)\right) \tag{1.4}
\end{equation*}
$$

It is shown in [25] that (1.1) admits a nondecreasing traveling wave front $\phi_{c}(n+c t)$ satisfying $\phi_{c}(-\infty)=0$ and $\phi_{c}(+\infty)=K$ for every $c \geq c^{*}>0$. Furthermore, $\lim _{\xi \rightarrow-\infty} \phi_{c}(\xi) e^{-\lambda_{1}(c) \xi}=1$ and $\lim _{\xi \rightarrow-\infty} \phi_{c}^{\prime}(\xi) e^{-\lambda_{1}(c) \xi}=\lambda_{1}(c)$ for $c>c^{*}$, where $c$ and $\lambda_{1}(c)$ satisfy

$$
\begin{equation*}
\Delta(\lambda, c)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left(e^{-\lambda i}-1\right)-c \lambda-d+b^{\prime}(0) e^{-\lambda c \tau} \sum_{i \in \mathbb{Z}} J(i) e^{-\lambda i}=0 \tag{1.5}
\end{equation*}
$$

and $c^{*}$ is determined by $\Delta(\lambda, c)=0$ and $\frac{\partial}{\partial \lambda} \Delta(\lambda, c)=0$. More precisely, there exist $c^{*}>0$ and $\lambda^{*}>0$ such that
(D1) if $0<c<c^{*}$ and $\lambda>0$, then $\Delta(\lambda, c)>0$;
(D2) if $c=c^{*}$, then the equation $\Delta\left(\lambda, c^{*}\right)=0$ has a double real root $\lambda_{1}\left(c^{*}\right)=$ $\lambda_{2}\left(c^{*}\right)$ with $0<\lambda_{1}\left(c^{*}\right)=\lambda_{2}\left(c^{*}\right)=\lambda^{*}$ such that $\Delta\left(\lambda, c^{*}\right)>0$ for $\lambda \neq \lambda^{*}$;
(D3) if $c>c^{*}$, then the equation $\Delta(\lambda, c)=0$ has two positive real roots $\lambda_{1}(c)$ and $\lambda_{2}(c)$ with $0<\lambda_{1}(c)<\lambda^{*}<\lambda_{2}(c)$ such that $\lambda_{1}^{\prime}(c)<0, \lambda_{2}^{\prime}(c)>0, \frac{d}{d c}\left\{c \lambda_{1}(c)\right\}<0$, and

$$
\Delta(\lambda, c)= \begin{cases}>0 & \text { for } \lambda<\lambda_{1}(c) \\ <0 & \text { for } \lambda \in\left(\lambda_{1}(c), \lambda_{2}(c)\right) \\ >0 & \text { for } \lambda>\lambda_{2}(c)\end{cases}
$$

We note that in [25] (see also [1], where bistable waves were considered) there is a further assumption on the kernel $I$; that is, the support of $I$ contains either $i=1$ or two relatively prime integers, to ensure $\phi_{c}^{\prime}(\xi)>0$ for every $c \geq c^{*}$. It is interesting to note that, for $c>c^{*}$, we can confirm $\phi_{c}^{\prime}(\xi)>0$ for any $\xi \in \mathbb{R}$ without this assumption. In fact, for a fixed $c>c^{*}$, their proof of the existence of nondecreasing traveling wave fronts $\phi_{c}$ with $\phi_{c}(-\infty)=0, \phi_{c}(+\infty)=K$, and $\lim _{\xi \rightarrow-\infty} \phi_{c}(\xi) e^{-\lambda_{1}(c) \xi}=1$ is independent of this assumption; so is the proof of $\lim _{\xi \rightarrow-\infty} \phi_{c}^{\prime}(\xi) e^{-\lambda_{1}(c) \xi}=\lambda_{1}(c)$. We now note that $\phi_{c}^{\prime}(\xi) \geq 0$ for $\xi \in \mathbb{R}$. Assume that there exists $\xi_{0} \in \mathbb{R}$ such that $\phi_{c}^{\prime}\left(\xi_{0}\right)=0$. Then there must be $\phi_{c}^{\prime \prime}\left(\xi_{0}\right)=0$. It is obvious that $\phi_{c}$ satisfies

$$
\begin{aligned}
c \phi_{c}^{\prime \prime}(\xi)= & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[\phi_{c}^{\prime}(\xi-i)-\phi_{c}^{\prime}(\xi)\right]-d \phi_{c}^{\prime}(\xi) \\
& +\sum_{i \in \mathbb{Z}} J(i) b^{\prime}\left(\phi_{c}(\xi-i-c \tau)\right) \phi_{c}^{\prime}(\xi-i-c \tau)
\end{aligned}
$$

which implies that $\sum_{i \in \mathbb{Z} \backslash\{0\}} I(i) \phi_{c}^{\prime}\left(\xi_{0}-i\right)=0$. By $\sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)=1$, there exists a $i_{0} \in \mathbb{N}$ such that $I\left(i_{0}\right)>0$ and $\phi_{c}^{\prime}\left(\xi_{0}-i_{0}\right)=0$. Let $\xi_{1}=\xi_{0}-i_{0}$. A similar argument yields $\phi_{c}^{\prime}\left(\xi_{0}-2 i_{0}\right)=\phi_{c}^{\prime}\left(\xi_{1}-i_{0}\right)=0$. Continuing this procedure, we have
$\phi_{c}^{\prime}\left(\xi_{0}-m i_{0}\right)=0$ for all $m \in \mathbb{N}$, a contradiction to the fact $\lim _{\xi \rightarrow-\infty} \phi_{c}^{\prime}(\xi) e^{-\lambda_{1}(c) \xi}=$ $\lambda_{1}(c)$. Therefore, we have $\phi_{c}^{\prime}(\xi)>0$ for $\xi \in \mathbb{R}$. Of course, to prove $\phi_{c}^{\prime}(\xi)>0$ for the case $c=c^{*}$ the above assumption on the support of $I$ seems necessary. Since in what follows in this paper we use only the traveling wave fronts $\phi_{c}$ with $c>c^{*}$, we shall not require this assumption.

In the remainder of this paper, we always normalize the traveling wave front $\phi_{c}(n+c t)$ so that $\phi_{c}(0)=\frac{K}{2}$. Then, for each $c \in\left(c^{*},+\infty\right)$, we set

$$
\begin{equation*}
\alpha_{c}=\lim _{z \rightarrow-\infty} \phi_{c}(z) e^{-\lambda_{1}(c) z} . \tag{1.6}
\end{equation*}
$$

Furthermore, we define $A_{c}>0$ for each $c \in\left(c^{*},+\infty\right)$ by

$$
\begin{equation*}
A_{c}=\inf \left\{A>0: A \geq \phi_{c}(z) e^{-\lambda_{1}(c) z} \quad \text { for any } \quad z \in \mathbb{R}\right\} \tag{1.7}
\end{equation*}
$$

It is easy to see that $A_{c} \geq \alpha_{c}$.
Our focus is on the so-called entire solutions; here an entire solution of (1.1) is a solution defined for all $(n, t) \in \mathbb{Z} \times \mathbb{R}$. In what follows, we say that a sequence of functions $\Phi_{p}(t)=\left\{\Phi_{n, p}(t)\right\}_{n \in \mathbb{Z}}$ converges to a function $\Phi_{p_{0}}(t)=\left\{\Phi_{n, p_{0}}(t)\right\}_{n \in \mathbb{Z}}$ in $\mathcal{T}$ if, for every compact set $S \subset \mathbb{Z} \times \mathbb{R}$, the functions $\Phi_{n, p}(t)$ and $\frac{d}{d t} \Phi_{n, p}(t)$ converge uniformly in $(n, t) \in S$ to $\Phi_{n, p_{0}}(t)$ and $\frac{d}{d t} \Phi_{n, p_{0}}(t)$ as $p \rightarrow p_{0}$.

One of our main results can be stated as follows.
Theorem 1.1. Let $\Gamma(t)$ be a heteroclinic orbit of the following functional differential equation:

$$
\frac{d}{d t} u(t)=-d u(t)+b(u(t-\tau))
$$

which is increasing and satisfies $\Gamma(-\infty)=0, \Gamma(+\infty)=K, \lim _{t \rightarrow-\infty} e^{-\lambda_{*} t} \Gamma(t)=K$, and $\Gamma(t) \leq K e^{\lambda_{*} t}$ for all $t \in \mathbb{R}$, where $\lambda_{*}>0$ is the unique real root of the equation $\lambda+$ $d-b^{\prime}(0) e^{-\lambda \tau}=0$. Then for every $c_{1}, \ldots, c_{m}, c_{1}^{\prime}, \ldots, c_{l}^{\prime}>c^{*}, \theta_{0}, \theta_{1}, \ldots, \theta_{m}, \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} \in$ $\mathbb{R}$, and $\chi \in\{0,1\}$, there exists an entire solution $\Phi(t)=\left\{\Phi_{n}(t)\right\}_{n \in \mathbb{Z}}$ of (1.1) such that

$$
\begin{align*}
& \max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i} t+\theta_{i}\right), \max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right), \chi \Gamma\left(t+\theta_{0}\right)\right\}  \tag{1.8}\\
& \quad \leq \Phi_{n}(t) \leq \min \left\{\vartheta_{m}^{+}(n, t), \vartheta_{l}^{-}(n, t), \vartheta^{0}(n, t)\right\}
\end{align*}
$$

on $(n, t) \in \mathbb{Z} \times \mathbb{R}$, where

$$
\begin{aligned}
& \vartheta_{m}^{+}(n, t)=\min _{1 \leq i \leq m}\left\{\phi_{c_{i}}\left(n+c_{i} t+\theta_{i}\right)+\chi K e^{\lambda_{*}\left(t+\theta_{0}\right)}\right. \\
& \left.+\sum_{1 \leq j \leq m, j \neq i} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j} t+\theta_{j}\right)}+\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}}{ }^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)}\right\}, \\
& \vartheta_{l}^{-}(n, t)=\min _{1 \leq i \leq l}\left\{\phi_{c_{i}^{\prime}}\left(-n+c_{i}^{\prime} t+\theta_{i}^{\prime}\right)+\chi K e^{\lambda_{*}\left(t+\theta_{0}\right)}\right. \\
& \left.+\sum_{1 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j} t+\theta_{j}\right)}+\sum_{1 \leq j \leq l, j \neq i} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)}\right\}, \\
& \vartheta^{0}(n, t)=\chi \Gamma\left(t+\theta_{0}\right)+\sum_{1 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j} t+\theta_{j}\right)}+\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)},
\end{aligned}
$$

and $m, l \in \mathbb{N} \cup\{0\}$ with $\chi+m+l \geq 2$. Moreover, the following statements hold:
(i) For any $n \in \mathbb{Z}, \Phi_{n}^{\prime}(t)>0$ for $t \in \mathbb{R}$.
(ii) $\lim _{t \rightarrow \infty} \sup _{n \in \mathbb{Z}}\left|\Phi_{n}(t)-K\right|=0$ and $\lim _{t \rightarrow-\infty} \sup _{|n| \leq N_{0}}\left|\Phi_{n}(t)\right|=0$ for every given $N_{0} \in \mathbb{N}$.
(iii) If $m \geq 1$, then $\lim _{n \rightarrow \infty}\left\|\Phi_{n}(\cdot)-K\right\|_{L^{\infty}[a,+\infty)}=0$ for every $a \in \mathbb{R}$; if $l \geq 1$, then $\lim _{n \rightarrow-\infty}\left\|\Phi_{n}(\cdot)-K\right\|_{L^{\infty}[a,+\infty)}=0$ for every $a \in \mathbb{R}$.
(iv) If $\chi=1$ and $m=0(l=0$, respectively $)$, then $\Phi_{n}(t)$ converges uniformly on $t \in[a, b]$ to $\Gamma\left(t+\theta_{0}\right)$ as $n \rightarrow+\infty(n \rightarrow-\infty$, respectively) for any $a, b \in \mathbb{R}$ with $a<b$.
(v) If $\chi=1$, then $\Phi_{n}(t) \sim K e^{\lambda_{*}\left(t+\theta_{0}\right)}$ as $t \rightarrow-\infty$ for every $n \in \mathbb{Z}$.
(vi) If $\chi=0$, then, for every $n \in \mathbb{Z}$, there exist $B_{2}(n)>B_{1}(n)>0$ such that

$$
B_{1}(n) e^{c_{\max } \lambda_{1}\left(c_{\max }\right) t}<\Phi_{n}(t)<B_{2}(n) e^{c_{\max } \lambda_{1}\left(c_{\max }\right) t} \quad \text { for every } t \ll-1
$$

where $c_{\max }=\max \left\{\max _{1 \leq i \leq m} c_{i}, \max _{1 \leq j \leq l} c_{j}^{\prime}\right\}$.
(vii) If we denote $\Phi(t)$ by $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)$ when $\chi=1$ and denote $\Phi(t)$ by $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime}(t) \text { when } \chi=0 \text {, then }}$

$$
\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)
$$

converges to $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime}}(t)$ as $\theta_{0} \rightarrow-\infty$ in $\mathcal{T}$ and uniformly on
 $K$ as $\theta_{0} \rightarrow+\infty$ in $\mathcal{T}$ and uniformly on $(n, t) \in \mathbb{Z} \times[a,+\infty)$ for every $a \in \mathbb{R}$.
(viii) $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)$ converges to

$$
\Phi_{c_{1}, \ldots, c_{i-1}, c_{i+1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)
$$

as $\theta_{i} \rightarrow-\infty$ in $\mathcal{T}$ and uniformly on $(n, t) \in\left\{n: n \leq N_{0}, n \in \mathbb{Z}\right\} \times(-\infty, a]$ for every $N_{0} \in \mathbb{Z}$ and $a \in \mathbb{R} . \Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)$ converges to

$$
\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{j-1}^{\prime}, c_{j+1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{j-1}^{\prime}, \theta_{j+1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)
$$

as $\theta_{j}^{\prime} \rightarrow-\infty$ in $\mathcal{T}$ and uniformly on $(n, t) \in\left\{n: n \geq N_{0}, n \in \mathbb{Z}\right\} \times(-\infty, a]$ for every $N_{0} \in \mathbb{Z}$ and $a \in \mathbb{R}$. Similar results hold for $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime}}(t)$.
(ix) $\Phi(t)$ converges to $K$ as $\theta_{i} \rightarrow+\infty$ in $\mathcal{T}$ and uniformly on $(n, t) \in\{n: n \geq$ $\left.N_{0}, n \in \mathbb{Z}\right\} \times[a,+\infty)$ for every $N_{0} \in \mathbb{Z}$ and $a \in \mathbb{R} ; \Phi(t)$ converges to $K$ as $\theta_{j}^{\prime} \rightarrow+\infty$ in $\mathcal{T}$ and uniformly on $(n, t) \in\left\{n: n \leq N_{0}, n \in \mathbb{Z}\right\} \times[a,+\infty)$ for every $N_{0} \in \mathbb{Z}$ and $a \in \mathbb{R}$.

From (iv) and (v) of Theorem 1.1 and the fact $\lambda_{*}<c_{\max } \lambda_{1}\left(c_{\max }\right)$, it follows that $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)$ are completely different from

$$
\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime}}(t)
$$

Theorem 1.1 applies to the spatially discrete Fisher-KPP equation (1.4), where $f \in C^{2}$ satisfies $f(0)=f(1)=0, f^{\prime}(0)>0, f^{\prime}(1)<0, f(u)>0$, and $f(u) \leq f^{\prime}(0) u$ for $u \in(0,1)$. In this case, $K=1, d=\max _{u \in[0,1]}\left|f^{\prime}(u)\right|$, and $b(u)=d u+f(u)$. The existence, uniqueness, and stability of traveling wave fronts of (1.4) were studied in Chen, Fu, and Guo [3], Chen and Guo [4, 5], and Zinner [44]; the entire solutions of (1.4) were studied by Guo and Morita [18] and Guo [19]. However, there seem to be no results on the uniqueness of entire solutions of (1.4) and the continuous dependence on parameters $c_{1}, \ldots, c_{m}, c_{1}^{\prime}, \ldots, c_{l}^{\prime}, \theta_{0}, \theta_{1}, \ldots, \theta_{m}, \theta_{1}^{\prime}, \ldots, c_{l}^{\prime}$ given by Theorem 1.1. The following theorem is devoted to this topic and is a spatially discrete version of results of Hamel and Nadirashvili [20], where the reaction-diffusion Fisher-KPP equation was considered.

Theorem 1.2. For any $c, c^{\prime}>c^{*}, \theta_{0}, \theta, \theta^{\prime} \in \mathbb{R}$, and $\varrho, \varrho^{\prime}, \chi \in\{0,1\}$ with $\varrho+$ $\varrho^{\prime}+\chi \geq 2$, there exists a unique entire solution $\Phi(t)=\left\{\Phi_{n}(t)\right\}_{n \in \mathbb{Z}}$ of (1.4) such that (i)-(ix) of Theorem 1.1 hold and

$$
\begin{align*}
& \max \left\{\varrho \phi_{c}(n+c t+\theta), \varrho^{\prime} \phi_{c^{\prime}}\left(-n+c^{\prime} t+\theta^{\prime}\right), \chi \Gamma\left(t+\theta_{0}\right)\right\}  \tag{1.9}\\
& \leq \Phi_{n}(t) \\
& \leq \min \left\{\varrho \phi_{c}(n+c t+\theta)+\chi e^{f^{\prime}(0)\left(t+\theta_{0}\right)}+\varrho^{\prime} A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n+c^{\prime} t+\theta^{\prime}\right)}\right. \\
& \quad \varrho^{\prime} \phi_{c^{\prime}}\left(-n+c^{\prime} t+\theta^{\prime}\right)+\chi e^{f^{\prime}(0)\left(t+\theta_{0}\right)}+\varrho A_{c} e^{\lambda_{1}(c)(n+c t+\theta)} \\
& \left.\quad \chi \Gamma\left(t+\theta_{0}\right)+\varrho A_{c} e^{\lambda_{1}(c)(n+c t+\theta)}+\varrho^{\prime} A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n+c^{\prime} t+\theta^{\prime}\right)}\right\}
\end{align*}
$$

on $(n, t) \in \mathbb{Z} \times \mathbb{R}$. In particular, when $\varrho=\varrho^{\prime}=\chi=1$, the entire solutions $\Phi=\Phi_{c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}}$ depend continuously on $\left(c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}\right) \in\left(c^{*},+\infty\right)^{2} \times \mathbb{R}^{3}$ in $\mathcal{T}$; when $\varrho=\varrho^{\prime}=1$ and $\chi=0$, the entire solutions $\Phi=\Phi_{c, c^{\prime}, \theta, \theta^{\prime}}$ depend continuously on $\left(c, c^{\prime}, \theta, \theta^{\prime}\right) \in\left(c^{*},+\infty\right)^{2} \times \mathbb{R}^{2}$ in $\mathcal{T}$; when $\varrho=\chi=1$ and $\varrho^{\prime}=0$, the entire solutions $\Phi=\Phi_{c, \theta, \theta_{0}}$ depend continuously on $\left(c, \theta, \theta_{0}\right) \in\left(c^{*},+\infty\right) \times \mathbb{R}^{2}$ in $\mathcal{T}$; when $\varrho^{\prime}=\chi=1$ and $\varrho=0$, the entire solutions $\Phi=\Phi_{c^{\prime}, \theta^{\prime}, \theta_{0}}$ depend continuously on $\left(c^{\prime}, \theta^{\prime}, \theta_{0}\right) \in\left(c^{*},+\infty\right) \times \mathbb{R}^{2}$ in $\mathcal{T}$.

We note that when $\varrho^{\prime}=\chi=0$ and $\varrho=1, \Phi_{n}(t)=\Phi_{n ; c, \theta}(t)=\phi(n+c t+\theta)$ for $(n, t) \in \mathbb{Z} \times \mathbb{R}$; when $\varrho=\chi=0$ and $\varrho^{\prime}=1, \Phi_{n}(t)=\Phi_{n ; c^{\prime}, \theta^{\prime}}(t)=\phi\left(-n+c^{\prime} t+\theta^{\prime}\right)$ for $(n, t) \in \mathbb{Z} \times \mathbb{R}$; and when $\varrho=\varrho^{\prime}=0$ and $\chi=1, \Phi_{n}(t)=\Phi_{n ; \theta_{0}}(t)=\Gamma\left(t+\theta_{0}\right)$ for $(n, t) \in \mathbb{Z} \times \mathbb{R}$. Therefore, similarly to the discussions in Hamel and Nadirashvili [20], it follows from Theorems 1.1 and 1.2 that the functions $\Phi_{c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}}(t)\left(\Phi_{c, c^{\prime}, \theta, \theta^{\prime}}(t)\right.$, $\Phi_{c, \theta, \theta_{0}}(t), \Phi_{c^{\prime}, \theta^{\prime}, \theta_{0}}(t)$, respectively) established by Theorem 1.2 are the 5-D (4-D, 3-D, and 3 -D, respectively) manifold of entire solutions of (1.4). In addition, (1.4) possesses two 2-D manifolds of entire solutions of traveling wave type, namely, $\Phi_{c, \theta}^{+}(t)=\left\{\phi_{c}(n+\right.$ $c t+\theta)\}_{n \in \mathbb{Z}}$ and $\Phi_{c^{\prime}, \theta^{\prime}}^{-}(t)=\left\{\phi_{c^{\prime}}\left(-n+c^{\prime} t+\theta^{\prime}\right)\right\}_{n \in \mathbb{Z}}$, and a 1-D manifold of spatially homogeneous entire solutions, namely, $\Gamma\left(t+\theta_{0}\right)$. Let $\mathcal{M}_{5}\left(\mathcal{M}_{4}, \mathcal{M}_{3}^{+}, \mathcal{M}_{3}^{-}, \mathcal{M}_{2}^{+}\right.$, $\mathcal{M}_{2}^{-}$, and $\mathcal{M}_{1}$, respectively) be the above $5-\mathrm{D}(4-\mathrm{D}, 3-\mathrm{D}, 3-\mathrm{D}, 2-\mathrm{D}, 2-\mathrm{D}$, and $1-\mathrm{D}$, respectively) manifold of entire solutions. Then, from Theorems 1.1 and 1.2 , it follows that $\mathcal{M}_{4}$ is on the boundary of $\mathcal{M}_{5}$ (via taking the limit $\theta_{0} \rightarrow-\infty$ ) and $\mathcal{M}_{3}^{+}$(or $\mathcal{M}_{3}^{-}$) is on the boundary of $\mathcal{M}_{5}$ (via taking the limit $\theta \rightarrow-\infty$ ) (or $\left.\theta^{\prime} \rightarrow-\infty\right)$. $\mathcal{M}_{2}^{+}$ (or $\mathcal{M}_{2}^{-}$) is on the boundary of $\mathcal{M}_{4}$ (via taking the limit $\left.\theta^{\prime} \rightarrow-\infty\right)($ or $\theta \rightarrow-\infty)$ and is also on the boundary of $\mathcal{M}_{3}^{+}$(or $\mathcal{M}_{3}^{-}$) (via taking the limit $\theta_{0} \rightarrow-\infty$ ). $\mathcal{M}_{1}$ is on the boundary of $\mathcal{M}_{3}^{+}$(or $\mathcal{M}_{3}^{-}$) (via taking the limit $\theta \rightarrow-\infty$ ) (or $\theta^{\prime} \rightarrow-\infty$ ). In particular, $\mathcal{M}_{2}^{+}$(or $\mathcal{M}_{2}^{-}$) is on the boundary of $\mathcal{M}_{5}$ (via taking the limits $\theta^{\prime} \rightarrow-\infty$ and $\theta_{0} \rightarrow-\infty$ ) (or $\theta \rightarrow-\infty$ and $\theta_{0} \rightarrow-\infty$ ), and $\mathcal{M}_{1}$ is on the boundary of $\mathcal{M}_{5}$ (via taking the limits $\theta \rightarrow-\infty$ and $\left.\theta^{\prime} \rightarrow-\infty\right)$. We can also easily show that the functions $\Phi_{c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}}$ converge to $\Phi_{c, \theta}^{+}$as $\theta^{\prime} \rightarrow-\infty$ and $\theta_{0} \rightarrow-\infty$ in $\mathcal{T}$ and to $\Phi_{c^{\prime}, \theta^{\prime}}^{-}$as $\theta \rightarrow-\infty$ and $\theta_{0} \rightarrow-\infty$ in $\mathcal{T}$, and that $\Phi_{c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}}$ converge to $\Phi_{\theta_{0}}$ as $\theta \rightarrow-\infty$ and $\theta^{\prime} \rightarrow-\infty$ in $\mathcal{T}$.

Contrasting to $[18,20]$, we require only $f(u) \leq f^{\prime}(0) u$ for any $u \in(0,1)$ other than $f^{\prime}(u) \leq f^{\prime}(0)$. We also note some differences on the uniqueness of entire solutions up to a spatial-temporal translation between a reaction-diffusion equation and its spatially discrete analogue (see a similar remark for the bistable nonlinearity reported by Wang, Li, and Ruan [39]). Namely, consider the reaction-diffusion KPP equation

$$
\begin{equation*}
\frac{d}{d t} u(x, t)=D \Delta u(x, t)+f(u) \tag{1.10}
\end{equation*}
$$

for which the existence of entire solutions was established by Hamel and Nadirashvili ([20, Theorems 1.1, 1.3, and 1.4 and Corollary 1.5]). For comparison, we consider only the entire solutions established by [20, Theorem 1.3], corresponding to the case $\chi=0$ and $\varrho=\varrho^{\prime}=1$ in our Theorem 1.2. The entire solution $v_{c, c^{\prime}, h, h^{\prime}}(x, t)$ of (1.10) established by [20, Theorem 1.3] and satisfying (1.4) of [20] is unique for each given $\left(c, c^{\prime}, h, h^{\prime}\right) \in\left(c^{*},+\infty\right)^{2} \times \mathbb{R}^{2}$. Consequently, it is easy to see that for any $\left(\bar{h}, \bar{h}^{\prime}\right) \neq\left(h, h^{\prime}\right)$,

$$
v_{c, c^{\prime}, \bar{h}, \bar{h}^{\prime}}(x, t)=v_{c, c^{\prime}, \bar{h}, \bar{h}^{\prime}}\left(x+x_{0}, t+t_{0}\right) \quad \text { for } \quad(x, t) \in \mathbb{R}^{2}
$$

where

$$
x_{0}=\frac{c\left(\bar{h}^{\prime}-h^{\prime}\right)-c^{\prime}(\bar{h}-h)}{c+c^{\prime}}, \quad t_{0}=\frac{\left(\bar{h}^{\prime}-h^{\prime}\right)+(\bar{h}-h)}{c+c^{\prime}}
$$

But for (1.4) if $\left(\bar{\theta}, \bar{\theta}^{\prime}\right) \neq\left(\theta, \theta^{\prime}\right)$, then $\Phi_{n ; c, c^{\prime}, \bar{\theta}, \bar{\theta}^{\prime}}(t)=\Phi_{n+n_{0} ; c, c^{\prime}, \theta, \theta^{\prime}}\left(t+t_{0}\right)$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$ if and only if

$$
\frac{c\left(\bar{h}^{\prime}-h^{\prime}\right)-c^{\prime}(\bar{h}-h)}{c+c^{\prime}} \in \mathbb{Z}
$$

and, hence, $n_{0}=\frac{c\left(\bar{h}^{\prime}-h^{\prime}\right)-c^{\prime}(\bar{h}-h)}{c+c^{\prime}}, t_{0}=\frac{\left(\bar{h}^{\prime}-h^{\prime}\right)+(\bar{h}-h)}{c+c^{\prime}}$. When $\left(\bar{c}, \bar{c}^{\prime}\right) \neq\left(c, c^{\prime}\right)$, as proved by $\left[24\right.$, Theorem 1.1], there exists no $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{2}$ such that $v_{\bar{c}, \bar{c}^{\prime}, h, h^{\prime}}(\cdot, \cdot)=v_{c, c^{\prime}, h, h^{\prime}}(\cdot+$ $x_{0}, \cdot+t_{0}$ ) on $\mathbb{R}^{2}$ for (1.10). Similarly, for (1.4), there exists no $\left(n_{0}, t_{0}\right) \in \mathbb{Z} \times \mathbb{R}$ such that $\Phi_{n ; \bar{c}, \bar{c}^{\prime}, h, h^{\prime}}(t)=v_{n+n_{0} ; c, c^{\prime}, h, h^{\prime}}(t)$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$.

There have been extensive studies about the dynamics of lattice delay systems (1.1), as reported in a recent survey by Gourley and Wu [16]. In particular, the asymptotic speed of propagation and the existence of monotone traveling waves were studied in $[25,40]$. The existence, uniqueness, and stability of traveling wave solutions of (1.1) and (1.2) with monostable and bistable nonlinearities have henceforth been studied; see Ma and Zou [26] for the bistable case and Ma and coworkers [25, 27] for the monostable case. Also, Gourley and Wu [17] proved for (1.2) that if the birth rate is so small that a patch alone cannot sustain a positive equilibrium, then the whole population in the patchy environment will become extinct; and if the birth rate is large enough that each patch can sustain a positive equilibrium and if the maturation time is moderate, then the model exhibits nonlinear oscillations characterized by the occurrence of multiple periodic traveling waves. A stage-structured model for a single species on a finite 1-D spatial lattice was also studied in [22]. Related results on traveling waves of lattice differential equations (without delay) can be found in Cahn, Chow, and Van Vleck [2], Chen, Fu, and Guo [3], Chen and Guo [4, 5], Chow [10], Mallet-Paret [28], Wu and Zou [42], and references therein. We note that some progress has been made as well for 2-D lattice delay differential equations; see, for example, Cheng, Li, and Wang [8, 9], Shi, Li, and Cheng, [32], and Weng et al. [41]. In addition, Wang, Li, and Ruan [35, 36, 37] studied traveling wave solutions of reaction-diffusion equations with spatial-temporal delay.

The aforementioned studies also suggest that these wave solutions $\phi_{c}(n+c t)$ are defined for all $t \in \mathbb{R}$. They often determine the long time behavior of the solutions of Cauchy-type problems and constitute an important part of global attractors, which consist of entire solutions. However, the global attractors can be quite complicated, and recent studies for reaction-diffusion equations with continuous spatial variables have showed the existence of many new types of entire solutions arising from the
simple traveling wave fronts, and these entire solutions combined provide essential information about the global attractors; see Chen and Guo [6], Chen, Guo, and Nimomiya [7], Fukao, Morita, and Nimomiya [14], Guo and Morita [18], Hamel and Nadirashvili [20, 21], and Yagisita [43]. For the Fisher-KPP nonlinearity and bistable nonlinearity, these entire solutions behave as two (opposite) wave fronts of positive speed(s) approaching each other from both sides of the $x$-axis and then annihilate in a finite time. Similar results hold true for nonlocal reaction-diffusion equations with delayed monostable and bistable nonlinearities ([24, 38]). Morita and Ninomiya [30] and Guo [19] have constructed other types of entire solutions for reaction-diffusion equations and discrete diffusive equations with bistable nonlinearity, respectively, which are different from those obtained in $[6,7,14,18,20,21,24,38,43]$. In particular, Li , Liu, and Wang [23] established the existence of entire solutions for reaction-advectiondiffusion equations in cylinders, where the ignition temperature nonlinearity has been studied. As reported in [30], entire solutions play also very important roles in some other areas, for example, transient dynamics, distinct history of two solutions, etc.

The remainder of this paper is organized as follows: In section 2 , we show how systems (1.1) arise from some areas, such as population biology. In section 3, we establish some existence and comparison results, which are needed in what follows. In section 4, we show the existence of heteroclinic orbit $\Gamma(t)$ connecting two equilibria 0 and $K$. Section 5 is devoted to Theorem 1.1, and then Theorem 1.2 is proved in section 6.
2. Important particular cases. In this section, we derive from a structured population model a particular case of systems along with an explicit formula to calculate $J(i)$.

Consider a single species population with age structures distributed over a patchy environment consisting of all integer nodes of a 1-D lattice. Let $w_{n}(t)$ be the density of juvenile individuals in the $n$th patch and at time $t, v_{n}(t, a)$ be the density of individuals with age $a$ in the $n$th patch and at time $t$, and $\tau>0$ the length of a juvenile period. Then

$$
w_{n}(t)=\int_{0}^{\tau} v_{n}(t, a) d a
$$

Let $u_{n}(t)$ be the density of mature individuals in the $n$th patch and at time $t$. Assume that the spatial dispersal of juvenile individuals and mature individuals is isotropic and can be long range (see Murray [31]). Assume that the diffusion rate of juvenile individuals with age $a$ is $\bar{D}(a) \geq 0$ and the diffusion rate of mature individuals is a constant $D>0$. Let $K(n-i)$ and $I(n-i)$ be the probability distributions of juvenile individuals and mature individuals traveling from the $i$ th patch to the $n$th patch, respectively. Then we have
$K(i) \geq 0, I(i) \geq 0, K(i)=K(-i), I(i)=I(-i), \sum_{i \in \mathbb{Z} \backslash\{0\}} K(i)=1, \quad \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)=1$.
Since only the mature population can reproduce, we have

$$
\begin{cases}\frac{\partial}{\partial t} v_{n}(t, a)+\frac{\partial}{\partial a} v_{n}(t, a)=\bar{D}(a) \sum_{i \in \mathbb{Z} \backslash\{0\}} K(n-i)\left[v_{i}(t, a)-v_{n}(t, a)\right]  \tag{2.1}\\ v_{n}(t, 0)=\widehat{b}\left(u_{n}(t)\right), & -\mu(a) v_{n}(t, a), \quad 0<a<\tau, \\ \frac{d}{d t} u_{n}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(n-i)\left[u_{i}(t)-u_{n}(t)\right]-\widehat{d}\left(u_{n}(t)\right)+v_{n}(t, \tau),\end{cases}
$$

where $\mu(a)$ denotes the death rate of the juvenile individuals with age $a \in(0, \tau)$, $\widehat{b}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is the birth function, and $\widehat{d}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is the death function of mature individuals.

For fixed $s \geq-\tau$, let $V_{n}^{s}(t)=v_{n}(t, t-s)$ for $s \leq t \leq s+\tau$. Then $V_{n}^{s}(s)=$ $v_{n}(s, 0)=\widehat{b}\left(u_{n}(s)\right)$. From (2.1),

$$
\begin{align*}
\frac{d}{d t} V_{n}^{s}(t) & =\left.\frac{\partial}{\partial t} v_{n}(t, a)\right|_{a=t-s}+\left.\frac{\partial}{\partial a} v_{n}(t, a)\right|_{a=t-s}  \tag{2.2}\\
& =\bar{D}(t-s) \sum_{i \in \mathbb{Z} \backslash\{0\}} K(i)\left[V_{n-i}^{s}(t)-V_{n}^{s}(t)\right]-\mu(t-s) V_{n}^{s}(t)
\end{align*}
$$

Note that the grid function $V_{n}^{s}(t)$ can be viewed as the discrete spectral of a periodic function $v^{s}(t, \omega)$ by discrete Fourier transform [15, 34]:

$$
\begin{align*}
v^{s}(t, \omega) & =\frac{1}{\sqrt{2 \pi}} \sum_{n=-\infty}^{\infty} e^{-i(n \omega)} V_{n}^{s}(t)  \tag{2.3}\\
V_{n}^{s}(t) & =\frac{1}{\sqrt{2 \pi}} \int_{-\pi}^{\pi} e^{i(n \omega)} v^{s}(t, \omega) d \omega \tag{2.4}
\end{align*}
$$

where $i$ is the imaginary unit. Applying (2.2) and (2.3) yields

$$
\begin{aligned}
\frac{\partial}{\partial t} v^{s}(t, \omega) & =\left[\bar{D}(t-s) \sum_{k \in \mathbb{Z} \backslash\{0\}} K(k)\left(e^{-i k \omega}-1\right)-\mu(t-s)\right] v^{s}(t, \omega) \\
& =\left[-2 \bar{D}(t-s) \sum_{k \in \mathbb{Z} \backslash\{0\}} K(k) \sin ^{2}\left(\frac{k \omega}{2}\right)-\mu(t-s)\right] v^{s}(t, \omega)
\end{aligned}
$$

Solving the equation, we get

$$
\begin{aligned}
v^{s}(t, \omega)= & \exp \left\{-2 \sum_{k \in \mathbb{Z} \backslash\{0\}} K(k) \sin ^{2}\left(\frac{k \omega}{2}\right) \int_{s}^{t} \bar{D}(z-s) d z-\int_{s}^{t} \mu(z-s) d z\right\} \\
& \times v^{s}(s, \omega)
\end{aligned}
$$

By the inverse discrete Fourier transform (2.4), we obtain

$$
\begin{aligned}
V_{n}^{s}(t)= & \frac{1}{\sqrt{2 \pi}} e^{-\int_{s}^{t} \mu(z-s) d z} \\
& \times \int_{-\pi}^{\pi} e^{i(n \omega)} \exp \left\{-2 \alpha_{s} \sum_{k \in \mathbb{Z} \backslash\{0\}} K(k) \sin ^{2}\left(\frac{k \omega}{2}\right)\right\} v^{s}(s, \omega) d \omega
\end{aligned}
$$

where $\alpha_{t-s}=\int_{s}^{t} \bar{D}(z-s) d z=\int_{0}^{t-s} \bar{D}(z) d z$. Noting that $V_{n}^{s}(s)=v_{n}(s, 0)=\widehat{b}\left(u_{n}(s)\right)$, by (2.3) we have

$$
v_{s}(s, \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{j \in \mathbb{Z}} e^{-i(j \omega)} V_{j}^{s}(t)=\frac{1}{\sqrt{2 \pi}} \sum_{j \in \mathbb{Z}} e^{-i(j \omega)} \widehat{b}\left(u_{j}(s)\right)
$$

Hence,

$$
\begin{align*}
V_{n}^{s}(t)= & \frac{1}{2 \pi} e^{-\int_{s}^{t} \mu(z-s) d z} \sum_{j \in \mathbb{Z}} \widehat{b}\left(u_{j}(s)\right)  \tag{2.5}\\
& \times \int_{-\pi}^{\pi} e^{i((n-j) \omega)} \exp \left\{-2 \alpha_{s} \sum_{k \in \mathbb{Z} \backslash\{0\}} K(k) \sin ^{2}\left(\frac{k \omega}{2}\right)\right\} d \omega
\end{align*}
$$

Let $t=s+\tau, \widehat{\mu}=e^{-\int_{s}^{t} \mu(z-s) d z}=e^{-\int_{0}^{\tau} \mu(z) d z}$, and $\alpha=\int_{0}^{\tau} \bar{D}(z) d z$. Then (2.5) yields

$$
v_{n}(t, \tau)=\frac{\widehat{\mu}}{2 \pi} \sum_{j \in \mathbb{Z}} \beta_{\alpha}(n-j) \widehat{b}\left(u_{j}(s)\right)=\frac{\widehat{\mu}}{2 \pi} \sum_{j \in \mathbb{Z}} \beta_{\alpha}(n-j) \widehat{b}\left(u_{j}(t-\tau)\right)
$$

where

$$
\beta_{\alpha}(j)=\int_{-\pi}^{\pi} e^{i(j \omega)} \exp \left\{-2 \alpha \sum_{k \in \mathbb{Z} \backslash\{0\}} K(k) \sin ^{2}\left(\frac{k \omega}{2}\right)\right\} d \omega
$$

Thus, the last equality of (2.1) becomes

$$
\begin{align*}
\frac{d}{d t} u_{n}(t)= & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]-\widehat{d}\left(u_{n}(t)\right)  \tag{2.6}\\
& +\frac{\widehat{\mu}}{2 \pi} \sum_{j \in \mathbb{Z}} \beta_{\alpha}(n-j) \widehat{b}\left(u_{j}(t-\tau)\right), \quad t>0
\end{align*}
$$

Let $\widehat{d}(u)=d u, b(u)=\widehat{\mu} \widehat{b}(u)$, and $J(i)=\frac{1}{2 \pi} \beta_{\alpha}(i)$; then (2.6) reduces to (1.1).
In particular, the case when $I(i)=K(i)=0$ for $|i| \neq 1$ and $I(1)=K(1)=\frac{1}{2}$ was studied by Weng, Huang, and Wu [40]. In this case, (2.6) reduces to (1.2). When $\bar{D}(a) \equiv 0$, we have $\alpha=0$, and it follows that (2.6) reduces to

$$
\frac{d}{d t} u_{n}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]-\widehat{d}\left(u_{n}(t)\right)+\widehat{\mu} \widehat{b}\left(u_{n}(t-\tau)\right), \quad t>0
$$

When $\tau=0, \alpha=0$, and $\widehat{\mu}=1$, we have

$$
\frac{d}{d t} u_{n}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]-\widehat{d}\left(u_{n}(t)\right)+\widehat{b}\left(u_{j}(t)\right), \quad t>0
$$

which coincides with (1.3).
When the diffusion rate $\bar{D}(a)$ and death rate $\mu(a)$ of the juvenile individuals are independent of age $a$, namely, $D_{0} \equiv \bar{D}(a)$ and $\gamma \equiv \mu(a)$ for $a \in[0, \tau]$, we have

$$
\begin{align*}
\frac{d}{d t} w_{n}(t)= & D_{0} \sum_{i \in \mathbb{Z} \backslash\{0\}} K(i)\left[w_{n-i}(t)-w_{n}(t)\right]-\gamma u_{n}(t)+\widehat{b}\left(u_{n}(t)\right)  \tag{2.7}\\
& -\frac{e^{-\gamma \tau}}{2 \pi} \sum_{j \in \mathbb{Z}} \beta_{\alpha}(n-j) \widehat{b}\left(u_{j}(t-\tau)\right), \quad t>0
\end{align*}
$$

We note that it is easy to prove that $\sum_{j \in \mathbb{Z}} \frac{1}{2 \pi} \beta_{\alpha}(j)=1$. It seems difficult to prove $\beta_{\alpha}(j) \geq 0$ for general kernel $\sum_{i \in \mathbb{Z} \backslash\{0\}} K(i)=1$ though it was proved by Weng, Huang, and $\mathrm{Wu}[40]$ for the case when $K(i)=0$ for $|i| \neq 1$ and $K( \pm 1)=\frac{1}{2}$. Nevertheless, in the remainder of this paper, we consider (1.1) for general kernel functions $I(i)$ and $J(i)$ satisfying the assumptions in section 1.
3. Preliminaries. Consider the initial value problem
$\left\{\begin{array}{l}u_{n}^{\prime}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]-d u_{n}(t)+\sum_{i \in \mathbb{Z}} J(i) b\left(u_{n-i}(t-\tau)\right), \\ u_{n}(s)=\varphi_{n}(s),\end{array}\right.$
$(3.1)$
where $n \in \mathbb{Z}, t>0$, and $s \in[-\tau, 0]$.
Definition 3.1. A sequence of continuous differentiable functions $\left\{v_{n}(t)\right\}_{n \in \mathbb{Z}}$, $t \in[-\tau, l), l>0$, is called a supersolution (subsolution) of (3.1) on $[0, l)$ if

$$
\begin{align*}
v_{n}^{\prime}(t) \geq(\leq) D & \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[v_{n-i}(t)-v_{n}(t)\right]-d v_{n}(t)  \tag{3.2}\\
& +\sum_{i \in \mathbb{Z}} J(i) b\left(v_{n-i}(t-\tau)\right)
\end{align*}
$$

for all $t \in[0, l)$.
Lemma 3.2. For any $\varphi=\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n} \in C([-\tau, 0],[0, K])$, (3.1) admits a unique solution $u(t ; \varphi)=\left\{u_{n}(t ; \varphi)\right\}_{n \in \mathbb{Z}}$ on $[0,+\infty)$ satisfying $u_{n}(s)=\varphi_{n}(s)$ and $0 \leq u_{n}(t) \leq K$ for $s \in[-\tau, 0], t \in[-\tau,+\infty)$, and $n \in \mathbb{Z}$. For any pair of supersolution $w_{n}^{+}(t)$ and subsolution $w_{n}^{-}(t)$ of (3.1) on $[0,+\infty)$ with $0 \leq w_{n}^{-}(t) \leq K, 0 \leq w_{n}^{+}(t) \leq K$ for $t \in[-\tau,+\infty), n \in \mathbb{Z}$, and $w_{n}^{+}(s) \geq w_{n}^{-}(s)$ for $s \in[-\tau, 0], n \in \mathbb{Z}$, there holds $w_{n}^{+}(t) \geq w_{n}^{-}(t)$ for $t \geq 0, n \in \mathbb{Z}$.

Note that (3.1) is equivalent to

$$
\left\{\begin{array}{l}
u_{n}(t)=\varphi_{n}(0) e^{-(D+d) t}+\int_{0}^{t} e^{(D+d)(s-t)} H_{n}[u](s) d s, \quad t>0, \\
u_{n}(t)=\varphi_{n}(t), \quad t \in[-\tau, 0],
\end{array}\right.
$$

where $H_{n}[u](t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i) u_{n-i}(t)+\sum_{i \in \mathbb{Z}} J(i) b\left(u_{n-i}(t-\tau)\right)$. Lemma 3.2 can be proved using an argument used in [26, Lemma 4.1].

Consider also the following linear initial value problem:
$\left\{\begin{array}{l}u_{n}^{\prime}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right]-d u_{n}(t)+b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) u_{n-i}(t-\tau), \\ u_{n}(s)=\varphi_{n}(s) \in C([-\tau, 0], \mathbb{R}),\end{array}\right.$ (3.3)
where $n \in \mathbb{Z}, t>0$, and $s \in[-\tau, 0]$.
Before stating the following theorem, we first define a Banach space $l^{\infty}$ by

$$
l^{\infty}=\left\{\xi=\left\{\xi_{i}\right\}_{i \in \mathbb{Z}}, \xi_{i} \in \mathbb{R}: \sup _{i \in \mathbb{Z}}\left|\xi_{i}\right|<\infty\right\}
$$

with the norm $\|\xi\|_{l^{\infty}}=\sup _{i \in \mathbb{Z}}\left|\xi_{i}\right|$.
Theorem 3.3. For any $\varphi=\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$ with $\varphi \in C\left([-\tau, 0], l^{\infty}\right)$, (3.3) admits a unique solution $u(t):=u(t ; \varphi)=\left\{u_{n}(t ; \varphi)\right\}_{n \in \mathbb{Z}}$ on $[0,+\infty)$. Furthermore, if $\varphi^{1}, \varphi^{2} \in$ $C\left([-\tau, 0], l^{\infty}\right)$ satisfy $\varphi_{n}^{1}(s) \leq \varphi_{n}^{2}(s)$ for any $n \in \mathbb{Z}$ and $s \in[-\tau, 0]$, then $u_{n}\left(t ; \varphi^{1}\right) \leq$ $u_{n}\left(t ; \varphi^{2}\right)$ holds for any $n \in \mathbb{Z}$ and $t>0$.

Proof. Let $X=l^{\infty}$. Set $X^{+}=\left\{\xi \in l^{\infty}: \xi_{i} \geq 0\right.$ for each $\left.i \in \mathbb{Z}\right\}$. Then it is easy to see that $X^{+}$is a closed cone of $X$. Let $T(t)=e^{-(D+d) t}$; it is obvious that $\{T(t)\}$ is a strongly continuous semigroup on $X$. In particular, it is strongly positive. Now let $\mathcal{C}=C([-\tau, 0], X)$ be the Banach space of continuous functions from $[-\tau, 0]$ into $X$ with the supremum norm. Set $\mathcal{C}^{+}=\left\{\Phi \in \mathcal{C}: \Phi(s) \in X^{+}, s \in[-\tau, 0]\right\}$. Then $\mathcal{C}^{+}$is a positive cone of $\mathcal{C}$. For any continuous function $w:[-\tau,+\infty) \rightarrow X$, define $w_{t} \in \mathcal{C}$,
$t \in[0,+\infty)$, by $w_{t}(s)=w(t+s), s \in[-\tau, 0]$. Then the map $t \mapsto w_{t}$ is a continuous function from $[0,+\infty)$ to $\mathcal{C}$.

Define $f: \mathcal{C} \rightarrow X$ by

$$
f(w)=\left\{f_{i}(w)\right\}_{i \in \mathbb{Z}}
$$

for $w=\left\{w_{i}\right\}_{i \in \mathbb{Z}} \in \mathcal{C}$, where

$$
f_{i}(w)=D \sum_{j \in \mathbb{Z} \backslash\{0\}} I(j) w_{i-j}(0)+b^{\prime}(0) \sum_{k \in \mathbb{Z}} J(k) w_{i-k}(-\tau) .
$$

It is not difficult to verify that $f: \mathcal{C} \rightarrow X$ is globally Lipschitz continuous. Furthermore, since for any $v, w \in \mathcal{C}$ with $v \geq w$ in $\mathcal{C}$,

$$
\begin{aligned}
f_{i}(v)-f_{i}(w)= & D \sum_{j \in \mathbb{Z} \backslash\{0\}} I(j) v_{i-j}(0)-D \sum_{j \in \mathbb{Z} \backslash\{0\}} I(j) w_{i-j}(0) \\
& +b^{\prime}(0) \sum_{k \in \mathbb{Z}} J(k) v_{i-k}(-\tau)-b^{\prime}(0) \sum_{k \in \mathbb{Z}} J(k) w_{i-k}(-\tau) \\
\geq & 0,
\end{aligned}
$$

it follows that $f(v) \geq f(w)$ in $X$ for any $v, w \in \mathcal{C}$ with $v \geq w$, which implies that $f: \mathcal{C} \rightarrow X$ is quasi-monotone in the sense that

$$
\lim _{h \rightarrow 0} \frac{1}{h} \operatorname{dist}\left((v(0)-w(0))+h[f(v)-f(w)], X^{+}\right)=0
$$

for any $v, w \in \mathcal{C}$ with $v \geq w$.
Note that (3.3) is equivalent to

$$
\begin{cases}u(t)=T(t) u(0)+\int_{0}^{t} T(t-s) f\left(u_{s}\right) d s, & t>0,  \tag{3.4}\\ u(t)=\varphi(t), & t \in[-\tau, 0]\end{cases}
$$

Take $M_{0}=\max _{t \in[-\tau, 0]}\|\varphi(t)\|_{l \infty}$. Furthermore, define a vector-valued function $v^{+}(\cdot)=$ $\left\{v_{n}^{+}(\cdot)\right\}_{n \in \mathbb{Z}}:[-\tau,+\infty) \rightarrow X$ by

$$
\begin{cases}v_{n}^{+}(t)=M_{0}, & t \in[-\tau, 0]  \tag{3.5}\\ v_{n}^{+}(t)=M_{0} e^{\left(b^{\prime}(0)-d\right) t}, & t>0 \text { for any } n \in \mathbb{Z}\end{cases}
$$

It is easy to verify that $v^{+}$satisfies

$$
\begin{equation*}
v^{+}(t) \geq T(t) v^{+}(s)+\int_{s}^{t} T(t-r) f\left(v_{r}^{+}\right) d r \text { for any } t>s \geq 0 \tag{3.6}
\end{equation*}
$$

Define $v^{-}(\cdot)=\left\{v_{n}^{-}(\cdot)\right\}_{i \in \mathbb{Z}}:[-\tau,+\infty) \rightarrow X$ by $v^{-}(\cdot)=-v^{+}(\cdot)$. Then $v^{-}$satisfies

$$
\begin{equation*}
v^{-}(t) \leq T(t) v^{-}(s)+\int_{s}^{t} T(t-r) f\left(v_{r}^{-}\right) d r \text { for any } t>s \geq 0 \tag{3.7}
\end{equation*}
$$

Now we use the conclusions of [29]. By setting $S(t, s)=T(t, s)=T(t-s)$ for any $t \geq s \geq 0$ and $B(t, \Phi)=f(\Phi)$, the existence and uniqueness of the solution $u(t ; \varphi)$ follows from [29, Corollary 5].

For any $\varphi^{1}, \varphi^{2} \in \mathcal{C}$ with $\varphi^{1} \leq \varphi^{2}$ in $\mathcal{C}$, again applying [29, Corollary 5], we have

$$
v^{-}(t) \leq u\left(t ; \varphi^{1}\right) \leq u\left(t ; \varphi^{2}\right) \leq v^{+}(t) \text { in } X \text { for any } t \geq 0
$$

via letting

$$
M_{0}=\max \left\{\max _{s \in[-\tau, 0]}\left\|\varphi^{1}(s)\right\|_{l^{\infty}}, \max _{s \in[-\tau, 0]}\left\|\varphi^{2}(s)\right\|_{l^{\infty}}\right\}
$$

in (3.5). This implies the solution semiflow is order preserving. The proof is complete.

Remark 3.1. Assume that the continuous functions $w^{ \pm}=\left\{w_{n}^{ \pm}\right\}_{n \in \mathbb{Z}}:[-\tau,+\infty) \rightarrow$ $l^{\infty}$ satisfy (3.6) and (3.7), respectively, and $w_{n}^{+}(s) \geq w_{n}^{-}(s)$ for any $(n, s) \in \mathbb{Z} \times[-\tau, 0] ;$ then we have $w_{n}^{+}(t) \geq w_{n}^{-}(t)$ for any $(n, t) \in \mathbb{Z} \times[0,+\infty)$.

Theorem 3.4. Assume that

$$
w_{n}^{-}(t) \in C([-\tau, \infty),(-\infty, K]) \quad \text { and } \quad w_{n}^{+}(t) \in C([-\tau, \infty),[0, \infty))
$$

satisfy $w_{n}^{-}(t) \leq w_{n}^{+}(t)$ for any $t \in[-\tau, 0]$ and $n \in \mathbb{Z}$ and

$$
\begin{align*}
\frac{d}{d t} w_{n}^{+}(t) \geq & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[w_{n-i}^{+}(t)-w_{n}^{+}(t)\right]-d w_{n}^{+}(t)  \tag{3.8}\\
& +b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) w_{n-i}^{+}(t-\tau), \\
\frac{d}{d t} w_{n}^{-}(t) \leq & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[w_{n-i}^{-}(t)-w_{n}^{-}(t)\right]-d w_{n}^{-}(t)  \tag{3.9}\\
& +b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) w_{n-i}^{-}(t-\tau)
\end{align*}
$$

for any $t>0$ and $n \in \mathbb{Z}$. Then there holds $w_{n}^{+}(t) \geq w_{n}^{-}(t)$ for any $t>0$ and $n \in \mathbb{Z}$.
Proof. Put $w_{n}(t):=w_{n}^{-}(t)-w_{n}^{+}(t), n \in \mathbb{Z}, t \in[-\tau,+\infty)$. Then $w_{n}(t)$ is continuous and bounded from above by $K$, and $\bar{w}(t):=\sup _{n \in \mathbb{Z}} w_{n}(t)$ is continuous on $[-\tau, \infty)$. We use a contradiction argument to prove the assertion. Suppose that the assertion is not true. Let $M_{0}>0$ be such that $M_{0}+d-b^{\prime}(0) e^{-M_{0} \tau}>0$. Then there exists $t_{0}>0$ such that $\bar{w}\left(t_{0}\right)>0$ and

$$
\begin{equation*}
\bar{w}\left(t_{0}\right) e^{-M_{0} t_{0}}=\sup _{t \geq-\tau}\left\{\bar{w}(t) e^{-M_{0} t}\right\}>\bar{w}(s) e^{-M_{0} s} \text { for all } s \in\left[-\tau, t_{0}\right) \tag{3.10}
\end{equation*}
$$

Let $\left\{n_{j}\right\}_{j \in \mathbb{N}}$ be a sequence so that $w_{n_{j}}\left(t_{0}\right)>0$ for all $j \geq 1$ and $\lim _{j \rightarrow \infty} w_{n_{j}}\left(t_{0}\right)=$ $\bar{w}\left(t_{0}\right)$. Let $\left\{t_{j}\right\}_{j \in \mathbb{N}} \subset\left(0, t_{0}\right]$ so that

$$
\begin{equation*}
w_{n_{j}}\left(t_{j}\right) e^{-M_{0} t_{j}}=\max _{t \in\left[0, t_{0}\right]}\left\{w_{n_{j}}(t) e^{-M_{0} t}\right\} \tag{3.11}
\end{equation*}
$$

Since

$$
w_{n_{j}}\left(t_{0}\right) e^{-M_{0} t_{0}} \leq w_{n_{j}}\left(t_{j}\right) e^{-M_{0} t_{j}} \leq \bar{w}\left(t_{j}\right) e^{-M_{0} t_{j}} \leq \bar{w}\left(t_{0}\right) e^{-M_{0} t_{0}}
$$

we have $\lim _{j \rightarrow+\infty} \bar{w}\left(t_{j}\right) e^{-M_{0} t_{j}}=\bar{w}\left(t_{0}\right) e^{-M_{0} t_{0}}$. Then there must be $\lim _{j \rightarrow+\infty} t_{j}=t_{0}$ due to (3.10). In view of $w_{n_{j}}\left(t_{0}\right) e^{-M_{0}\left(t_{0}-t_{j}\right)} \leq w_{n_{j}}\left(t_{j}\right) \leq \bar{w}\left(t_{0}\right) e^{-M_{0}\left(t_{0}-t_{j}\right)}$, we obtain $\lim _{j \rightarrow+\infty} w_{n_{j}}\left(t_{j}\right)=\bar{w}\left(t_{0}\right)$.

Following (3.11), for each $j \geq 1$, we have

$$
0 \leq \frac{d}{d t}\left\{w_{n_{j}}(t) e^{-M_{0} t}\right\}_{t=t_{j}}=\left[w_{n_{j}}^{\prime}\left(t_{j}\right)-M_{0} w_{n_{j}}\left(t_{j}\right)\right] e^{-M_{0} t_{j}}
$$

and, hence, $w_{n_{j}}^{\prime}\left(t_{j}\right) \geq M_{0} w_{n_{j}}\left(t_{j}\right)$. Then it follows from (3.8) and (3.9) that

$$
\begin{aligned}
0 \geq & w_{n_{j}}^{\prime}\left(t_{j}\right)-D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[w_{n_{j}-i}\left(t_{j}\right)-w_{n_{j}}\left(t_{j}\right)\right]+d w_{n_{j}}\left(t_{j}\right) \\
& -b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i)\left[w_{n_{j}-i}^{-}\left(t_{j}-\tau\right)-w_{n_{j}-i}^{+}\left(t_{j}-\tau\right)\right] \\
\geq & \left(M_{0}+D+d\right) w_{n_{j}}\left(t_{j}\right)-D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i) w_{n_{j}-i}\left(t_{j}\right)-b^{\prime}(0) \bar{w}\left(t_{j}-\tau\right) \\
\geq & \left(M_{0}+D+d\right) w_{n_{j}}\left(t_{j}\right)-D \bar{w}\left(t_{j}\right)-b^{\prime}(0) \bar{w}\left(t_{j}-\tau\right) .
\end{aligned}
$$

Taking $j \rightarrow+\infty$, we have

$$
\begin{aligned}
0 & \geq\left(M_{0}+D+d\right) \bar{w}\left(t_{0}\right)-D \bar{w}\left(t_{0}\right)-b^{\prime}(0) e^{M_{0}\left(t_{0}-\tau\right)}\left[\bar{w}\left(t_{0}-\tau\right) e^{-M_{0}\left(t_{0}-\tau\right)}\right] \\
& \geq\left(M_{0}+d\right) \bar{w}\left(t_{0}\right)-b^{\prime}(0) e^{M_{0}\left(t_{0}-\tau\right)} \bar{w}\left(t_{0}\right) e^{-M_{0} t_{0}} \\
& =\left[M_{0}+d-b^{\prime}(0) e^{-M_{0} \tau}\right] \bar{w}\left(t_{0}\right)
\end{aligned}
$$

In view of $M_{0}+d-b^{\prime}(0) e^{-M_{0} \tau}>0$, we obtain that $\bar{w}\left(t_{0}\right) \leq 0$, which contradicts to $\bar{w}\left(t_{0}\right)>0$. Consequently, we conclude that $w_{n}^{+}(t) \geq w_{n}^{-}(t)$ for all $n \in \mathbb{Z}$ and $t \in(0,+\infty)$. This completes the proof.
4. Existence of heteroclinic orbits. In this section, we show the existence of a heteroclinic orbit connecting the equilibria $u \equiv 0$ and $u \equiv K$ for the following functional differential equation:

$$
\begin{equation*}
\frac{d}{d t} u(t)=-d u(t)+b(u(t-\tau)) \tag{4.1}
\end{equation*}
$$

There are now various methods developed to establish the existence of such a heteroclinic orbit, for example, Faria, Huang, and Wu [11], Faria and Trofimchuk [12, 13], Li, Wang, and Wu [24], and Smith [33]. However, except for Faria and Trofimchuk [13], these results do not give the exponential decay rate of the heteroclinic orbit connecting the equilibria $u \equiv 0$ and $u \equiv K$ at minus infinity. At the same time, the results in [13] are not directly applicable (see the condition (A1) of [13]) and do not ensure the monotonicity of the heteroclinic orbit.

Define

$$
\Lambda(\lambda)=\lambda+d-b^{\prime}(0) e^{-\lambda \tau}
$$

then it is easy to prove that the equation $\Lambda(\lambda)=0$ has one and only one real root $\lambda_{*}>0$ such that $\Lambda(\lambda)<0$ for any $\lambda<\lambda_{*}$ and $\Lambda(\lambda)>0$ for any $\lambda>\lambda_{*}$.

Define an operator $S: C(\mathbb{R},[0, K]) \rightarrow C(\mathbb{R},[0, K])$ by

$$
S(u)(t)=e^{-d t} \int_{-\infty}^{t} e^{d s} b(u(s-\tau)) d s \text { for any } u \in C(\mathbb{R},[0, K])
$$

Proposition 4.1.
(i) If $u \in C(\mathbb{R},[0, K])$, then $S(u) \in C^{1}(\mathbb{R},[0, K])$.
(ii) For any $u, v \in C(\mathbb{R},[0, K])$ with $u \leq v, S(u) \leq S(v)$.
(iii) For any $u \in C(\mathbb{R},[0, K])$, if $u(\cdot)$ is increasing in $\mathbb{R}$, then so is $S(u)(\cdot)$. Let $b_{\max }^{\prime \prime}=\max _{u \in[0, K]}\left|b^{\prime \prime}(u)\right|$. Define

$$
\bar{u}(t)=K \min \left\{e^{\lambda_{*} t}, 1\right\} \text { and } \underline{u}(t)=\max \left\{K e^{\lambda_{*} t}\left(1-M e^{\epsilon t}\right), 0\right\}
$$

where $\epsilon \in\left(0, \lambda_{*}\right)$ and $M>1$ with

$$
1-\frac{\left(d+\lambda_{*}\right) e^{-\epsilon \tau}}{d+\lambda_{*}+\epsilon}-\frac{\left(d+\lambda_{*}\right) K e^{-\lambda_{*} \tau} b_{\max }^{\prime \prime}}{M b^{\prime}(0)\left(d+2 \lambda_{*}\right)}>0
$$

Lemma 4.2. For any $t \in \mathbb{R}, S(\bar{u})(t) \leq \bar{u}(t)$ and $\underline{u}(t) \leq S(\underline{u})(t)$.
Proof. First, we prove $S(\bar{u})(t) \leq \bar{u}(t)$. When $t \geq 0, \bar{u}(t)=K$. Therefore,

$$
\begin{aligned}
S(\bar{u})(t) & =e^{-d t} \int_{-\infty}^{t} e^{d s} b(\bar{u}(s-\tau)) d s \\
& \leq e^{-d t} \int_{-\infty}^{t} e^{d s} b(K) d s=d K e^{-d t} \int_{-\infty}^{t} e^{d s} d s=K=\bar{u}(t)
\end{aligned}
$$

When $t<0, \bar{u}(t)=K e^{\lambda_{*} t}$. Noting that $d+\lambda_{*}=b^{\prime}(0) e^{-\lambda_{*} \tau}$, we have

$$
\begin{aligned}
S(\bar{u})(t) & =e^{-d t} \int_{-\infty}^{t} e^{d s} b(\bar{u}(s-\tau)) d s \leq e^{-d t} \int_{-\infty}^{t} e^{d s} b^{\prime}(0) \bar{u}(s-\tau) d s \\
& \leq b^{\prime}(0) K e^{-d t} \int_{-\infty}^{t} e^{d s} e^{\lambda_{*}(s-\tau)} d s=\frac{b^{\prime}(0) e^{-\lambda_{*} \tau} K}{d+\lambda_{*}} e^{\lambda_{*} t}=\bar{u}(t)
\end{aligned}
$$

Now we prove $\underline{u}(t) \leq S(\underline{u})(t)$. Let $t_{0}=\frac{1}{\epsilon} \ln \frac{1}{M}<0$ such that $1-M e^{\epsilon t_{0}}=0$. When $t \geq t_{0}, \underline{u}(t)=0$, and, hence, $\underline{u}(t) \leq S(\underline{u})(t)$. When $t<t_{0}, \underline{u}(t)=K e^{\lambda_{*} t}\left(1-M e^{\epsilon t}\right) \leq$ $K e^{\lambda_{*} t}$. In this case, we have

$$
\begin{aligned}
S(\underline{u})(t) & =e^{-d t} \int_{-\infty}^{t} e^{d s} b(\underline{u}(s-\tau)) d s \\
& \geq e^{-d t} \int_{-\infty}^{t} e^{d s}\left[b^{\prime}(0) \underline{u}(s-\tau)-b_{\max }^{\prime \prime} \underline{u}^{2}(s-\tau)\right] d s \\
& \geq e^{-d t} \int_{-\infty}^{t} e^{d s}\left[b^{\prime}(0) K e^{\lambda_{*}(s-\tau)}\left(1-M e^{\epsilon(s-\tau)}\right)-b_{\max }^{\prime \prime} K^{2} e^{2 \lambda_{*}(s-\tau)}\right] d s \\
& =\frac{b^{\prime}(0) K e^{-\lambda_{*} \tau}}{d+\lambda_{*}} e^{\lambda_{*} t}-\frac{M b^{\prime}(0) K e^{-\left(\lambda_{*}+\epsilon\right) \tau}}{d+\lambda_{*}+\epsilon} e^{\left(\lambda_{*}+\epsilon\right) t}-\frac{b_{\max }^{\prime \prime} K^{2} e^{-2 \lambda_{*} \tau}}{d+2 \lambda_{*}} e^{2 \lambda_{*} t} \\
& \geq \underline{u}(t)+\frac{M b^{\prime}(0) K e^{-\lambda_{*} \tau}}{d+\lambda_{*}}\left[1-\frac{\left(d+\lambda_{*}\right) e^{-\epsilon \tau}}{d+\lambda_{*}+\epsilon}-\frac{\left(d+\lambda_{*}\right) K e^{-\lambda_{*} \tau} b_{\max }^{\prime \prime}}{M b^{\prime}(0)\left(d+2 \lambda_{*}\right)}\right] e^{\left(\lambda_{*}+\epsilon\right) t} \\
& \geq \underline{u}(t) .
\end{aligned}
$$

The proof is complete.

Theorem 4.3. There exists a heteroclinic solution $\Gamma(t)$ of (4.1), which is increasing on $\mathbb{R}$ and satisfies $\lim _{t \rightarrow-\infty} e^{-\lambda_{*} t} \Gamma(t)=K, \Gamma(+\infty)=K, \Gamma(t) \leq K e^{\lambda_{*} t}$, and $\Gamma^{\prime}(t)>0$ for every $t \in \mathbb{R}$.

Proof. By an argument similar to that of [42, Theorem 3.1], we can get a nondecreasing solution $\Gamma(t)$ which meets the theorem except $\Gamma^{\prime}(t)>0$ for any $t \in \mathbb{R}$. Since $\Gamma^{\prime}(t)$ satisfies

$$
\Gamma^{\prime \prime}(t)=-d \Gamma^{\prime}(t)+b^{\prime}(\Gamma(t-\tau)) \Gamma^{\prime}(t-\tau) \quad \forall t \in \mathbb{R}
$$

we have

$$
\Gamma^{\prime}(t)=e^{-d(t-s)} \Gamma^{\prime}(s)+\int_{s}^{t} e^{-d(t-r)} b^{\prime}(\Gamma(t-\tau)) \Gamma^{\prime}(r-\tau) d r \quad \text { for any } \quad s<t
$$

Note that $\Gamma^{\prime}(t) \geq 0$ for any $t \in \mathbb{R}$. Then it is easy to see that if $\Gamma^{\prime}\left(t_{0}\right)>0$ for some $t_{0} \in \mathbb{R}$, then $\Gamma^{\prime}(t)>0$ for all $t>t_{0}$. In view of $\lim _{t \rightarrow-\infty} e^{-\lambda_{*} t} \Gamma(t)=K$, we know that there exists a sequence $\left\{t_{i}\right\}$ with $t_{i} \rightarrow-\infty$ as $i \rightarrow+\infty$ such that $\Gamma\left(t_{i}\right)>0$ for any $i \in \mathbb{N}$. Hence, we conclude $\Gamma^{\prime}(t)>0$ for any $t \in \mathbb{R}$. This completes the proof.
5. Proof of Theorem 1.1. In this section, we prove Theorem 1.1.

Lemma 5.1. Suppose that $u(t ; \varphi)=\left\{u_{n}(t ; \varphi)\right\}_{n \in \mathbb{Z}}$ is a solution of (1.1) with initial value $\varphi=\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n} \in C([-\tau, 0],[0, K])$; then there exists a positive constant $M_{*}>0$ such that for any $\varphi=\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n} \in C([-\tau, 0],[0, K])$ and $t>\tau,\left|u_{n}^{\prime}(t ; \varphi)\right| \leq M_{*}$ and $\left|u_{n}^{\prime \prime}(t ; \varphi)\right| \leq M_{*}$.

Proof. Denote $u_{n}(t ; \varphi)$ by $u_{n}(t)$. Let $M^{\prime}=2 D K+2 d K$. It is easy to see that $\left|u_{n}^{\prime}(t ; \varphi)\right| \leq M^{\prime}$ for any $t>0$. For $t>\tau$, there is

$$
\begin{aligned}
u_{n}^{\prime \prime}(t)= & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}^{\prime}(t)-u_{n}^{\prime}(t)\right] \\
& -d u_{n}^{\prime}(t)+\sum_{i \in \mathbb{Z}} J(i) b^{\prime}\left(u_{n-i}(t-\tau)\right) u_{n-i}^{\prime}(t-\tau)
\end{aligned}
$$

Set $M^{\prime \prime}=2 D M^{\prime}+d M^{\prime}+M^{\prime} b^{\prime}(0)$. Then $\left|u_{n}^{\prime \prime}(t ; \varphi)\right| \leq M^{\prime \prime}$. Note that $M^{\prime}$ and $M^{\prime \prime}$ are independent of $\varphi$ and $t>\tau$. Take $M_{*}=\max \left\{M^{\prime}, M^{\prime \prime}\right\}$. This completes the proof.

Lemma 5.2. Let $u^{k}\left(t ; \varphi^{k}\right)=\left\{u_{n}^{k}\left(t ; \varphi^{k}\right)\right\}_{n \in \mathbb{Z}}$ be a solution of the following initial value problem:

$$
\left\{\begin{aligned}
& \frac{d}{d t} u_{n}^{k}(t)= D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[u_{n-i}(t)-u_{n}(t)\right] \\
& \quad-d u_{n}(t)+\sum_{i \in \mathbb{Z}} J(i) b\left(u_{n-i}(t-\tau)\right), t>0 \\
& u_{n}^{k}(t)=\varphi_{n}^{k}(t), t \in[-\tau, 0]
\end{aligned}\right.
$$

where

$$
\begin{aligned}
& \varphi_{n}^{k}(t)= \max \{ \\
& \max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i}(t-k)+\theta_{i}\right), \\
&\left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(t-k)+\theta_{j}^{\prime}\right), \chi \Gamma\left((t-k)+\theta_{0}\right)\right\}
\end{aligned}
$$

Then $v^{k}\left(t ; \varphi^{k}\right)=\left\{u_{n}^{k}\left(t+k ; \varphi^{k}\right)\right\}_{n \in \mathbb{Z}}$ satisfies
$\limsup _{t>-k, k \rightarrow+\infty} v_{n}^{k}(t) \leq \phi_{c_{i}}\left(n+c_{i} t+\theta_{i}\right)+\chi K e^{\lambda_{*}\left(t+\theta_{0}\right)}+\sum_{1 \leq j \leq m, j \neq i} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j} t+\theta_{j}\right)}$

$$
\begin{equation*}
+\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)} \quad \text { for } 1 \leq i \leq m \tag{5.1}
\end{equation*}
$$

$\limsup _{t>-k, k \rightarrow+\infty} v_{n}^{k}(t) \leq \phi_{c_{i}^{\prime}}\left(-n+c_{i}^{\prime} t+\theta_{i}^{\prime}\right)+\chi K e^{\lambda_{*}\left(t+\theta_{0}\right)}+\sum_{1 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j} t+\theta_{j}\right)}$

$$
\begin{align*}
+ & \sum_{1 \leq j \leq l, j \neq i} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)} \quad \text { for } 1 \leq i \leq l  \tag{5.2}\\
\limsup _{t>-k, k \rightarrow+\infty} v_{n}^{k}(t) \leq & \chi \Gamma\left(t+\theta_{0}\right)+\sum_{1 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j} t+\theta_{j}\right)} \\
& +\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)} \tag{5.3}
\end{align*}
$$

Proof. We prove only (5.1), because the proofs of (5.2) and (5.3) are similar to that of (5.1). Assume $m \geq 1$. Consider $i=1$. Let

$$
w_{n}^{k}(t)=u_{n}^{k}(t)-\phi_{c_{1}}\left(n+c_{1}(t-k)+\theta_{1}\right) .
$$

Then $w_{n}^{k}(t)$ satisfies

$$
\begin{aligned}
\frac{d}{d t} w_{n}^{k}(t)= & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[w_{n-i}(t)-w_{n}(t)\right]-d v_{n}(t)+\sum_{i \in \mathbb{Z}} J(i) b\left(u_{n-i}(t-\tau)\right) \\
& -\sum_{i \in \mathbb{Z}} J(i) b\left(\phi_{c_{1}}\left(n-i+c_{1}(t-\tau)+\theta_{1}\right)\right) \\
\leq & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[w_{n-i}(t)-w_{n}(t)\right]-d w_{n}(t)+b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) w_{n-i}(t-\tau) .
\end{aligned}
$$

Since

$$
\chi K e^{\lambda_{*}\left((t-k)+\theta_{0}\right)}+\sum_{2 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j}(t-k)+\theta_{j}\right)}+\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} \lambda^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime}(t-k)+\theta_{j}^{\prime}\right)}
$$

is a solution of (3.3) with

$$
\begin{aligned}
\varphi_{n}(s)= & \chi K e^{\lambda_{*}\left((s-k)+\theta_{0}\right)}+\sum_{2 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j}(s-k)+\theta_{j}\right)} \\
& +\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right)}
\end{aligned}
$$

for any $s \in[-\tau, 0]$ and $n \in \mathbb{Z}$, then by Theorem 3.4 and

$$
\begin{aligned}
& \chi K e^{\lambda_{*}\left((s-k)+\theta_{0}\right)}+\sum_{2 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j}(s-k)+\theta_{j}\right)} \\
& \quad+\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right)} \\
& \quad \geq \max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i}(t-k)+\theta_{i}\right),\right. \\
& \left.\quad \max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(t-k)+\theta_{j}^{\prime}\right), \chi \Gamma\left((t-k)+\theta_{0}\right)\right\} \\
& \quad-\phi_{c_{1}}\left(n+c_{1}(s-k)+\theta_{1}\right)
\end{aligned}
$$

for any $s \in[-\tau, 0]$ and $n \in \mathbb{Z}$, we have

$$
\begin{aligned}
w_{n}^{k}(t) \leq & \chi K e^{\lambda_{*}\left((t-k)+\theta_{0}\right)}+\sum_{2 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j}(t-k)+\theta_{j}\right)} \\
& +\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime}(t-k)+\theta_{j}^{\prime}\right)} \quad \text { for any } t>0 .
\end{aligned}
$$

That is,

$$
\begin{aligned}
u_{n}^{k}(t) \leq & \phi_{c_{1}}\left(n+c_{1}(t-k)+\theta_{1}\right)+\chi K e^{\lambda_{*}\left((t-k)+\theta_{0}\right)}+\sum_{2 \leq j \leq m} A_{c_{j}} e^{\lambda_{1}\left(c_{j}\right)\left(n+c_{j}(t-k)+\theta_{j}\right)} \\
& +\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime}(t-k)+\theta_{j}^{\prime}\right)} \quad \text { for any } t>0
\end{aligned}
$$

By the arbitrariness of $k \in \mathbb{N}$, we have that (5.1) holds.
When $m=0$, the inequality (5.1) reduces to the following:

$$
\limsup _{t>-k, k \rightarrow+\infty} v_{n}^{k}(t) \leq \chi K e^{\lambda_{*}\left(t+\theta_{0}\right)}+\sum_{1 \leq j \leq l} A_{c_{j}^{\prime}} e^{\lambda_{1}\left(c_{j}^{\prime}\right)\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right)}
$$

which holds obviously. This completes the proof.
Proof of Theorem 1.1. Define $v^{k}(t)=\left\{v_{n}^{k}(t)\right\}_{n \in \mathbb{Z}}$ with $v_{n}^{k}(t):=u_{n}\left(t+k ; \psi^{k}\right)$ for any $(n, t) \in \mathbb{Z} \times[-\tau-k,+\infty)$, where

$$
\begin{aligned}
\psi^{k}= & \left\{\psi_{n}^{k}(s)\right\}_{k \in \mathbb{Z}} \\
\psi_{n}^{k}(s)= & \max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i}(s-k)+\theta_{i}\right),\right. \\
& \left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right), \chi \Gamma\left((s-k)+\theta_{0}\right)\right\}<K
\end{aligned}
$$

for any $(n, s) \in \mathbb{Z} \times[-\tau, 0]$. Note that

$$
\begin{align*}
& \max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i} t+\theta_{i}\right), \max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime} t+\theta_{j}^{\prime}\right), \chi \Gamma\left(t+\theta_{0}\right)\right\} \\
& \quad \leq v_{n}^{k}(t) \leq v_{n}^{k+1}(t) \leq \min \left\{K, \vartheta_{m}^{+}(n, t), \vartheta_{l}^{-}(n, t), \vartheta^{0}(n, t)\right\} \tag{5.4}
\end{align*}
$$

for any $(n, t) \in \mathbb{Z} \times[-\tau-k,+\infty)$. From Lemma 5.1 and by a diagonal extraction process, there exists a subsequence $\left\{v^{k_{i}}(t)=\left\{v_{n}^{k_{i}}(t)\right\}_{n \in \mathbb{Z}}: i \in \mathbb{N}\right\}$ such that $v^{k_{i}}(t)$
converges to a function $\Phi(t)=\left\{\Phi_{n}(t)\right\}_{n \in \mathbb{Z}}$ in $\mathcal{T}$; that is, for any compact set $S \subset \mathbb{Z} \times \mathbb{R}$, $v_{n}^{k_{i}}(t)$ and $\frac{d}{d t} v_{n}^{k_{i}}(t)$ converge uniformly in $(n, t) \in S$ to $\Phi_{n}(t)$ and $\frac{d}{d t} \Phi_{n}(t)$, respectively. In view of $v_{n}^{k}(t) \leq v_{n}^{k+1}(t)$ for any $t>-k$, we have $\lim _{k \rightarrow+\infty} v_{n}^{k}(t)=\Phi_{n}(t)$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$. The limit function is unique, whence all of the functions $v^{k}(t)$ converge to the function $\Phi(t)$ in $\mathcal{T}$ as $k \rightarrow+\infty$. Since $u^{k_{i}}(t)=\left\{u_{n}^{k_{i}}(t)\right\}_{n \in \mathbb{Z}}$ satisfies (1.1), the limit function $\Phi(t)=\left\{\Phi_{n}(t)\right\}_{n \in \mathbb{Z}}$ is an entire solution of (1.1). In particular, it follows from (5.4) that (1.8) holds on $(n, t) \in \mathbb{Z} \times \mathbb{R}$.

Now we show (i); that is, $\frac{d}{d t} \Phi_{n}(t)>0$ on $\mathbb{R}$ for every $n \in \mathbb{Z}$. Since

$$
\begin{aligned}
\psi_{n}^{k}(s) & =\max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i}(s-k)+\theta_{i}\right)\right. \\
& \left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right), \chi \Gamma\left((s-k)+\theta_{0}\right)\right\} \\
\leq & \max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i}(s+\varepsilon-k)+\theta_{i}\right),\right. \\
& \left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(s+\varepsilon-k)+\theta_{j}^{\prime}\right), \chi \Gamma\left((s+\varepsilon-k)+\theta_{0}\right)\right\} \\
& =\psi_{n}^{k}(s+\varepsilon)
\end{aligned}
$$

for any $\varepsilon>0, s \in[-\tau, 0]$, and $n \in \mathbb{Z}$, we have $u_{n}^{k}\left(t ; \psi^{k}(\cdot)\right) \leq u_{n}^{k}\left(t ; \psi^{k}(\cdot+\varepsilon)\right)$ for any $(n, t) \in \mathbb{Z} \times[-\tau,+\infty)$. On the other hand, $\psi_{n}^{k}(s+\varepsilon) \leq u_{n}^{k}\left(s+\varepsilon ; \psi^{k}(\cdot)\right)$ for any $\varepsilon>0$, $s \in[-\tau, 0]$, and $n \in \mathbb{Z}$, and, hence,

$$
u_{n}^{k}\left(t ; \psi^{k}(\cdot)\right) \leq u_{n}^{k}\left(t ; u_{n}^{k}\left(\cdot+\varepsilon ; \psi^{k}(\cdot)\right)\right)=u_{n}^{k}\left(t+\varepsilon ; \psi^{k}(\cdot)\right)
$$

for any $(n, t) \in \mathbb{Z} \times[-\tau,+\infty)$. Thus, it follows from the arbitrariness of $\epsilon>0$; that $u_{n}^{k}(t)$ is increasing on $t$; that is, $v^{k}(t)$ is increasing on $t$. Therefore, $\Phi_{n}^{\prime}(t) \geq 0$ on $\mathbb{R}$ for every $n \in \mathbb{Z}$. Since $\Phi_{n}^{\prime}(t)$ satisfies

$$
\begin{align*}
\Phi_{n}^{\prime \prime}(t)= & D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[\Phi_{n-i}^{\prime}(t)-\Phi_{n}^{\prime}(t)\right] \\
& -d \Phi_{n}^{\prime}(t)+\sum_{i \in \mathbb{Z}} J(i) b^{\prime}\left(\Phi_{n-i}(t-\tau)\right) \Phi_{n-i}^{\prime}(t-\tau), \tag{5.5}
\end{align*}
$$

we have that $\Phi_{n}^{\prime}(t)$ satisfies

$$
\Phi_{n}^{\prime}(t)=\Phi_{n}^{\prime}(s) e^{-(D+d)(t-s)}+\int_{s}^{t} e^{-(D+d)(t-r)} R_{n}(\Phi)(r) d r \quad \text { for any } s<t
$$

where $R_{n}(\Phi)(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i) \Phi_{n-i}^{\prime}(t)+\sum_{i \in \mathbb{Z}} J(i) b^{\prime}\left(\Phi_{n-i}(t-\tau)\right) \Phi_{n-i}^{\prime}(t-\tau) \geq 0$. Obviously, for each $n \in \mathbb{Z}$, if there exists $t_{0} \in \mathbb{R}$ such that $\Phi_{n}^{\prime}\left(t_{0}\right)>0$, then $\Phi_{n}^{\prime}(t)>0$ for any $t>t_{0}$. Therefore, there must be $\Phi_{n}^{\prime}(t)>0$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$. We argue by a contradiction. In fact, assume that, for some $n_{1} \in \mathbb{Z}$, there is $t_{1}$ such that $\Phi_{n_{1}}^{\prime}\left(t_{1}\right)=0$ and, hence, then $\Phi_{n_{1}}^{\prime}(t)=0$ for any $t \leq t_{1}$, which implies that $\lim _{t \rightarrow-\infty} \Phi_{n_{1}}(t)=\Phi_{n_{1}}\left(t_{1}\right)>0$. But following from (1.8), we have $\lim _{t \rightarrow-\infty} \Phi_{n_{1}}(t)=$ 0 , which yields a contradiction.

Now we prove (vii). For the sake of convenience, we denote

$$
\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)
$$

by $\Phi\left(t ; \theta_{0}\right)$ and $\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime}}(t)$ by $\Phi(t ;-\infty)$. For $\chi \in\{0,1\}$, let

$$
\begin{aligned}
& \psi^{k}(t)_{\chi}=\left\{\psi_{n}^{k}(s)_{\chi}\right\}_{k \in \mathbb{Z}} \\
& \psi_{n}^{k}(s)_{\chi}=\max \left\{\max _{1 \leq i \leq m} \phi_{c_{i}}\left(n+c_{i}(s-k)+\theta_{i}\right),\right. \\
&\left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right), \chi \Gamma\left((s-k)+\theta_{0}\right)\right\},
\end{aligned}
$$

and $v^{k}(t)_{\chi}=\left\{v_{n}^{k}(t)_{\chi}\right\}_{n \in \mathbb{Z}}$ with $v_{n}^{k}(t)_{\chi}:=u_{n}\left(t+k ; \psi^{k}(\cdot)_{\chi}\right)$ for any $(n, t) \in \mathbb{Z} \times$ $[-\tau-k,+\infty)$. Set $\bar{v}^{k}(t)=v^{k}(t)_{1}-v^{k}(t)_{0}=\left\{v_{n}^{k}(t)_{1}-v_{n}^{k}(t)_{0}\right\}_{n \in \mathbb{Z}}$. Then $\bar{v}^{k}(t)$ satisfies $0 \leq \bar{v}^{k}(t) \leq K$ for any $t \in[-\tau-k,+\infty)$ and

$$
\frac{d}{d t} \bar{v}_{n}^{k}(t) \leq D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[\bar{v}_{n-i}^{k}(t)-\bar{v}_{n}^{k}(t)\right]-d \bar{v}_{n}^{k}(t)+b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) \bar{v}_{n-i}^{k}(t-\tau)
$$

Noting that $\bar{v}_{n}^{k}(s) \leq K e^{\lambda_{*}\left(s+\theta_{0}\right)}$ for any $s \in[-\tau-k,-k]$ and $w_{n}^{k}(t)=K e^{\lambda_{*}\left(t+\theta_{0}\right)}$ satisfies

$$
\frac{d}{d t} w_{n}^{k}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[w_{n-i}^{k}(t)-w_{n}^{k}(t)\right]-d w_{n}^{k}(t)+b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) w_{n-i}^{k}(t-\tau)
$$

for any $t \in[-\tau-k,+\infty)$, it follows from Theorem 3.4 that $0 \leq \bar{v}_{n}^{k}(t) \leq K e^{\lambda_{*}\left(t+\theta_{0}\right)}$ for any $(n, t) \in \mathbb{Z} \times[-\tau-k,+\infty)$ and $k \in \mathbb{N}$. Note that $\lim _{k \rightarrow+\infty} v_{n}^{k}(t)_{0}=\Phi_{n}(t ;-\infty)$ and $\lim _{k \rightarrow+\infty} v_{n}^{k}(t)_{1}=\Phi_{n}\left(t ; \theta_{0}\right)$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$. Therefore, there must be $0<\Phi_{n}\left(t ; \theta_{0}\right)-\Phi_{n}(t ;-\infty) \leq K e^{\lambda_{*}\left(t+\theta_{0}\right)}$ for all $(n, t) \in \mathbb{Z} \times \mathbb{R}$, which implies that $\Phi\left(t ; \theta_{0}\right)$ converges uniformly on $(n, t) \in \mathbb{Z} \times(-\infty, a]$ to $\Phi(t ;-\infty)$ as $\theta_{0} \rightarrow-\infty$ for any $a \in \mathbb{R}$. For any sequence $\theta_{0}^{k} \rightarrow-\infty(k \rightarrow+\infty)$, the functions $\Phi\left(t ; \theta_{0}^{k}\right)$ converge to a solution of (1.1) in $\mathcal{T}$, which turns out to be $\Phi(t ;-\infty)$. The limit does not depend on the sequence $\theta_{0}^{k}$, whence all of the functions $\Phi\left(t ; \theta_{0}\right)$ converge to $\Phi(t ;-\infty)$ in $\mathcal{T}$ as $\theta_{0} \rightarrow-\infty$. The assertion as $\theta_{0} \rightarrow+\infty$ is obvious.

We next prove (viii). Assume $\chi=1$. Similarly to that in (vii), we denote

$$
\Phi_{c_{1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)
$$

by $\Phi(t)_{\theta_{i}}$ and $\Phi_{c_{1}, \ldots, c_{i-1}, c_{i+1}, \ldots, c_{m} ; c_{1}^{\prime}, \ldots, c_{l}^{\prime} ; \theta_{1}, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_{m} ; \theta_{1}^{\prime}, \ldots, \theta_{l}^{\prime} ; \theta_{0}}(t)$ by $\Phi(t)_{\infty}$. Set

$$
\begin{aligned}
\psi^{k}(t)_{\theta_{i}}= & \left\{\psi_{n}^{k}(s)_{\theta_{i}}\right\}_{k \in \mathbb{Z}} \\
\psi_{n}^{k}(s)_{\theta_{i}}= & \max \left\{\max _{1 \leq j \leq m} \phi_{c_{j}}\left(n+c_{j}(s-k)+\theta_{j}\right),\right. \\
& \left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right), \Gamma\left((s-k)+\theta_{0}\right)\right\},
\end{aligned}
$$

and $v^{k}(t)_{\theta_{i}}=\left\{v_{n}^{k}(t)_{\theta_{i}}\right\}_{n \in \mathbb{Z}}$ with $v_{n}^{k}(t)_{\theta_{i}}:=u_{n}\left(t+k ; \psi^{k}(\cdot)_{\theta_{i}}\right)$ for any $(n, t) \in \mathbb{Z} \times$ $[-\tau-k,+\infty)$. Take

$$
\begin{aligned}
& \psi^{k}(t)_{\infty}=\left\{\psi_{n}^{k}(s)_{\infty}\right\}_{k \in \mathbb{Z}} \\
& \psi_{n}^{k}(s)_{\infty}=\max \left\{\max _{j \in\{1, \ldots, i-1, i+1, \ldots, m\}} \phi_{c_{j}}\left(n+c_{j}(s-k)+\theta_{j}\right)\right. \\
&\left.\max _{1 \leq j \leq l} \phi_{c_{j}^{\prime}}\left(-n+c_{j}^{\prime}(s-k)+\theta_{j}^{\prime}\right), \Gamma\left((s-k)+\theta_{0}\right)\right\}
\end{aligned}
$$

and $v^{k}(t)_{\infty}=\left\{v_{n}^{k}(t)_{\infty}\right\}_{n \in \mathbb{Z}}$ with $v_{n}^{k}(t)_{\infty}:=u_{n}\left(t+k ; \psi^{k}(\cdot)_{\infty}\right)$ for any $(n, t) \in \mathbb{Z} \times$ $[-\tau-k,+\infty)$. Set $\hat{v}^{k}(t)=v^{k}(t)_{\theta_{i}}-v^{k}(t)_{\infty}=\left\{v_{n}^{k}(t)_{\theta_{i}}-v_{n}^{k}(t)_{\infty}\right\}_{n \in \mathbb{Z}}$. Then $\hat{v}^{k}(t)$ satisfies $0 \leq \hat{v}_{n}^{k}(t) \leq K$ for any $(n, t) \in \mathbb{Z} \times[-\tau-k,+\infty)$ and

$$
\frac{d}{d t} \hat{v}_{n}^{k}(t) \leq D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[\hat{v}_{n-i}^{k}(t)-\hat{v}_{n}^{k}(t)\right]-d \hat{v}_{n}^{k}(t)+b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) \hat{v}_{n-i}^{k}(t-\tau)
$$

Noting that $\hat{v}_{n}^{k}(s) \leq \phi_{c_{i}}\left(n+c_{i} s+\theta_{i}\right) \leq A_{c_{i}} e^{\lambda_{1}\left(c_{i}\right)\left(n+c_{i} s+\theta_{i}\right)}$ for any $s \in[-\tau-k,-k]$ and that $\bar{w}_{n}^{k}(t)=A_{c_{i}} e^{\lambda_{1}\left(c_{i}\right)\left(n+c_{i} t+\theta_{i}\right)}$ satisfies

$$
\frac{d}{d t} \bar{w}_{n}^{k}(t)=D \sum_{i \in \mathbb{Z} \backslash\{0\}} I(i)\left[\bar{w}_{n-i}^{k}(t)-\bar{w}_{n}^{k}(t)\right]-d \bar{w}_{n}^{k}(t)+b^{\prime}(0) \sum_{i \in \mathbb{Z}} J(i) \bar{w}_{n-i}^{k}(t-\tau)
$$

for any $t \in[-\tau-k,+\infty)$, it follows from Theorem 3.4 that $0 \leq \hat{v}_{n}^{k}(t) \leq A_{c_{i}} e^{\lambda_{1}\left(c_{i}\right)\left(n+c_{i} t+\theta_{i}\right)}$ for any $(n, t) \in \mathbb{Z} \times[-\tau-k,+\infty)$ and $k \in \mathbb{N}$. Since $\lim _{k \rightarrow+\infty} v^{k}(t)_{\theta_{i}}=\Phi(t)_{\theta_{i}}$ and $\lim _{k \rightarrow+\infty} v^{k}(t)_{\infty}=\Phi(t)_{\infty}$, we have $0<\Phi_{n}(t)_{\theta_{i}}-\Phi_{n}(t)_{\infty} \leq A_{c_{i}} e^{\lambda_{1}\left(c_{i}\right)\left(n+c_{i} t+\theta_{i}\right)}$ for all $(n, t) \in \mathbb{Z} \times \mathbb{R}$, which implies that $\Phi(t)_{\theta_{i}}$ converges uniformly on $(n, t) \in$ $\left\{n: n \leq N_{0}, n \in \mathbb{Z}\right\} \times(-\infty, a]$ to $\Phi(t)_{\infty}$ as $\theta_{i} \rightarrow-\infty$ for any $N_{0} \in \mathbb{Z}$ and $a \in \mathbb{R}$. For any sequence $\theta_{i}^{k} \rightarrow-\infty(k \rightarrow+\infty)$, the functions $\Phi(t)_{\theta_{i}^{k}}$ converge to a solution of (1.1), which must be $\Phi(t)_{\infty}$. Since the limit is independent of the sequence $\theta_{i}^{k}$, all of the functions $\Phi(t)_{\theta_{i}}$ converge to $\Phi(t)_{\infty}$ in $\mathcal{T}$ as $\theta_{i} \rightarrow-\infty$. The assertion as $\theta_{j}^{\prime} \rightarrow-\infty$ and the case $\chi=0$ can be proved similarly.

Using the inequality (1.8), we can prove (ii)-(vi) and (ix) of Theorem 1.1.
6. Proof of Theorem 1.2. In this section, we prove Theorem 1.2. We prove only the continuous dependence of the entire solution on the parameters $c, c^{\prime}, \theta, \theta^{\prime}$, and $\theta_{0}$ and the uniqueness of the entire solutions satisfies (1.9). Other conclusions follow immediately from Theorem 1.1.

Consider (1.4) or

$$
\begin{equation*}
u_{n}^{\prime}(t)=\frac{D}{2}\left[u_{n+1}+u_{n-1}-2 u_{n}\right]+f\left(u_{n}(t)\right) \tag{6.1}
\end{equation*}
$$

where $f$ satisfies the conditions given after (1.4). Let $\phi_{c}(n+c t)$ be a traveling wave front of (6.1) with wave speed $c>c^{*}$. As done in section 1 , we normalize $\phi_{c}(n+c t)$ so that $\phi(0)=\frac{1}{2}$. Then the functions $\phi_{c}(z)$ are continuous with respect to $c \in\left(c^{*},+\infty\right)$ in the norms $C_{l o c}^{1}(\mathbb{R})$ (see [20, p. 1267] for the definition of these norms). Indeed, if $c_{l} \rightarrow c \in\left(c^{*},+\infty\right)$, then by the unique boundedness of $\left|\phi_{c_{l}}^{\prime}(z)\right|$ and $\left|\phi_{c_{l}}^{\prime \prime}(z)\right|$ in $z \in \mathbb{R}$ on $l \in \mathbb{N}$ and by a diagonal extraction process, there exists a subsequence $c_{l_{i}}$ such that $\phi_{c_{l_{i}}} \rightarrow \phi$ in $C_{l o c}^{1}(\mathbb{R})$, where $\phi$ is a solution of

$$
c \phi^{\prime}(z)=\frac{D}{2}[\phi(z+1)+\phi(z-1)-2 \phi(z)]+f(\phi(z)) \text { in } z \in \mathbb{R}
$$

Obviously, $\phi$ is nondecreasing in $\mathbb{R}$ and is not a constant and $\phi(0)=\frac{1}{2}$. By the assumptions of $f$, we have $\phi(-\infty)=0$ and $\phi(+\infty)=1$. Thus, $\phi$ is a traveling wave front of (6.1) with wave speed $c$. Following Chen and Guo [5], we have $\phi \equiv \phi_{c}$. Finally, the whole sequence $\phi_{c_{l}} \rightarrow \phi_{c_{0}}$ in $C_{l o c}^{1}(\mathbb{R})$ as $l \rightarrow+\infty$. In view of $[4,5]$, we know that $\alpha_{c}$ and $A_{c}$ defined by (1.6) and (1.7), respectively, are still valid for (6.1). In addition, there exactly is $\lambda_{*}=f^{\prime}(0)$ for (6.1).

LEMMA 6.1. For $(6.1), \alpha_{c}=\lim _{z \rightarrow-\infty} \phi_{c}(z) e^{-\lambda_{1}(c) z}$ is continuous in $c \in$ $\left(c^{*},+\infty\right)$.

Proof. Fix $c_{0} \in\left(c^{*},+\infty\right)$ and let $c_{l} \rightarrow c_{0}$ as $l \rightarrow+\infty$ with $c_{l}>c^{*}$ for each $l \in \mathbb{N}$. Then by Chen and Guo [4] (see also Ma, Weng, and Zou [25]), we know that, for each $c \in\left(c^{*},+\infty\right)$, there exists a unique traveling wave front $\widetilde{\phi}_{c}$ such that $\widetilde{\phi}_{c}^{\prime}(\cdot)>0$, $\widetilde{\phi}_{c}(-\infty)=0, \widetilde{\phi}_{c}(+\infty)=1$, and

$$
\lim _{z \rightarrow-\infty} \widetilde{\phi}_{c}(z) e^{-\lambda_{1}(c) z}=1
$$

Then we have that $\widetilde{\phi}_{c_{l}} \rightarrow \widetilde{\phi}_{c_{0}}$ in $C_{l o c}^{1}(\mathbb{R})$ as $l \rightarrow+\infty$. In fact, since $c_{l} \rightarrow c_{0}$ as $l \rightarrow+\infty$, then there exist a subsequence $c_{l_{i}}$ and a function $\widetilde{\phi}$ such that $\widetilde{\phi}_{c_{l_{i}}} \rightarrow \widetilde{\phi}$ in $C_{l o c}^{1}(\mathbb{R})$, where $\widetilde{\phi}$ is nondecreasing and satisfies

$$
c \widetilde{\phi}^{\prime}(z)=\frac{D}{2}[\widetilde{\phi}(z+1)+\widetilde{\phi}(z-1)-2 \widetilde{\phi}(z)]+f(\widetilde{\phi}(z)) \text { in } z \in \mathbb{R}
$$

On the other hand, by Chen and Guo [4], there exist two constants $q>1$ and $\beta>1$, independent of $c_{l}$, such that

$$
e^{\lambda_{1}\left(c_{l}\right) z}-q e^{\beta \lambda_{1}\left(c_{l}\right) z} \leq \phi_{c_{l}}(z) \leq e^{\lambda_{1}\left(c_{l}\right) z}+q e^{\beta \lambda_{1}\left(c_{l}\right) z} \text { for any } z \in \mathbb{R}
$$

and therefore, as $l \rightarrow \infty$,

$$
e^{\lambda_{1}\left(c_{0}\right) z}-q e^{\beta \lambda_{1}\left(c_{0}\right) z} \leq \widetilde{\phi}(z) \leq e^{\lambda_{1}\left(c_{0}\right) z}+q e^{\beta \lambda_{1}\left(c_{0}\right) z} \text { for any } z \in \mathbb{R}
$$

which implies that $\widetilde{\phi}(z)$ is not a constant and satisfies $\widetilde{\phi}(z) e^{-\lambda_{1}\left(c_{0}\right) z}=1$. Then it follows from Chen and Guo [5] (see also Ma, Weng, and Zou [25]) that $\widetilde{\phi} \equiv \widetilde{\phi}_{c_{0}}$. Consequently, the whole sequence $\widetilde{\phi}_{c_{l}} \rightarrow \widetilde{\phi}_{c_{0}}$ in $C_{l o c}^{1}(\mathbb{R})$ as $l \rightarrow+\infty$.

Now let $\widetilde{\phi}_{c_{0}}\left(\varsigma_{0}\right)=\frac{1}{2}$ and $\widetilde{\phi}_{c_{l}}\left(\varsigma_{l}\right)=\frac{1}{2}$. Then we have that $\varsigma_{l} \rightarrow \varsigma_{0}$ as $l \rightarrow+\infty$. Assume that this assertion is not true. Take $\varsigma_{\sim_{l}} \rightarrow \bar{\zeta} \neq \varsigma_{0}$ as $l \rightarrow+\infty$ (up to extraction of some subsequence). If $|\bar{\varsigma}|<\infty$, then, by $\widetilde{\phi}_{c_{l}} \rightarrow \widetilde{\phi}_{c_{0}}$ in $C_{l o c}^{1}(\mathbb{R})$ as $l \rightarrow+\infty$, we have $\widetilde{\phi}_{c_{0}}(\bar{\varsigma})=\frac{1}{2}=\widetilde{\phi}_{c_{0}}\left(\varsigma_{0}\right)$, which is impossible since $\frac{d}{d z} \widetilde{\phi}_{c_{0}}(z)>0$ for any $z \in \mathbb{R}$ and $\overline{\widetilde{\sim}} \neq \varsigma_{0}$. If $\bar{\varsigma}=+\infty$, then $\widetilde{\phi}_{c_{l}}\left(\varsigma_{0}+1\right)<\widetilde{\phi}_{c_{l}}\left(\varsigma_{l}\right)=\frac{1}{2}$ for sufficiently large $l$ implies that $\widetilde{\phi}_{c_{0}}\left(\varsigma_{0}+1\right) \leq \frac{1}{2}=\widetilde{\phi}_{c_{0}}\left(\varsigma_{0}\right)$, which is also impossible. Similarly, $\bar{\varsigma}=-\infty$ is impossible. Thus, we conclude that $\varsigma_{l} \rightarrow \varsigma_{0}$ as $l \rightarrow+\infty$.

Again applying Chen and Guo [5], we have that $\phi_{c_{0}}(\cdot)=\widetilde{\phi}_{c_{0}}\left(\varsigma_{0}+\cdot\right)$ and $\phi_{c_{l}}(\cdot)=$ $\widetilde{\phi}_{c_{l}}\left(\varsigma_{l}+\cdot\right)$. Since

$$
\lim _{z \rightarrow-\infty} \phi_{c_{0}}(z) e^{-\lambda_{1}\left(c_{0}\right)\left(z+\varsigma_{0}\right)}=\lim _{z \rightarrow-\infty} \widetilde{\phi}_{c_{0}}\left(z+\varsigma_{0}\right) e^{-\lambda_{1}\left(c_{0}\right)\left(z+\varsigma_{0}\right)}=1
$$

we have $\lim _{z \rightarrow-\infty} \phi_{c_{0}}(z) e^{-\lambda_{1}\left(c_{0}\right) z}=e^{\lambda_{1}\left(c_{0}\right) \varsigma_{0}}=\alpha_{c_{0}}$. Similarly, we have

$$
\lim _{z \rightarrow-\infty} \phi_{c_{l}}(z) e^{-\lambda_{1}\left(c_{l}\right) z}=e^{\lambda_{1}\left(c_{l}\right) \varsigma_{l}}=\alpha_{c_{l}}
$$

Finally, there holds $\alpha_{c_{l}} \rightarrow \alpha_{c_{0}}$ as $l \rightarrow+\infty$. This completes the proof.
Recall that

$$
A_{c}=\inf \left\{A>0: A e^{\lambda_{1}(c) z} \geq \phi_{c}(z) \text { in } z \in \mathbb{R}\right\}
$$

Lemma 6.2. For (6.1), $A_{c}$ is continuous on $c \in\left(c^{*},+\infty\right)$.
Proof. Fix $c_{0} \in\left(c^{*},+\infty\right)$ and let $c_{l} \rightarrow c_{0}$ as $l \rightarrow+\infty$ with $c_{l}>c^{*}$ for each $l \in \mathbb{N}$. We prove the theorem by way of contradiction. Assume $A_{c_{l}} \rightarrow A_{0} \in \mathbb{R} \cup\{\infty\}$
as $l \rightarrow \infty$ (up to extraction of some subsequence) and $A_{0} \neq A_{c_{0}}$. Since $A_{c_{l}} \geq$ $e^{-\lambda_{1}\left(c_{l}\right) z} \phi_{c_{l}}(z)$ for any $z \in \mathbb{R}, A_{0} \geq e^{-\lambda_{1}\left(c_{0}\right) z} \phi_{c_{0}}(z)$ and, hence, $A_{0}>A_{c_{0}}$. Fix $b=\min \left\{\frac{A_{0}+A_{c_{0}}}{2}, A_{c_{0}}+1\right\}$. Then there exists $L \in \mathbb{N}$ such that for any $l>L, A_{c_{l}}>b$. On the other hand, since $\alpha_{c_{l}} \rightarrow \alpha_{c_{0}} \leq A_{c_{0}}$ and $\lambda_{1}\left(c_{l}\right) \rightarrow \lambda_{1}\left(c_{0}\right)$, there exists a constant $Z_{0}>0$, independent of $c_{l}$, such that $\phi_{c_{l}}(z) e^{-\lambda_{1}\left(c_{l}\right) z} \leq b$ for any $|z|>Z_{0}$. For $z \in\left[-Z_{0}, Z_{0}\right]$, by $\phi_{c_{0}}(z) e^{-\lambda_{1}\left(c_{0}\right) z} \leq A_{c_{0}}, \phi_{c_{l}}(z) \rightarrow \phi_{c_{0}}(z)$ in $C_{l o c}^{1}(\mathbb{R})$, and the equicontinuity of $e^{-\lambda_{1}\left(c_{l}\right) z}$ on $l$, there exists $L^{\prime}>L$ such that $\phi_{c_{l}}(z) e^{-\lambda_{1}\left(c_{l}\right) z} \leq b$ for any $l>L^{\prime}$ and $z \in\left[-Z_{0}, Z_{0}\right]$. Therefore, $\phi_{c_{l}}(z) e^{-\lambda_{1}\left(c_{l}\right) z} \leq b$ for any $l>L^{\prime}$ and $z \in \mathbb{R}$, which contradicts $A_{c_{l}}>b$ for any $l>L$.

Before proving Theorem 1.2, we first consider the following linear Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{d}{d t} u_{n}(t)=\frac{D}{2}\left[u_{n+1}(t)+u_{n-1}(t)-2 u_{n}(t)\right]+f^{\prime}(0) u_{n}(t), \quad t>0  \tag{6.2}\\
u_{n}(0)=u_{n}^{0}
\end{array}\right.
$$

where $u^{0}=\left\{u_{n}^{0}\right\}_{n \in \mathbb{Z}} \in l^{\infty}$. By Theorem 3.3, we know that (6.2) admits a unique solution $u(t)=u\left(t ; u^{0}\right)=\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ on $t \in[0,+\infty)$. By using the discrete Fourier transformation, we can exactly solve the solution $u(t)=\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ of (6.2) as follows:

$$
\begin{equation*}
u_{n}(t)=\frac{1}{\pi} e^{f^{\prime}(0) t} \sum_{i=-\infty}^{+\infty} u_{i}^{0} \int_{0}^{\pi} \cos ((i-n) \omega) e^{D t(\cos \omega-1)} d \omega \tag{6.3}
\end{equation*}
$$

This formulation is very crucial for the proof of Theorem 1.2.
Proof of Theorem 1.2. We prove only the case $\varrho=\varrho^{\prime}=\chi=1$. Consider a sequence

$$
\left(c_{k}, c_{k}^{\prime}, \theta_{k}, \theta_{k}^{\prime}, \theta_{0, k}\right) \rightarrow\left(c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}\right) \in\left(c^{*},+\infty\right)^{2} \times \mathbb{R}^{3} \quad \text { as } \quad k \rightarrow+\infty
$$

For given $\left(c_{k}, c_{k}^{\prime}, \theta_{k}, \theta_{k}^{\prime}, \theta_{0, k}\right)$ and $\left(c, c^{\prime}, \theta, \theta^{\prime}, \theta_{0}\right)$, it follows from Theorem 1.1 that there exist entire solutions $\Phi_{c_{k} ; c_{k}^{\prime} ; \theta_{k} ; \theta_{k}^{\prime} ; \theta_{0, k}}(t)$ and $\Phi_{c ; c^{\prime} ; \theta ; \theta^{\prime} ; \theta_{0}}(t)$ of (1.4) satisfying (1.9). For the sake of convenience, set $\Phi^{k}(t)=\left\{\Phi_{n}^{k}(t)\right\}_{n \in \mathbb{Z}}=\Phi_{c_{k} ; c_{k}^{\prime} ; \theta_{k} ; \theta_{k}^{\prime} ; \theta_{0, k}}(t)$ and $\Phi(t)=$ $\left\{\Phi_{n}(t)\right\}_{n \in \mathbb{Z}}=\Phi_{c ; c^{\prime} ; \theta ; \theta^{\prime} ; \theta_{0}}(t)$.

Using Lemma 5.1, there exists a function $\widetilde{\Phi}(t)=\left\{\widetilde{\Phi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ such that $\Phi_{n}^{k}(t) \rightarrow$ $\widetilde{\Phi}_{n}(t)$ as $k \rightarrow \infty$ (up to extraction of some subsequence) in $\mathcal{T}$. In particular, the function $\widetilde{\Phi}(t)=\left\{\widetilde{\Phi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ is also an entire solution of (6.1) (or (1.4)). By passage to the limit $k \rightarrow+\infty$ in (1.9), the function $\widetilde{\Phi}(t)=\left\{\widetilde{\Phi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ fulfills the estimates

$$
\begin{align*}
& \max \left\{\phi_{c}(n+c t+\theta), \Gamma\left(t+\theta_{0}\right), \phi_{c^{\prime}}\left(-n+c^{\prime} t+\theta^{\prime}\right)\right\}  \tag{6.4}\\
& \leq \widetilde{\Phi}_{n}(t) \leq \min \left\{1, \phi_{c}(n+c t+\theta)+e^{\lambda_{*}\left(t+\theta_{0}\right)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n+c^{\prime} t+\theta^{\prime}\right)}\right. \\
& \Gamma\left(t+\theta_{0}\right)+A_{c} e^{\lambda_{1}(c)(n+c t+\theta)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n+c^{\prime} t+\theta^{\prime}\right)}, \\
&\left.\phi_{c^{\prime}}\left(-n+c^{\prime} t+\theta^{\prime}\right)+e^{\lambda_{*}\left(t+\theta_{0}\right)}+A_{c} e^{\lambda_{1}(c)(n+c t+\theta)}\right\}
\end{align*}
$$

for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$.
Let us now prove that $\widetilde{\Phi}_{n}(t)=\Phi_{n}(t)$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$. Recall that the functions $v^{k}(t)=\left\{v_{n}^{k}(t)\right\}_{n \in \mathbb{N}}$, which are solutions of the Cauchy problems

$$
\frac{d}{d t} v_{n}^{k}(t)=\frac{D}{2}\left[v_{n+1}^{k}(t)+v_{n-1}^{k}(t)-2 v_{n}^{k}(t)\right]+f\left(v_{n}^{k}(t)\right), t>-k, n \in \mathbb{N}
$$

with the initial conditions

$$
v_{n}^{k}(-k)=v_{n, 0}^{k}=\max \left\{\phi_{c}(n-c k+\theta), \Gamma\left(-k+\theta_{0}\right), \phi_{c^{\prime}}\left(-n-c^{\prime} k+\theta^{\prime}\right)\right\},
$$

converge to the function $\Phi(t)=\left\{\Phi_{n}(t)\right\}_{n \in \mathbb{N}}$ in $\mathcal{T}$; see the proof of Theorem 1.1. Let us now compare the functions $\widetilde{\Phi}(t)$ to the functions $v^{k}(t)$ for $t>-k$. Following (6.4), we get that

$$
\begin{align*}
& \left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right|  \tag{6.5}\\
\leq & \begin{cases}e^{f^{\prime}(0)\left(-k+\theta_{0}\right)}+A_{c^{\prime}} e^{\lambda_{1}}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right) & \text { if } n \geq n_{k}^{+}+2, \\
A_{c} e^{\lambda_{1}(c)(n-c k+\theta)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)} & \text { if } n_{k}^{-}+1 \leq n \leq n_{k}^{+}-1, \\
e^{f^{\prime}(0)\left(-k+\theta_{0}\right)}+A_{c} e^{\lambda_{1}(c)(n-c k+\theta)} & \text { if } n \leq n_{k}^{-}-2\end{cases}
\end{align*}
$$

for sufficiently large $k$, where $n_{k}^{-}$and $n_{k}^{+}$are two integers defined as follows:

$$
\begin{aligned}
& n_{k}^{-}=\operatorname{int}\left[-c^{\prime} k+\frac{f^{\prime}(0)}{\lambda_{1}\left(c^{\prime}\right)} k+\theta^{\prime}-\frac{1}{\lambda_{1}\left(c^{\prime}\right)} \ln \frac{1}{\alpha_{c^{\prime}}}-\frac{f^{\prime}(0)}{\lambda_{1}\left(c^{\prime}\right)} \theta_{0}\right], \\
& n_{k}^{+}=\operatorname{int}\left[c k-\frac{f^{\prime}(0)}{\lambda_{1}(c)} k-\theta+\frac{1}{\lambda_{1}(c)} \ln \frac{1}{\alpha_{c}}+\frac{f^{\prime}(0)}{\lambda_{1}(c)} \theta_{0}\right] .
\end{aligned}
$$

$n_{k}^{-}$is obtained by comparing $\phi_{c^{\prime}}\left(-n-c^{\prime} k+\theta^{\prime}\right)$ and $\Gamma\left(-k+\theta_{0}\right)$ and using the asymptotic behaviors of $\phi_{c^{\prime}}$ and $\Gamma$. Similarly, we obtain $n_{k}^{+}$.

For any $x \in \mathbb{R}$, define

$$
\operatorname{int}[x]=\max \{m: m \in \mathbb{Z}, m \leq x\} .
$$

Fix $t_{0}>-k$. For any $n \in \mathbb{Z}$ and $k \in \mathbb{N}$ with $k>-t_{0}$, define

$$
a_{n}^{k}=\frac{1}{2 \pi} e^{-D\left(t_{0}+k\right)} \int_{0}^{\pi} \cos (n w) e^{D\left(t_{0}+k\right) \cos w} d w .
$$

By Weng, Huang, and Wu [40], we know that $a_{n}^{k}=a_{-n}^{k}>0$ for any $n \in \mathbb{Z}$ and $\sum_{n=-\infty}^{+\infty} a_{n}^{k}=1$. Furthermore, for $n>1$ there is

$$
\begin{aligned}
a_{n}^{k} & =\frac{1}{2 \pi} \int_{0}^{\pi} \cos (n w) e^{D\left(t_{0}+k\right)[\cos w-1]} d w=\frac{1}{2 n \pi} \int_{0}^{\pi} e^{D\left(t_{0}+k\right)[\cos w-1]} d \sin (n w) \\
& =\frac{D\left(t_{0}+k\right)}{2 n \pi} \int_{0}^{\pi} \sin (n w) \sin w e^{D\left(t_{0}+k\right)[\cos w-1]} d w \\
& =\frac{D\left(t_{0}+k\right)}{4 n \pi} \int_{0}^{\pi}[\cos ((n-1) w)-\cos ((n+1) w)] e^{D\left(t_{0}+k\right)[\cos w-1]} d w \\
& =\frac{D\left(t_{0}+k\right)}{2 n}\left(a_{n-1}^{k}-a_{n+1}^{k}\right),
\end{aligned}
$$

which implies that $a_{n-1}^{k}>a_{n+1}^{k}$ for any $n \in \mathbb{N}$. By the symmetry, $a_{-n-1}^{k}<a_{-n+1}^{k}$ for any $n \in \mathbb{N}$.

We claim that, for any given $\eta \in(0,+\infty)$, there hold

$$
\begin{equation*}
a_{\mathrm{int}[\eta k]}^{k} \rightarrow 0 \quad \text { and } \quad a_{\mathrm{int}[\eta k]-1}^{k} \rightarrow 0 \quad \text { as } \quad k \rightarrow+\infty . \tag{6.6}
\end{equation*}
$$

Consider $a_{\operatorname{int}[\eta k]}^{k} \rightarrow 0$ as $k \rightarrow+\infty$. If the assertion is false, then we can assume that $a_{\mathrm{int}[\eta k]}^{k} \rightarrow \delta>0$ as $k \rightarrow+\infty$ (up to extraction of some subsequence). Taking $k$ sufficiently large such that $\frac{\operatorname{int}[\eta k]}{2}>\frac{4}{\delta}+1$ and $a_{\text {int }[\eta k]}^{k}>\frac{\delta}{2}$, by $a_{n-1}^{k}>a_{n+1}^{k}$ for $n \in \mathbb{N}$, we have $\sum_{n=0}^{\operatorname{int}[\eta k]} a_{n}^{k}>1$, which contradicts the fact $\sum_{n=-\infty}^{+\infty} a_{n}^{k}<1$. Therefore, $\lim _{k \rightarrow+\infty} a_{\mathrm{int}[\eta k]}^{k}=0$. Similarly, we have $\lim _{k \rightarrow+\infty} a_{\mathrm{int}[\eta k]-1}^{k}=0$. For any $m>N$,

$$
\begin{aligned}
\sum_{n=N \geq 1}^{m} a_{n}^{k}= & \frac{D\left(t_{0}+k\right)}{2 N}\left(a_{N-1}^{k}-a_{N+1}^{k}\right)+\frac{D\left(t_{0}+k\right)}{2(N+1)}\left(a_{N}^{k}-a_{N+2}^{k}\right) \\
& +\frac{D\left(t_{0}+k\right)}{2(N+2)}\left(a_{N+1}^{k}-a_{N+3}^{k}\right) \\
& +\cdots+\frac{D\left(t_{0}+k\right)}{2(m-1)}\left(a_{m-2}^{k}-a_{m}^{k}\right)+\frac{D\left(t_{0}+k\right)}{2 m}\left(a_{m-1}^{k}-a_{m+1}^{k}\right) \\
= & \frac{D\left(t_{0}+k\right)}{2 N} a_{N-1}^{k}+\frac{D\left(t_{0}+k\right)}{2(N+1)} a_{N}^{k}-\frac{D\left(t_{0}+k\right)}{N(N+2)} a_{N+1}^{k} \\
& -\frac{D\left(t_{0}+k\right)}{(N+1)(N+3)} a_{N+2}^{k}-\cdots-\frac{D\left(t_{0}+k\right)}{(m-3)(m-1)} a_{m-2}^{k} \\
& -\frac{D\left(t_{0}+k\right)}{(m-2) m} a_{m-1}^{k}-\frac{D\left(t_{0}+k\right)}{2(m-1)} a_{m}^{k}-\frac{D\left(t_{0}+k\right)}{2 m} a_{m+1}^{k} \\
\leq & \frac{D\left(t_{0}+k\right)}{2 N} a_{N-1}^{k}+\frac{D\left(t_{0}+k\right)}{2(N+1)} a_{N}^{k} .
\end{aligned}
$$

Therefore,

$$
\sum_{n=N \geq 1}^{\infty} a_{n}^{k} \leq \frac{D\left(t_{0}+k\right)}{2 N} a_{N-1}^{k}+\frac{D\left(t_{0}+k\right)}{2(N+1)} a_{N}^{k}
$$

Consequently, we obtain that for any given $\eta>0$,

$$
\begin{equation*}
\sum_{n=\operatorname{int}[\eta k]}^{\infty} a_{n}^{k} \rightarrow 0 \quad \text { and } \quad \sum_{n=\operatorname{int}[\eta k]+1}^{\infty} a_{n}^{k} \rightarrow 0 \quad \text { as } \quad k \rightarrow+\infty \tag{6.7}
\end{equation*}
$$

due to $\frac{D\left(t_{0}+k\right)}{[\eta k]} \rightarrow \frac{D}{\eta}$ as $k \rightarrow+\infty$.
Now fix $\left(n_{0}, t_{0}\right) \in \mathbb{Z} \times \mathbb{R}$; we estimate $\widetilde{\Phi}_{n_{0}}\left(t_{0}\right)-v_{n_{0}}^{k}\left(t_{0}\right)$ as $k \rightarrow+\infty$. We compare $\widetilde{\Phi}_{n}(t)-v_{n}^{k}(t)$ with a solution of the linear equation

$$
\frac{d}{d t} u_{n}(t)=\frac{D}{2}\left[u_{n+1}(t)+u_{n-1}(t)-2 u_{n}(t)\right]+f^{\prime}(0) u_{n}(t), \quad t>-k
$$

with the initial condition $u_{n}(-k)=\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right|$. Using (6.3), we deduce that

$$
\begin{aligned}
& \left|\widetilde{\Phi}_{n_{0}}\left(t_{0}\right)-v_{n_{0}}^{k}\left(t_{0}\right)\right| \\
\leq & \frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=-\infty}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
\leq & \frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
& +\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \int_{0}^{\pi} \cos \left(\left(n_{k}^{+}+1-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
& +\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \int_{0}^{\pi} \cos \left(\left(n_{k}^{+}-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
& +\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{-}+1}^{n_{k}^{+}-1} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
& +\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \int_{0}^{\pi} \cos \left(\left(n_{k}^{-}-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
& +\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \int_{0}^{\pi} \cos \left(\left(n_{k}^{-}-1-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
& +\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=-\infty}^{n_{k}^{-}-2} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w
\end{aligned}
$$

Call I, II, III, IV, V, VI, and VII the seven terms on the right-hand side of this last inequality. We have

$$
\begin{aligned}
\mathrm{I}= & \frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
\leq & \frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]} e^{f^{\prime}(0)\left(-k+\theta_{0}\right)} d w \\
& +\frac{A_{c^{\prime}}}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)} d w \\
= & \mathrm{I}_{1}+\mathrm{I}_{2}
\end{aligned}
$$

Obviously,

$$
\begin{aligned}
\mathrm{I}_{1} & =\frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]} e^{f^{\prime}(0)\left(-k+\theta_{0}\right)} d w \\
& =2 e^{f^{\prime}(0)\left(t_{0}+\theta_{0}\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} a_{n-n_{0}}^{k} \rightarrow 0 \text { as } k \rightarrow+\infty
\end{aligned}
$$

due to the fact $\frac{n_{k}^{+}+2-n_{0}}{k}>\frac{c \lambda_{1}(c)-f^{\prime}(0)}{2 \lambda_{1}(c)}>0$ for sufficiently large $k$ and (6.7). In
addition, we have

$$
\begin{aligned}
\mathrm{I}_{2} & =\frac{A_{c^{\prime}}}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)} d w \\
& =2 A_{c^{\prime}} e^{\left(f^{\prime}(0)-\lambda_{1}\left(c^{\prime}\right) c^{\prime}\right) k} e^{f^{\prime}(0)\left(t_{0}+\theta^{\prime}\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} a_{n-n_{0}}^{k} e^{-\lambda_{1}\left(c^{\prime}\right) n} \\
& \leq 2 A_{c^{\prime}} e^{f^{\prime}(0)\left(t_{0}+\theta^{\prime}\right)} \sum_{n=n_{k}^{+}+2}^{+\infty} a_{n-n_{0}}^{k} \rightarrow 0 \text { as } k \rightarrow \infty
\end{aligned}
$$

Consider II. In this case, let

$$
0 \leq \delta=\left(c k-\frac{f^{\prime}(0)}{\lambda_{1}(c)} k-\theta+\frac{1}{\lambda_{1}(c)} \ln \frac{1}{\alpha_{c}}+\frac{f^{\prime}(0)}{\lambda_{1}(c)} \theta_{0}\right)-n_{k}^{+}<1
$$

Then we have

$$
\begin{aligned}
\mathrm{II}= & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} a_{n_{k}^{+}+1-n_{0}}^{k}\left|\widetilde{\Phi}_{n_{k}^{+}+1}(-k)-v_{n_{k}^{+}+1}^{k}(-k)\right| \\
\leq & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} a_{n_{k}^{+}+1-n_{0}}^{k}\left[e^{f^{\prime}(0)\left(-k+\theta_{0}\right)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n_{k}^{+}-1-c^{\prime} k+\theta^{\prime}\right)}\right] \\
& +2 e^{f^{\prime}(0)\left(t_{0}+k\right)} a_{n_{k}^{+}+1-n_{0}}^{k}\left[A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n_{k}^{+}-1-c^{\prime} k+\theta^{\prime}\right)}+A_{c} e^{\lambda_{1}(c)\left(n_{k}^{+}+1-c k+\theta\right)}\right] \\
= & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} a_{n_{k}^{+}+1-n_{0}}^{k}\left[e^{f^{\prime}(0)\left(-k+\theta_{0}\right)}+2 A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n_{k}^{+}-1-c^{\prime} k+\theta^{\prime}\right)}\right] \\
& +2 e^{f^{\prime}(0)\left(t_{0}+k\right)} a_{n_{k}^{+}+1-n_{0}}^{k} A_{c} e^{\lambda_{1}(c)\left\{\left(c k-\frac{f^{\prime}(0)}{\lambda_{1}(c)} k-\theta+\frac{1}{\lambda_{1}(c)} \ln \frac{1}{\alpha_{c}}+\frac{f^{\prime}(0)}{\lambda_{1}(c)} \theta_{0}\right)-\delta+1-c k+\theta\right\}} \\
= & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} a_{n_{k}^{+}+1-n_{0}}^{k}\left[e^{f^{\prime}(0)\left(-k+\theta_{0}\right)}+2 A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n_{k}^{+}-1-c^{\prime} k+\theta^{\prime}\right)}\right] \\
& +\frac{2 A_{c}}{\alpha_{c}} e^{\lambda_{1}(c)(1-\delta)+f^{\prime}(0)\left(t_{0}+\theta_{0}\right)} a_{n_{k}^{+}+1-n_{0}}^{k} \\
\rightarrow & 0 \quad \text { as } \quad k \rightarrow+\infty .
\end{aligned}
$$

Similarly, we have that III $\rightarrow 0$ as $k \rightarrow+\infty$. For IV, we have

$$
\begin{aligned}
\mathrm{IV}= & \frac{1}{\pi} e^{f^{\prime}(0)\left(t_{0}+k\right)} \\
& \times \sum_{n=n_{k}^{-}+1}^{n_{k}^{+}-1} \int_{0}^{\pi} \cos \left(\left(n-n_{0}\right) w\right) e^{D\left(t_{0}+k\right)[\cos w-1]}\left|\widetilde{\Phi}_{n}(-k)-v_{n}^{k}(-k)\right| d w \\
\leq & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{-}+1}^{n_{k}^{+}-1} a_{n-n_{0}}^{k}\left[A_{c} e^{\lambda_{1}(c)(n-c k+\theta)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)}\right] \\
= & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=0}^{n_{k}^{+}-1} a_{n-n_{0}}^{k}\left[A_{c} e^{\lambda_{1}(c)(n-c k+\theta)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)}\right] \\
& +2 e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=n_{k}^{-}+1}^{-1} a_{n-n_{0}}^{k}\left[A_{c} e^{\lambda_{1}(c)(n-c k+\theta)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)}\right] \\
= & \mathrm{IV} \mathrm{~V}_{1}+\mathrm{IV} \mathrm{~V}_{2} .
\end{aligned}
$$

Consider $\mathrm{IV}_{1}$. Then

$$
\begin{aligned}
\mathrm{IV}_{1}= & 2 e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=0}^{n_{k}^{+}-1} a_{n-n_{0}}^{k}\left[A_{c} e^{\lambda_{1}(c)(n-c k+\theta)}+A_{c^{\prime}} e^{\lambda_{1}\left(c^{\prime}\right)\left(-n-c^{\prime} k+\theta^{\prime}\right)}\right] \\
\leq & 2 A_{c^{\prime}} e^{-\left(\lambda_{1}\left(c^{\prime}\right) c^{\prime}-f^{\prime}(0)\right) k} e^{f^{\prime}(0) t_{0}+\lambda_{1}\left(c^{\prime}\right) \theta^{\prime}} \sum_{n=0}^{n_{k}^{+}} a_{n-n_{0}}^{k} \\
& +2 A_{c} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=\operatorname{int}\left[n_{k}^{+} / 2\right]}^{n_{k}^{+}-1} a_{n-n_{0}}^{k} e^{\lambda_{1}(c)(n-c k+\theta)} \\
& +2 A_{c} e^{f^{\prime}(0)\left(t_{0}+k\right)} \sum_{n=0}^{\operatorname{int}\left[n_{k}^{+} / 2\right]} a_{n-n_{0}}^{k} e^{\lambda_{1}(c)(n-c k+\theta)} \\
\leq & 2 A_{c^{\prime}} e^{-\left(\lambda_{1}\left(c^{\prime}\right) c^{\prime}-f^{\prime}(0)\right) k} e^{f^{\prime}(0) t_{0}+\lambda_{1}\left(c^{\prime}\right) \theta^{\prime}} \\
& +2 A_{c} e^{f^{\prime}(0)\left(t_{0}+k\right)} e^{\lambda_{1}(c)\left(\left(n_{k}^{+}-1\right)-c k+\theta\right)} \sum_{n=\operatorname{int}\left[n_{k}^{+} / 2\right]}^{\infty} a_{n-n_{0}}^{k} \\
& +2 A_{c} e^{\lambda_{1}(c)\left(\operatorname{int}\left[n_{k}^{+} / 2\right]-c k+\theta\right)} e^{f^{\prime}(0)\left(t_{0}+k\right)} \\
= & \mathrm{IV}_{1}^{1}+\mathrm{IV}_{1}^{2}+\mathrm{IV}_{1}^{3}
\end{aligned}
$$

It is easy to see that $\mathrm{IV}_{1}^{1} \leq 2 A_{c^{\prime}} e^{-\left(\lambda_{1}\left(c^{\prime}\right) c^{\prime}-f^{\prime}(0)\right) k} e^{f^{\prime}(0) t_{0}+\lambda_{1}\left(c^{\prime}\right) \theta^{\prime}} \rightarrow 0$ as $k \rightarrow+\infty$, because $\lambda_{1}\left(c^{\prime}\right) c^{\prime}-f^{\prime}(0)>0$. By virtue of

$$
\begin{aligned}
& e^{f^{\prime}(0)\left(t_{0}+k\right)} e^{\lambda_{1}(c)\left(\left(n_{k}^{+}-1\right)-c k+\theta\right)} \\
& \quad \leq A_{c} e^{f^{\prime}(0)\left(t_{0}+k\right)} e^{\lambda_{1}(c)\left\{\left(c k-\frac{f^{\prime}(0)}{\lambda_{1}(c)} k-\theta+\frac{1}{\lambda_{1}(c)} \ln \frac{1}{\alpha_{c}}+\frac{f^{\prime}(0)}{\lambda_{1}(c)} \theta_{0}\right)-1-c k+\theta\right\}} \\
& \quad=\frac{1}{\alpha_{c}} e^{f^{\prime}(0)\left(t_{0}+\theta_{0}\right)-\lambda_{1}(c)}
\end{aligned}
$$

and $\frac{n_{k}^{+}}{2}-n_{0}>\frac{c \lambda_{1}(c)-f^{\prime}(0)}{4 \lambda_{1}(c)} k$ for sufficiently large $k$, we have

$$
\operatorname{IV}_{1}^{2}=2 A_{c} e^{f^{\prime}(0)\left(t_{0}+k\right)} e^{\lambda_{1}(c)\left(\left(n_{k}^{+}-1\right)-c k+\theta\right)} \sum_{n=\operatorname{int}\left[n_{k}^{+} / 2\right]}^{\infty} a_{n-n_{0}}^{k} \rightarrow 0 \text { as } k \rightarrow+\infty
$$

Moreover, we have

$$
\begin{aligned}
\mathrm{IV}_{1}^{3} & =2 A_{c} e^{\lambda_{1}(c)\left(\operatorname{int}\left[n_{k}^{+} / 2\right]-c k+\theta\right)} e^{f^{\prime}(0)\left(t_{0}+k\right)} \\
& \leq 2 A_{c} e^{\lambda_{1}(c)\left(\frac{1}{2}\left[c k-\frac{f^{\prime}(0)}{\lambda_{1}(c)} k-\theta+\frac{1}{\lambda_{1}(c)} \ln \frac{1}{\alpha_{c}}+\frac{f^{\prime}(0)}{\lambda_{1}(c)} \theta_{0}\right]-c k+\theta\right)} e^{f^{\prime}(0)\left(t_{0}+k\right)} \\
& =2 A_{c} e^{f^{\prime}(0) t_{0}+\frac{1}{2} \ln \frac{1}{\alpha_{c}}+\frac{1}{2} f^{\prime}(0) \theta_{0}+\frac{1}{2} \lambda_{1}(c) \theta} e^{-\frac{1}{2}\left[\lambda_{1}(c) c-f^{\prime}(0)\right] k} \\
& \rightarrow 0 \text { as } k \rightarrow+\infty
\end{aligned}
$$

We can prove that $\mathrm{IV}_{2}, \mathrm{~V}, \mathrm{VI}$, and VII converge to zero as $k \rightarrow+\infty$ by arguments similar to those for $\mathrm{IV}_{1}$, III, II, and I, respectively.

Eventually, $\left|\widetilde{\Phi}_{n_{0}}\left(t_{0}\right)-v_{n_{0}}^{k}\left(t_{0}\right)\right| \rightarrow 0$ as $k \rightarrow+\infty$. Since $v_{n_{0}}^{k}\left(t_{0}\right) \rightarrow \Phi_{n_{0}}\left(t_{0}\right)$ and $\left(n_{0}, t_{0}\right) \in \mathbb{Z} \times \mathbb{R}$ is arbitrary, we obtain that $\Phi_{n}(t)=\widetilde{\Phi}_{n}(t)$ for any $(n, t) \in \mathbb{Z} \times \mathbb{R}$. The limit function being unique, the whole sequence $\Phi^{k}$ converges to $\Phi$ as $k \rightarrow+\infty$.

Using the same estimates as above, we can prove that the entire solution of (1.4) satisfying (1.9) is unique.
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#### Abstract

The equation studied is $u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+\varepsilon u u^{\prime}+k u^{\prime 2}=0$, with boundary conditions $u(1)=0, u(\infty)=1$. This model equation has been studied by many authors since it was introduced in the 1950s by P. A. Lagerstrom. We use an elementary approach to show that there is an infinite series solution which is uniformly convergent on $1 \leq r<\infty$. The first few terms are easily derived, from which one quickly deduces the inner and outer asymptotic expansions, with no matching procedure or a priori assumptions about the nature of the expansion. We also give a short and elementary existence and uniqueness proof which covers all $\varepsilon>0, k \geq 0$, and $n \geq 1$.
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1. Introduction. The main problem is to investigate the asymptotics as $\varepsilon \rightarrow 0$ of the boundary value problem

$$
\begin{equation*}
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+\varepsilon u u^{\prime}+k u^{\prime 2}=0, \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
u(1)=0, u(\infty)=1 \tag{2}
\end{equation*}
$$

We consider the cases $k=0$ and $k=1$. Our interest in these problems, originally due to Lagerstrom in the 1950s [6], [7], was stimulated by two recent papers by Popovic and Szmolyan [10], [11], who adopt a geometric approach to the problem when $k=0$, and there are many papers which use methods of matched asymptotics or multiple scales, with varying degrees of rigor. We will review some of this work below. The point of this paper is to give a completely rigorous and relatively short answer to the problem without making any appeal either to geometric methods or to matched asymptotics. We can express the solution as an infinite series, uniformly convergent for all values of the independent variable. From this series we obtain the inner and outer asymptotic expansions with no a priori assumption about the nature of these expansions. An important and, as far as we know, original feature is that there is no "matching."

Lagerstrom came up with these problems as models of viscous incompressible $(k=0)$ and compressible $(k=1)$ flow, so much of his work centered on $n=2$ or 3 , but he also discussed general $n \geq 1$ [8]. The infinite series we develop can be obtained for any real number $n$. What $n$ controls is the rate of convergence of the series.

[^126]For $\varepsilon=k=0$, there is an obvious distinction between $n>2$ and $n \leq 2$. If $n>2$, then the problem (1)-(2) has the unique solution

$$
\begin{equation*}
u=1-\frac{1}{r^{n-2}}, \tag{3}
\end{equation*}
$$

so that the solution with $\varepsilon$ small is presumably some sort of perturbation of this. If $n \leq 2$, then there is no such solution. A consequence is that the convergence as $\varepsilon \rightarrow 0$ is more subtle when $n \leq 2$ than when $n>2$. Our analysis will show that there is little prospect of discussing the behavior for small $\varepsilon$ if $n<2$, but fortunately we can handle all $n \geq 2$. Although it has been thought that finding the asymptotics when $k=1$ is considerably more difficult than when $k=0$ [3], we will show that our technique covers each case with comparable effort.

Our methods are not restricted to Lagerstrom's problems (1)-(2). In subsequent work (in preparation), we will show that there is a general method which can yield similar results for a class of singularly perturbed boundary value problems.

We start in section 2 by showing that each of these problems has one and only one solution for any $n \geq 1$ and any $\varepsilon>0$. This is based on a simple shooting argument plus a comparison principle. These results have been obtained before, but our proof is quite short. In the subsequent sections we develop the integral equation referred to above and show how it leads with relative ease to the inner and outer expansions. These expansions go back to Lagerstrom and Kaplun, with rigorous justification of some of the features to be found in [1] or [11], for example. We find the exposition in Hinch's book [3] particularly clear (though nonrigorous), and make that work our point of comparison in checking that we get the same expansions as were found previously.
2. Existence and uniqueness. As far as we know, the first existence proof was by Hsiao [4], who considered only $n=1$ and sufficiently small $\varepsilon>0$. Subsequently Tam gave what seems to be the first proof valid for all $\varepsilon>0$ and $k \geq 0$ [14]. Subsequent proofs by MacGillivray [9], Cohen, Lagerstrom, and Fokas [1], Hunter, Tajdari, and Boyer [5], each of which covers all $\varepsilon>0$, and by several other authors, e.g., [12], [10], for restricted ranges of $\varepsilon$, add to the variety of techniques which have been shown to work. Uniqueness is proved in [5] (for $k=0$ ) by use of a contraction mapping theorem, and in [1] by essentially a comparison method. The goal of [10] is not to give a short proof, but to illustrate the application of geometric perturbation theory to a much studied problem in matched asymptotic expansions. The proofs we give of existence and uniqueness are considerably shorter than the others we have seen.

Theorem 1. There exists a unique solution to the problem (1)-(2) for any $k \geq 0$, $\varepsilon>0$, and $n \geq 1$.

Proof. Like some others, starting with [14], we prove existence using a shooting method by considering the initial value problem

$$
\begin{array}{r}
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+\varepsilon u u^{\prime}+k u^{\prime 2}=0, \\
u(1)=0, u^{\prime}(1)=c, \tag{5}
\end{array}
$$

for each $c>0$. Since $u^{\prime}=0$ implies that $u^{\prime \prime}=0$ and $u$ is constant, any solution to this problem is positive and increasing. As was observed in [14],

$$
u^{\prime \prime}+\varepsilon u u^{\prime} \leq 0,
$$

and so from (5),

$$
u^{\prime}+\frac{1}{2} \varepsilon u^{2} \leq c .
$$

In particular, since $u^{\prime} \geq 0$,

$$
\begin{equation*}
u \leq \sqrt{\frac{2 c}{\varepsilon}} \tag{6}
\end{equation*}
$$

so the solution exists, and satisfies this bound, on $[1, \infty)$. Therefore, $\lim _{r \rightarrow \infty} u(r)$ exists. Writing the equation in the form

$$
\begin{equation*}
\left(r^{n-1} u^{\prime}\right)^{\prime}+\left(\varepsilon u+k u^{\prime}\right)\left(r^{n-1} u^{\prime}\right)=0 \tag{7}
\end{equation*}
$$

and integrating twice gives

$$
\begin{align*}
r^{n-1} u^{\prime}(r) & =c e^{-k u(r)-\varepsilon \int_{1}^{r} u(s) d s}  \tag{8}\\
u(r) & =\int_{1}^{r} \frac{c}{s^{n-1}} e^{-k u-\int_{1}^{s} \varepsilon u d t} d s \tag{9}
\end{align*}
$$

If $u(2)<1$, then since $u$ is increasing, (9) implies that

$$
u(2)>p(c)=\int_{1}^{2} \frac{c}{s^{n-1}} e^{-\varepsilon-k} d s
$$

From this and (6), we see that there are $c_{1}$ and $c_{2}$, with $0<c_{1}<c_{2}$, such that if $c=c_{1}$, then $u(\infty)<1$, while if $c=c_{2}$, then $u(\infty)>u(2) \geq 1$. Further, from (8) for any $r>R>2$,

$$
u(r)=u(R)+c \int_{R}^{r} \frac{1}{s^{n-1}} e^{-k u-\int_{1}^{s} \varepsilon u d t} d s
$$

If $n>2$, the second term is bounded above by $\frac{c}{(n-2) R^{n-2}}$, while if $1 \leq n \leq 2$ and $R \geq 2$, it is bounded by $c \int_{R}^{\infty} e^{-\varepsilon(s-2) p(c)} d s$. Hence, this term tends to zero as $R \rightarrow \infty$, uniformly for $r \geq R, c_{1} \leq c \leq c_{2}$. Since $u(R)$ is a continuous function of $c$, for any $R$, it follows that $u(\infty)$ is also continuous in $c$, and so there is a $c$ with $u(\infty)=1$, giving a solution to (1)-(2).

For uniqueness, suppose that there are two solutions of (1)-(2), say $u_{1}$ and $u_{2}$, with $u_{1}^{\prime}(1)>u_{2}^{\prime}(1)>0$. Then $u_{1}>u_{2}$ on some maximal interval, say $(1, X)$ where $X \leq \infty$. For the same initial conditions, if $\varepsilon=k=0$, then direct integration shows that $u_{1}>u_{2}$ on $(1, \infty)$, and, moreover, $u_{1}(\infty)>u_{2}(\infty)$. We then raise $\varepsilon$ and $k$, looking for a pair $\left(\varepsilon_{1}, k_{1}\right)$ such that $u_{1}(X)=u_{2}(X)$ for some $X \leq \infty$, and if $0 \leq \varepsilon<\varepsilon_{1}$ or $0 \leq k<k_{1}$, no such $X$ exists. Hence, at $\left(\varepsilon_{1}, k_{1}\right), u_{1} \geq u_{2}$ on $[0, \infty)$. If, at $\left(\varepsilon_{1}, k_{1}\right), X<\infty$, then $u_{1}$ and $u_{2}$ must be tangent at $X$, since $u_{1}-u_{2}$ has a minimum there, contradicting the uniqueness of initial value problems for (1). Hence, $X=\infty$, and $u_{1}>u_{2}$ on $(1, \infty)$.

Observe from (7) that if $u_{1}^{\prime}(r)=u_{2}^{\prime}(r)$ for some $r$, then $\left(r^{n-1}\left(u_{1}^{\prime}-u_{2}^{\prime}\right)\right)^{\prime}<0$, since $u_{1}>u_{2}$, so that there cannot be oscillations in $u_{1}^{\prime}-u_{2}^{\prime}$. Hence, $u_{1}(\infty)=u_{2}(\infty)$ implies that there is an $R$ with $u_{1}^{\prime}(R)=u_{2}^{\prime}(R)$ and $u_{1}^{\prime}<u_{2}^{\prime}$ on $(R, \infty)$. Integrating
(7), and recalling that $u_{1}(\infty)=u_{2}(\infty)$, gives

$$
\begin{aligned}
\left.r^{n-1}\left(u_{1}^{\prime}-u_{2}^{\prime}\right)\right|_{R} ^{\infty} & =\left.\frac{1}{2} \varepsilon R^{n-1}\left(u_{1}^{2}-u_{2}^{2}\right)\right|_{R} \\
& +\frac{1}{2} \varepsilon(n-1) \int_{R}^{\infty} s^{n-2}\left(u_{1}^{2}-u_{2}^{2}\right) d s-k \int_{R}^{\infty} s^{n-1}\left(u_{1}^{\prime 2}-u_{2}^{\prime 2}\right) d s
\end{aligned}
$$

The left-hand side is zero, and all the terms on the right are positive, giving the necessary contradiction.

Remark 1. The existence theorem in [10] has one added part. It is shown there that as $\varepsilon \rightarrow 0$, the solution tends to a so-called singular solution obtained by taking a formal limit as $\varepsilon \rightarrow 0$. See [10] for details. This limit result follows from our rigorous asymptotic expansions given below.

Remark 2. There would seem to be no difficulty in extending the existence proof even to $n<1$, but the uniqueness proof does use essentially the fact that $n \geq 1$.
3. The infinite series (with $\boldsymbol{k}=\mathbf{0}, \boldsymbol{n} \geq \mathbf{2}$ ). Starting again with (1), and $u(1)=0$, we first consider the case $k=0$ and obtain

$$
\begin{equation*}
r^{n-1} u^{\prime}=B e^{-\varepsilon \int_{1}^{r} u(t) d t} \tag{10}
\end{equation*}
$$

for some constant $B$. Since $u(\infty)=1,(10)$ implies that $u^{\prime}(r)$ is exponentially small as $r \rightarrow \infty$. Hence we can rewrite (10) as

$$
r^{n-1} u^{\prime}=C e^{-\varepsilon r-\varepsilon \int_{\infty}^{r}(u-1) d t}
$$

so that

$$
u-1=C \int_{\infty}^{r} \frac{1}{t^{n-1}} e^{-\varepsilon t-\varepsilon \int_{\infty}^{t}(u-1) d s} d t
$$

Setting $\varepsilon r=\rho, \varepsilon t=\tau$, and $\varepsilon s=\sigma$, we obtain

$$
\begin{equation*}
u(\rho)-1=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau} e^{-\int_{\infty}^{\tau}(u(\sigma)-1) d \sigma} d \tau \tag{11}
\end{equation*}
$$

where we use the arguments $\rho$ and $\sigma$ to indicate that we mean the rescaled version of $u$. Here $C$ is a constant satisfying

$$
\begin{equation*}
-1=C \varepsilon^{n-2} \int_{\infty}^{\varepsilon} \frac{1}{\tau^{n-1}} e^{-\tau} e^{-\int_{\infty}^{\tau}(u-1) d \sigma} d \tau \tag{12}
\end{equation*}
$$

Since for each $\varepsilon$ there is a unique solution, this determines a unique $C$, dependent on $\varepsilon$.

We now consider the integral

$$
\begin{equation*}
\int_{\tau}^{\infty}(1-u(\sigma)) d \sigma \tag{13}
\end{equation*}
$$

which appears in the exponent in (12). This integral has been seen to converge for each $\varepsilon$, but we need a bit more, namely, that it is bounded uniformly in $\varepsilon \leq \tau<\infty$ as $\varepsilon \rightarrow 0$. To see this, we note that as a function of $\sigma, u$ satisfies

$$
\begin{aligned}
\frac{d^{2} u}{d \sigma^{2}}+\frac{n-1}{\sigma} \frac{d u}{d \sigma}+u \frac{d u}{d \sigma} & =0 \\
u=0 \text { when } \sigma & =\varepsilon, u(\infty)=1
\end{aligned}
$$

Denoting the unique solution by $u_{\varepsilon}(\sigma)$, we claim that if $0<\varepsilon_{1}<\varepsilon_{2}$, then $u_{\varepsilon_{1}}>u_{\varepsilon_{2}}$ for $\varepsilon_{2} \leq \sigma<\infty$. If this is false, then $\varepsilon_{1}$ and $\varepsilon_{2}$ can be chosen so that $u_{\varepsilon_{1}}\left(\sigma_{0}\right)=u_{\varepsilon_{2}}\left(\sigma_{0}\right)$ for some $\sigma_{0} \geq \varepsilon_{2}$. But then the problem

$$
\begin{gathered}
\frac{d^{2} u}{d \sigma^{2}}+\frac{n-1}{\sigma} \frac{d u}{d \sigma}+u \frac{d u}{d \sigma}=0 \\
u\left(\sigma_{0}\right)=u_{\varepsilon_{1}}\left(\sigma_{0}\right), u(\infty)=1
\end{gathered}
$$

has two solutions, contradicting our earlier uniqueness proof.
A consequence of this is that $\int_{\varepsilon_{2}}^{\infty}\left(1-u_{\varepsilon_{1}}(\sigma)\right) d \sigma<\int_{\varepsilon_{2}}^{\infty}\left(1-u_{\varepsilon_{2}}(\sigma)\right) d \sigma$, which implies that the integral in the exponent in (12), including the minus sign in front, is bounded below independently of $\tau \geq \varepsilon$ and of $\varepsilon$. We then see that the $\tau$-integral in (12) approaches $-\infty$ as $\varepsilon \rightarrow 0$, and hence that

$$
\lim _{\varepsilon \rightarrow 0^{+}} C \varepsilon^{n-2}=0
$$

Since $\int_{\infty}^{\tau}(u-1) d \sigma>0$, it follows from (11) that if

$$
E_{n-1}(\rho)=\int_{\rho}^{\infty} \frac{1}{\tau^{n-1}} e^{-\tau} d \tau
$$

then

$$
\begin{equation*}
|u(\rho)-1|<C \varepsilon^{n-2} E_{n-1}(\rho) \tag{14}
\end{equation*}
$$

For purposes of future estimates, we make the obvious remark that

$$
E_{n-1}(\rho)=\left\{\begin{array}{l}
O\left(\rho^{2-n}\right) \text { as } \rho \rightarrow 0 \text { if } n>2  \tag{15}\\
O(\log \rho) \text { as } \rho \rightarrow 0 \text { if } n=2 \\
O\left(\rho^{1-n} e^{-\rho}\right) \text { as } \rho \rightarrow \infty
\end{array}\right.
$$

Hence if $n>2$, there is a constant $K$ such that

$$
\begin{equation*}
E_{n-1}(\rho) \leq K \min \left(\rho^{2-n}, \rho^{1-n} e^{-\rho}\right) \tag{16}
\end{equation*}
$$

The method now is to work from (11). As observed before, since $u^{\prime}(r)$ is exponentially small as $r \rightarrow \infty$, the integral term $\int_{\rho}^{\infty}(u-1) d \sigma$ converges. Hence, for given $\varepsilon>0$ and $\rho_{0}>0$, and any $\rho \geq \rho_{0}$,
$u(\rho)-1=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left\{1-\int_{\infty}^{\tau}(u-1) d \sigma+\frac{1}{2}\left(\int_{\infty}^{\tau}(u-1) d \sigma\right)^{2}-\cdots\right\} d \tau$,
where the series in the integrand converges uniformly for $\rho_{0} \leq \tau<\infty$.
In fact, we will need to use this series for all $\rho \geq \varepsilon$. Thus we need to check its convergence in this interval. This follows from (14) and (15), which imply that for any $\rho \geq \varepsilon$, if $n \geq 2$, then

$$
\begin{equation*}
\left|\int_{\rho}^{\infty}(u(s)-1) d s\right|<C \varepsilon^{n-2} \int_{\varepsilon}^{\infty} E_{n-1}(s) d s \tag{18}
\end{equation*}
$$

and

$$
\varepsilon^{n-2} \int_{\varepsilon}^{\infty} E_{n-1}(s) d s=\left\{\begin{array}{l}
o(1) \text { as } \varepsilon \rightarrow 0 \text { if } n>2 \\
O(1) \text { as } \varepsilon \rightarrow 0 \text { if } n=2
\end{array}\right.
$$

Hence for $n>2$ and any $C$, the series in the integrand of (17) converges uniformly on $[\varepsilon, \infty)$.

Now set

$$
\Phi=C \varepsilon^{n-2} \int_{\varepsilon}^{\infty} E_{n-1}(s) d s
$$

We note that if $n>2$, then $\Phi \rightarrow 0$ as $\varepsilon \rightarrow 0$, while if $n=2$, then $\Phi \rightarrow 0$ as $C \rightarrow 0$.
We proceed to solve (17) by iteration. Thus, the first approximation is, from (16),

$$
u(\rho)-1=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau} d \tau+O\left(\Phi^{2}\right)
$$

and we obtain the second approximation by substituting this back into (17). Repeating this, we reach

$$
\begin{gather*}
u-1=-C \varepsilon^{n-2} E_{n-1}+\left(C \varepsilon^{n-2}\right)^{2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left(\int_{\infty}^{\tau} E_{n-1} d \sigma\right) d \tau  \tag{19}\\
+\frac{1}{2}\left(C \varepsilon^{n-2}\right)^{3} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left(\int_{\infty}^{\tau} E_{n-1} d \sigma\right)^{2} d \tau \\
-\left(C \varepsilon^{n-2}\right)^{3} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau} \int_{\infty}^{\tau}\left\{\int_{\infty}^{\sigma} \frac{1}{s^{n-1}} e^{-s}\left(\int_{\infty}^{s} E_{n-1} d t\right) d s\right\} d \sigma d \tau+O\left(\Phi^{4}\right)
\end{gather*}
$$

as $\Phi \rightarrow 0$.
To obtain $C$, we need to be able to evaluate each of these terms for small $\rho$ (in particular, for $\rho=\varepsilon$ ), and this is a matter of integration by parts. Thus, for nonintegral $n$,

$$
\begin{align*}
E_{n-1}(\rho) & =\int_{\rho}^{\infty} \frac{e^{-\tau}}{\tau^{n-1}} d \tau=-\frac{\rho^{2-n}}{2-n} e^{-\rho}+\frac{1}{2-n} \int_{\rho}^{\infty} \frac{e^{-\tau}}{\tau^{n-2}} d \tau \\
& =-\frac{\rho^{2-n}}{2-n} e^{-\rho}+\frac{1}{2-n} E_{n-2} \tag{20}
\end{align*}
$$

and this can be repeated to give $E_{n-1}$ as a sum of terms of the form $c_{k} \rho^{k} e^{-\rho}$ and $E_{n-p}$, until $0<n-p<1$. Then

$$
\begin{aligned}
E_{n-p} & =\int_{0}^{\infty} \frac{e^{-\tau}}{\tau^{n-p}} d \tau-\int_{0}^{\rho} \frac{e^{-\tau}}{\tau^{n-p}} d \tau \\
& =\Gamma(p+1-n)-\int_{0}^{\rho} \frac{e^{-\tau}}{\tau^{n-p}} d \tau
\end{aligned}
$$

and we can then continue to integrate by parts as far as we like. (If $n$ is an integer, we will reach $\int_{\rho}^{\infty} \frac{e^{-\tau}}{\tau} d \tau$, which introduces a logarithm.)

Thus $E_{n-1}(\rho)$ can be expressed as a sum of terms of the form $c_{k} \rho^{k} e^{-\rho}$, and so obviously the same is true of $E_{n-1}^{2}$, with $e^{-2 \rho}$ in place of $e^{-\rho}$. Also,

$$
\begin{align*}
\int_{\infty}^{\rho} E_{n-1}(\tau) d \tau & =\int_{\infty}^{\rho}\left(\int_{\tau}^{\infty} \frac{e^{-\sigma}}{\sigma^{n-1}} d \sigma\right) d \tau \\
& =\left.\left[\tau\left(\int_{\tau}^{\infty} \frac{e^{-\sigma}}{\sigma^{n-1}} d \sigma\right)\right]\right|_{\infty} ^{\rho}+\int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau^{n-2}} d \tau \\
& =\rho E_{n-1}-E_{n-2} \tag{21}
\end{align*}
$$

so that $\int_{\infty}^{\rho} E_{n-1} d \tau$ can be expressed as the same type of sum. Hence the second term in (19) gives a sum of terms of the form $E_{k}(2 \rho)$ and the third and fourth terms a sum involving $E_{k}(3 \rho)$.

We now carry the process through in the most interesting cases, $n=2,3$.
4. The case $\boldsymbol{k}=\mathbf{0}, \boldsymbol{n}=\mathbf{2}$. When $n=2$ we are interested in

$$
\begin{align*}
E_{1}(\rho) & =\int_{\rho}^{\infty} \frac{1}{\tau} e^{-\tau} d \tau \\
& =-e^{-\rho} \log \rho+\int_{\rho}^{\infty} e^{-\tau} \log \tau d \tau \\
& =-e^{-\rho} \log \rho+\int_{0}^{\infty} e^{-\tau} \log \tau d \tau-\int_{0}^{\rho} e^{-\tau} \log \tau d \tau \\
& =-e^{-\rho} \log \rho-\gamma-\rho(\log \rho-1) e^{-\rho}+O\left(\rho^{2} \log \rho\right), \text { for small } \rho \\
& =-\log \rho-\gamma+\rho+O\left(\rho^{2} \log \rho\right) \tag{22}
\end{align*}
$$

(See, for example, [2, Chapter 1].) Also, for future purposes, using (20) we obtain

$$
\begin{align*}
E_{2}(\rho) & =\frac{e^{-\rho}}{\rho}-E_{1}(\rho)  \tag{23}\\
& =\frac{1}{\rho}+\log \rho+(\gamma-1)-\frac{1}{2} \rho+O\left(\rho^{2} \log \rho\right) \text { as } \rho \rightarrow 0 \tag{24}
\end{align*}
$$

Looking now at (19), with $\rho=\varepsilon$, we see that as $\varepsilon \rightarrow 0$,

$$
C \log \varepsilon \rightarrow-1
$$

and

$$
C=\frac{1}{\log \frac{1}{\varepsilon}}+O\left(\frac{1}{\left(\log \frac{1}{\varepsilon}\right)^{2}}\right)
$$

Hence the series in (19) is in powers of $\frac{1}{\log \frac{1}{\varepsilon}}$.
Also, we will work our approximations (in order to compare the results with those of Hinch in [3]) to order $\frac{1}{\log ^{2}\left(\frac{1}{\varepsilon}\right)}$, so that (for example)

$$
u=\frac{a(r)}{\log \left(\frac{1}{\varepsilon}\right)}+\frac{b(r)}{\log ^{2}\left(\frac{1}{\varepsilon}\right)}+O\left(\log ^{-3} \frac{1}{\varepsilon}\right)
$$

for any fixed value of $r$ ( $\rho$ of order $\varepsilon$ ). This, as we shall see, necessitates finding

$$
C=\frac{1}{\log \left(\frac{1}{\varepsilon}\right)}\left\{1+\frac{A}{\log \left(\frac{1}{\varepsilon}\right)}+\frac{B}{\log ^{2}\left(\frac{1}{\varepsilon}\right)}+O\left(\log ^{-3}\left(\frac{1}{\varepsilon}\right)\right)\right\}
$$

and requires use of all the terms in (19).
With this in mind, we look at the second term of (19). Thus from (21),

$$
\begin{equation*}
\int_{\rho}^{\infty} E_{1} d \tau=-\rho E_{1}+e^{-\rho} \tag{25}
\end{equation*}
$$

so that the second term is

$$
\begin{align*}
C^{2} \int_{\infty}^{\rho} \frac{1}{\tau} e^{-\tau}\left(\tau E_{1}-e^{-\tau}\right) d \tau & =C^{2}\left\{\int_{\infty}^{\rho} e^{-\tau} E_{1} d \tau-\int_{\infty}^{\rho} \frac{e^{-2 \tau}}{\tau} d \tau\right\} \\
& =C^{2}\left\{\left.\left[-e^{-\tau} E_{1}\right]\right|_{\infty} ^{\rho}-2 \int_{\infty}^{\rho} \frac{e^{-2 \tau}}{\tau} d \tau\right\} \\
& =C^{2}\left(-e^{-\rho} E_{1}(\rho)+2 E_{1}(2 \rho)\right) \tag{26}
\end{align*}
$$

From (22), the second term is therefore

$$
\begin{align*}
& C^{2}(\log \rho+\gamma-2 \log 2 \rho-2 \gamma+O(\rho)) \\
& =C^{2}(-\log \rho-\gamma-2 \log 2+O(\rho)) \tag{27}
\end{align*}
$$

as $\rho \rightarrow 0$.
In the third and fourth terms of (19) we need only the leading terms; i.e., we can ignore the equivalent of $\gamma+2 \log 2$ in (27). Using (25) the third term becomes

$$
\begin{equation*}
\frac{1}{2} C^{3} \int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau}\left(e^{-\tau}-\tau E_{1}\right)^{2} d \tau=\frac{1}{2} C^{3}(\log \rho+O(1)) \text { as } \rho \rightarrow 0 \tag{28}
\end{equation*}
$$

Finally, in the fourth term, the integrand in the $\tau$-integral is just the second term (as a function of $\sigma$ ), so that from (25), the fourth term is

$$
\begin{equation*}
M=-C^{3} \int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau}\left[\int_{\infty}^{\tau}\left\{-e^{-\sigma} E_{1}(\sigma)+2 E_{1}(2 \sigma)\right\} d \sigma\right] d \tau \tag{29}
\end{equation*}
$$

It is seen from (25) that for any $\tau \leq \infty, \int_{0}^{\tau} E_{1}(\sigma) d \sigma$ converges. Hence we can write the inner integral above in the form $\int_{\infty}^{0}+\int_{0}^{\tau}$, and it follows that

$$
M=-C^{3} \int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau}\{K+r(\tau)\} d \tau
$$

where $K$ is a constant, $r$ is bounded, and $r(\tau)=O(\tau \log \tau)$ as $\tau \rightarrow 0$. It further follows that

$$
M=C^{3}\left(K E_{1}(\rho)+O(1)\right) \text { as } \rho \rightarrow 0
$$

We can evaluate $K$ using (25) and (22):

$$
\begin{align*}
\int_{0}^{\infty} E_{1}(2 \sigma) d \sigma & =\frac{1}{2} \int_{0}^{\infty} E_{1}(u) d u=\frac{1}{2} \\
\int_{0}^{\infty} e^{-\sigma} E_{1}(\sigma) d \sigma & =\left[-\left(e^{-\sigma}-1\right) E_{1}\right]_{0}^{\infty}-\int_{0}^{\infty}\left(e^{-\sigma}-1\right) \frac{e^{-\sigma}}{\sigma} d \sigma \\
& =\lim _{\sigma \rightarrow 0}\left\{-E_{1}(2 \sigma)+E_{1}(\sigma)\right\}=\lim _{\sigma \rightarrow 0}(\log 2 \sigma-\log \sigma)=\log 2 \tag{30}
\end{align*}
$$

Hence, from (29), the fourth term of (19) is

$$
\begin{equation*}
C^{3}\left\{E_{1}(\rho)(\log 2-1)+O(1)\right\}=-C^{3}\{(\log 2-1) \log \rho+O(1)\} \text { as } \rho \rightarrow 0 \tag{31}
\end{equation*}
$$

Now setting $\rho=\varepsilon$ and using (27), (28), and (31), we obtain that

$$
\begin{aligned}
-1 & =-C(-\log \varepsilon-\gamma+O(\varepsilon))+C^{2}(-\log \varepsilon-\gamma-2 \log 2+O(\varepsilon)) \\
& +\frac{1}{2} C^{3}(\log \varepsilon+O(1))-C^{3}\{(\log 2-1) \log \varepsilon+O(1)\}
\end{aligned}
$$

as $\varepsilon \rightarrow 0$. Hence,

$$
\begin{align*}
\frac{1}{\log \left(\frac{1}{\varepsilon}\right)}= & C\left(1-\frac{\gamma}{\log \left(\frac{1}{\varepsilon}\right)}\right)-C^{2}\left(1-\frac{\gamma+2 \log 2}{\log \left(\frac{1}{\varepsilon}\right)}\right)  \tag{32}\\
& +C^{3}\left(\frac{3}{2}-\log 2\right)+O\left(\log ^{-4}\left(\frac{1}{\varepsilon}\right)\right)
\end{align*}
$$

and

$$
C=\frac{1}{\log \left(\frac{1}{\varepsilon}\right)}+\frac{A}{\log ^{2}\left(\frac{1}{\varepsilon}\right)}+\frac{B}{\log ^{3}\left(\frac{1}{\varepsilon}\right)}+O\left(\frac{1}{\log ^{4}\left(\frac{1}{\varepsilon}\right)}\right)
$$

where

$$
\begin{aligned}
-\gamma+A-1 & =0 \\
B-\gamma A-2 A+(\gamma+2 \log 2)+\frac{3}{2}-\log 2 & =0
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& A=\gamma+1 \\
& B=\gamma^{2}+2 \gamma+\frac{1}{2}-\log 2
\end{aligned}
$$

Thus, for fixed $r, \rho$ of order $\varepsilon$, we have, with $\lambda=\log \left(\frac{1}{\varepsilon}\right)$,

$$
\begin{aligned}
u-1 & =\left(\frac{1}{\lambda}+\frac{\gamma+1}{\lambda^{2}}+\frac{(\gamma+1)^{2}-\frac{1}{2}-\log 2}{\lambda^{3}}\right)(\log r+\log \varepsilon+\gamma) \\
& +\frac{1}{\lambda^{2}}\left(1+\frac{2(\gamma+1)}{\lambda}\right)(-\log r-\log \varepsilon-\gamma-2 \log 2) \\
& +\frac{1}{\lambda^{3}}\left(\frac{3}{2}-\log 2\right)(\log r+\log \varepsilon)+O\left(\lambda^{-4}\right)
\end{aligned}
$$

so that, after cancellation,

$$
u=\frac{\log r}{\lambda}+\frac{\gamma \log r}{\lambda^{2}}+O\left(\lambda^{-3}\right)
$$

This is the "inner expansion." For the "outer expansion," i.e., fixed $\rho, r$ of order $\frac{1}{\varepsilon}$, we use (19), truncated to second order, to get

$$
u-1=-E_{1}(\rho)\left(\frac{1}{\lambda}+\frac{\gamma+1}{\lambda^{2}}\right)+\frac{1}{\lambda^{2}}\left(2 E_{1}(2 \rho)-e^{-\rho} E_{1}(\rho)\right)+O\left(\lambda^{-3}\right)
$$

These results are in accordance with those of Hinch and of others on this problem.
5. The case $\boldsymbol{k}=\mathbf{0}, \boldsymbol{n}=\mathbf{3}$. Here we are interested in (from (22) and (23))

$$
E_{2}(\rho)=\frac{e^{-\rho}}{\rho}-E_{1}(\rho)=\frac{1}{\rho}+\log \rho+(\gamma-1)-\frac{1}{2} \rho+O\left(\rho^{2} \log \rho\right) \text { as } \rho \rightarrow 0
$$

Thus, the first term on the right of (19) evaluated at $\rho=\varepsilon$ is

$$
-C\left(1+\varepsilon \log \varepsilon+(\gamma-1)+O\left(\varepsilon^{2}\right)\right) \text { as } \varepsilon \rightarrow 0
$$

The second term is

$$
\begin{aligned}
& (C \varepsilon)^{2} \int_{\infty}^{\rho} \frac{1}{\tau^{2}} e^{-\tau}\left(\int_{\infty}^{\tau} E_{2} d \sigma\right) d \tau \\
& =(C \varepsilon)^{2}\left\{\left[-E_{2}(\tau) \int_{\infty}^{\tau} E_{2}(\sigma) d \sigma\right]_{\infty}^{\rho}+\int_{\infty}^{\rho} E_{2}^{2} d \tau\right\} \\
& =(C \varepsilon)^{2}\left\{-E_{2}(\rho) \int_{\infty}^{\rho} E_{2}(\tau) d \tau+\int_{\infty}^{\rho} E_{2}^{2} d \tau\right\}
\end{aligned}
$$

From (23) we see that

$$
\int_{\infty}^{\rho} E_{2}^{2} d \tau=-\frac{1}{\rho}+\log ^{2} \rho+O(\log \rho) \text { as } \rho \rightarrow 0
$$

while from (21),

$$
\begin{aligned}
\int_{\infty}^{\rho} E_{2} d \tau & =\rho E_{2}-E_{1}=1+\log \rho+\gamma+O(\rho \log \rho) \\
E_{2} \int_{\infty}^{\rho} E_{2} d \tau & =\frac{1}{\rho} \log \rho+\frac{\gamma+1}{\rho}+O\left(\log ^{2} \rho\right)
\end{aligned}
$$

In all, the second term is

$$
(C \varepsilon)^{2}\left\{-\frac{1}{\rho} \log \rho-\frac{\gamma+2}{\rho}+O\left(\log ^{2} \rho\right)\right\}
$$

It is readily verified that the third and fourth terms in (19) give $O\left\{C^{3} \varepsilon^{3}\left(\frac{1}{\rho} \log ^{2} \rho\right)\right\}$, which is negligible. Thus, evaluating (19) at $\rho=\varepsilon$, we have

$$
-1=-C \varepsilon\left(\frac{1}{\varepsilon}+\log \varepsilon+\gamma-1\right)+(C \varepsilon)^{2}\left(-\frac{1}{\varepsilon} \log \varepsilon-\frac{\gamma+2}{\varepsilon}\right)+O\left(C^{3} \varepsilon^{2} \log ^{2} \varepsilon\right)
$$

so that

$$
C=1-2 \varepsilon \log \varepsilon-\varepsilon(2 \gamma+1)+O\left(\varepsilon^{2} \log ^{2} \varepsilon\right)
$$

Then, for fixed $r, \rho$ of order $\varepsilon$, we have

$$
\begin{aligned}
u-1 & =-\varepsilon(1-2 \varepsilon \log \varepsilon-\varepsilon(2 \gamma+1))\left(\frac{1}{\varepsilon r}+\log \varepsilon+\log r+\gamma-1\right) \\
& +\varepsilon^{2}\left(-\frac{1}{\varepsilon r}(\log \varepsilon+\log r)-\frac{\gamma+2}{\varepsilon r}\right)+O\left(\varepsilon^{2} \log ^{2} \varepsilon\right) \\
u & =1-\frac{1}{r}-\varepsilon \log \varepsilon\left(1-\frac{1}{r}\right)-\varepsilon\left(\log r+\frac{\log r}{r}\right)+\varepsilon(1-\gamma)\left(1-\frac{1}{r}\right) \\
& +O\left(\varepsilon^{2} \log ^{2} \varepsilon\right)
\end{aligned}
$$

For fixed $\rho, r$ of order $\varepsilon^{-1}$, we again use (19), to give

$$
\begin{align*}
u-1 & =-\varepsilon(1-2 \varepsilon \log \varepsilon-\varepsilon(2 \gamma+1)) E_{2}(\rho) \\
& +\varepsilon^{2}\left\{E_{1}(\rho) E_{2}(\rho)-\rho E_{2}^{2}(\rho)-\int_{\rho}^{\infty} E_{2}^{2} d \tau\right\}+O\left(\varepsilon^{3}\right) \tag{33}
\end{align*}
$$

Again, these results are in agreement with those of Hinch, and others, although (33) gives one term further.

Remark 3. It is of interest to consider what happens when $n<2$, since, at least for $n \geq 1$, there still exists a unique solution. Equation (19) is still valid at $\rho=\varepsilon$, but since $E_{n-1}(\rho)$ is no longer singular at $\rho=0$ for $n<2$, (19) with $\rho=\varepsilon$ becomes merely an implicit equation for $C \varepsilon^{n-2}$. This tells us that $C \rightarrow 0$, since $\varepsilon^{n-2} \rightarrow \infty$, but we no longer get an asymptotic expansion. In particular, it is no longer obvious that $C$ is unique. Of course, we know this from Theorem 1 if $n \geq 1$.
6. The case $\boldsymbol{k}=\mathbf{1}$. We can in fact treat a generalization, which causes no further difficulties,

$$
\begin{equation*}
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+f(u) u^{2}+\varepsilon u u^{\prime}=0 \tag{34}
\end{equation*}
$$

with the same boundary conditions. As before, we will compare our results with those of Hinch in [3].

As remarked in the proof of Theorem 1, the solution will necessarily have $u^{\prime}>0$ so that conditions on $f(u)$ are necessary only for $0 \leq u \leq 1$. We require only that $f$ be continuous and positive in this interval.

Then (34) can be written as

$$
\frac{\left(r^{n-1} u^{\prime}\right)^{\prime}}{r^{n-1} u^{\prime}}+f(u) u^{\prime}+\varepsilon u=0
$$

so that

$$
\log \left(r^{n-1} u^{\prime}\right)=-F(u)-\varepsilon \int_{1}^{r} u d t+A
$$

for some constant $A$, where

$$
F(u)=\int_{0}^{u} f(s) d s
$$

This becomes

$$
e^{F(u)} u^{\prime}=\frac{C}{r^{n-1}} e^{-\varepsilon r-\varepsilon \int_{\infty}^{r}(u-1) d s}
$$

or, on integration,

$$
G(u)-G(1)=C \int_{\infty}^{r} \frac{1}{t^{n-1}} e^{-\varepsilon t-\varepsilon \int_{\infty}^{t}(u-1) d s} d t
$$

where

$$
G(u)=\int_{0}^{u} e^{F(v)} d v
$$

In order to keep the manipulations simple and effect comparisons, we will consider from here the Lagerstrom model, where $f(u)=1, F(u)=u, G(u)=e^{u}-1$. Then, with $\varepsilon r=\rho, \varepsilon t=\tau$, we have

$$
\begin{equation*}
e^{u}-e=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau} e^{-\int_{\infty}^{\tau}(u-1) d \sigma} d \tau \tag{35}
\end{equation*}
$$

and writing

$$
u-1=\frac{u-1}{e^{u}-e}\left(e^{u}-e\right)
$$

we get

$$
\begin{equation*}
e^{u}-e=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau} e^{-\int_{\infty}^{\tau} \frac{u-1}{e^{u}-e}\left(e^{u}-e\right) d \sigma} d \tau \tag{36}
\end{equation*}
$$

As in section 3, we can integrate by parts, and since $0 \leq \frac{u-1}{e^{u}-e} \leq 1$ in $0 \leq u<1$, we will develop a convergent series as before. To get the first three terms (necessary to give Hinch's accuracy when $n=2$ ), we have from (36) that

$$
\begin{align*}
e^{u}-e=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\{1 & -\int_{\infty}^{\tau} \frac{u-1}{e^{u}-e}\left(e^{u}-e\right) d \sigma  \tag{37}\\
& \left.+\frac{1}{2}\left(\int_{\infty}^{\tau} \frac{u-1}{e^{u}-e}\left(e^{u}-e\right) d \sigma\right)^{2}+\cdots\right\} d \tau
\end{align*}
$$

As before, since $e^{u}-e \rightarrow 0$ exponentially fast as $\rho \rightarrow \infty$, the series in the integrand converges uniformly for large $\tau$, so that (37) is valid for large $\rho$. But again we need to extend it down to $\rho=\varepsilon$. From (35) we have

$$
e^{u}-e \leq C \varepsilon^{n-2} E_{n-1}(\rho)
$$

and so the convergence proof is the same as that preceding (19).

Before proceeding further with $n=2$, we make a couple of remarks about the simpler case $n>2$. Then, as we saw in section 5 , only two terms are necessary to give the required accuracy, and then (37) gives

$$
e^{u}-u=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau^{n-1}}\left\{1-\int_{\infty}^{\tau} \frac{u-1}{e^{u}-e}\left(e^{u}-e\right) d \sigma+\cdots\right\}
$$

and since $\frac{u-1}{e^{u}-e}$ appears in what is already the highest order term, we can replace it by its limit as $u \rightarrow 1$, i.e., $\frac{1}{e}$. Thus we get, to the required order,

$$
e^{u}-e=-C \varepsilon^{n-2} E_{n-1}-\left(\frac{C \varepsilon^{n-2}}{e}\right) \int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau^{n-1}} \int_{\infty}^{\tau}\left(e^{u}-e\right) d \sigma d \tau
$$

(We will proceed more carefully for $n=2$.) This, apart from the factor $\frac{1}{e}$, is the same equation dealt with in section 5 (with $e^{u}-e$ in place of $u-1$ ), and the solution can be written down from there. If we had a general function $f$ in place of 1 , we would get

$$
e^{F(u)}-e^{F(1)}=-C \varepsilon^{n-2} E_{n-1}-\frac{C \varepsilon^{n-2}}{e^{F(1)} f(1)} \int_{\infty}^{\rho} \frac{e^{-\tau}}{\tau^{n-1}}\left(\int_{\infty}^{\tau}\left(e^{F(u)}-e^{F(1)}\right) d \sigma\right) d \tau
$$

Turning now to the case $n=2$ and $F(u)=u$, we need three terms on the right of (37). Thus,

$$
\begin{equation*}
\frac{u-1}{e^{u}-e}=\frac{1}{e}-\frac{1}{2 e^{2}}\left(e^{u}-e\right)+O\left(e^{u}-e\right)^{2} \text { as } u \rightarrow 1 \tag{38}
\end{equation*}
$$

We follow the method used just before (19) and obtain from (37) that

$$
\begin{aligned}
e^{u} & -e \\
& =-C \varepsilon^{n-2} E_{n-1}+\frac{1}{e}\left(C \varepsilon^{n-2}\right)^{2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left(\int_{\infty}^{\tau} E_{n-1} d \sigma\right) d \tau \\
& +\frac{1}{2 e^{2}}\left(C \varepsilon^{n-2}\right)^{3} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left(\int_{\infty}^{\tau} E_{n-1}^{2} d \sigma\right) d \tau \\
& +\frac{1}{2 e^{2}}\left(C \varepsilon^{n-2}\right)^{3} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left(\int_{\infty}^{\tau} E_{n-1} d \sigma\right)^{2} d \tau \\
& -\frac{1}{e^{2}}\left(C \varepsilon^{n-2}\right)^{3} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau} \int_{\infty}^{\tau}\left\{\int_{\infty}^{\sigma} \frac{1}{s^{n-1}} e^{-s}\left(\int_{\infty}^{s} E_{n-1} d t\right) d s\right\} d \sigma d \tau+O\left(\Phi^{4}\right) \\
& =-C \varepsilon^{n-2} E_{n-1}+F_{1}+F_{2}+F_{3}+F_{4}+O\left(\Phi^{4}\right)
\end{aligned}
$$

say. As before, if $n>2$, then this is valid for any $C$ as $\varepsilon \rightarrow 0$, uniformly in $\rho \geq \varepsilon$, while if $n=2$, it is valid as $C \rightarrow 0$.

For $n=2$ we can continue to follow the argument in section 4 . Thus, as $\rho \rightarrow 0$,

$$
\begin{aligned}
& F_{1}=\frac{1}{e} C^{2}(-\log \rho-\gamma-2 \log 2+O(\rho)), \\
& F_{3}=\frac{1}{2 e^{2}} C^{3}(\log \rho+O(1)) \\
& F_{4}=-\frac{1}{e^{2}} C^{3}[(\log 2-1) \log \rho+O(1)]
\end{aligned}
$$

The term $F_{2}$ did not appear before. Only the highest order term is needed for our expansion and this is

$$
-\frac{1}{2 e^{2}} C^{3}\left(\int_{\infty}^{\rho} \frac{1}{\tau} e^{-\tau} d \tau\right) \int_{0}^{\infty} E_{1}^{2} d \sigma
$$

Now

$$
\begin{aligned}
\int_{0}^{\infty} E_{1}^{2} d \sigma & =\left[\tau E_{1}^{2}\right]_{0}^{\infty}+2 \int_{0}^{\infty} \tau \frac{e^{-\tau}}{\tau} E_{1} d \tau \\
& =2 \int_{0}^{\infty} e^{-\tau} E_{1} d \tau=2 \log 2 \text { from }
\end{aligned}
$$

Thus,

$$
F_{2}=\frac{1}{e^{2}} C^{3} E_{1}\left(\log 2+O\left(\rho \log ^{2} \rho\right)\right)=-\frac{1}{e^{2}} C^{3}((\log 2) \log \rho+O(1))
$$

and, evaluating at $\rho=\varepsilon$, we have

$$
\begin{aligned}
1-e & =C(\log \varepsilon+\gamma+O(\varepsilon)) \\
& -\frac{1}{e} C^{2}(\log \varepsilon+\gamma+2 \log 2+O(\varepsilon)) \\
& +\frac{1}{2 e^{2}} C^{3} \log \varepsilon(-2 \log 2+1-2 \log 2+2)+O\left(C^{3}\right) \\
\frac{e-1}{\log \frac{1}{\varepsilon}} & =C\left(1-\frac{\gamma}{\log \left(\frac{1}{\varepsilon}\right)}\right)-\frac{1}{e} C^{2}\left(1-\frac{\gamma+2 \log 2}{\log \left(\frac{1}{\varepsilon}\right)}\right) \\
& +\frac{1}{2 e^{2}} C^{3}\left(3-4 \log 2+O\left(\frac{C \varepsilon}{\log \varepsilon}\right)+O\left(\frac{C^{2} \varepsilon}{\log \varepsilon}\right)+O\left(\frac{C^{3}}{\log \varepsilon}\right)\right) .
\end{aligned}
$$

Hence if

$$
C=\frac{e-1}{\log \left(\frac{1}{\varepsilon}\right)}+\frac{A}{\log ^{2}\left(\frac{1}{\varepsilon}\right)}+\frac{B}{\log ^{3}\left(\frac{1}{\varepsilon}\right)}+O\left(\log ^{-4}\left(\frac{1}{\varepsilon}\right)\right)
$$

then

$$
\begin{gathered}
-\gamma(e-1)+A-\frac{(e-1)^{2}}{e}=0 \\
A=\frac{e-1}{e}(\gamma e+e-1) \\
B-A \gamma+\frac{(e-1)^{2}}{e}(\gamma+2 \log 2)-\frac{2 A(e-1)}{e}+\frac{1}{2 e^{2}}(e-1)^{3}(3-4 \log 2)=0 .
\end{gathered}
$$

We can of course calculate $B$, but in fact its value will be irrelevant to the level of approximation that we take.

Then, for fixed $r$ ( $\rho$ of order $\varepsilon$ ), we have, with $l=\log \left(\frac{1}{\varepsilon}\right)$,

$$
\begin{aligned}
e^{u}-e & =(e-1)\left\{\frac{1}{l}+\frac{\gamma+1-\frac{1}{e}}{l^{2}}+\frac{B /(e-1)}{l^{3}}\right\}(\log \varepsilon+\log r+\gamma) \\
& +\frac{1}{e}(e-1)^{2}\left\{\frac{1}{l^{2}}+\frac{2\left(\gamma+1-\frac{1}{e}\right)}{l^{3}}\right\}(-\log \varepsilon-\log r-\gamma-2 \log 2) \\
& +\frac{1}{2 e^{2}} \frac{(e-1)^{3}}{l^{3}}(3-4 \log 2)(\log \varepsilon+\log r)+O\left(l^{-3}\right) \\
& =1-e+\frac{(e-1) \log r}{l}+\frac{\gamma(e-1) \log r}{l^{2}}+O\left(l^{-3}\right)
\end{aligned}
$$

(Note that the definitions of $A$ and $B$ were such that $u=0$ at $r=1$ up to and including order $l^{-2}$, so that to that order there can be only terms in $\log r$, not constant terms. We do not need the explicit value of $B$.) To obtain $u$, we have to invert, so that

$$
u=\log \left\{1+\frac{e-1}{l} \log r+\frac{\gamma(e-1)}{l^{2}} \log r+O\left(l^{-3}\right)\right\}
$$

For fixed $\rho, r$ of order $\varepsilon^{-1}$, we have
$e^{u}-e=-\frac{e-1}{l}\left(1+\frac{\gamma+1-\frac{1}{e}}{l}\right) E_{1}(\rho)+\frac{(e-1)^{2}}{e l^{2}}\left(2 E_{1}(2 \rho)-e^{-\rho} E_{1}(\rho)\right)+O\left(l^{-3}\right)$.
Thus

$$
\begin{align*}
u-1 & =\frac{1}{e}\left(e^{u}-e\right)-\frac{1}{2 e^{2}}\left(e^{u}-e\right)^{2}+\cdots \\
& =-\frac{e-1}{e}\left(1+\frac{\gamma+1-\frac{1}{e}}{l}\right) \frac{E_{1}(\rho)}{l}+\frac{(e-1)^{2}}{e^{2}} \frac{\left(2 E_{1}(2 \rho)-e^{-\rho} E_{1}(\rho)\right)}{l^{2}} \\
& -\frac{(e-1)^{2}}{2 e^{2}} \frac{E_{1}^{2}(\rho)}{l^{2}}+O\left(l^{-3}\right) . \tag{40}
\end{align*}
$$

Again, these results are consistent with those of Hinch and others, except that Hinch has an algebraic mistake which in (40) replaces $\gamma+1-\frac{1}{e}$ by $\gamma-1+\frac{1}{e}$.
7. Final remarks. Starting with Lagerstrom, the terms involving $\log \varepsilon$ in the inner expansions have been considered difficult to explain. They are often called "switchback" terms, because there is nothing obvious in the equation which indicates the need for such terms, and because, starting with an expansion in powers of $\varepsilon$, one finds inconsistent results which are resolved only by adding terms of lower order, that is, powers of $\varepsilon \log \varepsilon$. The recent approach to the problem by geometric perturbation theory explains this by reference to a "resonance phenomenon," which is too complicated for us to describe here [10], [11].

In our work, the necessity for such terms is seen already from (11) and the resulting expansion (17):
$u(\rho)-1=C \varepsilon^{n-2} \int_{\infty}^{\rho} \frac{1}{\tau^{n-1}} e^{-\tau}\left\{1-\int_{\infty}^{\tau}(u-1) d \sigma+\frac{1}{2}\left(\int_{\infty}^{\tau}(u-1) d \sigma\right)^{2}-\cdots\right\} d \tau$.

In the existence proof it was seen in (9) that $C=O(1)$ as $\varepsilon \rightarrow 0$. On the right of (17) the first term is simply $-C \varepsilon^{n-2} E_{n-1}(\rho)$, and the simple expansions given for $E_{1}$ and $E_{2}$ show immediately the need for the logarithmic terms. There is no "switchback," because the procedure does not start with any assumption about the nature of the expansion, and there is no need for a "matching."

A number of authors have noted that the outer expansion is a uniformly valid asymptotic expansion on $[1, \infty)$, and therefore it "contains" the inner expansion [5], though this is more subtle when $k=1$ [13]. Our twist on this is that both expansions are contained in the uniformly convergent series defined implicitly by (17). The simple derivation of this series via the integral equation (11) is new, as far as we know.

Acknowledgment. We thank the referees for some very helpful comments. In particular, they called our attention to earlier proofs of the existence and uniqueness results, in some cases by techniques similar to ours.
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#### Abstract

We find vector fields $\mathbf{F}$ that provide the representation $\mathbf{v}=\int_{\partial D} \mathbf{r} \mathbf{F} \cdot d \mathbf{r} / \int_{\partial D} \mathbf{F} \cdot d \mathbf{r}$ for any compact 2 -D manifold $D \subset \mathbb{R}^{2}$ with piecewise smooth boundary $\partial D$ and $\mathbf{v} \in \mathbb{R}^{2}$, and the representation $\mathbf{v}=\iint_{\partial M} \mathbf{r} \mathbf{F} \cdot d \mathbf{S} / \iint_{\partial M} \mathbf{F} \cdot d \mathbf{S}$ for any compact 3-D manifold $M \subset \mathbb{R}^{3}$ and $\mathbf{v} \in \mathbb{R}^{3}$. Our method exploits properties of conservative fields in $\mathbb{R}^{2}$ and divergence free vector fields in $\mathbb{R}^{3}$. Discrete versions, which are more general than Floater's mean value coordinates, are derived from the above representations with a special choice of $\mathbf{F}$, either by taking points on the boundaries of $D \subset \mathbb{R}^{2}$ and $M \subset \mathbb{R}^{3}$ or by considering representations on boundaries of polygons in $\mathbb{R}^{2}$ or polyhedra in $\mathbb{R}^{3}$.
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1. Introduction. Representation of points and functionals on a set by its extreme points or boundary is an important problem in mathematics and its applications. Barycentric coordinates, the Krein-Millman theorem, and Choquet's theorem are examples of such a representation. Recently, in conjunction with the construction of one-one transformations and parametrizations of meshes in $\mathbb{R}^{3}$, Floater [2] has found an explicit formula for the representation of points that lie in the kernel of star-shaped polygons in $\mathbb{R}^{2}$ in terms of extreme points of the polygon. Because of its usefulness in computer graphics and its potential applications in functional approximation and interpolation, the idea has been quickly extended to star-shaped polyhedrons in $\mathbb{R}^{3}$ (see [3], [4], [5], [6], [7]). Floater's original idea was motivated by the mean value property of harmonic functions; i.e., if $\phi$ is harmonic in a region $\Omega \subset \mathbb{R}^{2}$, then for any disc $D(\mathbf{v}, r) \subset \Omega$ with center at $\mathbf{v}$ and radius $r$,

$$
\begin{equation*}
\phi(\mathbf{v})=\frac{1}{2 \pi r} \int_{\partial D} \phi(\mathbf{r}) d s \tag{1.1}
\end{equation*}
$$

where $d s=\left|\frac{d \mathbf{r}}{d t}\right| d t$ for a parametrization $\mathbf{r}=\mathbf{r}(t)$ of $\partial D$. He observed that a class of real-valued piecewise linear functions defined on a triangular mesh in $\mathbb{R}^{2}$, which he calls convex combination functions, shares discretely some properties of harmonic functions. Forcing the mean value property (1.1) on the convex combination functions produces the new coordinates, which he calls the mean value coordinates. The problem of computing these coordinates then reduces to integrating elementary trigonometric functions over the unit circle or the unit sphere (see [2], [3], [7]).

This paper explores the connection between mean value coordinates with conservative vector fields on compact 2-D manifolds in $\mathbb{R}^{2}$ and divergence free vector fields on compact 3-D manifolds in $\mathbb{R}^{3}$ that provide a mathematical foundation, and puts

[^127]mean value coordinates in a more general mathematical setting. In particular we find vector fields $\mathbf{F}$ that provide the representation
$$
\mathbf{v}=\frac{\int_{\partial D} \mathbf{r} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}}{\int_{\partial D} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}}
$$
for any compact 2-D manifold $D \subset \mathbb{R}^{2}$ with piecewise smooth boundary $\partial D$ and for any vector $\mathbf{v} \in \mathbb{R}^{2}$, and
$$
\mathbf{v}=\frac{\iint_{\partial M} \mathbf{r} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}}{\iint_{\partial M} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}}
$$
for any compact 3 -D manifold $M \subset \mathbb{R}^{3}$ and $\mathbf{v} \in \mathbb{R}^{3}$. We shall refer to these as mean value representations. Our method exploits properties of conservative and divergence free vector fields. With a special choice of $\mathbf{F}$ and restricting to points on the boundaries of the manifolds or by considering the representations on the boundaries of polygons in $\mathbb{R}^{2}$ and polyhedra in $\mathbb{R}^{3}$, discrete versions of mean value representation are obtained, which are more general than Floater's mean value coordinates.

In section 2 a search for vector fields that provide the mean value representation in $\mathbb{R}^{2}$ leads to a class of vector fields

$$
\mathbf{F}=\left[\frac{1}{x y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right), \frac{-1}{y^{2}} \Phi\left(\frac{x}{r}, \frac{y}{r}\right)\right]^{T},
$$

where $\Phi$ is an arbitrary real-valued differentiable function on the unit circle $\mathbb{S}^{1}$. For these $\mathbf{F}$, the vector fields $x \mathbf{F}, y \mathbf{F}$ are conservative on $\mathbb{R}^{2} \backslash\{\mathbf{0}\}$. Further, if

$$
\Phi(\cos \theta, \sin \theta)=-\cos \theta \sin ^{2} \theta\left(1+\sum_{k=2}^{\infty} a_{k} \cos k \theta+b_{k} \sin k \theta\right)
$$

with $\left|\sum_{k=2}^{\infty} a_{k} \cos k \theta+b_{k} \sin k \theta\right| \leq 1$, then the corresponding $\mathbf{F}$ provides a mean value representation. A more general form of Floater's mean value coordinates is derived from the particular choice of $\Phi(\cos \theta, \sin \theta)=-\cos \theta \sin ^{2} \theta$, i.e., $\Phi\left(\frac{x}{r}, \frac{y}{r}\right)=$ $-\frac{x y^{2}}{r^{3}}$, and hence $\mathbf{F}(x, y):=\left[-y / r^{3}, x / r^{3}\right]^{T}$. The derivation exploits properties of path independent integrals of conservative fields. A similar search in section 3 for vector fields that provide the mean value representations in $\mathbb{R}^{3}$ leads to a class

$$
\mathbf{F}(\mathbf{r})=\left[\frac{1}{x y z} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right), \frac{1}{x^{2} z} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right), \frac{1}{x^{2} y} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)\right]^{T}
$$

where $\Phi: \mathbb{S}^{2} \rightarrow \mathbb{R}$ is an arbitrary differentiable function and $\rho:=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$. In this case $x \mathbf{F}, y \mathbf{F}$, and $z \mathbf{F}$ are divergence free on $\mathbb{R}^{3} \backslash\{\mathbf{0}\}$. Further, if

$$
\begin{aligned}
\Phi\left(\frac{x}{\rho}, \frac{x}{\rho}, \frac{x}{\rho}\right) & =\frac{x^{2} y z}{\rho^{4}}\left(1+\Psi\left(\frac{x}{\rho}, \frac{x}{\rho}, \frac{x}{\rho}\right)\right) \\
& =\sin ^{3} \phi \cos ^{2} \theta \sin \theta \cos \phi(1+\Psi(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi))
\end{aligned}
$$

where $\Psi$ is orthogonal to the first order spherical harmonics and $|\Psi| \leq 1$, then $\mathbf{F}$ provides a mean value representation in $\mathbb{R}^{3}$. The derivation of Floater's type mean value coordinates in $\mathbb{R}^{3}$ is carried out in section 4 . Here we take $\Psi=0$, and hence
$\Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)=\frac{x^{2} y z}{\rho^{4}}$ and $\mathbf{F}=\frac{\mathbf{r}}{\rho^{4}}$, and consider compact 3-D manifolds with polyhedral faces of any topology. The integral of $\iint_{\partial M} \mathbf{r F} \cdot d \mathbf{S}$ over the boundary of such a manifold $M$ is the sum of the integrals over its faces. The integral $\iint_{S} \mathbf{r F} \cdot d \mathbf{S}$ over each face $S$ is evaluated using Stoke's theorem. This is done by finding vector fields A, $\mathbf{B}, \mathbf{C}$ such that $x \mathbf{F}=\operatorname{curl}(\mathbf{A}) y \mathbf{F}=\operatorname{curl}(\mathbf{B}), z \mathbf{F}=\operatorname{curl}(\mathbf{C})$, which is possible since $\operatorname{div}(x \mathbf{F})=\operatorname{div}(y \mathbf{F})=\operatorname{div}(z \mathbf{F})=0$. This leads to a simple formula for the integrals over the faces of the boundary of $M$, from which discrete versions of the mean value representation or Floater's type mean value coordinates are obtained. If all the faces are triangular, the procedure leads to a unique solution. In all other cases the solutions are not unique.
2. Representation on boundaries of compact 2-D manifolds in $\mathbb{R}^{2}$. Let $D \subset \mathbb{R}^{2}$ be a compact 2-D manifold with piecewise smooth boundary $\partial D$, which is assumed to be oriented in the positive direction; i.e., if one travels along this direction, the region $D$ lies on his left. We want to find a vector field $\mathbf{F}=\left[F_{1}(x, y), F_{2}(x, y)\right]^{T}$ such that for any $D \subset \mathbb{R}^{2}$ and $\mathbf{v} \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\int_{\partial D}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}=0 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial D} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r} \neq 0 \tag{2.2}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{v}=\frac{\int_{\partial D} \mathbf{r} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}}{\int_{\partial D} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}} \tag{2.3}
\end{equation*}
$$

Without loss of generality, we may assume that $\mathbf{v}=\mathbf{0}$ so that the problem reduces to finding $\mathbf{F}$ such that for any $D$

$$
\begin{align*}
\int_{\partial D} \mathbf{r} \mathbf{F} \cdot d \mathbf{r} & =\left[\int_{\partial D} x F_{1}(x, y) d x+x F_{2}(x, y) d y, \int_{\partial D} y F_{1}(x, y) d x+y F_{2}(x, y) d y\right]^{T}  \tag{2.4}\\
& =\mathbf{0}
\end{align*}
$$

and (2.2) holds, i.e., $\int_{\partial D} \mathbf{F}(\mathbf{r}) \cdot d \mathbf{r} \neq 0$.
First, suppose that $\mathbf{F}$ is continuously differentiable on a domain that contains $D$.
By Green's theorem, (2.4) holds if

$$
\frac{\partial\left(x F_{1}\right)}{\partial y}=\frac{\partial\left(x F_{2}\right)}{\partial x} \text { and } \frac{\partial\left(y F_{1}\right)}{\partial y}=\frac{\partial\left(y F_{2}\right)}{\partial x}
$$

or, equivalently,

$$
\begin{equation*}
x \frac{\partial F_{2}}{\partial x}-x \frac{\partial F_{1}}{\partial y}=-F_{2} \text { and } y \frac{\partial F_{2}}{\partial x}-y \frac{\partial F_{1}}{\partial y}=F_{1} \tag{2.5}
\end{equation*}
$$

The equations in (2.5) give $F_{2}=\frac{-x}{y} F_{1}$, which together with the first equation of (2.5) lead to

$$
\begin{equation*}
x \frac{\partial F_{1}}{\partial x}+y \frac{\partial F_{1}}{\partial y}=-2 F_{1} \tag{2.6}
\end{equation*}
$$

The general solution of (2.6) that vanishes at infinity is $F_{1}(x, y)=\frac{1}{x y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right)$, where $\Phi$ is an arbitrary real-valued differentiable function defined on the unit circle $\mathbb{S}^{1}$ and $r:=\|\mathbf{r}\|=\left(x^{2}+y^{2}\right)^{1 / 2}$. Further, $\Phi\left(\frac{x}{r}, \frac{y}{r}\right)$ is the general solution of the corresponding homogeneous equation.

Proposition 2.1. Let

$$
\begin{equation*}
\mathbf{F}=\left[F_{1}, F_{2}\right]^{T}:=\left[\frac{1}{x y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right), \frac{-1}{y^{2}} \Phi\left(\frac{x}{r}, \frac{y}{r}\right)\right]^{T} \tag{2.7}
\end{equation*}
$$

where $\Phi$ is an arbitrary real-valued differentiable function on the unit circle $\mathbb{S}^{1}$. Then

$$
\begin{equation*}
x \mathbf{F}=\left[\frac{1}{y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right), \frac{-x}{y^{2}} \Phi\left(\frac{x}{r}, \frac{y}{r}\right)\right]^{T} \quad \text { and } \quad y \mathbf{F}=\left[\frac{1}{x} \Phi\left(\frac{x}{r}, \frac{y}{r}\right), \frac{-1}{y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right)\right]^{T} \tag{2.8}
\end{equation*}
$$

are conservative vector fields on any region not containing the origin with potential functions $\phi_{1}$ and $\phi_{2}$, respectively, where

$$
\left.\begin{array}{rl}
\phi_{1}(x, y) & =\int \frac{1}{y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right) d x
\end{array}=-\int \frac{x}{y^{2}} \Phi\left(\frac{x}{r}, \frac{y}{r}\right) d y, ~ \begin{array}{rl}
x \\
\phi_{2}(x, y) & =\int \frac{1}{x} \Phi\left(\frac{x}{r}, \frac{y}{r}\right) d x \tag{2.10}
\end{array}\right)=-\int \frac{1}{y} \Phi\left(\frac{x}{r}, \frac{y}{r}\right) d y .
$$

Proof. Using the fact that $x \frac{\partial \Phi}{\partial x}+y \frac{\partial \Phi}{\partial y}=0$, it is straightforward to verify that $x \mathbf{F}=\nabla \phi_{1}$ and $y \mathbf{F}=\nabla \phi_{2}$.

It follows from Proposition 2.1 that the integrals of $x \mathbf{F}$ and $y \mathbf{F}$ over the boundary of any 2-D manifold in $\mathbb{R}^{2}$ that does not contain the origin are zero. We also require their integrals over any closed curve that encloses the origin to be zero, and it suffices to integrate over the unit circle $\mathbb{S}^{1}$. We have

$$
\begin{align*}
& \int_{\mathbb{S}^{1}} x \mathbf{F} \cdot d \mathbf{r}=-\int_{0}^{2 \pi} \frac{1}{\sin ^{2} \theta} \Phi(\cos \theta, \sin \theta) d \theta  \tag{2.11}\\
& \int_{\mathbb{S}^{1}} y \mathbf{F} \cdot d \mathbf{r}=-\int_{0}^{2 \pi} \frac{1}{\cos \theta \sin \theta} \Phi(\cos \theta, \sin \theta) d \theta \tag{2.12}
\end{align*}
$$

If

$$
\begin{equation*}
\Phi(\cos \theta, \sin \theta)=-\cos \theta \sin ^{2} \theta(1+\psi(\cos \theta, \sin \theta)) \tag{2.13}
\end{equation*}
$$

where

$$
\psi(\cos \theta, \sin \theta):=\sum_{k=2}^{\infty} a_{k} \cos k \theta+b_{k} \sin k \theta
$$

is a differentiable function, then (2.11) and (2.12) give

$$
\begin{align*}
& \int_{\mathbb{S}^{1}} x \mathbf{F} \cdot d \mathbf{r}=\int_{0}^{2 \pi} \cos \theta(1+\psi(\cos \theta, \sin \theta)) d \theta=0  \tag{2.14}\\
& \int_{\mathbb{S}^{1}} y \mathbf{F} \cdot d \mathbf{r}=\int_{0}^{2 \pi} \sin \theta(1+\psi(\cos \theta, \sin \theta)) d \theta=0 \tag{2.15}
\end{align*}
$$

since $1+\psi$ is orthogonal to $\cos \theta$ and $\sin \theta$.
We now state the results and complete the proof.
Theorem 2.2. Let $\mathbf{F}$ be as in Proposition 2.1 with $\Phi$ in (2.13). Then for any compact 2-D manifold $D \subset \mathbb{R}^{2}$ with piecewise smooth boundary $\partial D$ and for $\mathbf{v} \in$ $\mathbb{R}^{2} \backslash \partial D$,

$$
\begin{equation*}
\int_{\partial D}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}=\mathbf{0} \tag{2.16}
\end{equation*}
$$

Further, if $|\psi| \leq 1$,

$$
\begin{equation*}
\mathbf{v}=\frac{\int_{\partial D} \mathbf{r} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}}{\int_{\partial D} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}} \tag{2.17}
\end{equation*}
$$

for any $\mathbf{v} \in \mathbb{R}^{2}$.
We first prove a lemma, from which one can deduce that (2.2) holds if $|\psi| \leq 1$.
Lemma 2.3. For any compact $2-D$ manifold $D \subset \mathbb{R}^{2}$ with piecewise smooth boundary,

$$
\int_{\partial D} \mathbf{F} \cdot d \mathbf{r}= \begin{cases}-\iint_{D} \frac{1}{r^{3}}\left(1+\psi\left(\frac{x}{r}, \frac{y}{r}\right)\right) d x d y & \text { if } \mathbf{0} \notin D  \tag{2.18}\\ \iint_{\mathbb{R}^{2} \backslash D} \frac{1}{r^{3}}\left(1+\psi\left(\frac{x}{r}, \frac{y}{r}\right)\right) d x d y & \text { if } \mathbf{0} \in D\end{cases}
$$

In particular, $\int_{\partial D} \mathbf{F} \cdot d \mathbf{r} \neq 0$ if $|\psi| \leq 1$.
Proof. If $\mathbf{0} \notin D$, by Green's theorem

$$
\begin{aligned}
\int_{\partial D} \mathbf{F} \cdot d \mathbf{r} & =\iint_{D} \frac{\partial}{\partial x}\left(\frac{-1}{y^{2}} \Phi\right)-\frac{\partial}{\partial y}\left(\frac{1}{x y} \Phi\right) d x d y \\
& =\iint_{D} \frac{1}{x y^{2}} \Phi\left(\frac{x}{r}, \frac{y}{r}\right)-\frac{1}{x y^{2}}\left\{x \frac{\partial \Phi}{\partial x}+y \frac{\partial \Phi}{\partial y}\right\} d x d y \\
& =\iint_{D} \frac{1}{x y^{2}} \Phi\left(\frac{x}{r}, \frac{y}{r}\right) d x d y \\
& =-\iint_{D} \frac{1}{r^{3}}\left(1+\psi\left(\frac{x}{r}, \frac{y}{r}\right)\right) d x d y
\end{aligned}
$$

If $\mathbf{0} \in D$, take a disc $D_{R}$, with center at the origin and radius $R$, that contains D. By (2.19),

$$
\int_{\partial D_{R}} \mathbf{F} \cdot d \mathbf{r}-\int_{\partial D} \mathbf{F} \cdot d \mathbf{r}=-\iint_{D_{R} \backslash D} \frac{1}{r^{3}}\left(1+\psi\left(\frac{x}{r}, \frac{y}{r}\right)\right) d x d y
$$

so that

$$
\begin{aligned}
\int_{\partial D} \mathbf{F} \cdot d \mathbf{r} & =\int_{\partial D_{R}} \mathbf{F} \cdot d \mathbf{r}+\iint_{D_{R} \backslash D} \frac{1}{r^{3}}\left(1+\psi\left(\frac{x}{r}, \frac{y}{r}\right)\right) d x d y \\
& =-\frac{1}{R} \int_{0}^{2 \pi} 1+\psi(\cos \theta, \sin \theta) d \theta+\iint_{D_{R} \backslash D} \frac{1}{r^{3}}\left(1+\psi\left(\frac{x}{r}, \frac{y}{r}\right)\right) d x d y
\end{aligned}
$$

Taking the limit as $R \rightarrow \infty$ gives the second formula in (2.18).

Proof of Theorem 2.2. If $\mathbf{v} \notin \partial D,(2.16)$ follows from Proposition 2.1 and (2.14) and (2.15). Equation (2.17) follows from (2.16) and Lemma 2.3.

If $\mathbf{v} \in \partial D$, for any $\epsilon>0$, we replace an appropriate segment of $\partial D$ that contains $\mathbf{v}$ by a circular arc with center at $\mathbf{v}$ and radius $\epsilon$, so that $\mathbf{v}$ lies outside the resulting piecewise smooth curve, which we call $\partial D_{\epsilon}$. Then (2.17) holds for $\partial D_{\epsilon}$ for all $\epsilon>0$, and therefore holds in the limit as $\epsilon \rightarrow 0$.

If we choose $\psi=0$ in (2.13) so that

$$
\begin{equation*}
\Phi(\cos \theta, \sin \theta)=-\cos \theta \sin ^{2} \theta \tag{2.20}
\end{equation*}
$$

a more general form of Floater's mean value coordinates [2] can be deduced as a corollary. The proof here, which is different from the existing methods (see [2], [3], [5] [6]), provides a better understanding why they work.

Corollary 2.4. Let $D \subset \mathbb{R}^{2}$ be a compact 2-D manifold with piecewise smooth boundary $\partial D$, and let $\mathbf{v}_{j} \in \partial D, j=1,2, \ldots, k>2$, be arranged in the positive orientation. Then for any $\mathbf{v} \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\mathbf{v}=\frac{\sum_{j=1}^{k} w_{j} \mathbf{v}_{j}}{\sum_{j=1}^{k} w_{j}} \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{j}:=\frac{\tan \left(\alpha_{j-1} / 2\right)+\tan \left(\alpha_{j} / 2\right)}{\left\|\mathbf{v}_{j}-\mathbf{v}\right\|}, \quad j=1,2, \ldots, k-1 \tag{2.22}
\end{equation*}
$$

and $\alpha_{j}$ is the angle at $\mathbf{v}$ of the oriented triangle $\left[\mathbf{v}, \mathbf{v}_{j}, \mathbf{v}_{j+1}\right]$ with $\left|\alpha_{j}\right|<\pi$ and takes a positive value if the vector $\frac{\mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|}-\frac{\mathbf{v}_{j+1}}{\left\|\mathbf{v}_{j+1}\right\|}$ is in the counterclockwise orientation and a negative value otherwise.

Proof. Take $\psi=0$ in (2.13) so that $\Phi\left(\frac{x}{r}, \frac{y}{r}\right)=-\frac{x y^{2}}{r^{3}}$ and $\mathbf{F}(\mathbf{r}) \equiv \mathbf{F}(x, y):=$ $\left[-y / r^{3}, x / r^{3}\right]^{T}$. By (2.9) and (2.10), $x \mathbf{F}=\nabla \phi_{1}$ and $y \mathbf{F}=\nabla \phi_{2}$, where

$$
\begin{align*}
& \phi_{1}(x, y)=-\frac{1}{y} \int \frac{x y^{2}}{r^{3}} d x=\frac{y}{r}  \tag{2.23}\\
& \phi_{2}(x, y)=\int \frac{x y^{2}}{y r^{3}} d y=\frac{-x}{r} \tag{2.24}
\end{align*}
$$

Hence the vector $\left[\phi_{1}(x, y), \phi_{2}(x, y)\right]^{T}=[y,-x]^{T} / r$ is the rotation of the $[x, y]^{T} / r$ along the unit circle in the clockwise direction through an angle of $\pi / 2$. Let $\mathbf{v}_{j}=\left[x_{j}, y_{j}\right]$, $j=1,2, \ldots, k, \mathbf{v}_{k+1}:=\mathbf{v}_{1}$. Then for $j=1,2, \ldots, k$,

$$
\begin{aligned}
\int_{\mathbf{v}_{j}}^{\mathbf{v}_{j+1}} \mathbf{r} \mathbf{F} \cdot d \mathbf{r} & =\left[\phi_{1}\left(\mathbf{v}_{j+1}\right), \phi_{2}\left(\mathbf{v}_{j+1}\right)\right]^{T}-\left[\phi_{1}\left(\mathbf{v}_{j}\right), \phi_{2}\left(\mathbf{v}_{j}\right)\right]^{T} \\
& =\left[y_{j+1},-x_{j+1}\right]^{T} /\left\|\mathbf{v}_{j+1}\right\|-\left[y_{j},-x_{j}\right]^{T} /\left\|\mathbf{v}_{j}\right\| .
\end{aligned}
$$

The vector $\left[y_{j+1},-x_{j+1}\right]^{T} /\left\|\mathbf{v}_{j+1}\right\|-\left[y_{j},-x_{j}\right]^{T} /\left\|\mathbf{v}_{j}\right\|$ is parallel to $\mathbf{v}_{j+1} /\left\|\mathbf{v}_{j+1}\right\|+$ $\mathbf{v}_{j} /\left\|\mathbf{v}_{j}\right\|$ and

$$
\begin{aligned}
\left\|\frac{\left[y_{j+1},-x_{j+1}\right]^{T}}{\left\|\mathbf{v}_{j+1}\right\|}-\frac{\left[y_{j},-x_{j}\right]^{T}}{\left\|\mathbf{v}_{j}\right\|}\right\| & =\left\|\frac{\mathbf{v}_{j+1}}{\left\|\mathbf{v}_{j+1}\right\|}-\frac{\mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|}\right\| \\
& =\tan \left(\alpha_{j} / 2\right)\left\|\frac{\mathbf{v}_{j+1}}{\left\|\mathbf{v}_{j+1}\right\|}+\frac{\mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|}\right\|
\end{aligned}
$$

where $\alpha_{j}$ is the angle at the origin, $\mathbf{0}$, of the triangle $\left[\mathbf{0}, \frac{\mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|}, \frac{\mathbf{v}_{j+1}}{\left\|\mathbf{v}_{j+1}\right\|}\right]$. Hence

$$
\int_{\mathbf{v}_{j}}^{\mathbf{v}_{j+1}} \mathbf{r} \mathbf{F} \cdot d \mathbf{r}=\tan \left(\alpha_{j} / 2\right)\left\{\frac{\mathbf{v}_{j+1}}{\left\|\mathbf{v}_{j+1}\right\|}+\frac{\mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|}\right\}
$$

with the convention that $\alpha_{j}$ takes the positive sign if $\frac{\mathbf{v}_{j+1}}{\left\|\mathbf{v}_{j+1}\right\|}-\frac{\mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|}$ is counterclockwise and the negative sign if it is clockwise. Hence for $\mathbf{v} \in \mathbb{R}^{2}$,

$$
\int_{\mathbf{v}_{j}}^{\mathbf{v}_{j+1}}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}=\tan \left(\alpha_{j} / 2\right)\left\{\frac{\mathbf{v}_{j}-\mathbf{v}}{\left\|\mathbf{v}_{j}-\mathbf{v}\right\|}+\frac{\mathbf{v}_{j+1}-\mathbf{v}}{\left\|\mathbf{v}_{j+1}-\mathbf{v}\right\|}\right\}
$$

where $\alpha_{j}$ is the angle at $\mathbf{v}$ of triangle $\left[\mathbf{v}, \mathbf{v}_{j}, \mathbf{v}_{j+1}\right]$. Substituting this into

$$
\sum_{j=1}^{k} \int_{\mathbf{v}_{j}}^{\mathbf{v}_{j+1}}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}=\int_{\partial D}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{r}=\mathbf{0}
$$

gives (2.21) with $w_{j}$ given by (2.22).
3. Representation on boundaries of compact 3-D manifolds in $\mathbb{R}^{\mathbf{3}}$. As in the previous section, we want to find a differentiable vector field $\mathbf{F}(\mathbf{r})=\left[F_{1}(x, y, z)\right.$, $\left.F_{2}(x, y, z), F_{3}(x, y, z)\right]^{T}, \mathbf{r}=[x, y, z]^{T} \in \mathbb{R}^{3} \backslash\{\mathbf{0}\}$, that satisfies

$$
\begin{equation*}
\iint_{\partial M} \mathbf{r} \mathbf{F}(\mathbf{r}) \cdot d \mathbf{S}=\mathbf{0} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\iint_{\partial M} \mathbf{F}(\mathbf{r}) \cdot d \mathbf{S} \neq 0 \tag{3.2}
\end{equation*}
$$

for any compact 3 -D manifold $M \in \mathbb{R}^{3}$ with piecewise smooth boundary $\partial M$. We assume that the positive orientation of $\partial M$ is one in which its normal points away from $M$. Then if (3.1) and (3.2) hold, then, for any $\mathbf{v} \in \mathbb{R}^{3}$,

$$
\begin{equation*}
\mathbf{v}=\frac{\iint_{\partial M} \mathbf{r} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}}{\iint_{\partial M} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}} \tag{3.3}
\end{equation*}
$$

A similar search as in the previous section requiring that $x \mathbf{F}, y \mathbf{F}$, and $z \mathbf{F}$ be divergence free, i.e., $\operatorname{div}(x \mathbf{F})=\operatorname{div}(y \mathbf{F})=\operatorname{div}(z \mathbf{F})=0$, shows that $F_{i}, i=1,2,3$, are solutions of the partial differential equation

$$
\begin{equation*}
x \frac{\partial U}{\partial x}+y \frac{\partial U}{\partial y}+z \frac{\partial U}{\partial z}=-3 U \tag{3.4}
\end{equation*}
$$

The general solution of (3.4) that vanishes at infinity is

$$
\begin{equation*}
U(x, y, z)=\frac{1}{x y z} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right) \tag{3.5}
\end{equation*}
$$

where $\Phi: \mathbb{S}^{2} \rightarrow \mathbb{R}$ is an arbitrary differentiable function on the unit sphere $\mathbb{S}^{2} \subset \mathbb{R}^{3}$, $\rho:=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$, and $\Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)$ is the general solution of the corresponding homogeneous equation. To state the results, we define spherical harmonics

$$
\begin{aligned}
C_{\ell}^{m}(\phi, \theta):=N_{\ell}^{m} P_{\ell}^{m}(\cos \phi) \cos m \theta, & m=0,1, \ldots, \ell \\
S_{\ell}^{m}(\phi, \theta):=N_{\ell}^{m} P_{\ell}^{m}(\cos \phi) \sin m \theta, & m=1,2, \ldots \ell
\end{aligned}
$$

where $P_{\ell}^{m}$ are the associated Legendre polynomials and $N_{\ell}^{m}$ are normalization constants (see [9]).

Theorem 3.1. Let

$$
\begin{equation*}
\mathbf{F}(\mathbf{r}) \equiv \mathbf{F}(x, y, z):=\left[\frac{1}{x y z} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right), \frac{1}{x^{2} z} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right), \frac{1}{x^{2} y} \Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)\right]^{T} \tag{3.6}
\end{equation*}
$$

where $\Phi: \mathbb{S}^{2} \rightarrow \mathbb{R}$ is an arbitrary differentiable function. Then $x \mathbf{F}, y \mathbf{F}$, and $z \mathbf{F}$ are divergence free on $\mathbb{R}^{3} \backslash\{\mathbf{0}\}$.

Further, if

$$
\begin{align*}
\Phi\left(\frac{x}{\rho}, \frac{x}{\rho}, \frac{x}{\rho}\right) & :=\frac{x^{2} y z}{\rho^{4}}\left(1+\Psi\left(\frac{x}{\rho}, \frac{x}{\rho}, \frac{x}{\rho}\right)\right) \\
& =\sin ^{3} \phi \cos ^{2} \theta \sin \theta \cos \phi(1+\Psi(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi)) \tag{3.7}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi):=\sum_{\ell=2}^{\infty}\left\{\sum_{m=0}^{\ell} a_{\ell}^{m} C_{\ell}^{m}(\phi, \theta)+\sum_{m=1}^{\ell} b_{\ell}^{m} S_{\ell}^{m}(\phi, \theta)\right\} \tag{3.8}
\end{equation*}
$$

then for any compact $3-D$ manifold $M$ in $\mathbb{R}^{3}$ with piecewise smooth boundary and for $\mathbf{v} \in \mathbb{R}^{3} \backslash \partial M$,

$$
\begin{equation*}
\iint_{\partial M}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}=\mathbf{0} \tag{3.9}
\end{equation*}
$$

In addition, if $|\Psi| \leq 1$, then for any $\mathbf{v} \in \mathbb{R}^{3}$,

$$
\begin{equation*}
\mathbf{v}=\frac{\iint_{\partial M} \mathbf{r} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}}{\iint_{\partial M} \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}} \tag{3.10}
\end{equation*}
$$

Proof. Suppose $\mathbf{F}$ is as in (3.6), where $\Phi: \mathbb{S}^{2} \rightarrow \mathbb{R}$ is an arbitrary differentiable function on the unit sphere $\mathbb{S}^{2}$. Then

$$
\operatorname{div}(x \mathbf{F})=\frac{1}{x y z}\left(x \frac{\partial \Phi}{\partial x}+y \frac{\partial \Phi}{\partial y}+z \frac{\partial \Phi}{\partial z}\right)=0, \quad(x, y, z) \in \mathbb{R}^{3} \backslash\{\mathbf{0}\}
$$

since $\Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)$ satisfies

$$
x \frac{\partial \Phi}{\partial x}+y \frac{\partial \Phi}{\partial y}+z \frac{\partial \Phi}{\partial z}=0
$$

Similarly, $\operatorname{div}(y \mathbf{F})=\operatorname{div}(z \mathbf{F})=0$.
Suppose $\Phi$ is given by (3.7) and (3.8). To prove (3.9) we may assume $\mathbf{v}=\mathbf{0}$, so it reduces to proving (3.1). Since $x \mathbf{F}, y \mathbf{F}$, and $z \mathbf{F}$ are divergence free, (3.1) holds for any compact $3-\mathrm{D}$ manifold $M$ that does not contain the origin. To prove that (3.1) holds for any $M$ that contains the origin, it suffices to prove that it holds for the unit
ball $B$ with boundary $\partial B=\mathbb{S}^{2}$. In spherical polar coordinates,

$$
\begin{align*}
& \iint_{\mathbb{S}^{2}} x \mathbf{F} \cdot d \mathbf{S}=\int_{0}^{2 \pi} \int_{0}^{\pi} \frac{\Phi(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi)}{\sin \phi \cos \phi \sin \theta \cos \theta} d \phi d \theta  \tag{3.11}\\
& \iint_{\mathbb{S}^{2}} y \mathbf{F} \cdot d \mathbf{S}=\int_{0}^{2 \pi} \int_{0}^{\pi} \frac{\Phi(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi)}{\sin \phi \cos \phi \cos ^{2} \theta} d \phi d \theta  \tag{3.12}\\
& \iint_{\mathbb{S}^{2}} z \mathbf{F} \cdot d \mathbf{S}=\int_{0}^{2 \pi} \int_{0}^{\pi} \frac{\Phi(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi)}{\sin ^{2} \phi \cos ^{2} \theta \sin \theta} d \phi d \theta \tag{3.13}
\end{align*}
$$

By (3.7) and (3.11)-(3.13),

$$
\begin{aligned}
\iint_{\mathbb{S}^{2}} \mathbf{r} \mathbf{F} \cdot d \mathbf{S} & \equiv \iint_{\mathbb{S}^{2}}[x, y, z]^{T} \mathbf{F} \cdot d \mathbf{S} \\
& =\int_{0}^{2 \pi} \int_{0}^{\pi}(1+\Psi)\left[C_{1}^{1}(\phi, \theta), S_{1}^{1}(\phi, \theta), C_{1}^{0}(\phi, \theta)\right]^{T} \sin \phi d \phi d \theta
\end{aligned}
$$

where

$$
C_{1}^{0}(\phi, \theta)=\cos \phi, \quad C_{1}^{1}(\phi, \theta)=\sin \phi \cos \theta, \quad S_{1}^{1}(\phi, \theta)=\sin \phi \sin \theta
$$

are the first order spherical harmonics. Since $1+\Psi$ is orthogonal to $C_{1}^{0}, C_{1}^{1}$, and $S_{1}^{1}$, it follows that $\iint_{\mathbb{S}^{2}} \mathbf{r} \mathbf{F} \cdot d \mathbf{S}=0$.

To prove (3.10) we first show that (3.2) holds. The same argument as in the proof of Lemma 2.3 using the divergence theorem gives

$$
\iint_{\partial M} \mathbf{F} \cdot d \mathbf{S}= \begin{cases}\iiint_{M} \frac{1}{\rho^{4}}\left(1+\Psi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)\right) d x d y d z & \text { if } \mathbf{0} \notin M  \tag{3.14}\\ -\iiint_{\mathbb{R}^{3} \backslash M} \frac{1}{\rho^{4}}\left(1+\Psi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)\right) d x d y d z & \text { if } \mathbf{0} \in M\end{cases}
$$

In particular, $\iint_{\partial M} \mathbf{F} \cdot d \mathbf{S} \neq 0$ if $|\Psi| \leq 1$. Hence (3.10) follows from (3.9) for $\mathbf{v} \notin \partial M$. A limiting argument as in the proof of Theorem 2.2 shows that it also holds for $\mathbf{v} \in$ $\partial M$.
4. Mean value coordinates in $\mathbb{R}^{\mathbf{3}}$. We now apply the results in Theorem 3.1 to compute mean value coordinates in $\mathbb{R}^{3}$. An explicit expression for mean value coordinates for points that lie in the kernel of a star-shaped polyhedron in $\mathbb{R}^{3}$ is given in [3]. An algorithm for computing these coordinates for all points in $\mathbb{R}^{3}$ can be found in [6], but no explicit expression is given there. In this section we derive a new formula for mean value coordinates for points in $\mathbb{R}^{3}$ with respect to the boundary of any compact 3 -D manifold with polyhedral faces of any topology. In the case where all the faces of $\partial M$ are triangular, the formula is equivalent to that in [3].

Consider $\mathbf{F}=\left[F_{1}, F_{2}, F_{3}\right]^{T}$ in (3.6), where $\Psi$ is given by (3.7) as in Theorem 3.1. Throughout this section we shall assume that $\Psi \equiv 0$ so that $\Phi$ takes the simplest form:

$$
\Phi\left(\frac{x}{\rho}, \frac{y}{\rho}, \frac{z}{\rho}\right)=\frac{x^{2} y z}{\rho^{4}}
$$

and

$$
\begin{equation*}
\mathbf{F} \equiv \mathbf{F}(\mathbf{r})=\frac{\mathbf{r}}{\rho^{4}}, \quad \rho \neq \mathbf{0} \tag{4.1}
\end{equation*}
$$

Now

$$
\begin{aligned}
\operatorname{curl}(\mathbf{F}) & =\nabla\left(\frac{1}{\rho^{4}}\right) \times \mathbf{r}+\frac{1}{\rho^{4}} \operatorname{curl}(\mathbf{r}) \\
& =\frac{-4}{\rho^{6}} \mathbf{r} \times \mathbf{r}=\mathbf{0}
\end{aligned}
$$

and

$$
\operatorname{div}(\mathbf{F})=\nabla\left(\frac{1}{\rho^{4}}\right) \cdot \mathbf{r}+\frac{1}{\rho^{4}} \operatorname{div}(\mathbf{r})=-\frac{1}{\rho^{4}}, \quad \rho \neq 0
$$

Since

$$
\operatorname{div}(x \mathbf{F})=\operatorname{div}(y \mathbf{F})=\operatorname{div}(z \mathbf{F})=0
$$

we want to find vector fields $\mathbf{A}, \mathbf{B}, \mathbf{C}$ such that

$$
\begin{equation*}
x \mathbf{F}=\operatorname{curl}(\mathbf{A}), \quad y \mathbf{F}=\operatorname{curl}(\mathbf{B}), \quad z \mathbf{F}=\operatorname{curl}(\mathbf{C}), \quad \rho \neq 0 \tag{4.2}
\end{equation*}
$$

so that Stoke's theorem can be applied to evaluate the integrals of $x \mathbf{F}, y \mathbf{F}, z \mathbf{F}$ over the polyhedral faces of $\partial M$.

By (4.2)

$$
\operatorname{curl}(x \mathbf{F})=\nabla(\operatorname{div}(\mathbf{A}))-\nabla^{2} \mathbf{A}
$$

so that if $\operatorname{div}(\mathbf{A})=0$, the vector components of $\mathbf{A}$ satisfy Poisson's equations

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=-\operatorname{curl}(x \mathbf{F}), \quad \rho \neq 0 \tag{4.3}
\end{equation*}
$$

Similarly, if $\operatorname{div}(\mathbf{B})=\operatorname{div}(\mathbf{C})=0$,

$$
\begin{align*}
\nabla^{2} \mathbf{B} & =-\operatorname{curl}(y \mathbf{F})  \tag{4.4}\\
\nabla^{2} \mathbf{C} & =-\operatorname{curl}(z \mathbf{F}), \quad \rho \neq 0 \tag{4.5}
\end{align*}
$$

Now

$$
\begin{aligned}
& \operatorname{curl}(x \mathbf{F})=\nabla x \times \mathbf{F}+x \operatorname{curl}(\mathbf{F})=\left[0,-F_{3}, F_{2}\right]^{T}=\frac{1}{\rho^{4}}[0,-z, y]^{T}, \\
& \operatorname{curl}(y \mathbf{F})=\nabla y \times \mathbf{F}+y \operatorname{curl}(\mathbf{F})=\left[F_{3}, 0,-F_{1}\right]^{T}=\frac{1}{\rho^{4}}[z, 0,-x]^{T} \\
& \operatorname{curl}(z \mathbf{F})=\nabla z \times \mathbf{F}+z \operatorname{curl}(\mathbf{F})=\left[-F_{2}, F_{1}, 0\right]^{T}=\frac{1}{\rho^{4}}[-y, x, 0]^{T},
\end{aligned}
$$

so that by (4.3)-(4.5),

$$
\begin{align*}
& \nabla^{2} \mathbf{A}=\frac{1}{\rho^{4}}[0, z,-y]^{T}  \tag{4.6}\\
& \nabla^{2} \mathbf{B}=\frac{1}{\rho^{4}}[-z, 0, x]^{T}  \tag{4.7}\\
& \nabla^{2} \mathbf{C}=\frac{1}{\rho^{4}}[y,-x, 0]^{T}, \quad \rho \neq 0 \tag{4.8}
\end{align*}
$$

We look for divergence free solutions, $\mathbf{A}, \mathbf{B}, \mathbf{C}$, of Poisson's equations (4.6), (4.7), (4.8), which satisfy (4.2) and vanish at infinity.

Proposition 4.1. The vector fields

$$
\begin{equation*}
\mathbf{A}=\frac{1}{2 \rho^{2}}[0, z,-y]^{T}, \quad \mathbf{B}=\frac{1}{2 \rho^{2}}[-z, 0, x]^{T}, \quad \mathbf{C}=\frac{1}{2 \rho^{2}}[y,-x, 0]^{T} \tag{4.9}
\end{equation*}
$$

are divergence free and satisfy (4.2). Further, they are unique divergence free solutions of (4.6), (4.7), (4.8) that satisfy (4.2) and vanish at infinity.

Proof. It is straightforward to verify that $\mathbf{A}, \mathbf{B}, \mathbf{C}$ satisfy (4.2) and $\operatorname{div}(\mathbf{A})=$ $\operatorname{div}(\mathbf{B})=\operatorname{div}(\mathbf{C})=0$. Hence they are particular solutions of (4.6), (4.7), (4.8), respectively. To prove uniqueness, we consider (4.6), in which the general solution is

$$
\mathbf{A}_{g}=\left[U, U+\frac{z}{2 \rho^{2}}, U-\frac{y}{2 \rho^{2}}\right]^{T}
$$

where $U$ is the general solution of the corresponding homogeneous equation, which is the Laplace equation. The conditions that $\operatorname{div}\left(\mathbf{A}_{g}\right)=0, \operatorname{curl}\left(\mathbf{A}_{g}\right)=x \mathbf{F}$, and $\mathbf{A}_{g}$ vanishes at infinity imply $U=0$. Hence $\mathbf{A}_{g}=\mathbf{A}$. The proof of uniqueness of $\mathbf{B}$ and $\mathbf{C}$ is the same.

Consider a 3-D manifold, $M \subset \mathbb{R}^{3}$, with polyhedral faces (not necessarily planar) of arbitrary topology, and each face has piecewise linear boundaries. Let $\mathcal{F}$ be the set of all its faces, which are oriented with their normals pointing away from $M$. The orientation of each face induces an orientation on the edges that form its boundary. Let $\mathcal{V}$ be the set of all vertices of $\partial M$.

Proposition 4.2. Let $S$ be a face of $\partial M$ whose boundary is the union of oriented line segments $\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right], j=1,2, \ldots, k=k(S), \mathbf{v}_{k+1}=\mathbf{v}_{1}$. Then for any $\mathbf{v} \notin \partial S$,

$$
\begin{equation*}
\iint_{S}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}=\frac{1}{2} \sum_{j=1}^{k} \alpha_{j} \mathbf{n}_{j} \tag{4.10}
\end{equation*}
$$

where $\alpha_{j} \in(0, \pi)$ is the angle at $\mathbf{v}$ of the triangle $\left[\mathbf{v}, \mathbf{v}_{j}, \mathbf{v}_{j+1}\right]$ and

$$
\begin{equation*}
\mathbf{n}_{j}=\frac{\left(\mathbf{v}_{j+1}-\mathbf{v}\right) \times\left(\mathbf{v}_{j}-\mathbf{v}\right)}{\left\|\left(\mathbf{v}_{j+1}-\mathbf{v}\right) \times\left(\mathbf{v}_{j}-\mathbf{v}\right)\right\|} \tag{4.11}
\end{equation*}
$$

Proof. We assume without loss of generality that $\mathbf{v}=\mathbf{0}$. By Stoke's theorem

$$
\begin{align*}
\iint_{S} \mathbf{r} \mathbf{F} \cdot d \mathbf{S} & =\left[\iint_{S} x \mathbf{F} \cdot d \mathbf{S}, \iint_{S} y \mathbf{F} \cdot d \mathbf{S}, \iint_{S} z \mathbf{F} \cdot d \mathbf{S}\right]^{T} \\
& =\left[\int_{\partial S} \mathbf{A} \cdot d \mathbf{r}, \int_{\partial S} y \mathbf{B} \cdot d \mathbf{r}, \int_{\partial S} \mathbf{C} \cdot d \mathbf{r}\right]^{T}  \tag{4.12}\\
& =\sum_{j=1}^{k}\left[\int_{\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right]} \mathbf{A} \cdot d \mathbf{r}, \int_{\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right]} \mathbf{B} \cdot d \mathbf{r}, \int_{\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right]} \mathbf{C} \cdot d \mathbf{r}\right]^{T} . \tag{4.13}
\end{align*}
$$

Let $\mathbf{v}_{j}=\left[x_{j}, y_{j}, z_{j}\right]^{T}$. A straightforward computation gives

$$
\begin{aligned}
& \int_{\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right]} \mathbf{A} \cdot d \mathbf{r}=-\left|\begin{array}{cc}
y_{j} & z_{j} \\
y_{j+1} & z_{j+1}
\end{array}\right|\left(\frac{\alpha_{j}}{2\left\|\mathbf{v}_{j+1} \times \mathbf{v}_{j}\right\|}\right), \\
& \int_{\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right]} \mathbf{B} \cdot d \mathbf{r}=\left|\begin{array}{cc}
x_{j} & z_{j} \\
x_{j+1} & z_{j+1}
\end{array}\right|\left(\frac{\alpha_{j}}{2\left\|\mathbf{v}_{j+1} \times \mathbf{v}_{j}\right\|}\right), \\
& \int_{\left[\mathbf{v}_{j}, \mathbf{v}_{j+1}\right]} \mathbf{C} \cdot d \mathbf{r}=-\left|\begin{array}{cc}
x_{j} & y_{j} \\
x_{j+1} & y_{j+1}
\end{array}\right|\left(\frac{\alpha_{j}}{2\left\|\mathbf{v}_{j+1} \times \mathbf{v}_{j}\right\|}\right),
\end{aligned}
$$

which, by (4.13), leads to (4.10) and (4.11).
The next step in the computation of the mean value coordinates is to express the sum on the right of (4.10) in terms of $\mathbf{v}_{j}-\mathbf{v}, j=1,2, \ldots, k$ :

$$
\begin{equation*}
\frac{1}{2} \sum_{j=1}^{k} \alpha_{j} \mathbf{n}_{j}=\sum_{j=1}^{k} a_{j}(S)\left(\mathbf{v}_{j}-\mathbf{v}\right) \tag{4.14}
\end{equation*}
$$

where $a_{j}(S) \equiv a_{\mathbf{v}_{j}}(S)$ so that

$$
\mathbf{0}=\sum_{S \in \mathcal{F}} \iint_{S}(\mathbf{r}-\mathbf{v}) \mathbf{F}(\mathbf{r}-\mathbf{v}) \cdot d \mathbf{S}=\sum_{S \in \mathcal{F}} \sum_{j=1}^{k(S)} a_{j}(S)\left(\mathbf{v}_{j}-\mathbf{v}\right)
$$

which would lead to

$$
\begin{equation*}
\mathbf{v}=\frac{\sum_{S \in \mathcal{F}} \sum_{j=1}^{k(S)} a_{j}(S) \mathbf{v}_{j}}{\sum_{S \in \mathcal{F}} \sum_{j=1}^{k(S)} a_{j}(S)}=\frac{\sum_{\mathbf{p} \in \mathcal{V}} \lambda_{\mathbf{p}} \mathbf{p}}{\sum_{\mathbf{p} \in \mathcal{V}} \lambda_{\mathbf{p}}} \tag{4.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{\mathbf{p}}:=\sum_{\substack{S \subset \mathcal{F} \\ \mathbf{p} \in S}} a_{\mathbf{p}}(S) . \tag{4.16}
\end{equation*}
$$

If $k=3, a_{j}(S)$ can be obtained uniquely by taking the inner products of the expressions in (4.14) with $\mathbf{n}_{\ell}$ or $\mathbf{v}_{\ell}-\mathbf{v}, \ell=1,2,3$. Taking the inner product with $\mathbf{n}_{\ell}$ gives

$$
a_{\ell+2}(S)=\frac{1}{2 \mathbf{n}_{\ell} \cdot\left(\mathbf{v}_{\ell+2}-\mathbf{v}\right)} \sum_{j=1}^{3} \mathbf{n}_{\ell} \cdot \mathbf{n}_{j} \alpha_{j}, \quad \ell=1,2,3
$$

where $a_{j}=a_{j+3}$ and $\mathbf{n}_{j}=\mathbf{n}_{j+3}$ for all $j$. These coordinates are the same as those obtained earlier in [3] for the representation of points in the kernel of 3-D star-shaped manifolds. We have shown that they are applicable to all points in $\mathbb{R}^{3}$ with respect to the boundaries of more general manifolds. If $k>3$, the representation (4.14) exists, but is not unique. We shall derive a formula for $a_{j}(S)$ in (4.14) for the general case, which reduces to the above formula when $k=3$. The idea is to express

$$
\begin{equation*}
\frac{1}{2} \sum_{j=1}^{k} \alpha_{j} \mathbf{n}_{j}=b_{\ell, 0}\left(\mathbf{v}-\mathbf{v}_{\ell}\right)+b_{\ell, 1}\left(\mathbf{v}-\mathbf{v}_{\ell+1}\right)+b_{\ell, 2}\left(\mathbf{v}-\mathbf{v}_{\ell+2}\right) \tag{4.17}
\end{equation*}
$$

for $\ell=1,2, \ldots, k$, where $b_{k+1, i}=b_{1, i}, i=0,1,2$, and define

$$
a_{j}(S):=\frac{1}{k}\left(b_{j, 0}+b_{j-1,1}+b_{j-2,2}\right), \quad j=1,2, \ldots, k
$$

Then

$$
\begin{aligned}
\frac{1}{2} \sum_{j=1}^{k} \alpha_{j} \mathbf{n}_{j} & =\frac{1}{k} \sum_{\ell=1}^{k} \sum_{i=0}^{2} b_{\ell, i}\left(\mathbf{v}-\mathbf{v}_{\ell+i}\right) \\
& =\frac{1}{k} \sum_{j=1}^{k} \sum_{i=0}^{2} b_{j-i, i}\left(\mathbf{v}-\mathbf{v}_{j}\right) \\
& =\sum_{j=1}^{k} a_{j}(S)\left(\mathbf{v}-\mathbf{v}_{j}\right)
\end{aligned}
$$

as required by (4.14) so that (4.15) holds.
To compute the coefficients $b_{\ell, i}, i=0,1,2$, taking the inner product of (4.17) with $\mathbf{n}_{\ell}, \mathbf{n}_{\ell+1}$, and $\mathbf{n}_{\ell+2}$ leads to

$$
\begin{aligned}
& b_{\ell, 2}=\frac{1}{2 \mathbf{v}_{\ell+2} \cdot \mathbf{n}_{\ell}} \sum_{j=1}^{k} \mathbf{n}_{\ell} \cdot \mathbf{n}_{j} \alpha_{j} \\
& b_{\ell, 0}=\frac{1}{2 \mathbf{v}_{\ell} \cdot \mathbf{n}_{\ell+1}} \sum_{j=1}^{k} \mathbf{n}_{\ell+1} \cdot \mathbf{n}_{j} \alpha_{j}
\end{aligned}
$$

and

$$
b_{\ell, 1}=\frac{1}{2 \mathbf{v}_{\ell+1} \cdot \mathbf{n}_{\ell+2}} \sum_{j=1}^{k} \mathbf{n}_{\ell+2} \cdot \mathbf{n}_{j} \alpha_{j}-\frac{\mathbf{v}_{\ell} \cdot \mathbf{n}_{\ell+2}}{2 \mathbf{v}_{\ell} \cdot \mathbf{n}_{\ell+1} \mathbf{v}_{\ell+1} \cdot \mathbf{n}_{\ell+2}} \sum_{j=1}^{k} \mathbf{n}_{\ell+1} \cdot \mathbf{n}_{j} \alpha_{j}
$$

for $\ell=1,2, \ldots, k$.
Remark. In general, the functions $\Phi$ and $\Psi$ in (3.7) and (3.8), respectively, define the vector field

$$
\mathbf{F}(\mathbf{r})=\frac{g(\mathbf{r})}{\rho^{4}} \mathbf{r}, \quad \mathbf{r}=(x, y, z) \in \mathbb{R}^{3} \backslash\{\mathbf{0}\}
$$

where

$$
g(\mathbf{r}):=1+\Psi\left(\frac{\mathbf{r}}{\rho}\right)
$$

and $\mathbf{F}$ provides mean value representations. Since

$$
\begin{equation*}
\mathbf{F}(\mathbf{r})=-g(\mathbf{r}) \nabla\left(\frac{1}{2 \rho^{2}}\right) \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{div}(x \mathbf{F}(\mathbf{r}))=0, \quad \operatorname{div}(y \mathbf{F}(\mathbf{r}))=0, \quad \operatorname{div}(z \mathbf{F}(\mathbf{r}))=0 \tag{4.19}
\end{equation*}
$$

the system (4.18), (4.19) can be discretized by the mimetic finite difference schemes (see [1], [8], and the references therein) to give a large class of mean value type coordinates.
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#### Abstract

This paper deals with a system composed of a rigid ball moving into a viscous incompressible fluid over a fixed horizontal plane. The equations of motion for the fluid are the Navier-Stokes equations, and the equations for the motion of the rigid ball are obtained by applying Newton's laws. We show that for any weak solution of the corresponding system satisfying the energy inequality, the rigid ball never touches the plane. This result is the extension of that obtained in [M. Hillairet, Comm. Partial Differential Equations, 32 (2007), pp. 1345-1371] in the two-dimensional setting.
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1. Introduction. In the last decade, several studies showed that collisions between rigid bodies in a fluid would lead to great difficulties in the mathematical treatment of fluid-structure interaction models. For example, in [4, p. 287], Feireisl constructs a solution in which a sphere remains stuck to the ceiling of the cavity regardless of the intensity of the gravity. This example emphasizes that collisions would lead to unphysical solutions to standard mathematical systems. Indeed, Starovoitov proves also that several solutions exist when contact occurs [11, 12]. Therefore, at least one of these solutions does not represent a physical configuration.

Before handling the description of these collisions, several studies proved they do not occur in fluid structure systems. In [15], Vázquez and Zuazua prove no collision can occur between particles for a one-dimensional toy model. Then Starovoitov obtains a criterion for the velocity field of solutions [12] in the multidimensional setting. Namely, he proves no collision can occur if the gradient of the velocity field is sufficiently integrable. Finally, two parallel studies $[8,9]$ prove a no-collision result when there is only one body in a bounded (or partially bounded) two-dimensional cavity. In the first case, the author considers a rigid disk inside a bigger disk. In the second case, the author considers a rigid disk above a ramp. The aim of the present study is to extend these two-dimensional results to three-dimensional comparable configurations, i.e., for a rigid sphere above a ramp in $\mathbb{R}^{3}$.
1.1. Mathematical model. We consider a homogeneous rigid sphere $\mathcal{B}$ with radius 1 and density $\rho_{\mathcal{B}}$. We denote by $\mathbf{G}$ its center (of mass), by $\mathbf{V}$ (resp., $\boldsymbol{\omega}$ ) its translation (resp., angular) velocity, and by $m$ (resp., $\mathbb{J}$ ) its mass (resp., inertia). Notice that $\boldsymbol{\omega}$ is a vector in $\mathbb{R}^{3}$ and $\mathbb{J}=J \mathrm{I}_{3}$, where $J \in(0, \infty)$, and $\mathrm{I}_{3}$ is the $3 \times 3$

[^128]identity matrix. The velocity field of $\mathcal{B}$ reads $\mathbf{V}+\boldsymbol{\omega} \times(\mathbf{x}-\mathbf{G})$ for all $\mathbf{x} \in \mathcal{B}$. The sphere evolves over a $\operatorname{ramp} \mathcal{P}$. The remainder of the cavity $\mathbb{R}_{+}^{3}$ is denoted by $\mathcal{F}$. It contains an incompressible viscous and Newtonian fluid which does not slip on boundaries and has constant density $\rho_{\mathcal{F}}=1$ and viscosity $\mu$. The whole system evolves only through the interactions between solid and fluid without any external force field.

The evolution of the fluid is described by $(\mathbf{u}, p)$, a velocity/pressure field satisfying the incompressible Navier-Stokes equations:

$$
\left\{\begin{align*}
\partial_{t} \mathbf{u}+\mathbf{u} \cdot \nabla \mathbf{u} & =\operatorname{div} \mathbb{T}(\mathbf{u}, p)  \tag{1.1}\\
\operatorname{div} \mathbf{u} & =0
\end{align*} \quad \text { in } \mathcal{F}\right.
$$

where $\mathbb{T}(\mathbf{u}, p)$ is the Newtonian stress tensor:

$$
\mathbb{T}(\mathbf{u}, p)=2 \mu D(\mathbf{u})-p \mathrm{I}_{3}
$$

Here $D(\mathbf{u})$ stands for the symmetric part of the gradient of $\mathbf{u}$.
To describe the evolution of $\mathcal{B}$, we apply Newton's laws assuming continuity of the stress-tensor of the fluid on $\partial \mathcal{B}$. It yields

$$
\left\{\begin{align*}
-\int_{\partial \mathcal{B}} \mathbb{T}(\mathbf{u}, p) \mathbf{n} \mathrm{d} \sigma & =m \dot{\mathbf{V}}  \tag{1.2}\\
-\int_{\partial \mathcal{B}} \mathbb{T}(\mathbf{u}, p) \mathbf{n} \times(\mathbf{x}-\mathbf{G}) \mathrm{d} \sigma & =J \dot{\boldsymbol{\omega}}
\end{align*}\right.
$$

Here $\mathbf{n}$ stands for the normal to $\partial \mathcal{B}$ directed towards $\mathcal{B}$. As $\mathbb{J}$ is a scalar matrix, the inertial term $\mathbb{J} \boldsymbol{\omega} \times \boldsymbol{\omega}$ vanishes in the conservation of momentum.

This system is complemented with the boundary conditions

$$
\begin{equation*}
\mathbf{u}_{\mid \partial \mathcal{B}}=\mathbf{V}+\boldsymbol{\omega} \times(\mathbf{x}-\mathbf{G}), \quad \mathbf{u}_{\left.\right|_{\mathcal{P}}}=0, \quad \mathbf{u}_{\left.\right|_{\infty}}=0 \tag{1.3}
\end{equation*}
$$

and initial conditions

$$
\begin{equation*}
\mathbf{u}(0, \cdot)=\mathbf{u}^{0}, \quad \mathbf{V}(0)=\mathbf{V}^{0}, \quad \boldsymbol{\omega}(0)=\boldsymbol{\omega}^{0}, \quad \mathbf{G}(0)=\mathbf{G}^{0} \tag{1.4}
\end{equation*}
$$

For short, we shall refer to the whole system (1.1)-(1.3) as (FSIS) for fluid-solid interaction system. We emphasize that this system is strongly coupled. On the one hand, the position of the sphere $\mathcal{B}$ fixes the domain $\mathcal{F}$ where the incompressible Navier-Stokes equations (1.1) have to be solved and the movement of $\mathcal{B}$ fixes the boundary conditions for (1.1) on $\partial \mathcal{B}$. In particular, we lay stress upon these timedependences, denoting by $\mathcal{F}(t)$ (resp., $\mathcal{B}(t)$ ) the domain occupied by the fluid (resp., the solid body) at time $t$ in the following. We shall reserve the notation $\mathcal{B}$ (resp., $\mathcal{F}$ ) for the sphere (resp., the fluid) as "actors" in the scenarios provided by our solutions to (FSIS). On the other hand, the solution ( $\mathbf{u}, p$ ) prescribes the displacement of $\mathcal{B}$ via the computation of the forces and torques applied to $\mathcal{B}$ :

$$
-\int_{\partial \mathcal{B}} \mathbb{T}(\mathbf{u}, p) \mathbf{n} \mathrm{d} \sigma, \quad-\int_{\partial \mathcal{B}} \mathbb{T}(\mathbf{u}, p) \mathbf{n} \times(\mathbf{x}-\mathbf{G}) \mathrm{d} \sigma
$$

Our main result is that no collision can occur between $\mathcal{B}$ and $\mathcal{P}$ in finite time in solutions to (FSIS). This reads as follows.

ThEOREM 1.1. Given $T>0$, let ( $\mathbf{u}, \mathbf{G}$ ) be a weak solution to (FSIS) over $(0, T)$ with initial data $\left(\mathbf{u}^{0}, \mathbf{G}^{0}\right)$. Then there exists a decreasing function $h_{\min } \in$
$\mathcal{C}([0, T] ;(0, \infty))$ depending only on initial data $\left(\mathbf{u}^{0}, \mathbf{G}^{0}\right)$ such that $h(t):=\operatorname{dist}(\mathcal{B}(t), \mathcal{P})$ satisfies

$$
h(t) \geqslant h_{\min }(t) \quad \forall t \in(0, T) .
$$

This result has been expected ever since the computations of Cooley and O'Neill [1] in the slow motion regime. However, until now no rigorous mathematical result has been available in the full nonlinear case. We emphasize that this result still holds true when one adds a reasonable external force field $\mathbf{f}$, for example, the gravity or $\mathbf{f} \in L^{2}\left((0, T) \times \mathbb{R}_{+}^{3}\right)$. In section 3, we provide an interpretation for the weak formulation of (FSIS) explaining how the distance can be estimated from below with a suitable test function. Then we construct a test function explicitly. In section 4, the interpretation of the weak formulation is applied to the constructed test function. Technical details are postponed to the appendix.

As mentioned in Theorem 1.1, our result applies to any weak solution to (FSIS). However, the Cauchy theory of weak solutions has been developed only in bounded and in exterior domains (to our knowledge) so that we do not know whether one solution exists to (FSIS). For the sake of completeness, we extend classical results for the Cauchy theory of (FSIS) to a half-space in the next section. Eventually, we obtain that, for a sufficiently large class of initial data $\left(\mathbf{u}^{0}, \mathbf{G}^{0}\right)$, the system (FSIS) predicts that no collision can occur between $\mathcal{B}$ and $\mathcal{P}$.
1.2. Notation. Throughout, bold symbols stand for vectors. Given $\mathbf{a} \in \mathbb{R}^{3}$ we denote by $\mathbf{a} \otimes \mathbf{a}$ the symmetric matrix with entries $a_{i} a_{j}$. Coordinates $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ are centered on $\mathcal{P}$. For example, we have $\mathcal{P}:=\left\{\left(x_{1}, x_{2}, 0\right),\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}\right\}$. The half-space above $\mathcal{P}$ is $\mathbb{R}_{+}^{3}$ and $\mathbb{R}_{++}^{3}$ stands for $\left\{\left(x_{1}, x_{2}, x_{3}\right)\right.$ with $\left.x_{3}>1\right\}$. This is the domain where the center of mass $\mathbf{G}$ can evolve as long as no collision between $\mathcal{B}$ and $\mathcal{P}$ occurs.

Given $\mathbf{G} \in \mathbb{R}^{3}$ and $\delta>0$, we denote by $\mathcal{B}(\mathbf{G}, \delta)$ the sphere with center $\mathbf{G}$ and radius $\delta$. For short, we also set $\mathcal{B}_{\mathbf{G}}=\mathcal{B}(\mathbf{G}, 1)$. This is the domain occupied by $\mathcal{B}$ when its center of mass meets $\mathbf{G}$. In this case, the fluid domain $\mathcal{F}_{\mathbf{G}}$ is the complementary of $\mathcal{B}_{\mathbf{G}}$ in $\mathbb{R}_{+}^{3}$. If the orthogonal projection of $\mathbf{G}$ on $\mathcal{P}$ is the center of coordinates, we have $\mathbf{G}=\mathbf{G}_{h}=(0,0,1+h)$ with $h=\operatorname{dist}\left(\mathcal{B}_{\mathbf{G}}, \mathcal{P}\right)$. In this case the suitable parameter is $h$ and not $\mathbf{G}$. Thus, when using notation with $h$ as subscript instead of $\mathbf{G}$, we implicitly mean that the subscript should be $\mathbf{G}_{h}$. For example, $\mathcal{B}_{h}:=\mathcal{B}_{\mathbf{G}_{h}}$.

In the whole paper, we denote by $\eta:[0, \infty) \rightarrow[0,1]$ a smooth function such that

$$
\eta(s)= \begin{cases}1 & \text { if } s<\frac{1}{2} \\ 0 & \text { if } s>1\end{cases}
$$

and we set $\eta_{\alpha}=\eta(\cdot / \alpha)$ for all parameters $\alpha>0$.
We use the classical Lebesgue and Sobolev spaces $L^{\alpha}(A), W^{\beta, \alpha}(A), H^{\beta}(A)$ with $A$ an open set, $\alpha \geqslant 1$, and $\beta \geqslant 0$. We define

$$
\begin{gathered}
\mathcal{H}=\left\{\phi \in L^{2}\left(\mathbb{R}_{+}^{3}\right) ; \operatorname{div} \phi=0, \phi \cdot \mathbf{n}=0 \text { on } \mathcal{P}\right\} \\
\mathcal{V}=\left\{\phi \in H^{1}\left(\mathbb{R}_{+}^{3}\right) ; \operatorname{div} \phi=0, \phi=0 \text { on } \mathcal{P}\right\}
\end{gathered}
$$

We recall that $\mathcal{H}$ and $\mathcal{V}$ are closed subspaces of $L^{2}\left(\mathbb{R}_{+}^{3}\right)$ and $H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right)$, respectively. Thus, they form Hilbert spaces with respect to the induced inner products. For an open subset $A \subset \mathbb{R}_{+}^{3}$, we also consider the following Hilbert spaces:

$$
\begin{aligned}
\mathbb{H}(A) & =\{\phi \in \mathcal{H} ; D(\phi)=0 \text { in } A\} \\
\mathbb{V}(A) & =\{\phi \in \mathcal{V} ; D(\phi)=0 \text { in } A\}
\end{aligned}
$$

To simplify, if $\mathbf{G} \in \mathbb{R}_{++}^{3}$, we set

$$
\mathbb{H}(\mathbf{G})=\mathbb{H}\left(\mathcal{B}_{\mathbf{G}}\right), \quad \mathbb{V}(\mathbf{G})=\mathbb{V}\left(\mathcal{B}_{\mathbf{G}}\right)
$$

For all $\mathbf{G} \in \mathbb{R}_{++}^{3}$, we also denote by $\rho_{\mathbf{G}}$ the function

$$
\rho_{\mathbf{G}}(\mathbf{x})= \begin{cases}\rho_{\mathcal{B}} & \text { if } \mathbf{x} \in \mathcal{B}_{\mathbf{G}} \\ 1 & \text { if } \mathbf{x} \in \mathcal{F}_{\mathbf{G}}\end{cases}
$$

If $\mathbf{v} \in \mathbb{H}(\mathbf{G})$, from $\left[14\right.$, p. 18], there exists a unique pair $(\mathbf{V}[\mathbf{v}], \boldsymbol{\omega}[\mathbf{v}]) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$ such that

$$
\left.\mathbf{v}\right|_{\mathcal{B}_{\mathbf{G}}}=\mathbf{V}[\mathbf{v}]+\boldsymbol{\omega}[\mathbf{v}] \times(\mathbf{x}-\mathbf{G})
$$

In particular, if $(\mathbf{u}, \mathbf{v}) \in \mathbb{H}(\mathbf{G})^{2}$,

$$
\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \mathbf{v} \mathrm{d} \mathbf{x}=\int_{\mathbb{R}_{+}^{3} \backslash \mathcal{B}_{\mathbf{G}}} \mathbf{u} \cdot \mathbf{v} \mathrm{d} \mathbf{x}+m \mathbf{V}[\mathbf{u}] \cdot \mathbf{V}[\mathbf{v}]+J \boldsymbol{\omega}[\mathbf{u}] \cdot \boldsymbol{\omega}[\mathbf{v}]
$$

2. Cauchy theory. First, we give the definition of weak solution to (FSIS).

Definition 2.1. Given $\mathbf{G}^{0} \in \mathbb{R}_{++}^{3}$ and $\mathbf{u}^{0} \in \mathbb{H}\left(\mathbf{G}^{0}\right)$, a pair $(\mathbf{u}, \mathbf{G})$ is called a weak solution to (FSIS) on $(0, T)$ with initial data $\left(\mathbf{u}^{0}, \mathbf{G}^{0}\right)$ if

$$
\begin{array}{r}
\mathbf{G} \in W^{1, \infty}\left(0, T ; \mathbb{R}_{++}^{3}\right), \quad \text { with } \quad \mathbf{G}(0)=\mathbf{G}^{0} \\
\mathbf{u} \in L^{\infty}(0, T ; \mathcal{H}) \cap L^{2}(0, T ; \mathcal{V}) \\
\mathbf{u}=\mathbf{V}+\boldsymbol{\omega} \times(\mathbf{x}-\mathbf{G}) \quad \text { in } \mathcal{B}_{\mathbf{G}}, \quad \text { with } \quad \mathbf{V}=\dot{\mathbf{G}} \tag{2.3}
\end{array}
$$

if for all $\mathbf{v} \in \mathcal{C}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right)\right) \cap H^{1}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right)$ with compact support in $(0, T) \times \mathbb{R}_{+}^{3}$ and such that $\mathbf{v} \in \mathbb{V}(\mathbf{G}(t))$ for all $t \in[0, T]$,

$$
\begin{align*}
&-\int_{0}^{T} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \partial_{t} \mathbf{v} \mathrm{~d} \mathbf{y} \mathrm{~d} t+2 \mu \int_{0}^{T} \int_{\mathbb{R}_{+}^{3}} D(\mathbf{u}): D(\mathbf{v}) \mathrm{d} \mathbf{y} \mathrm{~d} t  \tag{2.4}\\
&-\int_{0}^{T} \int_{\mathbb{R}_{+}^{3}} \mathbf{u} \otimes \mathbf{u}: D(\mathbf{v}) \mathrm{d} \mathbf{y} \mathrm{~d} t=0
\end{align*}
$$

if for all $\mathbf{v} \in \mathcal{C}\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right)$ with compact support in $[0, T) \times \mathbb{R}_{+}^{3}$ and such that $\mathbf{v} \in \mathbb{H}(\mathbf{G}(t))$ for all $t \in[0, T]$ we have

$$
\begin{equation*}
W: t \mapsto \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \mathbf{v} \mathrm{d} \mathbf{x} \in \mathcal{C}([0, T]) \quad \text { with } \quad W(0)=\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{0}} \mathbf{u}^{0} \cdot \mathbf{v} \mathrm{~d} \mathbf{x} \tag{2.5}
\end{equation*}
$$

if the energy estimate holds true:
$\frac{1}{2} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}}|\mathbf{u}|^{2} \mathrm{~d} \mathbf{x}+2 \mu \int_{0}^{t} \int_{\mathbb{R}_{+}^{3}}|D(\mathbf{u})|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} s \leqslant \frac{1}{2} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{0}}\left|\mathbf{u}^{0}\right|^{2} \mathrm{~d} \mathbf{x} \quad$ for a.a. $t \in(0, T)$.
Before going to our existence result for such weak solutions, let us recall some of their straightforward properties. First, combining (2.2) and (2.3) yields that $\mathbf{u}(t, \cdot) \in$
$\mathbb{V}(\mathbf{G}(t))$ for almost all $t \in(0, T)$. Moreover, it follows from standard arguments that the pair $(\mathbf{V}, \boldsymbol{\omega})$ such that (2.3) holds satisfies

$$
\begin{equation*}
|\mathbf{V}|^{2}+|\boldsymbol{\omega}|^{2} \leqslant C \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}}|\mathbf{u}|^{2} \mathrm{~d} \mathbf{x}, \tag{2.6}
\end{equation*}
$$

where $C$ depends only on $\rho_{B}$. In particular, the pair $(\mathbf{V}, \boldsymbol{\omega})$ associated to a weak solution ( $\mathbf{u}, \mathbf{G}$ ) belongs to $L^{\infty}(0, T)$.

The result of well-posedness we obtain for (FSIS) can be stated as follows.
Theorem 2.2. Assuming $\mathbf{G}^{0} \in \mathbb{R}_{++}^{3}$ and $\mathbf{u}^{0} \in \mathbb{H}\left(\mathbf{G}^{0}\right)$, there exists at least one maximal weak solution $\left(T_{0},(\mathbf{U}, \mathbf{G})\right)$ to (FSIS) with initial data $\left(\mathbf{U}^{0}, \mathbf{G}^{0}\right)$. Moreover, we have the alternative:

- $T_{0}=\infty$,
- $T_{0}<\infty$ and $G_{3}(t) \rightarrow 1$ as $t \rightarrow T_{0}$.

The proof of Theorem 2.2 given in what follows is inspired by methods developed in other papers, and since we use many similar arguments, we choose to present here only the main ideas and refer to the appropriate references to avoid repeating technical calculations which are not the main interest of this paper. From now on $\left(\mathbf{G}^{0}, \mathbf{u}^{0}\right) \in$ $\mathbb{R}_{++}^{3} \times \mathbb{H}\left(\mathbf{G}^{0}\right)$ is a fixed initial condition. We denote $\left(\mathbf{V}^{0}, \boldsymbol{\omega}^{0}\right)=\left(\mathbf{V}\left[\mathbf{u}^{0}\right], \boldsymbol{\omega}\left[\mathbf{u}^{0}\right]\right)$ and $d^{0}:=\operatorname{dist}\left(\mathcal{B}_{\mathbf{G}^{0}}, \mathcal{P}\right)$. Due to our assumption, there holds $d^{0}>0$. The remainder of the section is devoted to the proof of Theorem 2.2.
2.1. Strong solutions for an approximate system. As in [7], we prove the existence of weak solutions by first obtaining strong solutions for an approximate problem of (FSIS). More precisely, we consider an even nonnegative function $\kappa \in$ $C_{0}^{\infty}(\mathbb{R})$ such that $\kappa(s)=0$ if $|s| \geqslant 1$. We define for all $\varepsilon>0$

$$
\begin{equation*}
K_{\varepsilon}(\mathbf{x})=\frac{c}{\varepsilon^{3}} \kappa\left(\left|\frac{\mathbf{x}}{\varepsilon}\right|^{2}\right) \quad\left(\mathbf{x} \in \mathbb{R}^{3}\right) . \tag{2.7}
\end{equation*}
$$

The constant $c$ is chosen so that

$$
\int_{\mathbb{R}^{3}} K_{\varepsilon}(\mathbf{x}) \mathrm{d} \mathbf{x}=1 \quad \forall \varepsilon>0 .
$$

Then, for all $\mathbf{u} \in L^{2}\left((0, T) \times \mathbb{R}_{+}^{3}\right)$ and for all $\varepsilon>0$, we set

$$
\mathbf{u}_{\varepsilon}(t, \mathbf{x})=\int_{\mathbb{R}_{+}^{3}} K_{\varepsilon}(\mathbf{x}-\mathbf{y}) \mathbf{u}(t, \mathbf{y}) \mathrm{d} \mathbf{y} .
$$

Let us consider the following problem, which approximates (FSIS):

$$
\begin{align*}
\partial_{t} \mathbf{u}-\mu \Delta \mathbf{u}+\left(\mathbf{u}_{\varepsilon} \cdot \nabla\right) \mathbf{u}+\nabla p=0 & \text { in } \mathcal{F}_{\mathbf{G}(t)}, t \in(0, T),  \tag{2.8}\\
\operatorname{div} \mathbf{u}=0 & \text { in } \mathcal{F}_{\mathbf{G}(t)}, t \in(0, T),  \tag{2.9}\\
\mathbf{u}=0 & \text { on } \mathcal{P}, t \in(0, T),  \tag{2.10}\\
\mathbf{u}_{\left.\right|_{\infty}}=0, & t \in(0, T),  \tag{2.11}\\
\mathbf{u}=\dot{\mathbf{G}}+\boldsymbol{\omega} \times(\mathbf{x}-\mathbf{G}) & \text { on } \partial \mathcal{B}_{\mathbf{G}}, t \in(0, T), \tag{2.12}
\end{align*}
$$

$$
\begin{align*}
m \ddot{\mathbf{G}}= & -\int_{\partial \mathcal{B}_{\mathbf{G}}} \mathbb{T}(\mathbf{u}, p) \mathbf{n} \mathrm{d} \sigma+\frac{1}{2} \int_{\partial \mathcal{B}_{\mathbf{G}}}\left(\left(\mathbf{u}_{\varepsilon}-\mathbf{u}\right) \cdot \mathbf{n}\right) \mathbf{u} \mathrm{d} \sigma \quad \text { in }(0, T)  \tag{2.13}\\
J \dot{\boldsymbol{\omega}}= & -\int_{\partial \mathcal{B}_{\mathbf{G}}}(\mathbf{x}-\mathbf{G}) \times \mathbb{T}(\mathbf{u}, p) \mathbf{n} \mathrm{d} \sigma  \tag{2.14}\\
& +\frac{1}{2} \int_{\partial \mathcal{B}_{\mathbf{G}}}\left(\left(\mathbf{u}_{\varepsilon}-\mathbf{u}\right) \cdot \mathbf{n}\right)(\mathbf{x}-\mathbf{G}) \times \mathbf{u} \mathrm{d} \sigma \quad \text { in }(0, T)
\end{align*}
$$

We complete the system with the initial conditions

$$
\begin{equation*}
\mathbf{u}(0, \cdot)=\mathbf{u}^{0}, \quad \dot{\mathbf{G}}(0)=\mathbf{V}^{0}, \quad \boldsymbol{\omega}(0)=\boldsymbol{\omega}^{0}, \quad \mathbf{G}(0)=\mathbf{G}^{0} \tag{2.15}
\end{equation*}
$$

We define the space $\widehat{H^{1}}(A)$ by

$$
\widehat{H^{1}}(A)=\left\{q \in L_{l o c}^{2}(\bar{A}) ; \nabla q \in L^{2}(A)\right\}
$$

We denote

$$
\mathcal{F}_{T}=\left\{(t, \mathbf{x}) \in[0, T] \times \mathbb{R}^{3} ; \mathbf{x} \in \mathcal{F}_{\mathbf{G}(t)}\right\}
$$

Consider a smooth mapping $\mathbf{X}: \mathbb{R}_{++}^{3} \times \mathcal{F}_{\mathbf{G}^{0}} \rightarrow \mathbb{R}^{3}$ such that for all $\mathbf{G} \in \mathbb{R}_{++}^{3}, \mathbf{X}(\mathbf{G}, \cdot)$ is a $C^{\infty}$-diffeomorphism from $\mathcal{F}_{\mathbf{G}^{0}}$ onto $\mathcal{F}_{\mathbf{G}}$. Moreover, suppose that the mappings

$$
(\mathbf{G}, \mathbf{y}) \mapsto D_{\mathbf{G}} D_{y}^{\alpha} \mathbf{X}(\mathbf{G}, \mathbf{y}), \quad \alpha \in \mathbb{N}^{3}
$$

exist and are continuous and compactly supported in $\mathcal{F}_{\mathbf{G}^{0}}$. For any $\mathbf{g}: \mathcal{F}_{T} \rightarrow \mathbb{R}^{3}$, we denote by $\mathbf{g}_{\mathbf{x}}:[0, T] \times \mathcal{F}_{\mathbf{G}^{0}} \rightarrow \mathbb{R}^{3}$ the mapping $\mathbf{g}_{\mathbf{X}}(t, \mathbf{y})=\mathbf{g}(t, \mathbf{X}(\mathbf{G}(t), \mathbf{y}))$ for all $t \geqslant 0$ for all $\mathbf{y} \in \mathcal{F}_{\mathbf{G}^{0}}$. We use similar notation for $g: \mathcal{F}_{T} \rightarrow \mathbb{R}$.

We introduce the following function spaces in a variable domain:

$$
\begin{aligned}
L^{2}\left(0, T ; H^{2}(\mathcal{F}(t))\right) & =\left\{\mathbf{u} ; \mathbf{u}_{\mathbf{X}} \in L^{2}\left(0, T ; H^{2}\left(\mathcal{F}_{\mathbf{G}^{0}}\right)\right)\right\} \\
H^{1}\left(0, T ; L^{2}(\mathcal{F}(t))\right) & =\left\{\mathbf{u} ; \mathbf{u}_{\mathbf{X}} \in H^{1}\left(0, T ; L^{2}\left(\mathcal{F}_{\mathbf{G}^{0}}\right)\right)\right\} \\
C\left([0, T], H^{1}(\mathcal{F}(t))\right) & =\left\{\mathbf{u} ; \mathbf{u}_{\mathbf{X}} \in C\left([0, T], H^{1}\left(\mathcal{F}_{\mathbf{G}^{0}}\right)\right)\right\} \\
L^{2}\left(0, T ; \widehat{H}^{1}(\mathcal{F}(t))\right) & =\left\{p ; p_{\mathbf{X}} \in L^{2}\left(0, T ; \widehat{H}^{1}\left(\mathcal{F}_{\mathbf{G}^{0}}\right)\right)\right\}
\end{aligned}
$$

Theorem 2.3. Assume the initial conditions satisfy

$$
\operatorname{dist}\left(\mathcal{B}_{\mathbf{G}^{0}}, \mathcal{P}\right)=d^{0}>0, \quad \mathbf{u}^{0} \in \mathbb{V}\left(\mathbf{G}^{0}\right)
$$

Then, given $\varepsilon>0$, there exist a time $T>0$ depending only on $\left\|\mathbf{u}^{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}$ and a 4 -uplet $(\mathbf{u}, \mathbf{G}, \omega, p)$ satisfying

$$
\begin{gather*}
\mathbf{G} \in H^{2}(0, T), \quad \operatorname{dist}\left(\mathcal{B}_{\mathbf{G}(t)}, \mathcal{P}\right) \geqslant \frac{d^{0}}{2}>0 \quad \forall t \in[0, T]  \tag{2.16}\\
\mathbf{u} \in L^{2}\left(0, T ; H^{2}(\mathcal{F}(t))\right) \cap C\left([0, T] ; H^{1}(\mathcal{F}(t))\right) \cap H^{1}\left(0, T ; L^{2}(\mathcal{F}(t))\right)  \tag{2.17}\\
p \in L^{2}\left(0, T ; \widehat{H^{1}}(\mathcal{F}(t))\right), \quad \boldsymbol{\omega} \in H^{1}(0, T) \tag{2.18}
\end{gather*}
$$

and satisfying (2.8)-(2.14) almost everywhere on $[0, T]$ or in the trace sense.
Proof. One can obtain local existence of strong solutions to (2.8)-(2.14) via arguments similar to those in the proof of Theorem 1.1 in [2] (see also $[3,13,10]$ for
results obtained applying similar techniques). For the sake of brevity, we compute only energy estimates here in order to prove that these local strong solutions can be continued up to collision between $\mathcal{B}$ and $\mathcal{P}$. We refer the reader to the mentioned articles for technical details.

First, we multiply (2.8) by $\mathbf{u},(2.13)$ by $\dot{\mathbf{G}}$, and (2.14) by $\boldsymbol{\omega}$. We deduce the energy estimate

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}(t)}|\mathbf{u}|^{2}(t) \mathrm{d} \mathbf{x}+2 \mu \int_{0}^{t} \int_{\mathbb{R}_{+}^{3}}|D(\mathbf{u})|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} s=\frac{1}{2} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{0}}\left|\mathbf{u}^{0}\right|^{2} \mathrm{~d} \mathbf{x} \tag{2.19}
\end{equation*}
$$

From the above estimate and (2.6) we obtain a time $T>0$ depending on $\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{0}}$ $\left|\mathbf{u}^{0}\right|^{2} \mathrm{~d} \mathbf{x}$ such that (2.16) holds for all $\varepsilon$.

Then we introduce a smooth function $\Upsilon$ with compact support in $\mathcal{B}\left(\mathbf{G}^{0}, 1+d_{0} / 4\right)$ and such that $\Upsilon=1$ on $\mathcal{B}_{\mathbf{G}^{0}}$. We also set

$$
\begin{aligned}
\mathbf{w}_{R} & =\frac{1}{2}\left(\dot{\mathbf{G}} \times(\mathbf{x}-\mathbf{G})+|\mathbf{x}-\mathbf{G}|^{2} \boldsymbol{\omega}\right), \\
\mathbf{u}_{R}(t, \mathbf{x}) & =\operatorname{curl}\left[\Upsilon\left(\mathbf{x}-\mathbf{G}(t)+\mathbf{G}^{0}\right) \mathbf{w}_{R}(t, \mathbf{x})\right] .
\end{aligned}
$$

The function $\mathbf{u}_{R}$ has a compact support in $\mathcal{B}\left(\mathbf{G}^{0}, 1+d_{0} / 4\right)$ and satisfies

$$
\operatorname{div} \mathbf{u}_{R}=0, \quad \mathbf{u}_{R}=\dot{\mathbf{G}}+\boldsymbol{\omega} \times(\mathbf{x}-\mathbf{G}) \text { on } \mathcal{B}(t)
$$

We multiply (2.8) by

$$
\boldsymbol{\varphi}=\partial_{t} \mathbf{u}+\left(\mathbf{u}_{R} \cdot \nabla\right) \mathbf{u}-(\mathbf{u} \cdot \nabla) \mathbf{u}_{R}
$$

which yields

$$
\begin{equation*}
\int_{\mathcal{F}(t)}\left(\partial_{t} \mathbf{u}+\mathbf{u}_{\varepsilon} \cdot \nabla \mathbf{u}\right) \cdot \varphi \mathrm{d} \mathbf{x}=\int_{\mathcal{F}(t)} \operatorname{div} \mathbb{T}(\mathbf{u}, p) \cdot \varphi \mathrm{d} \mathbf{x} \tag{2.20}
\end{equation*}
$$

Using the regularization of the nonlinear term, we obtain the existence of a constant $C_{0}$ depending only on $\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}$ such that the left-hand side of (2.20) can be written as

$$
L H S=\int_{\mathcal{F}(t)}\left|\partial_{t} \mathbf{u}\right|^{2} \mathrm{~d} \mathbf{x}+R_{l} \quad \text { with } \quad\left|R_{l}\right| \leqslant C_{0} \int_{\mathcal{F}(t)}|\nabla \mathbf{u}|^{2} \mathrm{~d} \mathbf{x}+\frac{1}{2} \int_{\mathcal{F}(t)}\left|\partial_{t} \mathbf{u}\right|^{2} \mathrm{~d} \mathbf{x}
$$

Concerning the right-hand side of (2.20), we apply the same arguments as in the proof of Lemma 4.3 in [3] and obtain (see [3, (4.24)])

$$
R H S=-\mu \frac{\mathrm{d}}{\mathrm{dt}} \int_{\mathcal{F}(t)}|D(\mathbf{u})|^{2} \mathrm{~d} \mathbf{x}+I_{r}+R_{r}
$$

where

$$
I_{r}=\int_{\partial \mathcal{B}(t)} \mathbb{T}(\mathbf{u}, p) \mathbf{n} \cdot[\ddot{\mathbf{G}}+\dot{\boldsymbol{\omega}} \times(\mathbf{x}-\mathbf{G})-\boldsymbol{\omega} \times \dot{\mathbf{G}}] \mathrm{d} \sigma
$$

and, with the same convention as previously for $C_{0}$, we obtain

$$
\left|R_{r}\right| \leqslant C_{0}\left[1+\int_{\mathcal{F}(t)}|\nabla \mathbf{u}|^{2} \mathrm{~d} \mathbf{x}\right]
$$

Finally, using (2.13)-(2.14), we deduce

$$
I_{r}=-\left[m|\ddot{\mathbf{G}}|^{2}+J|\dot{\boldsymbol{\omega}}|^{2}-m \ddot{\mathbf{G}} \cdot(\boldsymbol{\omega} \times \dot{\mathbf{G}})\right]+\tilde{R}_{r}
$$

with

$$
\tilde{R}_{r}=\frac{1}{2} \int_{\partial \mathcal{B}(t)}\left(\mathbf{u}-\mathbf{u}_{\varepsilon}\right) \cdot \mathbf{n}(\dot{\mathbf{G}}+\boldsymbol{\omega} \times(\mathbf{x}-\mathbf{G})) \cdot(\ddot{\mathbf{G}}-\boldsymbol{\omega} \times \dot{\mathbf{G}}+\dot{\boldsymbol{\omega}} \times(\mathbf{x}-\mathbf{G})) \mathrm{d} \sigma
$$

In this last integral, extending the rigid velocity fields to $\mathcal{B}\left(\mathbf{G}, 1+d_{0} / 4\right)$ in a similar fashion to that in $\mathbf{u}_{R}$, we obtain, after integration by parts,

$$
\left|\tilde{R}_{r}\right| \leqslant C_{0}+\frac{m}{2}|\ddot{\mathbf{G}}|^{2}+\frac{J}{2}|\dot{\boldsymbol{\omega}}|^{2} .
$$

Combining all these estimates, we finally deduce

$$
\begin{aligned}
\mu \frac{\mathrm{d}}{\mathrm{dt}} & {\left[\int_{\mathcal{F}(t)}|\nabla \mathbf{u}|^{2} \mathrm{~d} \mathbf{x}\right]+\frac{1}{2}\left[m|\ddot{\mathbf{G}}|^{2}+J|\dot{\boldsymbol{\omega}}|^{2}+\int_{\mathcal{F}(t)}\left|\partial_{t} \mathbf{u}\right|^{2} \mathrm{~d} \mathbf{x}\right] } \\
& \leqslant C_{0}\left[1+\int_{\mathbb{R}_{+}^{3}}|\nabla \mathbf{u}|^{2} \mathrm{~d} \mathbf{x}\right]
\end{aligned}
$$

As a consequence, we have obtained that the mapping $t \mapsto\|\mathbf{u}\|_{H^{1}(\mathcal{F}(t))}$ is bounded on $[0, T]$.
2.2. Convergences. As in the assumptions of our theorem, we assume that the initial condition $\mathbf{u}^{0}$ belongs to $\mathbb{H}\left(\mathbf{G}^{0}\right)$; we introduce a sequence $\mathbf{u}^{0 k} \in \mathbb{V}\left(\mathbf{G}^{0}\right)$ such that

$$
\mathbf{u}^{0 k} \rightarrow \mathbf{u}^{0} \quad \text { in } \mathbb{H}\left(\mathbf{G}^{0}\right)
$$

We also take a sequence $\varepsilon^{k} \rightarrow 0$. Then, applying Theorem 2.3 , we can consider a (uniform) time $T$ such that, for all $k$, the corresponding solutions $\left(\mathbf{u}^{k}, \mathbf{G}^{k}, \omega^{k}, p^{k}\right)$ exist on $[0, T]$ and satisfy

$$
\operatorname{dist}\left(\mathcal{B}_{\mathbf{G}^{k}(t)}, \mathcal{P}\right)>\frac{d^{0}}{2} \quad \forall t \in[0, T], \forall k
$$

In the following, we extend $\mathbf{u}^{k}$ with the value of the rigid velocity field $\mathbf{V}^{k}+\boldsymbol{\omega}^{k} \times$ $\left(\mathbf{x}-\mathbf{G}^{k}\right)$ on the solid domain. From (2.19), the following holds:

$$
\mathbf{u}^{k} \text { is bounded in } L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right)\right)
$$

so that, up to a subsequence (which we do not relabel), we can assume

$$
\begin{gather*}
\mathbf{u}^{k} \rightharpoonup \mathbf{u} \quad \text { in } L^{2}\left(0, T ; H^{1}\left(\mathbb{R}_{+}^{3}\right)\right) \text {-weak and } L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right) \text {-weak }^{*}  \tag{2.21}\\
\mathbf{G}^{k} \rightarrow \mathbf{G} \quad \text { in } C\left([0, T] ; \mathbb{R}_{++}^{3}\right) \tag{2.22}
\end{gather*}
$$

Taking any $\mathbf{U} \in \mathcal{D}\left((0, T) \times \mathbb{R}_{+}^{3}\right)$ such that $D(\mathbf{U})=0$ in a neighborhood of $\mathcal{B}_{\mathbf{G}(t)}$ for all $t \in(0, T)$, we can multiply (2.8) by $\mathbf{U}$ for $k$ sufficiently large. Integrating by
parts and using Reynolds' transport theorem yields

$$
\begin{align*}
& (2.23) \quad-\int_{0}^{T} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{k}} \mathbf{u}^{k} \cdot \partial_{t} \mathbf{U} \mathrm{~d} \mathbf{x} \mathrm{~d} s  \tag{2.23}\\
& \quad+\int_{0}^{T} \int_{\mathbb{R}_{+}^{3}}\left(\mathbf{u}^{k} \otimes \mathbf{u}^{k}\right): D(\mathbf{U}) \mathrm{d} \mathbf{x} \mathrm{~d} s+2 \mu \int_{0}^{T} \int_{\mathbb{R}_{+}^{3}} D\left(\mathbf{u}^{k}\right): D(\mathbf{U}) \mathrm{d} \mathbf{x} \mathrm{~d} s \\
& =\int_{0}^{T} \int_{\mathcal{F}_{\mathbf{G}^{k}(t)}}\left[\left(\left(\mathbf{u}_{\varepsilon^{k}}^{k}-\mathbf{u}^{k}\right) \cdot \nabla\right) \mathbf{U}\right] \cdot \mathbf{u}^{k} \mathrm{~d} \mathbf{x}-\frac{1}{2} \int_{0}^{T} \int_{\partial \mathcal{B}_{\mathbf{G}^{k}(t)}}\left(\mathbf{U} \cdot \mathbf{u}^{k}\right)\left(\left(\mathbf{u}_{\varepsilon^{k}}^{k}-\mathbf{u}^{k}\right) \cdot \mathbf{n}\right) \mathrm{d} \sigma .
\end{align*}
$$

In order to pass to the limit in this weak formulation, we need to prove $L^{2}$-compactness of the $\mathbf{u}^{k}$. As usual, this is the main difficulty of the proof. The procedure to prove this compactness property follows closely the method developed in [7]. The main difference here is that our cavity is unbounded. Therefore, we do not look for a compactness property of the sequence $\mathbf{u}^{k}$ on the whole domain but only locally in space. Indeed, with the help of Friedrichs' lemma (see [6, Lemma II.4.2]) we have the following: for all relatively compact $\mathcal{O} \subset \mathbb{R}_{+}^{3}$, for any $\gamma>0$ there exist $I=I(\gamma, \mathcal{O}) \in \mathbb{N}$ and functions $\psi_{j} \in L^{\infty}(\mathcal{O}), j=1, \ldots, I$, such that

$$
\begin{align*}
& \left\|\mathbf{u}^{k}-\mathbf{u}\right\|_{L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)}^{2}  \tag{2.24}\\
\leqslant & \sum_{j=1}^{I} \int_{0}^{T}\left(\int_{\mathcal{O}} \rho_{\mathbf{G}}\left(\mathbf{u}^{k}(t)-\mathbf{u}(t)\right) \cdot \boldsymbol{\psi}_{j} \mathrm{~d} \mathbf{y}\right)^{2} \mathrm{~d} t+\gamma\left\|\nabla \mathbf{u}^{k}-\nabla \mathbf{u}\right\|_{L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)}^{2}
\end{align*}
$$

Due to the uniform bound on $\mathbf{u}^{k}$ in $L^{2}\left(0, T ; H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right)\right)$, our remaining task is to prove that, for any $\boldsymbol{\psi} \in L^{\infty}(\mathcal{O})$, there exists a subsequence (which we do not relabel) for which there holds

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{0}^{T}\left(\int_{\mathcal{O}} \rho_{\mathbf{G}}\left(\mathbf{u}^{k}(t)-\mathbf{u}(t)\right) \cdot \boldsymbol{\psi} \mathrm{d} \mathbf{y}\right)^{2} \mathrm{~d} t=0 \tag{2.25}
\end{equation*}
$$

As a first step, we obtain results similar to those of (2.25) for another family of test functions (not included in $L^{\infty}(\mathcal{O})$. To this end, we divide the segment $[0, T]$ into $N$ segments $\left[t_{i-1}, t_{i}\right]$, with $\Delta t=t_{i}-t_{i-1}=T / N, i=1, \ldots, N$. For all $i$ and for $\delta<\frac{d^{0}}{2}$, we consider an orthonormal basis $\left(\mathbf{e}_{j}^{i, \delta}\right)$ of $\mathbb{V}\left(\mathcal{B}\left(\mathbf{G}\left(t_{i}\right), 1+\delta\right)\right)$. Without further restrictions, we assume all the $\mathbf{e}_{j}^{i, \delta}$ with compact support. We also consider the set of piecewise linear functions in $t$ :

$$
\begin{equation*}
\mathbf{U}^{\delta}(t, \mathbf{x})=\mathbf{e}_{j}^{i-1, \delta}(\mathbf{x})+\frac{t-t_{i}}{\Delta t}\left(\mathbf{e}_{l}^{i, \delta}(\mathbf{x})-\mathbf{e}_{j}^{i-1, \delta}(\mathbf{x})\right) \tag{2.26}
\end{equation*}
$$

for $t \in\left[t_{i-1}, t_{i}\right], j, l \in \mathbb{N}, i \in\{1, \ldots, N\}$. There exists a countable set of functions satisfying (2.26).

It is worth noting that, since $\mathbf{G}$ is uniformly continuous, for $N$ big enough, the functions $\mathbf{U}^{\delta}$ of the above form satisfy $D\left(\mathbf{U}^{\delta}(t)\right)=0$ in $\mathcal{B}(\mathbf{G}(t), 1+\delta / 2)$ for all $t$. In particular, these functions are in $C([0, T] ; \mathbb{V}(\mathbf{G}(t)))$. These functions are important to approximate continuous functions in time with value in $\mathbb{H}(\mathbf{G}(t))$ and thus functions in $L^{2}(0, T ; \mathbb{H}(\mathbf{G}(t)))$ (see Lemmas 4.1 and 4.2 in $\left.[7]\right)$. From (2.22), there exists $k_{0}=k_{0}(\delta)$ such that for $k \geqslant k_{0}$,

$$
D\left(\mathbf{U}^{\delta}\right)=0 \quad \text { in } \mathcal{B}_{\mathbf{G}^{k}(t)} \quad \forall t \in[0, T]
$$

for all functions satisfying (2.26).

We multiply (2.8) by $\mathbf{U}^{\delta}$ satisfying (2.26). After similar computations to those leading to (2.23), we obtain

$$
\begin{align*}
\text { 7) } & \frac{d}{d t} \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{k}} \mathbf{u}^{k} \cdot \mathbf{U}^{\delta} \mathrm{d} \mathbf{x}=-2 \mu \int_{\mathcal{F}^{k}(t)} D\left(\mathbf{u}^{k}\right): D\left(\mathbf{U}^{\delta}\right) \mathrm{d} \mathbf{x}  \tag{2.27}\\
+ & \int_{\mathcal{F}^{k}(t)}\left(\partial_{t} \mathbf{U}^{\delta}+\left(\mathbf{u}_{\varepsilon}^{k} \cdot \nabla\right) \mathbf{U}^{\delta}\right) \cdot \mathbf{u}^{k} \mathrm{~d} \mathbf{x}-\frac{1}{2} \int_{\partial \mathcal{B}_{\mathbf{G}^{k}(t)}}\left(\mathbf{U}^{\delta} \cdot \mathbf{u}^{k}\right)\left(\left(\mathbf{u}_{\varepsilon}^{k}-\mathbf{u}^{k}\right) \cdot \mathbf{n}\right) \mathrm{d} \sigma .
\end{align*}
$$

Following the estimates of [7], using Arzelà and Ascoli and the diagonal Cantor procedure, we obtain that for all $\mathbf{U}^{\delta}$ satisfying (2.26), we have

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}^{k}} \mathbf{u}^{k} \cdot \mathbf{U}^{\delta} \mathrm{d} \mathbf{x} \rightarrow \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \mathbf{U}^{\delta} \mathrm{d} \mathbf{x} \quad \text { in } C([0, T]) . \tag{2.28}
\end{equation*}
$$

However, as $\mathbf{G}^{k} \rightarrow \mathbf{G}$ in $\mathcal{C}([0, T])$, and $\mathbf{u}^{k}$ is bounded in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right) \cap L^{2}(0, T$; $\left.H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right)\right)$, this also leads to

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u}^{k} \cdot \mathbf{U}^{\delta} \mathrm{d} \mathbf{x} \rightarrow \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \mathbf{U}^{\delta} \mathrm{d} \mathbf{x} \quad \text { in } C([0, T]) \tag{2.29}
\end{equation*}
$$

Via a density argument (see Lemmas 4.1 and 4.2 in [7] for details), we might extend this convergence result to all $\mathbf{U} \in C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right)$, $\operatorname{div} \mathbf{U}=0, D(\mathbf{U})=0$ in $\mathcal{B}(\mathbf{G}(t), 1)$,

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u}^{k} \cdot \mathbf{U} \mathrm{~d} \mathbf{x} \rightarrow \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \mathbf{U} \mathrm{d} \mathbf{x} \quad \text { in } C([0, T]) \tag{2.30}
\end{equation*}
$$

and to all $\mathbf{U} \in L^{2}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right), \operatorname{div} \mathbf{U}=0, D(\mathbf{U})=0$ in $\mathcal{B}(\mathbf{G}(t), 1)$,

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u}^{k} \cdot \mathbf{U} \mathrm{~d} \mathbf{x} \rightarrow \int_{\mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \mathbf{U} \mathrm{d} \mathbf{x} \quad \text { in } L^{2}(0, T) \tag{2.31}
\end{equation*}
$$

Relation (2.30) implies in particular that $\mathbf{u}$ satisfies the initial conditions.
However, in (2.25), no assumption is made on the velocity field $\psi$ over $\mathcal{B}_{\mathbf{G}}$. In order to reduce (2.25) to the above convergence result, we need to project such $\psi \in L^{\infty}(\mathcal{O})$ on velocity fields which are rigid over $\mathcal{B}_{\mathbf{G}}$. Similarly, $\mathbf{u}^{k}$ is rigid on $\mathcal{B}_{\mathbf{G}^{k}}$, so we also modify $\mathbf{u}^{k}$ slightly to obtain a function with the same properties but which is rigid in $\mathcal{B}_{\mathbf{G}}$. To this end, we extend $\mathbf{u}^{k}$ by 0 in $\mathbb{R}^{3} \backslash \mathbb{R}_{+}^{3}$, and since $\mathbf{u}^{k}=0$ on $\mathcal{P}$, we have $\mathbf{u}^{k} \in L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{3}\right)\right)$. We set

$$
\widehat{\mathbf{u}}^{k}(t, \mathbf{y})=\mathbf{u}^{k}\left(t, \mathbf{y}+\mathbf{G}^{k}(t)-\mathbf{G}(t)\right)
$$

We have

$$
\operatorname{div} \widehat{\mathbf{u}}^{k}=0, \quad \widehat{\mathbf{u}}^{k}=0 \quad \text { on }\left\{\mathbf{y} \in \mathbb{R}^{3} ; y_{3}=G_{3}-G_{3}^{k}\right\}, \quad D\left(\mathbf{u}^{k}\right)=0 \quad \text { in } \mathcal{B}_{\mathbf{G}}
$$

and

$$
\begin{equation*}
\left\|\widehat{\mathbf{u}}^{k}-\mathbf{u}^{k}\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{3}\right)} \leqslant\left\|\mathbf{G}^{k}-\mathbf{G}\right\|_{L^{\infty}(0, T)}\left\|\nabla \mathbf{u}^{k}\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{3}\right)} \rightarrow 0 \tag{2.32}
\end{equation*}
$$

We define

$$
\mathcal{L}^{2}\left(\mathbb{R}^{3}\right)=\left\{\mathbf{v} \in L^{2}\left(\mathbb{R}^{3}\right) ; \operatorname{div} \mathbf{v}=0 \quad \text { in } \mathbb{R}^{3}\right\}
$$

Following [7] (see (4.37) in [7]), there exists a function $\Lambda: \mathcal{L}^{2}\left(\mathbb{R}^{3}\right) \rightarrow \mathcal{L}^{2}\left(\mathbb{R}^{3}\right)$ such that for all $\mathbf{v} \in \mathcal{L}^{2}\left(\mathbb{R}^{3}\right), \mathbf{u}=\Lambda(\mathbf{v})$ satisfies

$$
\begin{gathered}
\mathbf{u}=\mathbf{v} \quad \text { in } \mathcal{B}_{\mathbf{G}^{0}}, \quad \mathbf{u}=0 \quad \text { in } \mathbb{R}^{3} \backslash \overline{\mathcal{B}\left(\mathbf{G}^{0}, 1+\frac{d^{0}}{4}\right)}, \\
\|\mathbf{u}\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leqslant c\|\mathbf{v}\|_{L^{2}\left(\mathbb{R}^{3}\right)} .
\end{gathered}
$$

Moreover,

$$
\text { if } \quad \mathbf{v} \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{3}\right)\right), \quad \text { then } \quad \Lambda \mathbf{v} \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{3}\right)\right),
$$

and

$$
\text { if } \quad \mathbf{v} \in L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{3}\right)\right), \quad \text { then } \quad \Lambda \mathbf{v} \in L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{3}\right)\right) .
$$

We also define $\check{\Lambda}^{t}: \mathcal{L}^{2}\left(\mathbb{R}^{3}\right) \rightarrow \mathcal{L}^{2}\left(\mathbb{R}^{3}\right)$ as follows:

$$
\check{\Lambda}^{t} \check{\mathbf{v}}(\mathbf{y})=[\Lambda \check{\mathbf{v}}]\left(\mathbf{y}+\mathbf{G}^{0}-\mathbf{G}(t)\right),
$$

where

$$
\check{\mathbf{v}}(\mathbf{x})=\mathbf{v}\left(\mathbf{x}+\mathbf{G}(t)-\mathbf{G}^{0}\right) .
$$

Then, as in [7], we consider

$$
\overline{\mathbf{u}}^{k}(\mathbf{x}, t)=\mathbf{u}^{k}+\check{\Lambda}^{t}\left(\widehat{\mathbf{u}}^{k}-\mathbf{u}^{k}\right) .
$$

This function is rigid in $\mathcal{B}_{\mathbf{G}(t)}$ and

$$
\begin{equation*}
\left\|\overline{\mathbf{u}}^{k}-\mathbf{u}^{k}\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{3}\right)} \rightarrow 0 . \tag{2.33}
\end{equation*}
$$

We are now in a position to prove (2.25) by using (2.31). Assume that $\boldsymbol{\psi} \in L^{\infty}(\mathcal{O})$. We set

$$
I_{k}:=\int_{0}^{T}\left(\int_{\mathcal{O}} \rho_{\mathbf{G}}\left(\mathbf{u}^{k}(t)-\mathbf{u}(t)\right) \cdot \boldsymbol{\psi} \mathrm{d} \mathbf{y}\right)^{2} \mathrm{~d} t
$$

and

$$
\bar{I}_{k}=\int_{0}^{T}\left(\int_{\mathcal{O}} \rho_{\mathbf{G}}\left(\overline{\mathbf{u}}^{k}(t)-\mathbf{u}(t)\right) \cdot \boldsymbol{\psi} \mathrm{d} \mathbf{y}\right)^{2} \mathrm{~d} t .
$$

From (2.33), to prove that $I_{k}$ goes to 0 , it is sufficient to prove that $\bar{I}_{k}$ goes to 0 . Then, given $\mathbf{G} \in \mathbb{R}_{+}^{3}$ such that $\operatorname{dist}\left(\mathcal{B}_{\mathbf{G}}, \mathcal{P}\right)>0$, we denote by $P(\mathbf{G})$ the orthogonal projection from $L^{2}\left(\mathbb{R}_{+}^{3}, \rho_{\mathbf{G}} \mathrm{dx}\right)$ onto $\mathbb{H}(\mathbf{G})$ and introduce

$$
\widetilde{\boldsymbol{\psi}}(t, \mathbf{x})=P(\mathbf{G}(t)) \boldsymbol{\psi}(\mathbf{x}) .
$$

We notice that $\widetilde{\boldsymbol{\psi}} \in L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right)$, $\operatorname{div} \widetilde{\boldsymbol{\psi}}=0, D(\widetilde{\boldsymbol{\psi}})=0$ in $\mathcal{B}(\mathbf{G}(t), 1)$ and

$$
\bar{I}_{k}:=\int_{0}^{T}\left(\int_{\mathcal{O}} \rho_{\mathbf{G}}\left(\overline{\mathbf{u}}^{k}(t)-\mathbf{u}(t)\right) \cdot \widetilde{\boldsymbol{\psi}} \mathrm{d} \mathbf{y}\right)^{2} \mathrm{~d} t .
$$

We set

$$
\widetilde{I}_{k}:=\int_{0}^{T}\left(\int_{\mathcal{O}} \rho_{\mathbf{G}}\left(\mathbf{u}^{k}(t)-\mathbf{u}(t)\right) \cdot \widetilde{\boldsymbol{\psi}} \mathrm{d} \mathbf{y}\right)^{2} \mathrm{~d} t
$$

and notice that, as before, if $\widetilde{I}_{k}$ goes to 0 , then $\bar{I}_{k}$ goes to 0 . However, since $\widetilde{\psi} \in$ $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}^{3}\right)\right)$ we can take $\mathbf{U}=\widetilde{\boldsymbol{\psi}}$ in (2.31). Consequently, we obtain that there exists a subsequence we do not relabel such that $\bar{I}_{k} \rightarrow 0$. This ends the proof of $L^{2}$-compactness of the sequence $\mathbf{u}^{k}$. In particular we conclude from (2.24) that

$$
\left\|\mathbf{u}^{k}-\mathbf{u}\right\|_{L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)} \rightarrow 0
$$

Combining (2.33) and the above relation, we obtain that

$$
\left\|\overline{\mathbf{u}}^{k}-\mathbf{u}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathcal{B}_{\mathbf{G}}\right)\right)} \rightarrow 0
$$

This implies that

$$
\dot{\mathbf{G}}^{k} \rightarrow \dot{\mathbf{G}} \quad \text { and } \quad \boldsymbol{\omega}^{k} \rightarrow \boldsymbol{\omega} \quad \text { in } L^{2}(0, T)
$$

Using the above compactness, we can pass to the limit in (2.23) in the first three terms. For the two terms of the last line of (2.23), we proceed as follows. First, we can notice that

$$
\int_{\mathcal{F}_{\mathbf{G}^{k}(t)}}\left|\mathbf{u}_{\varepsilon^{k}}^{k}-\mathbf{u}^{k}\right|^{2} \mathrm{~d} \mathbf{x} \leqslant C \varepsilon^{k}\left\|\mathbf{u}^{k}\right\|_{H^{1}\left(\mathcal{F}_{\mathbf{G}^{k}(t)}\right)}
$$

and thus

$$
\int_{0}^{T} \int_{\mathcal{F}_{\mathbf{G}^{k}(t)}}\left[\left(\left(\mathbf{u}_{\varepsilon^{k}}^{k}-\mathbf{u}^{k}\right) \cdot \nabla\right) \mathbf{U}\right] \cdot \mathbf{u}^{k} \mathrm{~d} \mathbf{x} \rightarrow 0
$$

as $k \rightarrow \infty$.
Second, from the choice of $\kappa$ and $K_{\varepsilon}$ (see (2.7)), we can easily check that

$$
\mathbf{u}_{\varepsilon^{k}}^{k}=\dot{\mathbf{G}}^{k}+\boldsymbol{\omega}^{k} \times\left(\mathbf{x}-\mathbf{G}^{k}\right) \quad \text { in } \mathcal{B}\left(\mathbf{G}^{k}(t), 1-\varepsilon^{k}\right)
$$

As a consequence, using Lemma 4.10 in [5], we conclude that

$$
\int_{\partial \mathcal{B}_{\mathbf{G}^{k}(t)}}\left|\mathbf{u}_{\varepsilon^{k}}^{k}-\mathbf{u}^{k}\right|^{2} \mathrm{~d} \sigma \leqslant C \varepsilon^{k} \int_{\mathcal{B}_{\mathbf{G}^{k}(t)}}\left|\nabla \mathbf{u}_{\varepsilon^{k}}^{k}-\nabla \mathbf{u}^{k}\right|^{2} \mathrm{~d} \mathbf{x}
$$

The above inequality implies that

$$
-\frac{1}{2} \int_{0}^{T} \int_{\partial \mathcal{B}_{\mathbf{G}^{k}(t)}}\left(\mathbf{U} \cdot \mathbf{u}^{k}\right)\left(\left(\mathbf{u}_{\varepsilon^{k}}^{k}-\mathbf{u}^{k}\right) \cdot \mathbf{n}\right) \mathrm{d} \sigma \rightarrow 0
$$

as $k \rightarrow \infty$.
Finally, we can pass to the limit in (2.23) and obtain the weak formulation (2.4) for smooth test functions. We can pass from smooth test functions to the required regularity for $\mathbf{v}$ by applying the same approximation technique as when we obtained (2.29).
3. Constructing test functions. Let us begin with some notation. We introduce $(r, \theta, z)$, the cylindrical coordinates associated to $\left(x_{1}, x_{2}, x_{3}\right)$ :

$$
x_{1}=r \cos (\theta), \quad x_{2}=r \sin (\theta), \quad x_{3}=z
$$

Given $h>0$ and $l>0$, we denote by $\Omega_{h, l}$ the cylindric domain under $\mathcal{B}_{h}$ with radius $l$ :

$$
\begin{equation*}
\Omega_{h, l}:=\left\{(r, \theta, z) \in \mathcal{F}_{h} \text { such that } r \in[0, l), z \in(0,1+h)\right\} \tag{3.1}
\end{equation*}
$$

We notice that whenever $l<1$, the upper boundary of $\Omega_{h, \delta}$ is parametrized by $(r, \theta)$ :

$$
(r, \theta, z) \in \partial \Omega_{h, l} \cap \partial \mathcal{B}_{h} \Leftrightarrow\left\{r \in[0, \delta) \text { and } z=\delta_{h}(r)\right\}
$$

where, for arbitrary nonnegative $h$,

$$
\begin{equation*}
\delta_{h}(s):=1+h-\sqrt{1-s^{2}} \quad \forall s \in[0,1) \tag{3.2}
\end{equation*}
$$

As in [9], we estimate the distance between $\mathcal{B}$ and $\mathcal{P}$ from below with a suitable choice of test function in the weak formulation. To this end, we introduce an approximation of the Stokes solution for a given position of $\mathcal{B}$ in $\mathbb{R}_{+}^{3}$ (namely, $\mathcal{B}_{h}$ ). We call these approximations "static functions" and denote them by $\left(\mathbf{w}_{h}\right)_{h>0}$. Given a weak solution ( $\mathbf{u}, \mathbf{G}$ ) to (FSIS) in $(0, T)$, we construct admissible test functions by setting

$$
\begin{align*}
\widetilde{\mathbf{w}}:(0, T) \times \mathbb{R}_{+}^{3} & \longrightarrow \mathbb{R}^{3}, \\
(t, \mathbf{x}) & \longmapsto \zeta(t) \mathbf{w}_{h(t)}\left(x_{1}-G_{1}(t), x_{2}-G_{2}(t), x_{3}\right) \tag{3.3}
\end{align*}
$$

for arbitrary $\zeta \in \mathcal{D}(0, T)$. In this definition $h(t)$ stands for the distance between the sphere and the ramp at time $t$.

Applying the weak formulation, we obtain

$$
\int_{0}^{T} \int_{\mathbb{R}_{+}^{3}}\left[\rho_{\mathbf{G}} \mathbf{u} \cdot \widetilde{\mathbf{w}}_{t}+(\mathbf{u} \otimes \mathbf{u}-2 \mu \mathrm{D}(\mathbf{u})): \mathrm{D}(\widetilde{\mathbf{w}})\right] \quad \mathrm{d} \mathbf{x} \mathrm{~d} t=0
$$

In this equation, the key ingredient is

$$
\int_{\mathbb{R}_{+}^{3}} \mathrm{D}(\mathbf{u}): \mathrm{D}\left(\mathbf{w}_{h}\right) \mathrm{d} \mathbf{x}
$$

It shall behave like $\dot{h} / h^{\alpha}$ with an exponent $\alpha$ to be made precise. The other terms appear as remainders. We shall bound them by an integrable (in time) function. This relies on the following lemma.

LEMMA 3.1. Given $h>0, r_{0}>0$, and $(\mathbf{u}, \mathbf{w}) \in H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right) \times\left(\mathbb{H}\left(\mathbf{G}_{h}\right) \cap \mathcal{C}^{\infty}\left(\mathcal{F}_{h}\right)\right)$, we assume $\mathbf{w}$ is with compact support. Then there exists $C$ depending only on the size of the support of $\mathbf{w}$ such that

$$
\begin{equation*}
\left|\int_{\mathbb{R}_{+}^{3}} \mathbf{u} \cdot \mathbf{w} \quad \mathrm{~d} \mathbf{x}\right| \leqslant C\|\nabla \mathbf{u}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}\left[\|\mathbf{w}\|_{2,2}+\|\mathbf{w}\|_{L^{2}\left(\mathbb{R}_{+}^{3} \backslash \Omega_{h, r_{0}}\right)}\right] \tag{3.4}
\end{equation*}
$$

where

$$
\left.\|\mathbf{w}\|_{2,2}^{2}=\int_{0}^{r_{0}}\left(\delta_{h}(r)^{2}\left[\int_{0}^{\delta_{h}(r)} \sup _{\theta \in(0,2 \pi)}\left\{|\mathbf{w}(r, \theta, z)|^{2}\right)\right\} \mathrm{d} z\right]\right) r \mathrm{~d} r
$$

If, moreover, $\mathbf{w} \in \mathbb{V}\left(\mathbf{G}_{h}\right)$, we have

$$
\begin{equation*}
\left|\int_{\mathbb{R}_{+}^{3}} \mathbf{u} \otimes \mathbf{u}: D(\mathbf{w}) \mathrm{d} \mathbf{x}\right| \leqslant C\|\nabla \mathbf{u}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2}\left[\|\mathbf{w}\|_{\infty, 2}+\|D(\mathbf{w})\|_{L^{\infty}\left(\mathcal{F}_{h} \backslash \Omega_{h, r_{0}}\right)}\right] \tag{3.5}
\end{equation*}
$$

where

$$
\|\mathbf{w}\|_{\infty, 2}=\sup _{r \in\left(0, r_{0}\right)}\left\{\delta_{h}(r)^{\frac{3}{2}}\left[\int_{0}^{\delta_{h}(r)} \sup _{\theta \in(0,2 \pi)}\left\{|\nabla \mathbf{w}(r, \theta, z)|^{2}\right\} \mathrm{d} z\right]^{\frac{1}{2}}\right\}
$$

Proof. We denote by $I_{1}$ and $I_{2}$ the two integrals we want to estimate in (3.5) and (3.4).

We first deal with $I_{1}$. As $D(\mathbf{w})=0$ in $\mathcal{B}_{h}$, we might restrict the integration domain to $\mathcal{F}_{h}$. We split the integral into an integral in $\mathcal{F}_{h} \backslash \Omega_{h, r_{0}}$ and an integral in $\Omega_{h, r_{0}}: I_{1}=I_{1}^{\text {in }}+I_{1}^{o u t}$ with

$$
\left|I_{1}^{\text {out }}\right|=\left|\int_{\mathcal{F}_{h} \backslash \Omega_{h, r_{0}}} \mathbf{u} \otimes \mathbf{u}: D(\mathbf{w}) \mathrm{d} \mathbf{x}\right| \leqslant\|\mathbf{u}\|_{L^{2}(\operatorname{Supp}(\mathbf{w}))}^{2}\|D(\mathbf{w})\|_{L^{\infty}\left(\mathcal{F}_{h} \backslash \Omega_{h, r_{0}}\right)}
$$

Because $\operatorname{Supp}(\mathbf{w})$ is bounded and $\mathbf{u} \in H_{0}^{1}\left(\mathbb{R}_{+}^{3}\right)$, we can use the Poincaré inequality. Concerning the integral in $\Omega_{h, r_{0}}$, we have

$$
I_{1}^{i n}=\int_{0}^{2 \pi} \int_{0}^{r_{0}} \int_{0}^{\delta_{h}(r)}[\mathbf{u}(r, \theta, z) \otimes \mathbf{u}(r, \theta, z): D(\mathbf{w})(r, \theta, z)] r \mathrm{~d} z \mathrm{~d} r \mathrm{~d} \theta
$$

Using a Hölder inequality with respect to the $z$-variable, we deduce

$$
\left|I_{1}^{i n}\right| \leqslant C \int_{0}^{2 \pi} \int_{0}^{r_{0}}\left[\int_{0}^{\delta_{h}(r)}|\mathbf{u}(r, \theta, z)|^{4} \mathrm{~d} z\right]^{\frac{1}{2}}\left[\int_{0}^{\delta_{h}(r)}|D(\mathbf{w})|^{2} \mathrm{~d} z\right]^{\frac{1}{2}} r \mathrm{~d} r \mathrm{~d} \theta
$$

Then a direct generalization of the Poincaré inequality (see Lemma 12 in [9]) implies

$$
\left[\int_{0}^{\delta_{h}(r)}|\mathbf{u}(r, \theta, z)|^{4} \mathrm{~d} z\right]^{\frac{1}{2}} \leqslant C \delta_{h}(r)^{\frac{3}{2}}\left[\int_{0}^{\delta_{h}(r)}|\nabla \mathbf{u}(r, \theta, z)|^{2} \mathrm{~d} z\right]
$$

Substituting this in $I_{1}^{i n}$ and using again a Hölder inequality, we then obtain (3.5).
To estimate $I_{2}$, we decompose it in the same manner as $I_{1}$, and with the same proof, we deduce that there exists $C=C(\operatorname{Supp}(\mathbf{w}))$ such that

$$
\left|I_{2}^{\text {out }}\right| \leqslant C\|\nabla \mathbf{u}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}\|\mathbf{w}\|_{L^{2}\left(\mathbb{R}_{+}^{3} \backslash \Omega_{h, r_{0}}\right)}
$$

It remains to estimate the integral in $\Omega_{h, r_{0}}$ :

$$
I_{2}^{i n}=\int_{0}^{2 \pi} \int_{0}^{r_{0}} \int_{0}^{\delta_{h}(r)}[\mathbf{u}(r, \theta, z) \cdot \mathbf{w}(r, \theta, z)] r \mathrm{~d} z \mathrm{~d} r \mathrm{~d} \theta
$$

As above, a Hölder inequality in the $z$-variable associated to the Poincaré inequality implies

$$
\left|I_{2}^{i n}\right| \leqslant C \int_{0}^{2 \pi} \int_{0}^{r_{0}}\left[\int_{0}^{\delta_{h}(r)}|\nabla \mathbf{u}(r, \theta, z)|^{2} \mathrm{~d} z\right]^{\frac{1}{2}} \delta_{h}(r)\left[\int_{0}^{\delta_{h}(r)}|\mathbf{w}|^{2} \mathrm{~d} z\right]^{\frac{1}{2}} r \mathrm{~d} r \mathrm{~d} \theta
$$

We conclude by using a Cauchy-Schwarz inequality.
3.1. Explicit formula. From now on $h$ is a fixed positive parameter. As in [9], we introduce a velocity field which is a good approximation (in a sense to be made precise) to the solution to the Stokes problem

$$
\left\{\begin{align*}
& \operatorname{div} \mathbb{T}(\mathbf{w}, q)=0  \tag{3.6}\\
& \operatorname{div} \mathbf{w}=0 \\
& \mathbf{w}_{\left.\right|_{\mathcal{P}}}=0 \\
& \mathbf{w}_{\left.\right|_{\partial \mathcal{B}_{h}}}=\mathbf{e}_{3}
\end{align*} \quad \text { in } \mathcal{F}_{h},\right.
$$

At first, we focus on the divergence-free and boundary conditions. So we introduce a potential vector field $\mathbf{a}_{h}$ and set $\mathbf{w}_{h}=\operatorname{curl} \mathbf{a}_{h}$. One choice for $\mathbf{a}_{h}$ could be

$$
\mathbf{a}_{h}^{s}(\mathbf{x}):=\frac{\eta_{h_{0}}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right)}{2}\left(\mathbf{e}_{3} \times\left(\mathbf{x}-\mathbf{G}_{h}\right)\right) \quad \forall \mathbf{x} \in \mathcal{F}_{h}, \quad \text { with } h_{0}>0
$$

The field $\mathbf{w}_{h}^{s}:=$ curl $\mathbf{a}_{h}^{s}$ satisfies the divergence-free and boundary conditions regardless of the value of $h_{0}<h$. However, when $h$ goes to 0 , this particular velocity field does not take advantage of the particular shape of the aperture between $\mathcal{B}$ and $\mathcal{P}$. Thus, we need to find another velocity field, especially in this aperture, in $\Omega_{h, 1 / 2}$.

As we want to obtain an approximation of the Stokes problem, we construct a velocity field in which the fluid escapes from under the sphere with the most efficiency. Consequently, we want the velocity field to be planar and radial in each plane. Thus, our potential vector field reads, in cylindrical coordinates,

$$
\mathbf{a}_{h}^{d}(r, \theta, z)=\left(-\phi_{h}^{d}(r, z) \sin (\theta), \phi_{h}^{d}(r, z) \cos (\theta), 0\right)^{\top} \quad \forall(r, \theta, z) \in \Omega_{h, 1 / 2}
$$

so that, for all $(r, \theta, z) \in \Omega_{h, 1 / 2}$,

$$
\mathbf{w}_{h}^{d}(r, \theta, z)=\left(-\partial_{z} \phi_{h}^{d}(r, z) \cos (\theta),-\partial_{z} \phi_{h}^{d}(r, z) \sin (\theta), \partial_{r} \phi_{h}^{d}(r, z)+\frac{\phi_{h}^{d}(r, z)}{r}\right)^{\top}
$$

We set, in order to fit boundary conditions (this shall be critical in Lemma 3.2),

$$
\phi_{h}^{d}(r, z)=r \chi_{o}\left(\frac{z}{\delta_{h}(r)}\right), \text { with } \chi_{o}(s)=\frac{s^{2}(3-2 s)}{2} \quad \forall s \in(0,1)
$$

From now on, we set $h_{0}=(\sqrt{17 / 16}-1) / 2$. It remains to interpolate $\mathbf{w}_{h}^{s}$ and $\mathbf{w}_{h}^{d}$ so that we obtain

$$
\mathbf{a}_{h}(\mathbf{x})=\left\{\begin{aligned}
\eta_{1 / 2}(r) \mathbf{a}_{h}^{d}(r, \theta, z)+\left(1-\eta_{1 / 2}(r)\right) \mathbf{a}_{h}^{s}(\mathbf{x}) & \text { in } \Omega_{h, 1 / 2} \\
\mathbf{a}_{h}^{s}(\mathbf{x}) & \text { in } \mathbb{R}_{+}^{3} \backslash \Omega_{h, 1 / 2}
\end{aligned}\right.
$$

and $\mathbf{w}_{h}=\operatorname{curl} \mathbf{a}_{h}$. Explicitly, in $\Omega_{h, 1 / 2}$, we have

$$
\begin{equation*}
\mathbf{w}_{h}(r, \theta, z)=\eta_{1 / 2}(r) \mathbf{w}_{h}^{d}(r, \theta, z)+\left(1-\eta_{1 / 2}(r)\right) \mathbf{w}_{h}^{s}(\mathbf{x})+\mathbf{r e m}_{0}(\mathbf{x}) \tag{3.7}
\end{equation*}
$$

where, denoting by $\boldsymbol{n} \boldsymbol{\pi}_{3}(\mathbf{x})=\left(x_{1}, x_{2}, 0\right)^{\top} / \sqrt{x_{1}^{2}+x_{2}^{2}}$, we have

$$
\operatorname{rem}_{0}(\mathbf{x})=\eta_{1 / 2}^{\prime}(r) \boldsymbol{n} \boldsymbol{\pi}_{3}(\mathbf{x}) \times\left(\mathbf{a}_{h}^{d}(r, \theta, z)-\mathbf{a}_{h}^{s}(\mathbf{x})\right) \quad \text { in } \Omega_{h, 1 / 2}
$$

3.2. From static to moving test function. The main point in this subsection is to prove that, given a weak solution to (FSIS) ( $\mathbf{u}, \mathbf{G}$ ) and $\zeta \in \mathcal{D}(0, T)$, the function $\widetilde{\mathbf{w}}$ constructed in (3.3) is a suitable test function. To this end, we need to extend $\mathbf{w}_{h}$ on $\mathbb{R}_{+}^{3}$ first. This is possible thanks to the following technical result.

Lemma 3.2. Given $h>0$, we have

$$
\begin{array}{lll}
\mathbf{w}_{h}(\mathbf{x})=\mathbf{e}_{3}, & \mathbf{a}_{h}(\mathbf{x})=\left(\mathbf{e}_{3} \times \mathbf{x}\right) / 2 & \forall \mathbf{x} \in \partial \mathcal{B}_{h} \\
\mathbf{w}_{h}(\mathbf{x})=0, & \mathbf{a}_{h}(\mathbf{x})=0 & \forall \mathbf{x} \in \mathcal{P}
\end{array}
$$

Proof. We set $\lambda=z / \delta_{h}(r)$ and differentiations of $\lambda$ by subscripts. We have

$$
\begin{equation*}
\partial_{z} \phi_{h}^{d}(r, z)=r \lambda_{z} \chi_{o}^{\prime}(\lambda), \quad \partial_{r} \phi_{h}^{d}(r, z)=\chi_{o}(\lambda)+r \lambda_{r} \chi_{o}^{\prime}(\lambda) \tag{3.8}
\end{equation*}
$$

Computing with the value of $\lambda$ yields

$$
\lambda_{z}=\frac{1}{\delta_{h}(r)}, \quad \lambda_{r}=-\frac{z \delta_{h}^{\prime}(r)}{\left(\delta_{h}(r)\right)^{2}}
$$

Our choice for $\chi_{o}$ implies that

$$
\chi_{o}(0)=\chi_{o}^{\prime}(0)=0, \quad \chi_{o}(1)=\frac{1}{2}, \quad \chi_{o}^{\prime}(1)=0
$$

Replacing $\lambda$ by 0 in (3.8) yields

$$
\phi_{h}^{d}(r, z)=\partial_{z} \phi_{h}^{d}(r, z)=\partial_{r} \phi_{h}^{d}(r, z)=0 \quad \text { on } \mathcal{P} .
$$

Consequently, $\mathbf{a}_{h}^{d}=\mathbf{w}_{h}^{d}=0$ on $\mathcal{P}$. Replacing $\lambda$ by 1 ,

$$
\partial_{z} \phi_{h}^{d}(r, z)=0, \quad \phi_{h}^{d}(r, z)=\frac{r}{2}, \quad \partial_{r} \phi_{h}^{d}(r, z)=\frac{1}{2} \quad \text { on } \partial \mathcal{B}_{h} .
$$

Consequently, $\mathbf{a}_{h}^{d}(\mathbf{x})=\left(\mathbf{e}_{3} \times \mathbf{x}\right) / 2$ and $\mathbf{w}_{h}^{d}=\mathbf{e}_{3}$ on $\mathcal{B}_{h}$.
Concerning the smooth part, a straightforward computation leads to

$$
\mathbf{w}_{h}^{s}(\mathbf{x})=\eta_{h_{0}}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right) \mathbf{e}_{3}+\eta_{h_{0}}^{\prime}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right) \frac{\mathbf{x}-\mathbf{G}_{h}}{\left|\mathbf{x}-\mathbf{G}_{h}\right|} \times \frac{\left(\mathbf{e}_{3} \times\left(\mathbf{x}-\mathbf{G}_{h}\right)\right)}{2}
$$

Due to our choice, we have

$$
\eta_{h_{0}}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right)=1, \quad \eta_{h_{0}}^{\prime}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right)=0 \quad \text { on } \partial \mathcal{B}_{h}
$$

Consequently $\mathbf{a}_{h}^{s}(\mathbf{x})=\left(\mathbf{e}_{3} \times \mathbf{x}\right) / 2$ and $\mathbf{w}_{h}^{s}=\mathbf{e}_{3}$ on $\partial \mathcal{B}_{h}$. Then

$$
\eta_{h_{0}}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right)=0, \quad \eta_{h_{0}}^{\prime}\left(\left|\mathbf{x}-\mathbf{G}_{h}\right|-1\right)=0 \quad \text { if }\left|\mathbf{x}-\mathbf{G}_{h}\right| \geqslant 1+2 h_{0}=\sqrt{17 / 16}
$$

Moreover, if $\mathbf{x} \in \mathcal{P} \backslash \overline{\Omega_{h, 1 / 4}}$, we have $r>1 / 4$ and, as $\mathbf{G}_{h}=(0,0,1+h)$,

$$
\left|\mathbf{x}-\mathbf{G}_{h}\right|^{2}>(1+h)^{2}+(1 / 4)^{2}>17 / 16
$$

Consequently, $\mathbf{a}_{h}^{s}(\mathbf{x})=\mathbf{w}_{h}^{s}(\mathbf{x})=0$ for $\mathbf{x} \in \mathcal{P} \backslash \overline{\Omega_{h, 1 / 4}}$.
It remains to check that boundary conditions are satisfied in the transition region, i.e., when $\mathbf{x} \in \overline{\Omega_{h, 1 / 2}} \backslash \Omega_{h, 1 / 4}$. On $\mathcal{P}$, we remark that $\mathbf{w}_{h}^{d}(\mathbf{x})=\mathbf{w}_{h}^{s}(\mathbf{x})=0=\mathbf{a}_{h}^{s}(\mathbf{x})=$
$\mathbf{a}_{h}^{d}(\underline{\mathbf{x}})=\underline{0}$. Interpolating the potential vector fields, we obtain $\mathbf{w}_{h}=0$ on $\mathcal{P}$. Finally, on $\overline{\mathcal{B}}_{h} \cap \overline{\Omega_{h, 1 / 4}}$ we have already computed

$$
\mathbf{w}_{h}^{d}(\mathbf{x})=\mathbf{w}_{h}^{s}(\mathbf{x})=\mathbf{e}_{3} \quad \text { and } \quad \mathbf{a}_{h}^{s}(\mathbf{x})=\mathbf{a}_{h}^{d}(\mathbf{x})=\left(\mathbf{e}_{3} \times \mathbf{x}\right) / 2 .
$$

Interpolating the potential vector fields, we deduce $\mathbf{w}_{h}(\mathbf{x})=\mathbf{e}_{3}$. This concludes the proof.

Remark 3.1. According to this lemma, we extend $\mathbf{a}_{h}$ (resp., $\mathbf{w}_{h}$ ) to $\mathbb{R}_{+}^{3}$ with the value $\left(\mathbf{e}_{3} \times \mathbf{x}\right) / 2$ (resp., $\left.\mathbf{e}_{3}\right)$ in $\mathcal{B}_{h}$. In what follows, we consider the functions $\mathbf{a}$ : $(h, \mathbf{x}) \rightarrow \mathbf{a}_{h}(\mathbf{x})$ and $\mathbf{w}:(h, \mathbf{x}) \rightarrow \mathbf{w}_{h}(\mathbf{x})$. Denoting by $\mathcal{Q}_{c}=\left\{(h, \mathbf{x}) \in(0,1) \times \mathbb{R}^{3} ; \mathbf{x} \in\right.$ $\left.\mathcal{B}_{h}\right\}$, standard analytic arguments imply $\mathbf{a} \in \mathcal{C}^{\infty}\left(\mathcal{Q}_{c}\right) \cap \mathcal{C}^{\infty}\left(\left((0,1) \times \mathbb{R}_{+}^{3}\right) \backslash \overline{\mathcal{Q}}_{c}\right)$. We note that $\mathbf{w}_{h}$ vanishes as soon as $\left|\mathbf{x}-\mathbf{G}_{h}\right|>(\sqrt{17 / 16}-1) / 2$ and $|\mathbf{x}|>1 / 2$. Consequently, the above lemma implies $\mathbf{w} \in H^{1}\left((\bar{h}, 1) \times \mathbb{R}_{+}^{3}\right)$ for any $\bar{h}>0$ and, after standard composition arguments, this yields

$$
\widetilde{\mathbf{w}} \in \mathcal{C}\left([0, T] ; \mathrm{H}^{1}\left(\mathbb{R}_{+}^{3}\right)\right) \cap H^{1}\left(0, T ; \mathrm{L}^{2}\left(\mathbb{R}_{+}^{3}\right)\right)
$$

as long as $h(t) \in(\bar{h}, 1]$ for all $t \in(0, T)$. So, $\widetilde{\mathbf{w}}$ is a suitable test function for the weak formulation as long as $h(0, T) \subset(\bar{h}, 1)$.
3.3. Estimate of remainder terms. In order to exploit the weak formulation with our test function, we need to dominate remainder terms according to Lemma 3.1. We begin with estimates on Sobolev norms of $\mathbf{w}_{h}$.

By construction, our test functions behave differently under the sphere (in $\Omega_{h, \delta}$ ) and above the sphere (in $\mathcal{F}_{h} \backslash \Omega_{h, \delta}$ for arbitrary fixed $\delta>0$ ). Above the sphere we have the following.

Lemma 3.3. Given $\alpha \geqslant 0$ and $\delta>0$ there exists $C(\alpha, \delta)<\infty$ such that

$$
\left\|\mathbf{a}_{h}\right\|_{H^{\alpha}\left(\mathcal{F}_{h} \backslash \Omega_{h, \delta}\right)} \leqslant C(\alpha, \delta) \quad \forall h \in(0,1) .
$$

Proof. By construction the restriction a : $\mathcal{Q}_{c, \delta} \rightarrow \mathbb{R}^{3}$, with

$$
\mathcal{Q}_{c, \delta}:=\left\{(h, \mathbf{x}) \in[0,1] \times \overline{\mathbb{R}_{+}^{3}} \quad \text { with } \mathbf{x} \notin \Omega_{h, \delta}\right\}
$$

is smooth and with compact support.
Inside $\Omega_{h, 1 / 4}$, estimates rely essentially on dominations of integrals:

$$
\int_{0}^{\frac{1}{4}} \frac{r^{\alpha} \mathrm{d} r}{\left[\delta_{h}(r)\right]^{\beta}}
$$

We refer the reader to the appendix for such computations.
Lemma 3.4. The family $\left(\mathbf{w}_{h}\right)_{0<h<1}$ is uniformly bounded in $L^{2}\left(\mathbb{R}_{+}^{3}\right)$.
Proof. Because of the previous lemma, we focus on $\mathbf{w}_{h}^{d}$ inside $\Omega_{h, 1 / 4}$.
In this region, we have

$$
\left(\mathbf{w}_{h}^{d}(r, \theta, z)\right)_{1}=-\partial_{z} \phi_{h}^{d}(r, z) \cos (\theta), \quad\left(\mathbf{w}_{h}^{d}(r, \theta, z)\right)_{2}=-\partial_{z} \phi_{h}^{d}(r, z) \sin (\theta)
$$

and

$$
\left(\mathbf{w}_{h}^{d}(r, \theta, z)\right)_{3}=\partial_{r} \phi_{h}^{d}(r, z)+\frac{\phi_{h}^{d}(r, z)}{r} .
$$

Thus

$$
\left|\mathbf{w}_{h}^{d}(r, \theta, z)\right| \leqslant\left|\partial_{z} \phi_{h}^{d}(r, z)\right|+\left|\partial_{r} \phi_{h}^{d}(r, z)\right|+\frac{\left|\phi_{h}^{d}(r, z)\right|}{r}
$$

Applying Lemma A.3, this leads to

$$
\left|\mathbf{w}_{h}^{d}(r, \theta, z)\right| \leqslant C\left(1+\frac{r}{\delta_{h}(r)}\right) \quad \forall(r, \theta, z) \in \Omega_{h, 1 / 4}, \quad \forall h \in(0,1)
$$

The result then follows from Lemma A. 1 with $(\alpha, \beta)=(3,1)$.
As a technical device for applying Lemma 3.1, we have the following.
Lemma 3.5. Let us define

$$
w_{h}(r, \theta, z)=\left|\partial_{r} \mathbf{w}_{h}^{d}(r, \theta, z)\right|+\frac{\left|\partial_{\theta} \mathbf{w}_{h}^{d}(r, \theta, z)\right|}{r}+\left|\partial_{h} \mathbf{w}_{h}^{d}(r, \theta, z)\right| \quad \forall(r, \theta, z) \in \Omega_{h, 1 / 4}
$$

Then

$$
\begin{equation*}
\int_{0}^{\frac{1}{4}}\left(\delta_{h}(r)^{2}\left[\int_{0}^{\delta_{h}(r)} \sup _{\theta \in(0,2 \pi)}\left|w_{h}(r, \theta, z)\right|^{2} \mathrm{~d} z\right]\right) r \mathrm{~d} r \tag{3.9}
\end{equation*}
$$

is uniformly bounded for $h \in(0,1)$.
Proof. A straightforward computation yields, for all $(r, \theta, z) \in \Omega_{h, 1 / 4}$,

$$
\left|\partial_{r} \mathbf{w}_{h}^{d}(r, \theta, z)\right| \leqslant C\left(\left|\partial_{r z} \phi_{h}^{d}(r, z)\right|+\left|\partial_{r r} \phi_{h}^{d}(r, z)\right|+\left|\frac{\partial_{r} \phi_{h}^{d}(r, z)}{r}-\frac{\phi_{h}^{d}(r, z)}{r^{2}}\right|\right)
$$

and

$$
\begin{aligned}
& \frac{\left|\partial_{\theta} \mathbf{w}_{h}^{d}(r, \theta, z)\right|}{r} \leqslant \frac{\left|\partial_{z} \phi_{h}^{d}(r, z)\right|}{r} \\
& \left|\partial_{h} \mathbf{w}_{h}^{d}(r, \theta, z)\right| \leqslant \frac{\left|\partial_{h} \phi_{h}^{d}(r, z)\right|}{r}+\left|\partial_{h r} \phi_{h}^{d}(r, z)\right|+\left|\partial_{h z} \phi_{h}^{d}(r, z)\right|
\end{aligned}
$$

Combining the above inequalities with Lemma A.3, we deduce there exists a constant $C$ independent of $h$ such that

$$
\left|w_{h}(r, \theta, z)\right| \leqslant C\left(\frac{1}{\delta_{h}(r)}+\frac{r}{\delta_{h}(r)^{2}}\right)
$$

for all $(r, \theta, z) \in \Omega_{h, 1 / 4}$. Consequently,

$$
\int_{0}^{1 / 4}\left(\delta_{h}(r)^{2}\left[\int_{0}^{\delta_{h}(r)} \sup _{\theta \in(0,2 \pi)}\left|w_{h}(r, \theta, z)\right|^{2} \mathrm{~d} z\right]\right) r \mathrm{~d} r \leqslant C \int_{0}^{1 / 4}\left(\delta_{h}(r)+1\right) r \mathrm{~d} r
$$

As the last integral remains bounded when $h$ goes to 0 , the same holds for the integral of $w_{h}$.

Then, to dominate the trilinear form, we need the following result.
Lemma 3.6. We set

$$
d w_{h}(r, \theta, z)=\left|\partial_{r} \mathbf{w}_{h}^{d}(r, \theta, z)\right|+\frac{\left|\partial_{\theta} \mathbf{w}_{h}^{d}(r, \theta, z)\right|}{r}+\left|\partial_{z} \mathbf{w}_{h}^{d}(r, \theta, z)\right| \quad \forall(r, \theta, z) \in \Omega_{h, 1 / 4}
$$

Then the quantity

$$
\begin{equation*}
\sup _{r \in(0,1 / 4)}\left\{\delta_{h}(r)^{\frac{3}{2}}\left[\int_{0}^{\delta_{h}(r)} \sup _{\theta \in(0,2 \pi)}\left\{\left|d w_{h}(r, \theta, z)\right|^{2}\right\} \mathrm{d} z\right]^{\frac{1}{2}}\right\} \tag{3.10}
\end{equation*}
$$

is uniformly bounded for $h \in(0,1)$.

Proof. As in the previous proof, there exists a constant $C$ independent of $h$ such that

$$
\left|d w_{h}(r, \theta, z)\right| \leqslant C\left(\frac{1}{\delta_{h}(r)}+\frac{r}{\delta_{h}(r)^{2}}\right)
$$

for all $(r, \theta, z) \in \Omega_{h, 1 / 4}$. Therefore

$$
\int_{0}^{\delta_{h}(r)}\left|d w_{h}(r, z)\right|^{2} \mathrm{~d} z \leqslant C\left(\frac{1}{\delta_{h}(r)}+\frac{r^{2}}{\delta_{h}(r)^{3}}\right)
$$

and

$$
\sup _{r \in(0,1 / 4)}\left\{\delta_{h}(r)^{\frac{3}{2}}\left[\int_{0}^{\delta_{h}(r)} \sup _{\theta \in(0,2 \pi)}\left\{\left|d w_{h}(r, \theta, z)\right|^{2}\right\} \mathrm{d} z\right]^{\frac{1}{2}}\right\} \leqslant C \sup _{r \in(0,1 / 4)}\left(\delta_{h}(r)+r\right)
$$

which is uniformly bounded when $h \in(0,1)$.
Finally, there holds the following lemma, which is reminiscent of works by Starovoitov.
Lemma 3.7. There exists a constant $C>0$ such that

$$
\left|\nabla \mathbf{w}_{h}\right|_{2}^{2} \geqslant \frac{C}{h} \quad \forall h \in(0,1)
$$

Proof. Given $h>0$ we already noticed that

$$
\mathbf{w}_{h}(\mathbf{x})=\mathbf{w}_{h}^{d}(\mathbf{x}) \quad \forall \mathbf{x} \in \Omega_{h, 1 / 4}
$$

Consequently,

$$
\left|\nabla \mathbf{w}_{h}(\mathbf{x})\right| \geqslant\left|\partial_{z} \mathbf{w}_{h}^{d}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Omega_{h, 1 / 4}
$$

With the explicit formula for $\mathbf{w}_{h}^{d}$, we have $\left|\partial_{z} \mathbf{w}_{h}^{d}\right| \geqslant\left|\partial_{z z} \phi_{h}^{d}\right|$, where $\left|\partial_{z z} \phi_{h}^{d}(r, z)\right|=$ $\frac{r}{\delta_{h}^{2}(r)} \chi_{o}^{\prime \prime}(\lambda)$. Consequently,

$$
\left|\nabla \mathbf{w}_{h}\right|_{2}^{2} \geqslant 2 \pi \int_{0}^{\frac{1}{4}} \frac{r^{3} \mathrm{~d} r}{\delta_{h}(r)^{3}} \int_{0}^{1}\left|\chi_{o}^{\prime \prime}(s)\right|^{2} \mathrm{~d} s
$$

As $\chi$ is a polynomial with degree 3 , its second derivative does not vanish, and neither does the $s$-integral. Then we obtain the result by applying Lemma A. 1 with $\alpha=\beta=3$.
3.4. Our test function and the Stokes problem. First, we prove that our choice is a good one because it is a good approximation of the solution to the Stokes problem.

Lemma 3.8. There exist $q_{h} \in \mathcal{C}^{\infty}\left(\overline{\mathcal{F}_{h}}\right)$ and $\mathbf{f}_{h} \in \mathcal{C}_{c}^{\infty}\left(\overline{\mathcal{F}_{h}}\right)$ such that

$$
\left\{\begin{array}{l}
\mu \Delta \mathbf{w}_{h}-\nabla q_{h}=\mathbf{f}_{h}  \tag{3.11}\\
\operatorname{div} \mathbf{w}_{h}=0
\end{array} \quad \text { in } \mathcal{F}_{h}\right.
$$

where there exists an absolute constant $C$ for which

$$
\int_{0}^{2 \pi} \int_{0}^{\frac{1}{4}}\left(\delta_{h}(r)^{2}\left[\int_{0}^{\delta_{h}(r)}\left|\mathbf{f}_{h}\right|^{2} \mathrm{~d} z\right]\right) r \mathrm{~d} r \mathrm{~d} \theta+\left\|\mathbf{f}_{h}\right\|_{L^{2}\left(\mathcal{F}_{h} \backslash \Omega_{h, 1 / 4}\right)}^{2} \leqslant C
$$

Proof. By construction, we have $\mathbf{w}_{h}=\operatorname{curl} \widetilde{\mathbf{a}}_{h}^{d}+\operatorname{curl} \widetilde{\mathbf{a}}_{h}^{s}$, where
$\widetilde{\mathbf{a}}_{h}^{d}(\mathbf{x})=\left\{\begin{array}{rl}\eta_{1 / 2}(r) \mathbf{a}_{h}^{d}(\mathbf{x}), & \mathbf{x} \in \Omega_{h, 1 / 2}, \\ 0 & \text { else },\end{array} \widetilde{\mathbf{a}}_{h}^{s}(\mathbf{x})=\left\{\begin{aligned} &\left(1-\eta_{1 / 2}(r)\right) \mathbf{a}_{h}^{s}(\mathbf{x}), \mathbf{x} \in \Omega_{h, 1 / 2}, \\ & \mathbf{a}_{h}^{s}(\mathbf{x}) \\ & \text { else. }\end{aligned}\right.\right.$
Then, according to Lemma 3.3, the smooth part $\widetilde{\mathbf{a}}_{h}^{s}$ is bounded in any Sobolev space uniformly in $h$. Consequently, $\widetilde{\mathbf{f}}_{h}=\mu \Delta \operatorname{curl} \widetilde{\mathbf{a}}_{h}^{s}$ is bounded in all Sobolev spaces. We have

$$
\mu \Delta \mathbf{w}_{h}=\mu \Delta \operatorname{curl} \widetilde{\mathbf{a}}_{h}^{d}+\widetilde{\mathbf{f}}_{h} .
$$

In the following we write $\widetilde{\phi}_{h}^{d}(r, z)=\eta_{1 / 2}(r) \phi_{h}^{d}(r, z)$ for all $(r, \theta, z) \in \Omega_{h, 1 / 2}$. Let us recall that in cylindrical coordinates we have

$$
\Delta=\frac{\partial_{r}\left[r \partial_{r}\right]}{r}+\frac{\partial_{\theta \theta}}{r^{2}}+\partial_{z z} .
$$

Consequently,

$$
\left[\Delta \operatorname{curl} \widetilde{\mathbf{a}}_{h}^{d}\right]_{1}=-\left[\partial_{r r z} \widetilde{\phi}_{h}^{d}+\frac{\partial_{r z} \widetilde{\phi}_{h}^{d}}{r}-\frac{\partial_{z} \widetilde{\phi}_{h}^{d}}{r^{2}}+\partial_{z z z} \widetilde{\phi}_{h}^{d}\right] \cos (\theta)
$$

and

$$
\begin{gathered}
{\left[\Delta \operatorname{curl} \widetilde{\mathbf{a}}_{h}^{d}\right]_{2}=-\left[\partial_{r r z} \widetilde{\phi}_{h}^{d}+\frac{\partial_{r z} \widetilde{\phi}_{h}^{d}}{r}-\frac{\partial_{z} \widetilde{\phi}_{h}^{d}}{r^{2}}+\partial_{z z z} \widetilde{\phi}_{h}^{d}\right] \sin (\theta),} \\
{\left[\Delta \operatorname{curl} \widetilde{\mathbf{a}}_{h}^{d}\right]_{3}=\partial_{r r r} \widetilde{\phi}_{h}^{d}+2 \frac{\partial_{r r} \widetilde{\phi}_{h}^{d}}{r}-\frac{\partial_{r} \widetilde{\phi}_{h}^{d}}{r^{2}}+\frac{\widetilde{\phi}_{h}^{d}}{r^{3}}+\partial_{z z}\left[\partial_{r} \widetilde{\phi}_{h}^{d}+\frac{\widetilde{\phi}_{h}^{d}}{r}\right] .}
\end{gathered}
$$

We remark here that

$$
\partial_{z z z} \widetilde{\phi}_{h}^{d}(r, z)=-6 \frac{r \eta_{1 / 2}(r)}{\delta_{h}^{3}(r)}
$$

Consequently, denoting by $\Phi$ a primitive of $s \mapsto-6 s \eta_{1 / 2}(s) /\left(\delta_{h}(s)\right)^{3}$, we have

$$
\nabla \Phi(r)=\left(\partial_{z z z} \phi_{h}^{d} \cos (\theta), \partial_{z z z} \phi_{h}^{d} \sin (\theta), 0\right)^{\top} .
$$

We set

$$
q_{h}(\mathbf{x})=\mu \Phi(r)+\mu \partial_{z}\left[\partial_{r} \widetilde{\phi}_{h}^{d}+\frac{\widetilde{\phi}_{h}^{d}}{r}\right], \quad \check{\mathbf{f}}_{h}=\mu \Delta \operatorname{curl} \widetilde{\mathbf{a}}_{h}^{d}-\nabla q_{h}
$$

In particular $\mu \Delta \mathbf{w}_{h}-\nabla q_{h}=\widetilde{\mathbf{f}}_{h}+\check{\mathbf{f}}_{h}$, so that our result follows from the same result for $\check{\mathbf{f}}_{h}$. Denoting by $\check{f}_{1}, \check{f}_{2}, \check{f}_{3}$ the Cartesian components of $\check{\mathbf{f}}_{h}$, straightforward computations show that

$$
\left|\check{f}_{1}\right|^{2}+\left|\check{f}_{2}\right|^{2} \leqslant 4\left[\partial_{r r z} \widetilde{\phi}_{h}^{d}+\frac{\partial_{r z} \widetilde{\phi}_{h}^{d}}{r}-\frac{\partial_{z} \widetilde{\phi}_{h}^{d}}{r^{2}}\right]^{2}
$$

As $\eta_{1 / 2}^{\prime}$ vanishes uniformly in $\Omega_{h, 1 / 4}$, Lemma 3.3 implies there exists a universal constant $C$ such that

$$
\left|\check{f}_{1}\right|^{2}+\left|\check{f}_{2}\right|^{2} \leqslant C\left[1+\left|\partial_{r r z} \phi_{h}^{d}+\frac{\partial_{r z} \phi_{h}^{d}}{r}-\frac{\partial_{z} \phi_{h}^{d}}{r^{2}}\right|\right]^{2}
$$

Then, for the same reasons, we have

$$
\left|\check{f}_{3}\right|^{2} \leqslant C\left[1+\left|\partial_{r r r} \phi_{h}^{d}\right|+\left|\frac{2 \partial_{r r} \phi_{h}^{d}}{r}\right|+\left|\frac{\phi_{h}^{d}}{r^{3}}-\frac{\partial_{r} \phi_{h}^{d}}{r^{2}}\right|\right]^{2}
$$

Replacing with the size computed in Lemma A.3, we obtain

$$
\left|\check{\mathbf{f}}_{h}(\mathbf{x})\right|^{2} \leqslant C\left(\frac{r}{\delta_{h}^{2}(r)}+\frac{1}{\delta_{h}(r)}\right)^{2}
$$

Consequently, for arbitrary $r \in(0,1 / 2)$

$$
\int_{0}^{\delta_{h}(r)}\left|\check{\mathbf{f}}_{h}\right|^{2} \mathrm{~d} z \leqslant C\left(\frac{r^{2}}{\delta_{h}(r)^{3}}+\frac{1}{\delta_{h}(r)}\right)
$$

and

$$
\int_{0}^{2 \pi} \int_{0}^{1 / 2} \delta_{h}(r)^{2} \int_{0}^{\delta_{h}(r)}\left|\check{\mathbf{f}}_{h}\right|^{2} \mathrm{~d} z r \mathrm{~d} r \mathrm{~d} \theta \leqslant C \int_{0}^{1 / 2}\left(\frac{r^{3}}{\delta_{h}(r)}+r \delta_{h}(r)\right) \mathrm{d} r
$$

which is uniformly bounded for $h \in(0,1)$. This concludes the proof.
As a direct corollary, we get the following lemma.
Lemma 3.9. There exist $K_{m}<\infty$ and a function $\widetilde{n}_{3}:[0,1] \rightarrow \mathbb{R}_{+}$such that, for any $h<1$ and $\mathbf{w} \in \mathbb{V}\left(\mathbf{G}_{h}\right)$ such that $\mathbf{w}=\mathbf{V}_{\mathbf{w}}+\mathbf{R}_{\mathbf{w}} \times\left(\mathbf{x}-\mathbf{G}_{h}\right)$ in $\mathcal{B}_{h}$, we have

$$
\begin{equation*}
\left|2 \mu \int_{\mathbb{R}_{+}^{3}} D\left(\mathbf{w}_{h}\right): D(\mathbf{w}) \mathrm{d} \mathbf{x}-\widetilde{n}_{3}(h) \mathbf{V}_{\mathbf{w}} \cdot \mathbf{e}_{3}\right| \leqslant K_{m}\|\nabla \mathbf{w}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} . \tag{3.12}
\end{equation*}
$$

Moreover, there exist $h_{m}>0$ and a constant $c>0$ such that $\widetilde{n}_{3}(h) \geqslant c / h$ for all $h<h_{m}$.

Proof. Given $h>0$ and $\mathbf{w} \in \mathbb{V}\left(\mathbf{G}_{h}\right)$, we apply the Stokes identity with (3.11) and obtain

$$
\begin{equation*}
2 \mu \int_{\mathbb{R}_{+}^{3}} \mathrm{D}\left(\mathbf{w}_{h}\right): \mathrm{D}(\mathbf{w}) \mathrm{d} \mathbf{x}=\int_{\partial \mathcal{B}_{h}} \mathbb{T}\left(\mathbf{w}_{h}, p_{h}\right) \mathbf{n} \cdot \mathbf{w} \mathrm{d} \sigma-\int_{\mathcal{F}_{h}} \mathbf{f}_{h} \cdot \mathbf{w} \mathrm{~d} \mathbf{x} \tag{3.13}
\end{equation*}
$$

For symmetry reasons, there exists $\widetilde{n}_{3}:(0,1) \rightarrow \mathbb{R}$ such that

$$
\int_{\partial \mathcal{B}_{h}} \mathbb{T}\left(\mathbf{w}_{h}, p_{h}\right) \mathbf{n} \mathrm{d} \sigma=\widetilde{n}_{3}(h) \mathbf{e}_{3}
$$

and

$$
\int_{\partial \mathcal{B}_{h}}\left(\mathbf{x}-\mathbf{G}_{h}\right) \times \mathbb{T}\left(\mathbf{w}_{h}, p_{h}\right) \mathbf{n} \mathrm{d} \sigma=0
$$

On the other hand, applying (3.4) and Lemma 3.8, we also deduce

$$
\left|\int_{\mathcal{F}_{h}} \mathbf{f}_{h} \cdot \mathbf{w} \mathrm{~d} \mathbf{x}\right| \leqslant C\|\nabla \mathbf{w}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} \quad \forall h \in(0,1)
$$

where $C$ is a positive constant. Finally, we have obtained the existence of a constant $K$ such that, for arbitrary $h \in(0,1)$ and $\mathbf{w} \in \mathbb{V}(\mathbf{G})$,

$$
\left|2 \mu \int_{\mathbb{R}_{+}^{3}} \mathrm{D}\left(\mathbf{w}_{h}\right): \mathrm{D}(\mathbf{w}) \mathrm{d} \mathbf{x}-\widetilde{n}_{3}(h) \mathbf{V}_{\mathbf{w}} \cdot \mathbf{e}_{3}\right| \leqslant K\|\nabla \mathbf{w}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}
$$

In order to estimate $\widetilde{n}_{3}$, we take $\mathbf{w}=\mathbf{w}_{h}$ in (3.13) and obtain

$$
\begin{equation*}
\widetilde{n}_{3}=\int_{\partial \mathcal{B}_{h}} \mathbb{T}\left(\mathbf{w}_{h}, p_{h}\right) \mathbf{n} \cdot \mathbf{e}_{3} \mathrm{~d} \sigma=2 \mu \int_{\mathbb{R}_{+}^{3}}\left|D\left(\mathbf{w}_{h}\right)\right|^{2} \mathrm{~d} \mathbf{x}+\int_{\mathcal{F}_{h}} \mathbf{f}_{h} \cdot \mathbf{w}_{h} \mathrm{~d} \mathbf{x} \tag{3.14}
\end{equation*}
$$

Dealing as previously with the last integral, we deduce that

$$
\left|\int_{\mathcal{F}_{h}} \mathbf{f}_{h} \cdot \mathbf{w}_{h} \mathrm{~d} \mathbf{x}\right| \leqslant K\left\|\nabla \mathbf{w}_{h}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} \quad \forall h \in(0,1)
$$

But, applying Lemma 3.7, we have that

$$
2 \mu \int_{\mathbb{R}_{+}^{3}}\left|D\left(\mathbf{w}_{h}\right)\right|^{2} \mathrm{~d} \mathbf{x}=\mu \int_{\mathbb{R}_{+}^{3}}\left|\nabla \mathbf{w}_{h}\right|^{2} \mathrm{~d} \mathbf{x} \geqslant \frac{C}{h} \quad \forall h \in(0,1) .
$$

Consequently, the asymptotic behavior of the right-hand side in (3.14) when $h$ goes to 0 is prescribed by the first integral. Hence, there exist $h_{m}>0$ and constants $\widetilde{c}, c>0$ such that

$$
\widetilde{n}_{3}(h) \geqslant \widetilde{c} \int_{\mathbb{R}_{+}^{3}}\left|D\left(\mathbf{w}_{h}\right)\right|^{2} \mathrm{~d} \mathbf{x} \geqslant \frac{c}{h} \quad \forall h \in\left(0, h_{m}\right)
$$

4. Proof of Theorem 1.1. We let the reader convince himself that Theorem 1.1 is a direct consequence of the following theorem.

ThEOREM 4.1. Given $(\mathbf{u}, \mathbf{G})$ a weak solution to (FSIS) on $(0, T)$ with initial data $\left(\mathbf{u}^{0}, \mathbf{G}^{0}\right)$, we assume there exists $0 \leqslant \tau_{0}<\tau_{1} \leqslant T$ for which

$$
h(t):=\operatorname{dist}(\mathcal{B}(t), \mathcal{P}) \leqslant 1 \quad \forall t \in\left[\tau_{0}, \tau_{1}\right] .
$$

Then there exists $C\left(\left\|\mathbf{u}^{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}\right)<\infty$ depending only on the $L^{2}$-norm of initial data such that

$$
h(t) \geqslant h\left(\tau_{0}\right) \exp \left[-C\left(\left\|\mathbf{u}^{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}\right)(1+\sqrt{T})\right] \quad \forall t \in\left(\tau_{0}, \tau_{1}\right)
$$

The remainder of this paper is devoted to the proof of this result. From now on $(\mathbf{u}, \mathbf{G})$ is a given weak solution to (FSIS) with initial data $\left(\mathbf{u}^{0}, \mathbf{G}^{0}\right)$. For simplicity, we assume that $h(t) \leqslant 1$ for all $t \in(0, T)$. This means that $\tau_{0}=0$ and $\tau_{1}=T$ in the assumptions of our theorem.

As mentioned before, we estimate the distance $h$ from below with our approximation of the Stokes problem. So, from now on, $\left(\mathbf{w}_{h}\right)_{h \in(0,1)}$ are the approximations constructed in section 3.1. Given $0<t_{0}<t_{1}<1$, we set

$$
\zeta_{\varepsilon}(t)=\eta_{\varepsilon}\left(\operatorname{dist}\left(t,\left[t_{0}, t_{1}\right]\right)\right) .
$$

Then $\zeta_{\varepsilon} \in \mathcal{D}(0, T)$ whenever $\varepsilon$ is sufficiently small. Consequently, according to Remark 3.1 , for $\varepsilon$ sufficiently small

$$
\begin{aligned}
\widetilde{\mathbf{w}}_{\varepsilon}:(0, T) \times \mathbb{R}_{+}^{3} & \longrightarrow \mathbb{R}^{3}, \\
(t, \mathbf{x}) & \longmapsto \zeta_{\varepsilon}(t) \mathbf{w}_{h(t)}\left(x_{1}-G_{1}(t), x_{2}-G_{2}(t), x_{3}\right)
\end{aligned}
$$

can be taken as a test function in (2.4):

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{R}_{+}^{3}}\left[\rho_{\mathbf{G}} \mathbf{u} \cdot \partial_{t} \widetilde{\mathbf{w}}_{\varepsilon}+(\mathbf{u} \otimes \mathbf{u}-2 \mu \mathrm{D}(\mathbf{u})): \mathrm{D}\left(\widetilde{\mathbf{w}}_{\varepsilon}\right)\right] \quad \mathrm{d} \mathbf{x} \mathrm{~d} t=0 \tag{4.1}
\end{equation*}
$$

In the following, we set

$$
\begin{aligned}
I_{1} & :=\int_{(0, T) \times \mathbb{R}_{+}^{3}} \rho_{\mathbf{G}} \mathbf{u} \cdot \partial_{t} \widetilde{\mathbf{w}}_{\varepsilon} \mathrm{d} t \mathrm{~d} \mathbf{x} \\
I_{2} & :=\int_{(0, T) \times \mathbb{R}_{+}^{3}} \mathbf{u} \otimes \mathbf{u}: D\left(\widetilde{\mathbf{w}}_{\varepsilon}\right) \mathrm{d} t \mathrm{~d} \mathbf{x} \\
I_{3} & :=\int_{(0, T) \times \mathbb{R}_{+}^{3}} D(\mathbf{u}): D\left(\widetilde{\mathbf{w}}_{\varepsilon}\right) \mathrm{d} t \mathrm{~d} \mathbf{x}
\end{aligned}
$$

After a change of variables, we have for almost all $t \in(0, T)$

$$
\int_{\mathbb{R}_{+}^{3}} D(\mathbf{u})(t, \cdot): D\left(\widetilde{\mathbf{w}}_{\varepsilon}\right)(t, \cdot) \mathrm{d} \mathbf{x}=\zeta_{\varepsilon}(t) \int_{\mathbb{R}_{+}^{3}} D(\mathbf{u})\left(t, x_{1}+G_{1}, x_{2}+G_{2}, x_{3}\right): D\left(\mathbf{w}_{h(t)}\right) \mathrm{d} \mathbf{x}
$$

Thus, applying Lemma 3.9,

$$
\int_{\mathbb{R}_{+}^{3}} D(\mathbf{u})\left(t, x_{1}+G_{1}, x_{2}+G_{2}, x_{3}\right): D\left(\mathbf{w}_{h(t)}\right) \mathrm{d} \mathbf{x}=\dot{h} \widetilde{n}_{3}(h)+E(t)
$$

where $|E(t)|=K_{M}|\nabla \mathbf{u}(t, \cdot)|_{2}$. Consequently,

$$
\begin{equation*}
I_{3}=\int_{0}^{T} \zeta_{\varepsilon}(t) \dot{h}(t) \widetilde{n}_{3}(h(t)) \mathrm{d} t+\widetilde{E} \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
|\widetilde{E}| \leqslant K_{M} \sqrt{T}\left\|\mathbf{u}_{0}\right\|_{2} \tag{4.3}
\end{equation*}
$$

Similarly, for almost all $t \in(0, T)$,

$$
\begin{aligned}
\int_{\mathbb{R}_{+}^{3}}[\mathbf{u} \otimes \mathbf{u}](t, \cdot) & : D\left(\widetilde{\mathbf{w}}_{\varepsilon}\right)(t, \cdot) \mathrm{d} \mathbf{x} \\
& =\zeta_{\varepsilon}(t) \int_{\mathbb{R}_{+}^{3}}\left[\rho_{\mathbf{G}_{h}} \mathbf{u} \otimes \mathbf{u}\right]\left(t, x_{1}+G_{1}, x_{2}+G_{2}, x_{3}\right): D\left(\mathbf{w}_{h(t)}\right)(\mathbf{x}) \mathrm{d} \mathbf{x}
\end{aligned}
$$

Consequently, applying Lemma 3.1 together with Lemmas 3.6 and 3.3, we obtain

$$
\left|\int_{\mathbb{R}_{+}^{3}}[\mathbf{u} \otimes \mathbf{u}](t, \cdot): D\left(\widetilde{\mathbf{w}}_{\varepsilon}\right)(t, \cdot) \mathrm{d} \mathbf{x}\right| \leqslant K_{m}\|\nabla \mathbf{u}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2}
$$

Thus,

$$
\begin{equation*}
\left|I_{2}\right| \leqslant K_{m}\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2} \tag{4.4}
\end{equation*}
$$

Finally, computing $\partial_{t} \widetilde{\mathbf{w}}_{\varepsilon}$ we have, after our change of variable,

$$
I_{1}=I_{1}^{\chi}+I_{1}^{w}
$$

where

$$
\left.I_{1}^{\chi}:=\int_{0}^{T} \int_{\mathbb{R}_{+}^{3}}\left[\rho_{\mathbf{G}_{h}} \mathbf{u}\right]\left(t, x_{1}+G_{1}, x_{2}+G_{2}, x_{3}\right)\right] \cdot \zeta_{\varepsilon}^{\prime}(t) \mathbf{w}_{h(t)}(\mathbf{x}) \mathrm{d} \mathbf{x} \mathrm{~d} t
$$

and

$$
\begin{aligned}
I_{1}^{w}:= & \int_{0}^{T} \zeta_{\varepsilon}(t) \int_{\mathbb{R}_{+}^{3}}\left[\rho_{\mathbf{G}_{h}} \mathbf{u}\right]\left(x_{1}+G_{1}, x_{2}+G_{2}, x_{3}\right) \\
& \cdot\left[\dot{h} \partial_{h} \mathbf{w}_{h}-V_{1} \partial_{x_{1}} \mathbf{w}_{h}-V_{2} \partial_{x_{2}} \mathbf{w}_{h}\right](\mathbf{x}) \mathrm{d} \mathbf{x} \mathrm{~d} t
\end{aligned}
$$

Applying the Cauchy-Schwarz inequality and Lemma 3.4 on $\mathbf{w}_{h}$, we deduce that

$$
\left|I_{1}^{\chi}\right| \leqslant C\left[\int_{t_{0}-\varepsilon}^{t_{0}}\left|\zeta_{\varepsilon}^{\prime}(t)\right|\|\mathbf{u}(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} \mathrm{d} t+\int_{t_{1}}^{t_{1}+\varepsilon}\left|\zeta_{\varepsilon}^{\prime}(t)\right|\|\mathbf{u}(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} \mathrm{d} t\right]
$$

and therefore, using the uniform $L^{2}$-bound on $\mathbf{u}$, we obtain

$$
\begin{equation*}
\left|I_{1}^{\chi}\right| \leqslant K\left\|\mathbf{u}^{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} \tag{4.5}
\end{equation*}
$$

Finally, applying (3.4) in Lemma 3.1 together with (3.9) in Lemma 3.5, we conclude that

$$
\left|I_{1}^{w}\right| \leqslant K_{m} \int_{0}^{T}\left[|\dot{h}|^{2}+\left|\mathbf{V}_{1}\right|^{2}+\left|\mathbf{V}_{2}\right|^{2}\right]^{\frac{1}{2}}\|\nabla \mathbf{u}\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)} \mathrm{d} t
$$

so that, with standard energy estimate,

$$
\begin{equation*}
\left|I_{1}^{w}\right| \leqslant K_{m} \sqrt{T}\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2} \tag{4.6}
\end{equation*}
$$

Gathering (4.2), (4.4), (4.5), (4.6) with (4.1) yields

$$
\left|\int_{0}^{T} \zeta_{\varepsilon}(t) \dot{h}(t) \widetilde{n}_{3}(h(t)) \mathrm{d} t\right| \leqslant K_{m}(1+\sqrt{T})\left\{\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}+\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2}\right\}
$$

where we emphasize that $K_{m}$ depend only on our choice for the approximation of the solution to the Stokes problem, but not on $\varepsilon$. Thus, letting $\varepsilon$ go to 0 , as $h$ and $\widetilde{n}_{3}$ are continuous functions, we obtain

$$
\left|N_{3}\left(h\left(t_{1}\right)\right)-N_{3}\left(h\left(t_{0}\right)\right)\right| \leqslant K_{m}(1+\sqrt{T})\left\{\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}+\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2}\right\}
$$

where $N_{3}$ is a primitive of $\widetilde{n}_{3}$ which vanishes in $h=1$, for example. Applying Lemma 3.9, we have $\widetilde{n}_{3}(h) \geqslant c / h$ when $0<h<h_{m}$ for some $c>0$ and $h_{m}>0$, and we finally deduce

$$
\left|\ln \left(h(t) / h\left(t_{0}\right)\right)\right| \leqslant K_{m}(1+\sqrt{T})\left\{\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}+\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2}\right\}
$$

Because $h$ is continuous, letting $t_{0}$ tend to 0 , we finally obtain

$$
h(t) \geqslant h(0) \exp \left[-K_{m}(1+\sqrt{T})\left\{\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}+\left\|\mathbf{u}_{0}\right\|_{L^{2}\left(\mathbb{R}_{+}^{3}\right)}^{2}\right\}\right]
$$

This is the expected result.

Appendix. Detailed description of $\phi_{\boldsymbol{h}}^{\boldsymbol{d}}$. In this section we estimate the size of $\phi_{h}^{d}$ and its derivatives. We recall that

$$
\phi_{h}^{d}(r, \theta, z)=r \chi_{o}\left(z / \delta_{h}(r)\right), \quad \text { with } \quad \chi_{o}(s)=\frac{s^{2}(3-2 s)}{2}
$$

In order to compare functions in the following, we introduce the following conventions. Given families $\left(f_{h}: \Omega_{h, 1 / 4} \rightarrow \mathbb{R}\right)_{h \in(0,1)}$ and $\left(g_{h}: \Omega_{h, 1 / 4} \rightarrow \mathbb{R}\right)_{h \in(0,1)}$ we denote $f_{h} \prec g_{h}$ if there exists an absolute constant such that

$$
\left|f_{h}(\mathbf{x})\right| \leqslant C g_{h}(\mathbf{x}) \quad \forall \mathbf{x} \in \Omega_{h, 1 / 4} \text { and } h<1
$$

Given nonnegative functions $f:(0,1) \rightarrow \mathbb{R}^{+}$and $g:(0,1) \rightarrow \mathbb{R}^{+}$, we also denote

$$
f(s) \sim g(s) \quad \forall s \in(0,1)
$$

if there exist two positive constants $c$ and $C$ such that

$$
c f(s) \leqslant g(s) \leqslant C f(s) \quad \forall s \in(0,1)
$$

First, we compute typical $L^{1}(0,1 / 4)$-sizes of functions $r \mapsto r^{\alpha} /\left(\delta_{h}(r)\right)^{\beta}$.
Lemma A.1. Given $(\alpha, \beta) \in\left(\mathbb{R}_{+}\right)^{2}$, we have the following estimations for all $h \in(0,1):$

$$
\int_{0}^{\frac{1}{4}} \frac{r^{\alpha}}{\delta_{h}(r)^{\beta}} \mathrm{d} r \sim \begin{cases}1 & \text { if } \alpha>2 \beta-1 \\ h^{\frac{(\alpha+1)-2 \beta}{2}} & \text { if } \alpha<2 \beta-1\end{cases}
$$

Proof. As in [9], we remark that, for all $h \in(0,1)$, we have

$$
h+\frac{s^{2}}{2} \leqslant \delta_{h}(s) \leqslant h+s^{2} \quad \forall s \in(0,1 / 4)
$$

Consequently, we can replace $\delta_{h}(r)$ by $h+\gamma r^{2}$ with some generic parameter $\gamma>0$, and we are bound to calculate

$$
I_{\alpha, \beta}:=\int_{0}^{1 / 4} \frac{r^{\alpha}}{\left(h+\gamma r^{2}\right)^{\beta}} \mathrm{d} r
$$

in which we set $r=\sqrt{h} s$. This yields

$$
I_{\alpha, \beta}:=h^{\frac{(\alpha+1)-2 \beta}{2}} \int_{0}^{\frac{1}{4 \sqrt{h}}} \frac{s^{\alpha}}{\left(1+\gamma s^{2}\right)^{\beta}} \mathrm{d} s
$$

Consequently, if $\alpha>2 \beta-1$, the integral behaves like $C h^{-\frac{(\alpha+1)-2 \beta}{2}}$, and we obtain the first case, while if $\alpha<2 \beta-1$, the integral goes to a finite positive value as $h \rightarrow \infty$, and we obtain the second case.

We now compare $\lambda(r, z, h)=z / \delta_{h}(r)$ to member functions $(r, \theta, z) \mapsto r^{\alpha} /\left(\delta_{h}(r)\right)^{\beta}$ in $\Omega_{h, 1 / 4}$.

Lemma A.2. We have the following sizes:

$$
\begin{array}{llll}
\lambda \prec 1, & \lambda_{r} \prec r / \delta_{h}, & \lambda_{z} \prec 1 / \delta_{h}, & \lambda_{h} \prec 1 / \delta_{h}, \\
\lambda_{r h} \prec r / \delta_{h}^{2}, & \lambda_{z h} \prec 1 / \delta_{h}^{2}, & \lambda_{r r} \prec 1 / \delta_{h}, & \lambda_{r z} \prec r / \delta_{h}^{2}, \\
\lambda_{r r z} \prec 1 / \delta_{h}^{2}, & & \lambda_{r r r} \prec r / \delta_{h}^{2} . &
\end{array}
$$

Proof. The reader may rapidly check that all the derivatives of $\delta_{h}$ are independent of $h$ and that all the odd ones are bounded by $r$ over $(0,1 / 4)$. Then in $\Omega_{h, 1 / 4}$ we have $z \in\left(0, \delta_{h}(r)\right)$, and consequently $\lambda \prec 1$. Then

$$
\lambda_{r}=-\frac{\lambda \delta_{h}^{\prime}}{\delta_{h}}, \quad \lambda_{z}=\frac{1}{\delta_{h}}, \quad \lambda_{h}=-\frac{\lambda}{\delta_{h}} .
$$

As $\delta^{\prime}$ is bounded by $r$ necessarily independent of $h$, we get $\lambda_{r} \prec r / \delta_{h}$ and $\lambda_{z} \prec 1 / \delta_{h}$, $\lambda_{h} \prec 1 / \delta_{h}$. To the next order, we get

$$
\lambda_{r z}=-\frac{\delta_{h}^{\prime}}{\delta_{h}^{2}}, \quad \lambda_{r r}=\lambda\left(2 \frac{\left(\delta_{h}^{\prime}\right)^{2}}{\delta_{h}^{2}}-\frac{\delta_{h}^{\prime \prime}}{\delta_{h}}\right), \quad \lambda_{r h}=-2 \frac{\lambda \delta_{h}^{\prime}}{\delta_{h}^{2}}, \quad \lambda_{z h}=-\frac{1}{\delta_{h}^{2}}
$$

As $\delta^{\prime \prime}$ is bounded independently of $h$ and $r^{2} \leqslant h+r^{2}$, we obtain

$$
\lambda_{r z} \prec \frac{r}{\delta_{h}^{2}}, \quad \lambda_{r r} \prec \frac{1}{\delta_{h}}, \quad \lambda_{r h} \prec \frac{r}{\delta_{h}}, \quad \lambda_{z h} \prec \frac{1}{\delta_{h}^{2}} .
$$

Finally,

$$
\lambda_{r r z}=\frac{1}{\delta_{h}}\left(2 \frac{\left(\delta_{h}^{\prime}\right)^{2}}{\delta_{h}^{2}}-\frac{\delta_{h}^{\prime \prime}}{\delta_{h}}\right), \quad \lambda_{r r r}=\lambda\left(6 \frac{\delta_{h}^{\prime \prime} \delta_{h}^{\prime}}{\delta_{h}^{2}}-6 \frac{\left(\delta_{h}^{\prime}\right)^{3}}{\delta_{h}^{3}}-\frac{\delta_{h}^{(3)}}{\delta_{h}}\right) .
$$

And, as $\delta_{h}^{(3)}$ is bounded by $r$ and $r^{2} \leqslant \delta_{h}$,

$$
\lambda_{r r z} \prec \frac{1}{\delta_{h}^{2}}, \quad \lambda_{r r r} \prec \frac{r}{\delta_{h}^{2}} .
$$

Then we obtain the following lemma.
Lemma A.3. We have the following sizes:

$$
\begin{array}{llll}
\phi_{h}^{d} \prec r, & \partial_{r} \phi_{h}^{d} \prec 1, & \partial_{z} \phi_{h}^{d} \prec r / \delta_{h}, & \partial_{r} \phi_{h}^{d} / r-\phi_{h}^{d} / r^{2} \prec r / \delta_{h}, \\
\partial_{h} \phi_{h}^{d} \prec r / \delta_{h}, & \partial_{r h} \phi_{h}^{d} \prec 1 / \delta_{h}, & \partial_{z h} \phi_{h}^{d} \prec r / \delta_{h}^{2}, & \partial_{r z} \phi_{h}^{d} / r-\partial_{z} \phi_{h}^{d} / r^{2} \prec r / \delta_{h}^{2}, \\
\partial_{r r} \phi_{h}^{d} \prec r / \delta_{h}, & \partial_{r z} \phi_{h}^{d} \prec 1 / \delta_{h}, & \partial_{z z} \phi_{h}^{d} \prec r / \delta_{h}^{2}, & \\
\partial_{r r r} \phi_{h}^{d} \prec 1 / \delta_{h}, & \partial_{r z z} \phi_{h}^{d} \prec 1 / \delta_{h}^{2}, & \partial_{r r z} \phi_{h}^{d} \prec r / \delta_{h}^{2}, & \partial_{z z z} \phi_{h}^{d} \prec r / \delta_{h}^{3} .
\end{array}
$$

Proof. By definition, we have $\phi_{h}^{d}(r, z)=r \chi_{o}(\lambda)$, where $\chi_{o}$ is a fixed polynomial and, according to the previous lemma, $\lambda$ is bounded. Consequently, we obtain $\phi_{h}^{d} \prec r$.

In the following, we shall drop all dependencies of $\chi_{o}$ in $\lambda$. Due to the same argument as for $\chi_{o}$, all those quantities depending only on $\chi_{o}$ are bounded independently of $(h, r, z)$ in $\Omega_{h, 1 / 4}$.

So, we compute

$$
\partial_{r} \phi_{h}^{d}=\chi_{o}+r \lambda_{r} \chi_{o}^{\prime}, \quad \partial_{z} \phi_{h}^{d}=r \lambda_{z} \chi_{o}^{\prime}, \quad \partial_{h} \phi_{h}^{d}=r \lambda_{h} \chi_{o}^{\prime} .
$$

Applying the previous lemma and $r^{2} \leqslant \delta_{h}(r)$, we get

$$
\partial_{r} \phi_{h}^{d} \prec 1, \quad \partial_{z} \phi_{h}^{d} \prec r / \delta_{h}, \quad \partial_{h} \phi_{h}^{d} \prec r / \delta_{h}, \quad \partial_{r} \phi_{h}^{d} / r-\phi_{h}^{d} / r^{2}=\lambda_{r} \chi_{o}^{\prime} \prec r / \delta_{h} .
$$

To the next order, we obtain, as $\lambda_{z}$ is independent of $z$,

$$
\begin{gathered}
\partial_{r r} \phi_{h}^{d}=\left(2 \lambda_{r}+r \lambda_{r r}\right) \chi_{o}^{\prime}+r\left(\lambda_{r}\right)^{2} \chi_{o}^{\prime \prime} \\
\partial_{r z} \phi_{h}^{d}=\left(\lambda_{z}+r \lambda_{r z}\right) \chi_{o}^{\prime}+r \lambda_{r} \lambda_{z} \chi_{o}^{\prime \prime} \quad \partial_{z z} \phi_{h}^{d}=r\left(\lambda_{z}\right)^{2} \chi_{o}^{\prime \prime} \\
\partial_{z h} \phi_{h}^{d}=r \lambda_{z} \lambda_{h} \chi_{o}^{\prime \prime}+r \lambda_{h z} \chi_{o}^{\prime}, \quad \text { and } \quad \partial_{r h} \phi_{h}^{d}=\lambda_{h} \chi_{o}^{\prime}+r \lambda_{r h} \chi_{o}^{\prime}+r \lambda_{r} \lambda_{h} \chi_{o}^{\prime \prime} .
\end{gathered}
$$

As above,

$$
\partial_{r r} \phi_{h}^{d} \prec r / \delta_{h}, \quad \partial_{r z} \phi_{h}^{d} \prec 1 / \delta_{h}, \quad \partial_{z z} \phi_{h}^{d} \prec r / \delta_{h}^{2}, \quad \partial_{r h} \phi_{h}^{d} \prec 1 / \delta_{h}, \quad \partial_{z h} \phi_{h}^{d} \prec r / \delta_{h}^{2}
$$

and

$$
\frac{\partial_{r z} \phi_{h}^{d}}{r}-\frac{\partial_{z} \phi_{h}^{d}}{r^{2}}=\lambda_{r z} \chi_{o}^{\prime}+\lambda_{r} \lambda_{z} \chi_{o}^{\prime \prime} \prec r / \delta_{h}^{2}
$$

To the next order, we obtain

$$
\left.\partial_{r r r} \phi_{h}^{d}=\left(3 \lambda_{r r}+r \lambda_{r r r}\right) \chi_{o}^{\prime}+\left(3 \lambda_{r}^{2}+3 r \lambda_{r r} \lambda_{r}\right)\right) \chi_{o}^{\prime \prime}+r\left(\lambda_{r}\right)^{3} \chi_{o}^{(3)},
$$

and thus $\partial_{r r r} \phi_{h}^{d} \prec 1 / \delta_{h}$; and

$$
\partial_{r z z} \phi_{h}^{d}=\left(\lambda_{z}^{2}+2 r \lambda_{r z} \lambda_{z}\right) \chi_{o}^{\prime \prime}+r\left(\lambda_{z}\right)^{2} \lambda_{r} \chi_{o}^{(3)}
$$

so $\partial_{r z z} \phi_{h}^{d} \prec 1 / \delta_{h}^{2}$; and

$$
\partial_{r r z} \phi_{h}^{d}=\left(2 \lambda_{r z}+r \lambda_{r r z}\right) \chi_{o}^{\prime}+\left(2 \lambda_{r} \lambda_{z}+r\left(\lambda_{r r} \lambda_{z}+2 \lambda_{r z} \lambda_{r}\right) \chi_{o}^{\prime \prime}+r\left(\lambda_{r}\right)^{2} \lambda_{z} \chi_{o}^{(3)},\right.
$$

so $\partial_{r r z} \phi_{h}^{d} \prec r / \delta_{h}^{2}$. Finally, $\partial_{z z z} \phi_{h}^{d}=r\left(\lambda_{z}\right)^{3} \chi_{o}^{(3)}$, so that $\partial_{z z z} \phi_{h}^{d} \prec r / \delta_{h}{ }^{3}$.
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#### Abstract

In this paper we study the existence, uniqueness, and asymptotic stability of the periodic solutions of the Lipschitz system $\dot{x}=\varepsilon g(t, x, \varepsilon)$, where $\varepsilon>0$ is small. Our results extend the classical second Bogoliubov theorem for the existence of stable periodic solutions to nonsmooth differential systems. As an application we prove the existence of asymptotically stable $2 \pi$-periodic solutions of the nonsmooth van der Pol oscillator $\ddot{u}+\varepsilon(|u|-1) \dot{u}+(1+a \varepsilon) u=\varepsilon \lambda \sin t$. Moreover, we construct the so-called resonance curves that describe the dependence of the amplitude of these solutions as a function of the parameters $a$ and $\lambda$. Finally we compare such curves with the resonance curves of the classical van der Pol oscillator $\ddot{u}+\varepsilon\left(u^{2}-1\right) \dot{u}+(1+a \varepsilon) u=\varepsilon \lambda \sin t$.
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1. Introduction. In this paper we study the existence, uniqueness, and asymptotic stability of the $T$-periodic solutions of the system

$$
\begin{equation*}
\dot{x}=\varepsilon g(t, x, \varepsilon), \tag{1.1}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter, and the function $g \in C^{0}\left(\mathbb{R} \times \mathbb{R}^{k} \times[0,1], \mathbb{R}^{k}\right)$ is $T$-periodic in the first variable and locally Lipschitz with respect to the second. For this class of differential systems, the study of the $T$-periodic solutions can be made using the averaging function

$$
\begin{equation*}
g_{0}(v)=\int_{0}^{T} g(\tau, v, 0) d \tau \tag{1.2}
\end{equation*}
$$

and looking for the periodic solutions that starts near some $v_{0} \in g_{0}^{-1}(0)$.
In the case that $g$ is of class $C^{1}$, we recall the stable periodic case of the second Bogoliubov's theorem [6, Chap. 1 , section 5 , Theorem II] which states If $\operatorname{det}\left(g_{0}\right)^{\prime}\left(v_{0}\right) \neq 0$ and $\varepsilon>0$ is sufficiently small, then system (1.1) has a unique T-periodic solution in a neighborhood of $v_{0}$. Moreover, if all the eigenvalues of the Jacobian matrix

[^129]$\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ have negative real part, then this periodic solution is asymptotically stable. This theorem has a long history and includes results by Fatou [15], Mandelstam and Papaleksi [31], and Krylov and Bogoliubov [25, section 2].


Fig. 1.1. Circuit scheme for the classical triode oscillator (see [3, Chap. VIII, section 2, Figure 348], [30, Chap. I, section 5, Figure 1], and [36, section 3.1.7, Figures 3-5]).

(a)

(b)

(c)

Fig. 1.2. Characteristics of the triode of the circuit of Figure 1.1. (a) Triode in a harsh regime (see [3, Chap. IV, section 7, Figure 212b], [30, Chap. I, section 5, comments for eqs. 5.3-5.4]); (b) triode with saturation (see [3, Chap. VIII, section 3, Figure 364]); (c) triode without saturation (see [3, Chap. IX, section 7, Figure 482]).

The Bogoliubov result provided a theoretical justification for some resonance phenomena which appear in many real physical systems. One of the most significant examples is the classical triode oscillator whose scheme is drawn in Figure 1.1 and whose current $u$ is described by the second order differential equation

$$
\begin{equation*}
\ddot{u}+\frac{1}{L C}\left(R C-M i^{\prime}(u)\right) \dot{u}+\omega^{2} u=\frac{1}{L C} F(t) \tag{1.3}
\end{equation*}
$$

where $R=\varepsilon R_{0}, M=\varepsilon M_{0}, \omega^{2}=1+\varepsilon b, F(t)=\varepsilon \lambda \sin t, \varepsilon>0$, is assumed to be small and the triode characteristic $i(u)$ is drawn in Figure 1.2(a). The analysis of the diagram of bifurcation of the periodic solutions in this system is performed in almost every book on nonlinear oscillations (see Andronov, Witt, and Khaikin [3, Chap. VIII, section 2], Malkin [30, Chap. I, section 5], and Nayfeh and Mook [36, section 3.1.7]) but with the smooth approximation $i(u)=i_{(a)}(u)=S_{0}+S_{1} u-\frac{1}{3} S_{3} u^{3}$ (leading to the classical van der Pol equation). Therefore it is natural to look for a technique that permits one to avoid this smooth approximation and allows one to work with the original shape of the triode characteristic drawn in Figure 1.2(a).

Though the unforced equation (1.3) (i.e., for $F=0$ ) with $i$ described by Figure 1.2(b) and Figure 1.2(c) is well studied (see [3, Chap. VIII, section 3 and Chap. IX, section 7$]$ ), the question about resonances in these equations when $F \neq 0$ (e.g., $F(t)=\varepsilon \lambda \sin t$ ) is still partially open. In this direction Levinson [29] uncovered a
family of solutions of (1.3) of remarkable singular structure and Levi [28] completed the study of the limit behavior of all solutions. The present paper complements these results by describing the location of asymptotically stable periodic solutions of (1.3).

Studying (1.3) with the triode characteristic given by Figure 1.2(a), 1.2(b), or $1.2(\mathrm{c})$ we finally note that there exists a change of variables (see, for example, how Levinson changed equation 2.0 in [29]) that allows one to rewrite (1.3) into the form (1.1) with some function $g$ that is not $C^{1}$ but is Lipschitz with respect to the second variable. Therefore the goal of this work is to generalize the results on the existence of a stable periodic solution of the second Bogoliubov theorem to the case that the function $g$ of (1.1) is only Lipschitz.


Fig. 1.3. Forced Chua's circuit (see [5, 11, 20, 35, 40]).


Fig. 1.4. Nonlinear characteristic of the Chua's diode of the circuit drawn at Figure 1.3 given by $i(v)=G_{b} v+(1 / 2)\left(G_{a}-G_{b}\right)\left(\left|v+B_{p}\right|-\left|v-B_{p}\right|\right)$, where $G_{a}, G_{b}, B_{p} \in \mathbb{R}$ are some constants depending on the properties of the Chua's diode (see [10]).

Another motivation of this paper comes from the forced Chua's circuit (see Figure 1.3) studied in a large number of papers in the modern electrical engineering. This circuit is described by the three-dimensional system

$$
\begin{align*}
C_{1} \frac{d v_{C_{1}}}{d t} & =\frac{v_{C_{2}}-v_{C_{1}}}{R}-i\left(v_{C_{1}}\right)+F_{1}(t) \\
C_{2} \frac{d v_{C_{2}}}{d t} & =\frac{v_{C_{1}}-v_{C_{2}}}{R}+i_{L}  \tag{1.4}\\
L \frac{d i_{L}}{d t} & =-v_{C_{2}}+F_{2}\left(t, v_{C_{2}}\right)
\end{align*}
$$

where $i(v)$ (the characteristic of the Chua's diode) is a piecewise linear function, as it is represented in Figure 1.4. The recent literature provides insight into the numerical simulations of (1.4) (see [40, 20], where $F_{1} \neq 0$ and $F_{2} \neq 0,[5,35]$, where $F_{1}=0$ and $F_{2}$ is periodic, or [11] where both $F_{1}$ and $F_{2}$ are periodic). Generalization of the Bogoliubov result for (1.1) with Lipschitz right-hand part will allow for the first
time the theoretical detection of asymptotically stable periodic solutions of (1.4) in the case that $C_{1}$ is large enough. Eventually this theoretical analysis may provide new interesting parameters of the forced Chua's circuit for doing additional numerical experiments.


Fig. 1.5. A prototypic device presented in (a) where a driven mass is attached to a immovable beam via a spring with piecewise linear stiffness like in (b); see, e.g., [7], [24, Chap. I, p. 16 and Chap. IV, p. 100], and [38].

On the other hand, part of the interest in generalizing the Bogoliubov result comes from mechanics, where differential systems with piecewise linear stiffness describe various oscillating processes. One of these systems is exhibited by the device drawn in Figure $1.5(\mathrm{a})$, where a forced mass is attached to a spring whose stiffness changes from $k_{1}$ to $k_{1}+k_{2}$ when the mass coordinate crosses 0 in the negative direction. This device is governed by the second order differential equation

$$
\begin{equation*}
m \ddot{x}+P(x)=F(t, x, \dot{x}) \tag{1.5}
\end{equation*}
$$

where the piecewise linear stiffness $P$ is drawn in Figure 1.5(b). Depending on the particular configuration of the device of Figure 1.5(a), different expressions for $F$ in (1.5) must be considered. Thus we have that $F(t, x, \dot{x})=-f(x) \dot{x}+M \cos \omega t$ with piecewise constant $f$ for a shock-absorber and jigging conveyor (see [24, Chap. I, p. 16 and Chap. IV, p. 100]), where the original Bogoliubov result is employed without justification). The function $F$ takes the simpler form $F(t, x, \dot{x})=-c \dot{x}+M Q(t)$ for an impact resonator, and $F(t, x, \dot{x})=-c \dot{x}+M \sin \omega t$ for a cracked-body model (see $[38,7]$, where only numerical experiments are performed). In each of these situations (1.5) can be rewritten in the form (1.1) with $g$ Lipschitz, provided that the constant $k_{2}$ and the amplitude of the force $F$ are sufficiently small. Therefore the extension of the Bogoliubov result to the nonsmooth case that we shall do will allow one to justify the resonances that appeared in all these results. We note that the recent report by Los Alamos National Laboratory [13] describes the increasing interest in a specific form of the model of Figure 1.5(a) called the cracked-body model and, particularly, in the suspension bridge models. Consequently the results of this paper can be applied to such models.

A first model of a one-dimensional suspended bridge is drawn in Figure 1.6(a). It is represented (see $[16,27]$ ) by the beam bending under its own weight and being supported by cables whose restoring force due to elasticity is proportional to $u^{+}$(see Figure $1.6(\mathrm{~b})$ ), where $u=u(t, x)$ is the displacement of a point at a distance $x$ from one end of the bridge at time $t$ and $u$ is measured in the downward direction. Looking for $u$ of the form $u(t, x)=z(t) \sin (\pi x / L)$ and considering $F(x, t)=h(t) \sin (\pi x / L)$,


FIG. 1.6. (a) The first idealization of the suspension bridge: the beam bending under its own weight is supported by the nonlinear cables (see [27, Figure 2]); (b) characteristic of stiffness of nonlinear springs.
we arrive (see [16]) at the following particular case of differential equation (1.5):

$$
\begin{equation*}
m \ddot{z}+\delta \dot{z}+c(\pi / L)^{4} z+d z^{+}=m g+h(t) \tag{1.6}
\end{equation*}
$$

where the constant $m>0$ is the mass per unit of length, $\delta>0$ is a small viscous damping coefficient, $c>0$ measures the flexibility or stiffness of the bridge, $L>0$ is the length of the bridge, $d>0$ represents the stiffness of nonlinear springs, and $h$ is a continuous $T$-periodic force modelling wind, marching troops, or cattle (see [19] for details). Considering $c>0$ and $d>0$ fixed and assuming that either $c>0$ and $h(t)$ are sufficiently small, or that $c>0$ is fixed and $h(t)$ is sufficiently large, or that $c>0$ is sufficiently small and $h(t)$ fixed, Glover, Lazer, and McKenna [16], Lazer and McKenna [27], and Fabry [14] proved various theorems on the location of asymptotically stable $T$-periodic solutions in (1.6). The question What happens with these solutions when $d>0, \delta>0$, and $h(t)$ are all sufficiently small? was open and can be solved using the generalization of the Bogoliubov result that we provide. Lazer and McKenna proved in [26] that the Poincaré map for (1.6) is differentiable, but we note that this is not sufficient for applying the original Bogoliubov result.

We end the list of possible applications noting that system (1.4) describing the Chua's circuit (Figure 1.3) appeared recently for studying the so-called negative slope mechanical systems (see Awrejcewicz [4, section 8.2.2]). So our results can also be applied to these mechanical systems.

These applications require generalizations of the second Bogoliubov theorem for Lipschitz right-hand parts. To the best of our knowledge Mitropol'skii was the first to consider such a kind of generalization. Assuming that $g$ is Lipschitz, $g_{0} \in C^{3}\left(\mathbb{R}^{k}, \mathbb{R}^{k}\right)$, and all the eigenvalues of the matrix $\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ have negative real part, Mitropol'skii [34] developed the Bogoliubov result proving the existence and uniqueness of a $T$ periodic solution of system (1.1) in a neighborhood of $v_{0}$. There was great progress weakening the assumptions of the existence result (see Samoilenko [39] and Mawhin [32]), but this progress did not take place in the case of the uniqueness. Moreover, the asymptotic stability of the $T$-periodic solution remained unstudied in the case of Lipschitz systems for a long time. It has been done recently by Buică and Daniilidis in [8] for Lipschitz systems (1.1) assuming that the function $v \mapsto g(t, v, 0)$ is differentiable at $v_{0}$ for almost any $t \in[0, T]$ and that the eigenvectors of the matrix $\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ are orthogonal.

In section 2, assuming that $g$ is piecewise differentiable in the second variable, we prove in Theorem 2.5 that the stable periodic solution of the Bogoliubov theorem persists when $g$ is not necessary $C^{1}$. Theorem 2.5 follows from this more general Theorem 2.1 whose hypotheses do not use any differentiability-neither of $g$, nor of $g_{0}$. Assuming only continuity for $g$, we show in Theorem 2.9 the existence of a nonasymptotically stable $T$-periodic solution of system (1.1) if the Brouwer topological degree of $-g_{0}$ is negative. In section 3 we illustrate our results constructing the resonance curves of the nonsmooth van der Pol oscillator, also studied in [18], and compare these curves with the resonance curves of the classical van der Pol oscillator, which were constructed by Andronov and Witt [1, 2]. ${ }^{1}$
2. Main results. Throughout the paper $\Omega \subset \mathbb{R}^{k}$ will be an open set. For any $\delta>0$ we denote $B_{\delta}\left(v_{0}\right)=\left\{v \in \mathbb{R}^{k}:\left\|v-v_{0}\right\| \leq \delta\right\}$. We have the following main result on the existence, uniqueness, and asymptotic stability of $T$-periodic solutions for system (1.1).

Theorem 2.1. Let $g \in C^{0}\left(\mathbb{R} \times \Omega \times[0,1], \mathbb{R}^{k}\right)$ and $v_{0} \in \Omega$. Assume the following four conditions.
(i) For some $L>0$ we have that $\left\|g\left(t, v_{1}, \varepsilon\right)-g\left(t, v_{2}, \varepsilon\right)\right\| \leq L\left\|v_{1}-v_{2}\right\|$ for any $t \in[0, T], v_{1}, v_{2} \in \Omega, \varepsilon \in[0,1]$.
(ii) For any $\gamma>0$ there exists $\delta>0$ such that

$$
\begin{aligned}
& \| \int_{0}^{T} g\left(\tau, v_{1}+u(\tau), \varepsilon\right) d \tau-\int_{0}^{T} g\left(\tau, v_{2}+u(\tau), \varepsilon\right) d \tau \\
& \quad-\int_{0}^{T} g\left(\tau, v_{1}, 0\right) d \tau+\int_{0}^{T} g\left(\tau, v_{2}, 0\right) d \tau\|\leq \gamma\| v_{1}-v_{2} \|
\end{aligned}
$$

for any $u \in C^{0}\left([0, T], \mathbb{R}^{k}\right),\|u\| \leq \delta, v_{1}, v_{2} \in B_{\delta}\left(v_{0}\right)$, and $\varepsilon \in[0, \delta]$.
(iii) Let $g_{0}$ be the averaged function given by (1.2) and consider that $g_{0}\left(v_{0}\right)=0$.
(iv) There exist $q \in[0,1), \alpha, \delta_{0}>0$, and a norm $\|\cdot\|_{0}$ on $\mathbb{R}^{k}$ such that $\| v_{1}+\alpha g_{0}\left(v_{1}\right)$ $-v_{2}-\alpha g_{0}\left(v_{2}\right)\left\|_{0} \leq q\right\| v_{1}-v_{2} \|_{0}$ for any $v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)$.
Then there exists $\delta_{1}>0$ such that for every $\varepsilon \in\left(0, \delta_{1}\right]$, system (1.1) has exactly one $T$ periodic solution $x_{\varepsilon}$ with $x_{\varepsilon}(0) \in B_{\delta_{1}}\left(v_{0}\right)$. Moreover, the solution $x_{\varepsilon}$ is asymptotically stable and $x_{\varepsilon}(0) \rightarrow v_{0}$ as $\varepsilon \rightarrow 0$.

When the solution $x(\cdot, v, \varepsilon)$ of system (1.1) with the initial condition $x(0, v, \varepsilon)=v$ is well defined on $[0, T]$ for any $v \in B_{\delta_{0}}\left(v_{0}\right)$, the map $v \mapsto x(T, v, \varepsilon)$ is also well defined and is called the Poincaré map at time $T$ of system (1.1). In order to prove the existence, uniqueness, and stability of the $T$-periodic solutions of system (1.1) stated in Theorem 2.1, it is sufficient to study the same properties for the fixed points of this Poincaré map.

Before proving Theorem 2.1 we state and prove two lemmas. In order to state the first lemma, we need to introduce the function

$$
g_{\varepsilon}(v)=\int_{0}^{T} g(\tau, x(\tau, v, \varepsilon), \varepsilon) d \tau
$$

[^130]and to note that by writing the equivalent integral equation of system (1.1) we have
$$
x(T, v, \varepsilon)=v+\varepsilon g_{\varepsilon}(v) .
$$

Lemma 2.2. Let $g \in C^{0}\left(\mathbb{R} \times \Omega \times[0,1], \mathbb{R}^{k}\right)$ and $\delta_{0}>0$ be such that $B_{\delta_{0}}\left(v_{0}\right) \subset \Omega$. If (i) is satisfied, then there exist $\delta \in\left[0, \delta_{0}\right]$ and $L_{1}>0$ such that the map $(v, \varepsilon) \mapsto g_{\varepsilon}(v)$ is well defined and continuous on $B_{\delta_{0}}\left(v_{0}\right) \times[0, \delta]$ and

$$
\left\|g_{\varepsilon}\left(v_{1}\right)-g_{\varepsilon}\left(v_{2}\right)\right\| \leq L_{1}\left\|v_{1}-v_{2}\right\| \quad \text { for any } \varepsilon \in[0, \delta], v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)
$$

If both (i) and (ii) are satisfied, then for any $\gamma>0$ there exists $\delta \in\left[0, \delta_{0}\right]$ such that

$$
\left\|g_{\varepsilon}\left(v_{1}\right)-g_{0}\left(v_{1}\right)-g_{\varepsilon}\left(v_{2}\right)+g_{0}\left(v_{2}\right)\right\| \leq \gamma\left\|v_{1}-v_{2}\right\|
$$

for any $v_{1}, v_{2} \in B_{\delta}\left(v_{0}\right)$ and $\varepsilon \in[0, \delta]$.
Proof. Using the continuity of the solution of a differential system with respect to the initial data and the parameter (see [37, Chap. 4, section 23 , statements G and D]), we obtain the existence of $\varepsilon_{0}>0$ such that $x(t, v, \varepsilon) \in \Omega$ for any $t \in[0, T], v \in B_{\delta_{0}}\left(v_{0}\right)$, and $\varepsilon \in\left[0, \varepsilon_{0}\right]$. Using the Grönwall-Bellman lemma (see [17, Lemma 6.2] or [12, Chap. II, section 11]) from the representation $x(t, v, \varepsilon)=v+\varepsilon \int_{0}^{t} g(\tau, x(\tau, v, \varepsilon), \varepsilon) d \tau$ and the property (i), we obtain $\left\|x\left(t, v_{1}, \varepsilon\right)-x\left(t, v_{2}, \varepsilon\right)\right\| \leq e^{\varepsilon L T}\left\|v_{1}-v_{2}\right\|$ for all $t \in$ $[0, T], v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)$, and $\varepsilon \in\left[0, \varepsilon_{0}\right]$. Therefore $y(t, v, \varepsilon)=\int_{0}^{t} g(\tau, x(\tau, v, \varepsilon), \varepsilon) d \tau$ satisfies the property

$$
\begin{equation*}
\left\|y\left(t, v_{1}, \varepsilon\right)-y\left(t, v_{2}, \varepsilon\right)\right\| \leq L_{1}\left\|v_{1}-v_{2}\right\| \tag{2.1}
\end{equation*}
$$

for all $t \in[0, T], v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right), \varepsilon \in\left[0, \varepsilon_{0}\right]$, and $L_{1}=L T e^{\varepsilon_{0} L T}$. Since $g_{\varepsilon}(v)=$ $y(T, v, \varepsilon)$ the first part of the lemma has been proven.

Taking into account that $x(t, v, \varepsilon)=v+\varepsilon y(t, v, \varepsilon)$, we have

$$
\begin{equation*}
y\left(T, v_{1}, \varepsilon\right)-y\left(T, v_{1}, 0\right)-y\left(T, v_{2}, \varepsilon\right)+y\left(T, v_{2}, 0\right)=I_{1}\left(v_{1}, v_{2}, \varepsilon\right)+I_{2}\left(v_{1}, v_{2}, \varepsilon\right) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{1}\left(v_{1}, v_{2}, \varepsilon\right)= & \int_{0}^{T}\left[g\left(\tau, v_{2}+\varepsilon y\left(\tau, v_{1}, \varepsilon\right), \varepsilon\right)-g\left(\tau, v_{2}+\varepsilon y\left(\tau, v_{2}, \varepsilon\right), \varepsilon\right)\right] d \tau \\
I_{2}\left(v_{1}, v_{2}, \varepsilon\right)= & \int_{0}^{T}\left[\left(g\left(\tau, v_{1}+\varepsilon y\left(\tau, v_{1}, \varepsilon\right), \varepsilon\right)-g\left(\tau, v_{2}+\varepsilon y\left(\tau, v_{1}, \varepsilon\right), \varepsilon\right)\right)\right] d \tau \\
& -\int_{0}^{T}\left(g\left(\tau, v_{1}, 0\right)-g\left(\tau, v_{2}, 0\right)\right) d \tau
\end{aligned}
$$

Since $(t, v, \varepsilon) \mapsto y(t, v, \varepsilon)$ is bounded on $[0, T] \times B_{\delta_{0}}\left(v_{0}\right) \times\left[0, \varepsilon_{0}\right]$, we have that $\varepsilon y(t, v, \varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$ uniformly with respect to $t \in[0, T]$ and $v \in B_{\delta_{0}}\left(v_{0}\right)$. Decreasing $\varepsilon_{0}>0$, if necessary, we get that $v_{2}+\varepsilon y\left(t, v_{1}, \varepsilon\right) \in \Omega$ for any $t \in[0, T]$, $v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right), \varepsilon \in\left[0, \varepsilon_{0}\right]$. By assumption (i) and relation (2.1) we obtain that $\left\|I_{1}\left(v_{1}, v_{2}, \varepsilon\right)\right\| \leq T \cdot \varepsilon L L_{1}\left\|v_{1}-v_{2}\right\|$ for all $\varepsilon \in\left[0, \varepsilon_{0}\right], v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)$.

We fix $\gamma>0$ and take $\delta>0$ given by (ii). Without loss of generality we can consider that $\delta \leq \min \left\{\delta_{0}, \varepsilon_{0}, \gamma /\left(2 T L L_{1}\right)\right\}$. Therefore assumption (ii) implies that $\left\|I_{2}\left(v_{1}, v_{2}, \varepsilon\right)\right\| \leq(\gamma / 2)\left\|v_{1}-v_{2}\right\|$ for any $\varepsilon \in[0, \delta], v_{1}, v_{2} \in B_{\delta}\left(v_{0}\right)$. Substituting the obtained estimations for $I_{1}$ and $I_{2}$ into (2.2) we have $\| y\left(T, v_{1}, \varepsilon\right)-y\left(T, v_{1}, 0\right)-y\left(T, v_{2}, \varepsilon\right)+$
$y\left(T, v_{2}, 0\right)\left\|\leq\left(\varepsilon T L L_{1}+\gamma / 2\right)\right\| v_{1}-v_{2}\|\leq \gamma\| v_{1}-v_{2} \|$ for any $\varepsilon \in[0, \delta], v_{1}, v_{2} \in B_{\delta}\left(v_{0}\right)$. Hence the proof is complete.

LEMMA 2.3. Let $g_{0}: \Omega \rightarrow \mathbb{R}^{k}$, satisfying assumption (iv) for some $q \in(0,1)$, $\alpha, \delta_{0}>0$, and a norm $\|\cdot\|_{0}$ on $\mathbb{R}^{k}$. Then $\left\|v_{1}+\varepsilon g_{0}\left(v_{1}\right)-v_{2}-\varepsilon g_{0}\left(v_{2}\right)\right\|_{0} \leq$ $(1-\varepsilon(1-q) / \alpha)\left\|v_{1}-v_{2}\right\|_{0}$ for any $v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)$ and any $\varepsilon \in[0, \alpha]$.

Proof. Indeed, the equality $v+\varepsilon g_{0}(v)=(1-\varepsilon / \alpha) v+\varepsilon / \alpha\left(v+\alpha g_{0}(v)\right)$ implies that the Lipschitz constant of the function $I+\varepsilon g_{0}$ with respect to the norm $\|\cdot\|_{0}$ is $(1-\varepsilon / \alpha)+\varepsilon / \alpha q=1-\varepsilon(1-q) / \alpha$.

Proof of Theorem 2.1. By Lemma 2.2 we have that there exists $\delta_{1} \in\left[0, \delta_{0}\right]$ such that

$$
\begin{equation*}
\left\|g_{\varepsilon}\left(v_{1}\right)-g_{0}\left(v_{1}\right)-g_{\varepsilon}\left(v_{2}\right)+g_{0}\left(v_{2}\right)\right\|_{0} \leq((1-q) /(2 \alpha))\left\|v_{1}-v_{2}\right\|_{0} \tag{2.3}
\end{equation*}
$$

for any $\varepsilon \in\left[0, \delta_{1}\right], v_{1}, v_{2} \in B_{\delta_{1}}\left(v_{0}\right)$. First we prove that there exists $\varepsilon_{1} \in\left[0, \delta_{1}\right]$ such that for every $\varepsilon \in\left[0, \varepsilon_{1}\right]$ there exists $v_{\varepsilon} \in B_{\delta_{1}}\left(v_{0}\right)$ such that $x\left(\cdot, v_{\varepsilon}, \varepsilon\right)$ is a $T$-periodic solution of (1.1) by showing that there exists $v_{\varepsilon}$ such that $x\left(T, v_{\varepsilon}, \varepsilon\right)=v_{\varepsilon}$. Using (iii) and (iv) we have

$$
\left\|v+\alpha g_{0}(v)-v_{0}\right\|_{0} \leq q\left\|v-v_{0}\right\|_{0} \quad \text { for any } v \in B_{\delta_{1}}\left(v_{0}\right)
$$

Therefore we have that the map $I+\alpha g_{0}$ maps $B_{\delta_{1}}\left(v_{0}\right)$ into itself. From Lemma 2.2 we have that there exists $\varepsilon_{0}>0$ such that the map $(v, \varepsilon) \mapsto g_{\varepsilon}(v)$ is well defined and continuous on $B_{\delta_{1}}\left(v_{0}\right) \times\left[0, \varepsilon_{0}\right]$. We deduce that there exists $\varepsilon_{1}>0$ sufficiently small such that, for every $\varepsilon \in\left[0, \varepsilon_{1}\right]$, the map $I+\alpha g_{\varepsilon} \operatorname{maps} B_{\delta_{1}}\left(v_{0}\right)$ into itself as well. Therefore, by the Brouwer theorem (see, for example, [23, Theorem 3.1]) we have that $B_{\delta_{1}}\left(v_{0}\right)$ contains at least one fixed point of the map $I+\alpha g_{\varepsilon}$ for any $\varepsilon \in\left[0, \varepsilon_{1}\right]$. Denote this fixed point by $v_{\varepsilon}$. Then we have $g_{\varepsilon}\left(v_{\varepsilon}\right)=0$ and $x\left(T, v_{\varepsilon}, \varepsilon\right)=v_{\varepsilon}$ for any $\varepsilon \in\left[0, \varepsilon_{1}\right]$.

Now we prove that $x\left(\cdot, v_{\varepsilon}, \varepsilon\right)$ is the only $T$-periodic solution of (1.1) starting near $v_{0}$ and that, moreover, it is asymptotically stable. Knowing that $x(T, v, \varepsilon)=v+\varepsilon g_{\varepsilon}(v)$ we write the following identity:

$$
\begin{equation*}
x(T, v, \varepsilon)=v+\varepsilon g_{0}(v)+\varepsilon\left(g_{\varepsilon}(v)-g_{0}(v)\right) . \tag{2.4}
\end{equation*}
$$

Using Lemma 2.3 we have from (2.3) and (2.4) that

$$
\begin{aligned}
\left\|x\left(T, v_{1}, \varepsilon\right)-x\left(T, v_{2}, \varepsilon\right)\right\|_{0} & \leq(1-\varepsilon(1-q) / \alpha+\varepsilon(1-q) /(2 \alpha))\left\|v_{1}-v_{2}\right\|_{0} \\
& =(1-\varepsilon(1-q) /(2 \alpha))\left\|v_{1}-v_{2}\right\|_{0}
\end{aligned}
$$

for all $v_{1}, v_{2} \in B_{\delta_{1}}\left(v_{0}\right)$ and $\varepsilon \in\left[0, \delta_{1}\right]$. We proved before that there exists $\varepsilon_{1}>0$ such that for every $\varepsilon \in\left[0, \varepsilon_{1}\right]$ there exists $v_{\varepsilon} \in B_{\delta_{1}}\left(v_{0}\right)$ with $x\left(\cdot, v_{\varepsilon}, \varepsilon\right)$ a $T$-periodic solution of (1.1). Since $\varepsilon(1-q) /(2 \alpha)>0$ and $\varepsilon_{1} \leq \delta_{1}$, the last inequality implies that for each $\varepsilon \in\left[0, \delta_{1}\right]$, the $T$-periodic solution $x\left(\cdot, v_{\varepsilon}, \varepsilon\right)$ is the only $T$-periodic solution of (1.1) in $B_{\delta_{1}}\left(v_{0}\right)$ and, moreover (see [23, Lemma 9.2]), it is asymptotically stable.

Remark 2.4. We note that a similar result close to Theorem 2.1 is contained in [8, Theorem 3.5]. But instead of the assumption (iv) with a fixed $\alpha>0$, it is assumed in [8] with any $\alpha>0$ sufficiently small. Anyway, notice that Lemma 2.3 implies that it is the same to assume (iv) for only one $\alpha>0$ or for all $\alpha>0$ sufficiently small. The advantage of our Theorem 2.1 is that it does not require differentiability of $g(t, \cdot, \varepsilon)$ at any point, while [8] needs it at $v_{0}$. See also Remark 2.8.

In general it is not easy to check assumptions (ii) and (iv) in the applications of Theorem 2.1. Thus we also give the following theorem based on Theorem 2.1 which assumes certain type of piecewise differentiability instead of (ii) and deals with properties of the matrix $\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ instead of the Lipschitz constant of $g_{0}$.

For any set $M \subset[0, T]$ measurable in the sense of Lebesgue we denote by mes $(M)$ the Lebesgue measure of $M$ (see [21, Chap. V, section 3]).

Theorem 2.5. Let $g \in C^{0}\left(\mathbb{R} \times \Omega \times[0,1], \mathbb{R}^{k}\right)$ satisfying (i). Let $g_{0}$ be the averaged function given by (1.2) and consider $v_{0} \in \Omega$ such that $g_{0}\left(v_{0}\right)=0$. Assume that
(v) given any $\widetilde{\gamma}>0$ there exist $\widetilde{\delta}>0$ and $M \subset[0, T]$ with $\operatorname{mes}(M)<\widetilde{\gamma}$ such that for every $v \in B_{\tilde{\delta}}\left(v_{0}\right), t \in[0, T] \backslash M$, and $\varepsilon \in[0, \widetilde{\delta}]$ we have that $g(t, \cdot, \varepsilon)$ is differentiable at $v$ and $\left\|g_{v}^{\prime}(t, v, \varepsilon)-g_{v}^{\prime}\left(t, v_{0}, 0\right)\right\| \leq \widetilde{\gamma}$.
Finally assume that
(vi) $g_{0}$ is continuously differentiable in a neighborhood of $v_{0}$ and the real parts of all the eigenvalues of $\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ are negative.
Then there exists $\delta_{1}>0$ such that for every $\varepsilon \in\left(0, \delta_{1}\right]$, system (1.1) has exactly one $T$ periodic solution $x_{\varepsilon}$ with $x_{\varepsilon}(0) \in B_{\delta_{1}}\left(v_{0}\right)$. Moreover, the solution $x_{\varepsilon}$ is asymptotically stable and $x_{\varepsilon}(0) \rightarrow v_{0}$ as $\varepsilon \rightarrow 0$.

For proving Theorem 2.5 we need two preliminary lemmas.
Lemma 2.6. Let $g \in C^{0}\left(\mathbb{R} \times \Omega \times[0,1], \mathbb{R}^{k}\right)$ satisfying (i). If (v) holds, then (ii) is satisfied.

Proof. Let $\gamma>0$ be an arbitrary number. We show that (ii) holds with $\delta=\widetilde{\delta} / 2$, where $\widetilde{\delta}$ is given by (v) applied with $\widetilde{\gamma}=\min \{\gamma /(4 L), \gamma /(4 T)\}$. We consider also $M \subset[0, T]$ given by (v) applied with the same value of $\widetilde{\gamma}$.

Let $u \in C^{0}\left([0, T], \mathbb{R}^{k}\right),\|u\| \leq \delta$, and $F(v)=\int_{0}^{T} g(\tau, v+u(\tau), \varepsilon) d \tau-\int_{0}^{T} g(\tau, v, 0) d \tau$. Let $v_{1}, v_{2} \in B_{\delta}\left(v_{0}\right)$ and $\varepsilon \in[0, \delta]$. We have $F(v)=F_{1}(v)+F_{2}(v)$, where $F_{1}(v)=$ $\int_{M}(g(\tau, v+u(\tau), \varepsilon)-g(\tau, v, 0)) d \tau$ and $F_{2}(v)=\int_{[0, T] \backslash M}(g(\tau, v+u(\tau), \varepsilon)-g(\tau, v, 0)) d \tau$. By (i) we have that $\left\|F_{1}\left(v_{1}\right)-F_{1}\left(v_{2}\right)\right\| \leq 2 L \cdot \operatorname{mes}(M)\left\|v_{1}-v_{2}\right\|<2 L \widetilde{\gamma}\left\|v_{1}-v_{2}\right\| \leq$ $(\gamma / 2)\left\|v_{1}-v_{2}\right\|$. On the other hand, using (v), we will prove that a similar relation holds for $F_{2}$. In order to do this, we denote $h(\tau, v)=g(\tau, v+u(\tau), \varepsilon)-g(\tau, v, 0)$. Notice that for each $\tau \in[0, T] \backslash M$ we can write $h_{v}^{\prime}(\tau, v)=\left(g_{v}^{\prime}(\tau, v+u(\tau), \varepsilon)-g_{v}^{\prime}\left(\tau, v_{0}, 0\right)\right)-$ $\left(g_{v}^{\prime}(\tau, v, 0)-g_{v}^{\prime}\left(\tau, v_{0}, 0\right)\right)$. As a direct consequence of (v) we deduce that $\left\|h_{v}^{\prime}(\tau, v)\right\| \leq 2 \widetilde{\gamma}$ for all $v \in B_{\delta}\left(v_{0}\right)$ and $\tau \in[0, T] \backslash M$. Now applying the mean value theorem for the function $h(\tau, \cdot)$, we have $\left\|h\left(\tau, v_{1}\right)-h\left(\tau, v_{2}\right)\right\| \leq 2 \widetilde{\gamma}\left\|v_{1}-v_{2}\right\|$ for all $\tau \in[0, T] \backslash M$ and all $v_{1}, v_{2} \in B_{\delta}\left(v_{0}\right)$. Then $\left\|F_{2}\left(v_{1}\right)-F_{2}\left(v_{2}\right)\right\| \leq \int_{[0, T] \backslash M}\left\|h\left(\tau, v_{1}\right)-h\left(\tau, v_{2}\right)\right\| d \tau \leq 2 T \widetilde{\gamma} \| v_{1}-$ $v_{2}\|\leq(\gamma / 2)\| v_{1}-v_{2} \|$. Therefore we have proved that $\left\|F\left(v_{1}\right)-F\left(v_{2}\right)\right\| \leq \gamma\left\|v_{1}-v_{2}\right\|$, which coincides with (ii).

Lemma 2.7. Let $g_{0}: \Omega \rightarrow \mathbb{R}^{k}$ satisfying assumption (vi) for some $v_{0} \in \Omega$. Then there exist $q \in[0,1), \alpha, \delta_{0}>0$ and a norm $\|\cdot\|_{0}$ on $\mathbb{R}^{k}$ such that (iv) is satisfied.

Proof. If $\lambda$ is an eigenvalue of $\alpha\left(g_{0}\right)^{\prime}\left(v_{0}\right)$, then $\lambda+1$ is an eigenvalue of $I+$ $\left(\alpha g_{0}\right)^{\prime}\left(v_{0}\right)$. Since the eigenvalues of $\alpha\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ tend to 0 as $\alpha \rightarrow 0$ and have negative real parts, then there exists $\alpha \in[0,1)$ such that the absolute values of all the eigenvalues of $I+\alpha\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ are less than one. Therefore (see [22, p. 90, Lemma 2.2]) there exist $\widetilde{q} \in[0,1)$ and a norm $\|\cdot\|_{0}$ on $\mathbb{R}^{k}$ such that $\sup _{\|\xi\|_{0} \leq 1}\left\|\xi+\alpha\left(g_{0}\right)^{\prime}\left(v_{0}\right) \xi\right\|_{0} \leq \widetilde{q}$.

By continuous differentiability of $g_{0}$ in a neighborhood of $v_{0}$ we have that $\| g_{0}\left(v_{1}\right)-$ $g_{0}\left(v_{2}\right)-\left(g_{0}\right)^{\prime}\left(v_{0}\right)\left(v_{1}-v_{2}\right)\|/\| v_{1}-v_{2}\|\leq\| g_{0}\left(v_{1}\right)-g_{0}\left(v_{2}\right)-\left(g_{0}\right)^{\prime}\left(v_{2}\right)\left(v_{1}-v_{2}\right) \|+$ $\left\|\left(g_{0}\right)^{\prime}\left(v_{2}\right)\left(v_{1}-v_{2}\right)-\left(g_{0}\right)^{\prime}\left(v_{0}\right)\left(v_{1}-v_{2}\right)\right\| /\left\|v_{1}-v_{2}\right\| \rightarrow 0$ as $\max \left\{\left\|v_{1}-v_{0}\right\|,\left\|v_{2}-v_{0}\right\|\right\} \rightarrow 0$. Therefore taking into account that all norms on $\mathbb{R}^{k}$ are equivalent, there exists $\delta_{0}>0$ such that $\left\|g_{0}\left(v_{1}\right)-g_{0}\left(v_{2}\right)-\left(g_{0}\right)^{\prime}\left(v_{0}\right)\left(v_{1}-v_{2}\right)\right\|_{0} \leq(1-\widetilde{q}) /(2 \alpha)\left\|v_{1}-v_{2}\right\|_{0}$ for all
$v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)$. Then

$$
\begin{aligned}
& \left\|v_{1}+\alpha g_{0}\left(v_{1}\right)-v_{2}-\alpha g_{0}\left(v_{2}\right)\right\|_{0} \\
& \quad \leq \alpha\left\|g_{0}\left(v_{1}\right)-g_{0}\left(v_{2}\right)-\left(g_{0}\right)^{\prime}\left(v_{0}\right)\left(v_{1}-v_{2}\right)\right\|_{0}+\left\|v_{1}-v_{2}+\alpha\left(g_{0}\right)^{\prime}\left(v_{0}\right)\left(v_{1}-v_{2}\right)\right\|_{0} \\
& \quad \leq(1+\widetilde{q}) / 2\left\|v_{1}-v_{2}\right\|_{0}
\end{aligned}
$$

for all $v_{1}, v_{2} \in B_{\delta_{0}}\left(v_{0}\right)$.
Proof of Theorem 2.5. Lemmas 2.6 and 2.7 imply that assumptions (ii) and (iv) of Theorem 2.1 are satisfied. Therefore the conclusion of the theorem follows by applying Theorem 2.1.

It was observed by Mitropol'skii in [34] that in spite of the fact that $g(t, \cdot, \varepsilon)$ in (1.1) is only Lipschitz, sometimes the function $g_{0}$ turns out to be differentiable in applications. In particular we will see in section 3 that this is the case for the nonsmooth van der Pol oscillator.

Clearly if $g \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{k} \times[0,1], \mathbb{R}^{k}\right)$, then (i) and (v) hold in any open bounded set $\Omega \subset \mathbb{R}^{k}$. Therefore Theorem 2.5 is a generalization of the stable periodic case of the second Bogoliubov theorem formulated in the introduction.

Remark 2.8. Theorem 2.5 does not require the eigenvectors of $\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ to be orthogonal as in [8, Theorem 3.6]. Moreover, assumption $\left(H_{2}\right)$ of [8] is more restrictive than (v).

For completeness we also give the following theorem on the existence of nonasymptotically stable $T$-periodic solutions for (1.1). In the theorem below, $d(F, V)$ denotes the Brouwer topological degree of the vector field $F \in C^{0}\left(\mathbb{R}^{k}, \mathbb{R}^{k}\right)$ on the open and bounded set $V \subset \mathbb{R}^{k}$ (see [23, Chap. 2, section 5.2]).

Theorem 2.9. Let $g \in C^{0}\left(\mathbb{R} \times \mathbb{R}^{k} \times[0,1], \mathbb{R}^{k}\right)$. Assume that there exists an open bounded set $V \subset \mathbb{R}^{k}$ such that $g_{0}(v) \neq 0$ for any $v \in \partial V$ and
(vii) $d\left(-g_{0}, V\right)<0$.

Then there exists $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right]$ system (1.1) has at least one nonasymptotically stable $T$-periodic solutions $x_{\varepsilon}$ with $x_{\varepsilon}(0) \in V$.

Proof. Since $g_{0}(v) \neq 0$ for any $v \in \partial V$, then from Mawhin's theorem [32] (or [33, section 5]) we have that there exists $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
d\left(-g_{0}, V\right)=d(I-x(T, \cdot, \varepsilon), V) \quad \text { for any } \varepsilon \in\left(0, \varepsilon_{0}\right] \tag{2.5}
\end{equation*}
$$

By [23, Theorem 9.6] for any asymptotically stable $T$-periodic solution $x_{\varepsilon}$ of (1.1) we have that $d\left(I-x(T, \cdot, \varepsilon), B_{\delta}\left(x_{\varepsilon}(0)\right)\right)=1$ for $\delta>0$ sufficiently small. Therefore if all the possible $T$-periodic solutions of (1.1) with $\varepsilon \in\left(0, \varepsilon_{0}\right]$ had been asymptotically stable, then the degree $d(I-x(T, \cdot, \varepsilon), V)$ would have been nonnegative, contradicting (vii) and (2.5).

Remark 2.10. Assumptions (iii) and (iv) imply that $d\left(-g_{0}, V\right)=1$ (see [23, Theorem 5.16]).

Finally thinking in terms of the application to the nonsmooth van der Pol oscillator, we formulate the following theorem which combines Mawhin's theorem (see [32] or [33, Theorem 3]) and Theorems 2.5 and 2.9. In this theorem $\left(\left[g_{0}\right]_{i}\right)_{(j)}^{\prime}$ stays for the derivative of the $i$ th component of the function $g_{0}$ with respect to the $j$ th variable.

ThEOREM 2.11. Let $g \in C^{0}\left(\mathbb{R} \times \Omega \times[0,1], \mathbb{R}^{2}\right)$. Let $v_{0} \in \Omega$ be such a point that $g_{0}\left(v_{0}\right)=0$ and $g_{0}$ is continuously differentiable in a neighborhood of $v_{0}$.
(a) If $\operatorname{det}\left(g_{0}\right)^{\prime}\left(v_{0}\right) \neq 0$, then there exists $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right.$ ] system (1.1) has at least one T-periodic solution $x_{\varepsilon}$ satisfying $x_{\varepsilon}(0) \rightarrow v_{0}$ as $\varepsilon \rightarrow 0$.
(b) If (i) and (v) hold and

$$
\begin{equation*}
\operatorname{det}\left(g_{0}\right)^{\prime}\left(v_{0}\right)>0 \quad \text { and } \quad\left(\left[g_{0}\right]_{1}\right)_{(1)}^{\prime}\left(v_{0}\right)+\left(\left[g_{0}\right]_{2}\right)_{(2)}^{\prime}\left(v_{0}\right)<0 \tag{2.6}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right]$ system (1.1) has exactly one T-periodic solution $x_{\varepsilon}$ such that $x_{\varepsilon}(0) \rightarrow v_{0}$ as $\varepsilon \rightarrow 0$. Moreover, the solution $x_{\varepsilon}$ is asymptotically stable.
(c) If $\operatorname{det}\left(g_{0}\right)^{\prime}\left(v_{0}\right)<0$, then there exists $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right.$ ] system (1.1) has at least one nonasymptotically stable T-periodic solution $x_{\varepsilon}$ such that $x_{\varepsilon}(0) \rightarrow v_{0}$ as $\varepsilon \rightarrow 0$.
Proof. Statement (a) is added for the completeness of the formulation of Theorem 2.11 and it follows from Mawhin's theorem (see [32] or [33, Theorem 3]).

On the other hand, it is a simple calculation to show that (2.6) implies that all the eigenvalues of $\left(g_{0}\right)^{\prime}\left(v_{0}\right)$ have negative real part. Therefore assumption (vi) of Theorem 2.5 is also satisfied and statement (b) follows from this theorem.

Statement (c) follows from Theorem 2.9. Indeed, since $\operatorname{det}\left(g_{0}\right)^{\prime}\left(v_{0}\right)<0$, it implies (see [23, Theorem 5.9]) that $d\left(g_{0}, B_{\rho}\left(v_{0}\right)\right)$ is defined for any $\rho>0$ sufficiently small and that $d\left(g_{0}, B_{\rho}\left(v_{0}\right)\right)=\operatorname{det}\left(g_{0}\right)^{\prime}\left(v_{0}\right)<0$.
3. Application to the nonsmooth van der Pol oscillator. In [18] Hogan first demonstrated the existence of a limit cycle for the nonsmooth van der Pol equation $\ddot{u}+\varepsilon(|u|-1) \dot{u}+u=0$. This equation governs the circuit drawn at Figure 1.1 with the triode characteristic $i(u)=S_{0}+S_{1} u-S_{2} u|u|$ whose derivative $i^{\prime}(u)=S_{1}-2 S_{2}|u|$ is nondifferentiable (see Nayfeh and Mook [36, section 3.3.4], where the same stiffness characteristic appears in mechanics). In this paper we extend this study by considering the van der Pol problem on the location of stable and unstable periodic solutions of the perturbed equation

$$
\begin{equation*}
\ddot{u}+\varepsilon(|u|-1) \dot{u}+(1+a \varepsilon) u=\varepsilon \lambda \sin t \tag{3.1}
\end{equation*}
$$

where $a$ is a detuning parameter and $\varepsilon \lambda \sin t$ is an external force. We assume that $\varepsilon>0$ is sufficiently small, and we consider that the parameters $a$ and $\lambda$ vary in $\mathbb{R}$.

We finally note that standard change of variables (see example in section 3) brings (1.3) into the form (1.1), with $g$ sufficiently smooth to satisfy the hypotheses of the second Bogoliubov theorem. But we remind the reader that our aim is to apply directly Theorem 2.5, in the same way that Andronov and Witt applied Bogoliubov theorem to the classical van der Pol oscillator

$$
\begin{equation*}
\ddot{u}+\varepsilon\left(u^{2}-1\right) \dot{u}+(1+a \varepsilon) u=\varepsilon \lambda \sin t \tag{3.2}
\end{equation*}
$$

which can be found in [1, Figure 4] or in [30, Chap. I, section 16, Figure 15].
A function $u$ is a solution of (3.1) if and only if $\left(z_{1}, z_{2}\right)=(u, \dot{u})$ is a solution of the system

$$
\begin{align*}
& \dot{z}_{1}=\dot{z}_{2}  \tag{3.3}\\
& \dot{z}_{2}=-z_{1}+\varepsilon\left[-a z_{1}-\left(\left|z_{1}\right|-1\right) z_{2}+\lambda \sin t\right]
\end{align*}
$$

After the change of variables

$$
\binom{z_{1}(t)}{z_{2}(t)}=\left(\begin{array}{cc}
\cos t & \sin t \\
-\sin t & \cos t
\end{array}\right)\binom{x_{1}(t)}{x_{2}(t)}
$$

system (3.3) takes the form

$$
\begin{align*}
\dot{x}_{1}= & \varepsilon \sin (-t)\left[-a\left(x_{1} \cos t+x_{2} \sin t\right)\right. \\
& \left.-\left(\left|x_{1} \cos t+x_{2} \sin t\right|-1\right)\left(-x_{1} \sin t+x_{2} \cos t\right)+\lambda \sin t\right]  \tag{3.4}\\
\dot{x}_{2}= & \varepsilon \cos (-t)\left[-a\left(x_{1} \cos t+x_{2} \sin t\right)\right. \\
& \left.-\left(\left|x_{1} \cos t+x_{2} \sin t\right|-1\right)\left(-x_{1} \sin t+x_{2} \cos t\right)+\lambda \sin t\right]
\end{align*}
$$

The corresponding averaged function $g_{0}$, calculated using (1.2), is given by

$$
\begin{align*}
{\left[g_{0}\right]_{1}(M, N) } & =\pi a N-\pi \lambda+\pi M-\frac{4}{3} M \sqrt{M^{2}+N^{2}}, \\
{\left[g_{0}\right]_{2}(M, N) } & =-\pi a M+\pi N-\frac{4}{3} N \sqrt{M^{2}+N^{2}}, \tag{3.5}
\end{align*}
$$

and it is continuously differentiable in $\mathbb{R}^{2} \backslash\{0\}$.
In short, by statement (a) of Theorem 2.11, the zeros $(M, N) \in \mathbb{R}^{2}$ of this function with the property that $\operatorname{det}\left(g_{0}\right)^{\prime}(M, N) \neq 0$ determine the $2 \pi$-periodic solutions of (3.3) emanating from the solution of the unperturbed system

$$
\begin{align*}
u_{1}(t) & =M \cos t+N \sin t  \tag{3.6}\\
u_{2}(t) & =-M \sin t+N \cos t .
\end{align*}
$$

We have the following expression for the determinant:

$$
\begin{equation*}
\operatorname{det}\left(g_{0}\right)^{\prime}(M, N)=\pi^{2}\left(1+a^{2}\right)+\frac{32}{9}\left(M^{2}+N^{2}\right)-4 \pi \sqrt{M^{2}+N^{2}} \tag{3.7}
\end{equation*}
$$

Following Andronov and Witt [1] we are concerned with the dependence of the amplitude of the solution (3.6) with respect to $a$ and $\lambda$. Thus we decompose this solution as follows:

$$
\begin{equation*}
u_{1}(t)=A \sin (t+\phi), \quad u_{2}(t)=A \cos (t+\phi) \tag{3.8}
\end{equation*}
$$

where $(M, N)$ is related to $(A, \phi)$ by

$$
\begin{equation*}
M=A \sin \phi, \quad N=A \cos \phi \tag{3.9}
\end{equation*}
$$

Substituting (3.9) into (3.5) and (3.7) we obtain

$$
\begin{align*}
& {\left[g_{0}((A \sin \phi, A \cos \phi))\right]_{1}=-(4 / 3) \cdot A|A| \sin \phi+\pi a A \cos \phi+\pi A \sin \phi-\pi \lambda}  \tag{3.10}\\
& {\left[g_{0}((A \sin \phi, A \cos \phi))\right]_{2}=-(4 / 3) \cdot A|A| \cos \phi-\pi a A \sin \phi+\pi A \cos \phi}
\end{align*}
$$

and, respectively,

$$
\begin{equation*}
\operatorname{det}\left(g_{0}\right)^{\prime}((A \sin \phi, A \cos \phi))=\pi^{2}\left(1+a^{2}\right)+\frac{32}{9} A^{2}-2 \pi|A| \tag{3.11}
\end{equation*}
$$

Looking for the zeros $(A, \phi)$ of (3.10), we find the implicit formula

$$
\begin{equation*}
A^{2}\left(a^{2}+\left(1-\frac{4}{3 \pi}|A|\right)^{2}\right)=\lambda^{2} \tag{3.12}
\end{equation*}
$$



Fig. 3.1. Dependence of the amplitude of stable (solid curves) and unstable (dash curves) $2 \pi-$ periodic solutions of the nonsmooth periodically perturbed van der Pol equation (3.1) on the detuning parameter a obtained over formulas (3.12), (3.16), and (3.17) for different values of $\lambda$. The curve $I$ is plotted with $\lambda=0.4$, II with $\lambda=3 \pi / 16$, III with some $\lambda=\sqrt{0.4} \in(3 \pi / 16,9 \sqrt{3} \pi / 64)$, IV with $\lambda=9 \sqrt{3} \pi / 64$, and $V$ with $\lambda=1.5$. Point $P$ is $2 / \sqrt{3}$.
for determining $A$. Observe that the number of positive zeros of (3.12) coincide with the number of zeros of the equation $A^{2}\left(a^{2}+\left(1-\frac{4}{3 \pi} A\right)^{2}\right)=\lambda^{2}$. To estimate this number we define

$$
f(A)=A^{2}\left(a^{2}+\left(1-\frac{4}{3 \pi} A\right)^{2}\right)-\lambda^{2}
$$

and we have

$$
f^{\prime}(A)=2 A\left(a^{2}+\left(1-\frac{4}{3 \pi} A\right)^{2}\right)-\frac{8}{3 \pi} A^{2}\left(1-\frac{4}{3 \pi} A\right)
$$

Since $f^{\prime}$ has one or two zeros, then (3.12) has one, two, or three positive solutions $A$ for any fixed $a$ and $\lambda$. In order to understand the different situations that can appear, we follow Andronov and Witt, who suggested in [1] (see also [2]) to construct the so-called resonance curves, namely, the curves $A$ in function of $a$, for $\lambda$ fixed. The equation of this curve is given by formula (3.12). Some curves (3.12) corresponding to different values of $\lambda$ are drawn in Figure 3.1. The way for describing these resonance curves (3.12) is borrowed from [30, Ch. 1, section 5], where the classical van der Pol equation is considered.

When $\lambda=0$ the curve (3.12) is formed by the axis $A=0$ and the isolated point $(0,3 \pi / 4)$. When $\lambda>0$ but sufficiently small, the resonance curve consists of two branches: instead of $A=0$ we have the curve of the type $I-I$, and instead of the point $(0,3 \pi / 4)$ we obtain an oval $I^{\prime}-I^{\prime}$ surrounding this point. When $\lambda>0$ increases, the oval $I^{\prime}-I^{\prime}$ and the branch $I-I$ tend to each other, and, for a certain $\lambda$, there exists only one branch $I I-I I$ with a double point $P$. The value of this $\lambda$ can be obtained assuming that (3.12) has for $a=0$ a double root and, therefore, (3.11)
should be zero. Solving jointly (3.12) and (3.11) with $a=0$ we obtain $\lambda=3 \pi / 16$ and $P=2 \pi / 8$. If $\lambda>3 \pi / 16$, then we have curves of the type $I I I$ which take form $V$ when $\lambda>0$ crosses the value $\lambda=9 \sqrt{3} \pi / 64$. From here, if $\lambda<3 \pi / 16$, then (3.12) has three real roots when $|a|$ is sufficiently small, and only one root when $|a|$ is greater than a certain number which depends on $\lambda$. When $3 \pi / 16<\lambda<9 \sqrt{3} \pi / 64$ (3.12) has one, three, and again one solution according to whether $a<a_{1}, a_{1}<a<a_{2}$, and $a>a_{2}$, respectively, where $a_{1}, a_{2}$ depend on $\lambda$. The amplitude curves of type $V$ provide exactly one solution of (3.12) for any value of $a$. The value $\lambda=9 \sqrt{3} \pi / 64$, which separates the curves where (3.12) has three solutions from the curves where (3.12) has one solution, is obtained from the property that (3.12) with this $\lambda$ has a double root for some $a$ and thus this value of $a$ vanishes (3.11). Therefore $\lambda=9 \sqrt{3} \pi / 64$ is the point separating the interval $(0, \lambda)$ where the system formed by (3.12) and

$$
\begin{equation*}
\pi^{2}\left(1+a^{2}\right)+\frac{32}{9} A^{2}-2 \pi|A|=0 \tag{3.13}
\end{equation*}
$$

has at least one solution from the interval $(\lambda, \infty)$ where (3.12)-(3.13) has no solutions.
In short, we have studied the amplitudes of the $2 \pi$-periodic solutions of system (3.3) depending on $a$ and $\lambda$, when a physical system described by (3.3) possesses $2 \pi$-periodic oscillations and when some of them are asymptotically stable. To find the answer we have used statement (b) of Theorem 2.11. Assumption (i) is obviously satisfied with $\Omega=\mathbb{R}^{2}$. The next statement shows that the right-hand side of system (3.4) satisfies (v).

Proposition 3.1. Let $v_{0} \in \mathbb{R}^{2}, v_{0} \neq 0$. Then the right-hand side of (3.4) satisfies (v) for any $a, \lambda \in \mathbb{R}$.

The proof of Proposition 3.1 is given in section 4.
Thus we have to study the signs of (3.11) and $\left(\left[g_{0}\right]_{1}\right)_{M}^{\prime}(A \sin \phi, A \cos \phi)$ $+\left(\left[g_{0}\right]_{2}\right)_{N}^{\prime}(A \sin \phi, A \cos \phi)$. We have

$$
\left(\left[g_{0}\right]_{1}\right)_{M}^{\prime}(M, N)+\left(\left[g_{0}\right]_{2}\right)_{N}^{\prime}(M, N)=2\left(\pi-2 \sqrt{M^{2}+N^{2}}\right)
$$

and therefore the conditions for the asymptotic stability of the $2 \pi$-periodic solutions of (3.3) near (3.6) are

$$
\begin{equation*}
\pi^{2}\left(1+a^{2}\right)+\frac{32}{9}\left(M^{2}+N^{2}\right)-4 \pi \sqrt{M^{2}+N^{2}}>0 \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
2\left(\pi-2 \sqrt{M^{2}+N^{2}}\right)<0 \tag{3.15}
\end{equation*}
$$

Substituting (3.9) into the inequalities (3.14) and (3.15), we obtain the following equivalent inequalities in terms of the amplitude $A$ :

$$
\begin{equation*}
\pi^{2}\left(1+a^{2}\right)+\frac{32}{9} A^{2}-2 \pi|A|>0 \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \pi-4|A|<0 \tag{3.17}
\end{equation*}
$$

Conditions (3.16) and (3.17) mean that the asymptotically stable $2 \pi$-periodic solutions of (3.3) correspond to those parts of resonance curves under consideration which are
outside the ellipse (3.13) and above the line $A=\pi / 2$. All the results are collected in Figure 3.1, where it is easy to see that for any detuning parameter $a$ and any amplitude $\lambda>0$, (3.1) possesses at least one asymptotically stable $2 \pi$-periodic solution with amplitude close to $A$ obtained from (3.12). Among all the asymptotically stable $2 \pi$ periodic solutions of (3.1), there exists exactly one whose fixed neighborhood does not contain any nonasymptotically stable $2 \pi$-periodic solution of (3.1) for sufficiently small $\varepsilon>0$. The amplitude of this asymptotically stable $2 \pi$-periodic solution is obtained from (3.16)-(3.17).

To compare the changes due to nonsmoothness in the behavior of the resonance curves, we give in Figure 3.2 the resonance curves of the classical van der Pol oscillator (3.2).


Fig. 3.2. Dependence of the amplitude of stable (solid curves) and unstable (dash curves) $2 \pi-$ periodic solutions of the classical periodically perturbed van der Pol equation (3.2) on the detuning parameter a for different values of $\lambda$. Following Andronov and Witt (see [1, Figure 4]), curve I is plotted with $\lambda=\sqrt{0.4}$, II with $\lambda=4 \sqrt{3} / 9$, III with some $4 \sqrt{3} / 9<\lambda<\sqrt{32 / 27}$, IV with $\lambda=\sqrt{32 / 27}$, and $V$ with $\lambda=2$. Point $P$ is $2 / \sqrt{3}$.

The formulas of Figure 3.1 can be compared with the formulas for Figure 3.2. In fact, the corresponding expressions (3.12)-(3.13) and (3.14)-(3.15) are (see the formulas (5.21)-(5.22) and (16.6)-(16.7) of [30])

$$
\begin{aligned}
A^{2}\left(a^{2}+\left(1-\frac{A^{2}}{4}\right)^{2}\right) & =\lambda^{2} \\
1-a^{2}-A^{2}+\frac{3}{16} A^{4} & =0
\end{aligned}
$$

and

$$
\begin{gathered}
1+a^{2}-\left(M^{2}+N^{2}\right)+\frac{3}{16}\left(M^{2}+N^{2}\right)^{2}>0 \\
2-\left(M^{2}+N^{2}\right)<0
\end{gathered}
$$

respectively, when we consider the classical van der Pol equation (3.2).
It can be checked that the eigenvectors of the matrix $\left(g_{0}\right)^{\prime}((A \sin \phi, A \cos \phi))$ are orthogonal only for $A=0$, so Theorem 3.6 from [8] cannot be applied. At the same time assumption (H2) from [8] is not satisfied for our problem (see Remark 2.8).

## 4. Appendix.

Proof of Proposition 3.1. As before, $[v]_{i}$ is the $i$ th component of the vector $v \in \mathbb{R}^{2}$. Let $g(t, v)=\left|[v]_{1} \cos t+[v]_{2} \sin t\right|$, and notice that it is enough to prove that $g:[0,2 \pi] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfies $(\mathrm{v})$. In the case that $\left[v_{0}\right]_{2} \neq 0$, denote $\theta(v)=$ $\arctan \left(-[v]_{1} /[v]_{2}\right)$ if $\left[v_{0}\right]_{2}=0$, denote $\theta(v)=\arctan \left(-[v]_{1} /[v]_{2}\right)$ if $\left[v_{0}\right]_{1}[v]_{2}<0$, $\theta\left(v_{0}\right)=\pi / 2$, and, respectively, $\theta(v)=\arctan \left(-[v]_{1} /[v]_{2}\right)+\pi$ if $\left[v_{0}\right]_{1}[v]_{2}>0$. In any case notice that the function $v \mapsto \theta(v)$ is continuous in every sufficiently small neighborhood of $v_{0}$. Fix $\widetilde{\gamma}>0$. Let $M$ be the union of two intervals centered in $\theta\left(v_{0}\right)$ (respectively, $\theta\left(v_{0}\right)+2 \pi$ if $\theta\left(v_{0}\right)<0$ ) and in $\theta\left(v_{0}\right)+\pi$, each of length $\widetilde{\gamma} / 2$. Denote them $M_{1}$ and $M_{2}$. Take $\widetilde{\delta}>0$ such that $\theta(v) \in M_{1}$ for all $v \in B_{\tilde{\delta}}\left(v_{0}\right)$. Of course, also $\theta(v)+\pi \in M_{2}$ for all $\left\|v-v_{0}\right\| \leq \widetilde{\delta}$. This implies that for fixed $t \in[0,2 \pi] \backslash M$, $[v]_{1} \cos t+[v]_{2} \sin t$ has constant sign for all $v \in B_{\tilde{\delta}}\left(v_{0}\right)$, which further gives that $g(t, \cdot)$ is differentiable and $g_{v}^{\prime}(t, v)=g_{v}^{\prime}\left(t, v_{0}\right)$ for all $v \in B_{\tilde{\delta}}\left(v_{0}\right)$. Hence (v) is fulfilled.
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#### Abstract

In this paper, we investigate a nonlocal periodic reaction-diffusion population model with stage structure. In the case of unbounded spatial domain, we establish the existence of the asymptotic speed of spread and show that it coincides with the minimal wave speed for monotone periodic traveling waves. In the case of bounded spatial domain, we obtain a threshold result on the global attractivity of either zero or a positive periodic solution.
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1. Introduction. Age structure has been an interesting topic in population dynamics (see, e.g., $[1,2,3,5,6,7,9,14,17,18,20]$ and the references therein), since we can investigate the separate quantities of immature and mature populations in an age-structured population model. To derive a model for a single species of population with age structure and diffusion, we usually assume that individuals move around not only after maturity, but also while immature. For a standard argument, Metz and Diekmann [14] give

$$
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial a}=D(a) \frac{\partial^{2} u}{\partial x^{2}}-\mu(a) u
$$

where $u(t, a, x)$ is the density of the population of the species at time $t \geq 0$, age $a \geq 0$, and location $x$ in a spatial domain $\Omega ; D(a) \geq 0$ and $\mu(a) \geq 0$ are the diffusion rate and the death rate of the population at age $a$, respectively.

To study the behaviors of immature individuals and mature individuals, we can also divide the population of a species into two groups: immature population and mature population. For simplicity, we assume that the maturation time (or the length of the juvenile period) is the same for all juvenile individuals, denoted by $\tau \geq 0$. For distributed maturation delay, see, e.g., $[2,3]$ and the references therein. Assume that the diffusion rate and death rate are age-dependent for immature individuals, but age-independent for mature individuals. As a result, we have the following system for a single species of population with age structure and diffusion (see also [5, 17, 18, 20]):

$$
\left\{\begin{align*}
\partial_{t} u(t, a, x)+\partial_{a} u(t, a, x) & =d_{j}(a) \Delta u-\mu_{j}(a) u(t, a, x), \quad t>0,0<a<\tau, x \in \Omega  \tag{1.1}\\
u(t, 0, x) & =f\left(u_{m}(t, x)\right), \quad t \geq-\tau, x \in \Omega \\
\partial_{t} u_{m}(t, x) & =d_{m} \Delta u_{m}-g\left(u_{m}(t, x)\right)+u(t, \tau, x), t>0, x \in \Omega
\end{align*}\right.
$$

[^131]where $u(t, a, x)$ is the density of the population at time $t \geq-\tau$, age $a \geq 0$, location $x \in \Omega, u_{m}(t, x)$ is the density of the mature population, $f\left(u_{m}\right)$ and $g\left(u_{m}\right)$ are the birth rate and the mortality rate of mature individuals, respectively, $d_{j}(a) \geq 0$ is the diffusion rate of the immature individuals at age $a \in(0, \tau), d_{m} \geq 0$ is the diffusion rate of the mature individuals, $\mu_{j}(a)>0$ denotes the per capita mortality rate of juveniles at age $a, u(t, \tau, x)$ is the adults recruitment term for those of maturation age $\tau, \Delta$ is the Laplacian operator.

In fact, the dynamics of many populations is influenced greatly by the time varying environments (e.g., due to seasonal variation). For example, in a one year period, the birth rate may be high in spring and summer and low in winter, while in winter more individuals might be at risk of death because of low temperature, lack of food, or some other reasons. Moreover, populations usually like to move in warm weather during the spring and summer time. Therefore, it is more realistic to consider a nonautonomous version of (1.1) for population dynamics. In particular, a periodic model, in which the birth rate, mortality rates, and diffusion rates are assumed to be periodic in time, is probably the simplest but nonetheless interesting and realistic case. In this paper, we consider the following model:

$$
\left\{\begin{align*}
\partial_{t} u(t, a, x)+\partial_{a} u(t, a, x) & =d_{j}(t, a) \Delta u-\mu_{j}(t, a) u(t, a, x), \quad t>0, a \in(0, \tau), x \in \Omega,  \tag{1.2}\\
u(t, 0, x) & =f\left(t, u_{m}(t, x)\right), \quad t \geq-\tau, x \in \Omega, \\
\partial_{t} u_{m}(t, x) & =d_{m}(t) \Delta u_{m}-g\left(t, u_{m}(t, x)\right)+u(t, \tau, x), \quad t>0, x \in \Omega,
\end{align*}\right.
$$

where $d_{j}(t, a) \geq 0$ and $\mu_{j}(t, a) \geq 0$ denote the diffusion rate and the per capita mortality rate of juveniles at age $a$ at time $t$, respectively; $d_{m}(t) \geq 0$ denotes the diffusion rate of mature individuals at time $t ; f\left(t, u_{m}\right)$ and $g\left(t, u_{m}\right)$ are the birth and mortality rates of mature individuals at time $t$, respectively.

Similarly as in [18] (see also [16]), we integrate along characteristics to reduce the system (1.2) to one equation with nonlocal terms. Let $v(r, a, x)=u(a+r, a, x)$, where $r$ is regarded as a parameter. It follows that

$$
\left\{\begin{aligned}
\partial_{a} v(r, a, x) & =\left[\partial_{t} u(t, a, x)+\partial_{a} u(t, a, x)\right]_{t=r+a} \\
& =d_{j}(a+r, a) \Delta v(r, a, x)-\mu_{j}(a+r, a) v(r, a, x) \\
v(r, 0, x) & =f\left(r, u_{m}(r, x)\right)
\end{aligned}\right.
$$

Integrating the last equation, we obtain

$$
v(r, a, x)=\int_{\Omega} \Gamma(\zeta(r, a), x-y) F(r, a) f\left(r, u_{m}(r, y)\right) d y
$$

where $\Gamma$ is the fundamental solution associated with the partial differential operator $\partial_{t}-\Delta$ and

$$
\begin{equation*}
\zeta(r, a)=\int_{0}^{a} d_{j}(s+r, s) d s, \quad F(r, a)=\exp \left(-\int_{0}^{a} \mu_{j}(s+r, s) d s\right) \tag{1.3}
\end{equation*}
$$

Since $u(t, a, x)=v(t-a, a, x)$, it follows that

$$
\begin{equation*}
u(t, a, x)=\int_{\Omega} \Gamma(\zeta(t-a, a), x-y) F(t-a, a) f\left(t-a, u_{m}(t-a, y)\right) d y \tag{1.4}
\end{equation*}
$$

Set

$$
a(t):=\zeta(t-\tau, \tau), \quad b(t):=F(t-\tau, \tau), \quad f_{-\tau}(t, u):=f(t-\tau, u)
$$

Substituting (1.4) into the equation for $u_{m}$ in (1.2), we finally reduce the age-structured population model (1.2) to the following time-delayed reaction-diffusion equation for mature individuals:

$$
\left\{\begin{array}{l}
\partial_{t} u_{m}(t, x)  \tag{1.5}\\
=d_{m}(t) \Delta u_{m}-g\left(t, u_{m}(t, x)\right)+b(t) \int_{\Omega} \Gamma(a(t), x-y) f_{-\tau}\left(t, u_{m}(t-\tau, y)\right) d y \\
u_{m}(s, x)=\phi(s, x), \quad s \in[-\tau, 0], x \in \Omega
\end{array}\right.
$$

where $\phi(t, x)$ is an initial function to be specified later. For simplicity, dropping all $m$ 's and writing $u_{m}(t, x)$ as $u(t, x)$, we investigate the following system:

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u-g(t, u(t, x))+b(t) \int_{\Omega} \Gamma(a(t), x-y) f_{-\tau}(t, u(t-\tau, y)) d y  \tag{1.6}\\
u(s, x)=\phi(s, x), \quad s \in[-\tau, 0], x \in \Omega
\end{array}\right.
$$

Basically we assume that $d_{j}(t, a)$ and $\mu_{j}(t, a)$ are periodic in $t \geq 0$ with the period $\omega>0$ for $a \in(0, \tau)$, and that $d(t), g(t, u)$, and $f(t, u)$ are periodic in $t$ with the period $\omega>0$ for $u \in \mathbb{R}_{+}$. This implies that $a(t)=a(t+\omega), d(t)=d(t+\omega), b(t)=b(t+\omega)$, $g(t, u)=g(t+\omega, u)$, and $f(t, u)=f(t+\omega, u)$ for all $t \geq 0, u \in \mathbb{R}_{+}$. Moreover, we assume $d(t) \geq d>0$ for all $t \geq 0$, and
(H1) $f \in C^{1}\left([-\tau,+\infty) \times \mathbb{R}_{+}, \mathbb{R}_{+}\right), g \in C^{1}\left(\mathbb{R}_{+}^{2}, \mathbb{R}_{+}\right), f(t, 0)=0$ for $t \geq-\tau$, $f_{u}(t, u)>0$ for all $t \geq-\tau$ and $u \geq 0, g(t, 0)=0$ for $t \geq 0$, and there exists $l_{1}>0$ such that $|g(t, u)-g(t, v)| \leq l_{1}|u-v|$ for all $t \geq 0$ and $u, v \in \mathbb{R}_{+}$;
(H2) $G(t, u, v):=-g(t, u)+b(t) f_{-\tau}(t, v)$ is strictly subhomogeneous in $(u, v)$ in the sense that for any $\alpha \in(0,1), G(t, \alpha u, \alpha v)>\alpha G(t, u, v)$ for all $u, v \geq 0$;
(H3) there exists positive number $L>0$ such that $G(t, \bar{L}, \bar{L}) \leq 0$ for all $\bar{t} \geq 0$, $\bar{L} \geq L$.
The purpose of this paper is to study the asymptotic speed of spread and periodic traveling waves of (1.6) in the infinite spatial domain, and the global attractivity of zero or a positive periodic solution of (1.6) in a bounded spatial domain. The asymptotic speed of spread (in short, spreading speed) was first introduced by Aronson and Weinberger [4] for reaction-diffusion equations and has been an important ecological metric in a wide range of ecological applications; see, e.g., $[10,11,18]$ and the references therein. Intuitively, the spreading speed $c^{*}$ in a spatial epidemic model can be interpreted as: if one runs at a speed $c>c^{*}$, then one will leave the epidemic behind; whereas if one runs at a speed $c<c^{*}$, then one will eventually be surrounded by the epidemic. Traveling wave solutions have also been investigated extensively for a variety of evolution systems; see, e.g., $[5,10,11,17,18]$ and the references therein. For the autonomous case of (1.6), the dynamics, including spreading speed and traveling waves, have been studied extensively. So, Wu and Zou [17] investigated traveling wave fronts in the case where $\Omega=\mathbb{R}, g(u)=\beta u$. Gourley and Kuang [5] established the linear stabilities of two spatially homogeneous equilibrium solutions, studied traveling
wave fronts in the case where $\Omega=\mathbb{R}, f(u)=\alpha u$, and $g(u)=\beta u^{2}$, and obtained a global convergence theorem in the case of bounded intervals. Thieme and Zhao [18] studied the traveling wave solutions, minimal wave speed, and asymptotic speed of spread in the case of $\Omega=\mathbb{R}^{n}$. Xu and Zhao [20] established a threshold dynamic and global attractivity of the positive steady state when $\Omega$ is a bounded domain in $\mathbb{R}^{n}$.

This paper is organized as follows. In section 2 , we first establish the wellposedness and the comparison principle for (1.6) with $\Omega=\mathbb{R}$, then prove the existence of the spreading speed $c^{*}$ for solutions of (1.6) with initial data having compact supports, and show that it coincides with the minimal wave speed for monotone periodic traveling waves, by appealing to the theory of the spreading speed and traveling waves for monotone periodic semiflows developed in $[10,11]$. In section 3 , we use the theory of monotone and subhomogeneous dynamical systems to investigate the global dynamics of (1.6) in a bounded domain $\Omega \subseteq \mathbb{R}^{n}$, and obtain a threshold result for global attractivity of either zero or a positive periodic solution.
2. Spreading speed and traveling waves. In this section, we consider that the population diffuses in an unbounded spatial domain and study (1.6) with $\Omega=\mathbb{R}$ :

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u-g(t, u(t, x))+b(t) \int_{\mathbb{R}} \Gamma(a(t), x-y) f_{-\tau}(t, u(t-\tau, y)) d y  \tag{2.1}\\
u(t, x)=\phi(t, x), \quad t \in[-\tau, 0], x \in \mathbb{R}
\end{array}\right.
$$

In the following, we first apply the threshold dynamics in a scalar periodic and timedelayed equation, developed by Xu and Zhao [21], to the spatially homogeneous system associated with (2.1) to find a periodic solution of (2.1). Then we use the theory of abstract functional differential equations and reaction-diffusion systems to establish the existence of solutions to (2.1) and a comparison principle. Finally, we prove that the solution periodic semiflow of (2.1) satisfies all the assumptions on monotone periodic semiflows in [10], and hence, we obtain the existence of the spreading speed and traveling wave solutions for (2.1).

Let $\mathbb{Y}$ be the space of all continuous functions from $[-\tau, 0]$ to $\mathbb{R}$ with the usual supreme norm $\|\cdot\|_{\mathbb{Y}}($ i.e., $\mathbb{Y}=C([-\tau, 0], \mathbb{R}))$, and let $\mathbb{Y}_{+}=C\left([-\tau, 0], \mathbb{R}_{+}\right)$. Then $\left(\mathbb{Y}, \mathbb{Y}_{+}\right)$is an ordered Banach space. For $\varphi, \psi \in \mathbb{Y}$, we write $\varphi \leq \psi$ if $\psi-\varphi \in \mathbb{Y}_{+}$, $\varphi<\psi$ if $\psi-\varphi \in \mathbb{Y}_{+} \backslash\{0\}, \varphi \ll \psi$ if $\psi-\varphi \in \operatorname{int}\left(\mathbb{Y}_{+}\right)$. Moreover, we define $\mathbb{Y}_{r}=\{\varphi \in$ $\mathbb{Y}: 0 \leq \varphi \leq r\}$ for any $r \in \mathbb{Y}$ with $r \gg 0$.

Let $\mathbb{X}$ be the set of all bounded and continuous functions from $\mathbb{R}$ into $\mathbb{R}$ and $\mathbb{X}_{+}=\{\varphi \in \mathbb{X} ; \varphi(x) \geq 0$ for all $x \in \mathbb{R}\}$. For $\varphi, \psi \in \mathbb{X}$, we write $\varphi \leq \psi(\varphi \ll \psi)$ if $\varphi(x) \leq \psi(x)(\varphi(x)<\psi(x))$ for all $x \in \mathbb{R}, \varphi<\psi$ if $\varphi \leq \psi$ but $\varphi \neq \psi$. It is easy to see that $\mathbb{X}_{+}$is a positive cone of $\mathbb{X}$. Define $\mathbb{X}_{r}=\{\varphi \in \mathbb{X}: 0 \leq \varphi \leq r\}$ for any $r \in \mathbb{X}$ with $r \gg 0$. We equip $\mathbb{X}$ with the compact open topology, i.e., $u^{m} \rightarrow u$ in $\mathbb{X}$ means that the sequence of $u^{m}(x)$ converges to $u(x)$ as $m \rightarrow \infty$ uniformly for $x$ in any compact set on $\mathbb{R}$. Define

$$
\|u\|_{\mathbb{X}}=\sum_{k=1}^{\infty} \frac{\max _{|x| \leq k}|u(x)|}{2^{k}} \quad \forall u \in \mathbb{X}
$$

where $|\cdot|$ denotes the usual norm in $\mathbb{R}$. Then $\left(\mathbb{X},\|\cdot\|_{\mathbb{X}}\right)$ is a normed space. Let $d_{\mathbb{X}}(\cdot, \cdot)$ be the distance induced by the norm $\|\cdot\|_{\mathbb{X}}$. It follows that the topology in the metric space $\left(\mathbb{X}, d_{\mathbb{X}}\right)$ is the same as the compact open topology in $\mathbb{X}$. Moreover, $\left(\mathbb{X}_{r}, d_{\mathbb{X}}\right)$ is a complete metric space.

Let $C$ be the set of continuous functions from $[-\tau, 0]$ into $\mathbb{X}, C_{+}=\{\varphi \in C, \varphi(s) \in$ $\left.\mathbb{X}_{+}, s \in[-\tau, 0]\right\}$ and $C_{r}=\{\varphi \in C: 0 \leq \varphi \leq r\}$ for any $r \in \mathbb{Y}$ with $r \gg 0$. Then $C_{+}$is a positive cone of $C$. For convenience, we also identify an element $\varphi \in C$ as a function from $[-\tau, 0] \times \mathbb{R}$ into $\mathbb{R}$ defined by $\varphi(s, x)=\varphi(s)(x)$ for any $s \in[-\tau, 0]$ and $x \in \mathbb{R}$. For $\varphi, \psi \in C$, we write $\varphi \leq \psi(\varphi \ll \psi)$ if $\varphi(s, x) \leq \psi(s, x)(\varphi(s, x)<\psi(s, x))$ for all $s \in[-\tau, 0], x \in \mathbb{R}, \varphi<\psi$ if $\varphi \leq \psi$ but $\varphi \neq \psi$. For any continuous function $w(\cdot):[-\tau, b) \rightarrow \mathbb{X}, b>0$, we define $w_{t} \in C$ by $w_{t}(s)=w(t+s)$ for all $t \in[0, b)$, $s \in[-\tau, 0]$. It is then easy to see that $t \rightarrow w_{t}$ is a continuous function from $[0, b)$ to $C$. Moreover, we also equip $C$ with the compact open topology and define the norm on $C$ :

$$
\|u\|_{C}=\sum_{k=1}^{\infty} \frac{\max _{|x| \leq k, s \in[-\tau, 0]}|u(s, x)|}{2^{k}} \quad \forall u \in C
$$

where $|\cdot|$ denotes the usual norm in $\mathbb{R}$.
For any constant $N>0, \widehat{N}$ denotes the constant function with value $N$ in $\mathbb{Y}, \mathbb{X}$, or $C$.

Now we consider the spatially homogeneous system associated with (2.1). Letting $u(t, x)=w(t)$, we have

$$
\left\{\begin{array}{l}
\frac{d w(t)}{d t}=-g(t, w(t))+b(t) f_{-\tau}(t, w(t-\tau))  \tag{2.2}\\
w(t)=\varphi(t), \quad t \in[-\tau, 0], \quad \varphi \in \mathbb{Y}_{+}
\end{array}\right.
$$

The linearized equation associated with (2.2) at $w=0$ is

$$
\left\{\begin{array}{l}
\frac{d w(t)}{d t}=-g_{u}(t, 0) w(t)+b(t) \partial_{u} f_{-\tau}(t, 0) w(t-\tau)  \tag{2.3}\\
w(t)=\varphi(t), \quad t \in[-\tau, 0], \quad \varphi \in \mathbb{Y}_{+}
\end{array}\right.
$$

Since $g, b$, and $f_{-\tau}$ are periodic functions in $t \geq 0$, we can easily see that for any $\varphi \in$ $\mathbb{Y}_{+},(2.3)$ admits a unique solution $w(t, \varphi)$ existing for all $t \geq-\tau$ with $w(s, \varphi)=\varphi(s)$ for $s \in[-\tau, 0]$, and $w_{t}(\varphi) \in \mathbb{Y}_{+}$for all $t \geq 0$, where $\left\{w_{t}\right\}_{t \geq 0}$ is the solution semiflow for (2.3) defined by $w_{t}(\varphi)(s)=w(t+s, \varphi)$ for all $s \in[-\tau, 0], t>0$.

Define the Poincaré map of (2.3) $P: \mathbb{Y}_{+} \rightarrow \mathbb{Y}_{+}$by $P(\varphi)=w_{\omega}(\varphi)$ for all $\varphi \in \mathbb{Y}_{+}$, and let $r=r(P)$ be the spectral radius of $P$. The following two results come from [21].

Proposition 2.1 (see [21, Proposition 2.1]). $r=r(P)$ is positive and is an eigenvalue of $P$ with a positive eigenfunction $\varphi^{*}$. Moreover, if $\tau=k \omega$ for some integer $k \geq 0$, then $r-1$ has the same sign as $\int_{0}^{\omega}\left[-g_{u}(t, 0)+b(t) \partial_{u} f_{-\tau}(t, 0)\right] d t$.

Theorem 2.2 (see [21, Theorem 2.1]). Let (H1)-(H3) hold. The following statements are valid.
(i) If $r \leq 1$, then zero solution is globally asymptotically stable for (2.2) with respect to $\mathbb{Y}_{+}$.
(ii) If $r>1$, then (2.2) has a unique positive $\omega$-periodic solution $\beta^{*}(t)$, and $\beta^{*}(t)$ is globally asymptotically stable with respect to $\mathbb{Y}_{+} \backslash\{0\}$.
In the remainder of this section, we further assume that
(H4) $r=r(P)>1$.
By the proof of [21, Theorem 2.1] and (H3), it is easy to see that $\beta^{*}(t) \in[0, L]$ for all $t \geq-\tau$ and $[\hat{0}, \hat{L}]$ is positively invariant for (2.1). Define $\beta_{0}^{*} \in \mathbb{Y}_{\hat{L}}$ as $\beta_{0}^{*}(s)=\beta^{*}(s)$ for all $s \in[-\tau, 0]$.

Consider

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u, \quad t>0  \tag{2.4}\\
u(0, x)=\phi(x), \quad x \in \mathbb{R}, \phi \in \mathbb{X}
\end{array}\right.
$$

The solution of (2.4) can be expressed as

$$
\begin{equation*}
u(t, x, \phi)=\int_{\mathbb{R}} \Gamma(\eta(t), x-y) \phi(y) d y, \quad t \geq 0 \tag{2.5}
\end{equation*}
$$

where $\eta(t)=\int_{0}^{t} d(s) d s$. According to [8, Chapter II], (2.4) admits an evolution operator $U(t, s): \mathbb{X} \rightarrow \mathbb{X}, 0 \leq s \leq t$, which satisfies $U(t, t)=I, U(t, s) U(s, \rho)=U(t, \rho)$ for all $0 \leq \rho \leq s \leq t$, and $U(t, 0)(\phi)(x)=u(t, x, \phi)$ for $t \geq 0, x \in \mathbb{R}$, and $\phi \in \mathbb{X}$, where $u(t, x, \phi)$ is the solution of (2.4). Moreover, for any $0 \leq s<t, U(t, s)$ is a compact and positive operator on $\mathbb{X}$, and $U(t, s)(\phi)(x)>0$ for all $0 \leq s<t, x \in \mathbb{R}$, and $\phi \in \mathbb{X}$ provided that $\phi(x) \geq 0$ and $\phi \not \equiv 0$.

Define $B:[0, \infty) \times C \rightarrow \mathbb{X}$ by $B(t, \phi):=-g(t, \phi(0, \cdot))+b(t) \int_{\mathbb{R}} \Gamma(a(t), \cdot-$ y) $f_{-\tau}(t, \phi(-\tau, y)) d y$ for any $t \in[0, \infty), \phi \in C$. Then (2.1) becomes

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u+B\left(t, u_{t}\right), \quad t>0  \tag{2.6}\\
u(t, x)=\phi(t, x), \quad t \in[-\tau, 0], x \in \mathbb{R}
\end{array}\right.
$$

which can be written as an integral equation

$$
\begin{equation*}
u(t, \cdot, \phi)=U(t, 0) \phi(0, \cdot)+\int_{0}^{t} U(t, s) B\left(s, u_{s}\right) d s, \quad t \geq 0, \quad \phi \in C \tag{2.7}
\end{equation*}
$$

whose solutions are called mild solutions to (2.6).
Theorem 2.3. Let (H1)-(H4) hold. For any $\phi \in C_{\widehat{L}}$, system (2.1) has a unique mild solution $u(t, x, \phi)$ with $u_{0}(\cdot, \cdot, \phi)=\phi$ and $u_{t}(\cdot, \cdot, \phi) \in C_{\widehat{L}}$ for all $t \geq 0$, and $u(t, x, \phi)$ is a classic solution when $t>\tau$. Moreover, if $\hat{u}(t, x)$ and $\bar{u}(t, x)$ are a pair of lower and upper solutions of (2.1), respectively, with $\hat{u}_{0}(\cdot, \cdot) \leq \bar{u}_{0}(\cdot, \cdot)$, then $\hat{u}_{t}(\cdot, \cdot) \leq \bar{u}_{t}(\cdot, \cdot)$ for all $t \geq 0$.

Proof. We first show that $B$ is quasi-monotone on $[0, \infty) \times C_{\widehat{L}}$ in the sense that

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} d\left(\psi(0, \cdot)-\phi(0, \cdot)+h[B(t, \psi)-B(t, \phi)], \mathbb{X}_{+}\right)=0 \tag{2.8}
\end{equation*}
$$

for all $\phi, \psi \in C_{\hat{L}}$ with $\phi(s, x) \leq \psi(s, x)$ for all $s \in[-\tau, 0], x \in \mathbb{R}$. In fact, for any $\phi, \psi \in C_{\widehat{L}}$ with $\phi(s, x) \leq \psi(s, x)$ for all $(s, x) \in[-\tau, 0] \times \mathbb{R}$, we have

$$
\begin{aligned}
& \psi(0, \cdot)-\phi(0, \cdot)+h[B(t, \psi)-B(t, \phi)] \\
& =\psi(0, \cdot)-\phi(0, \cdot)+h[-(g(t, \psi(0, \cdot))-g(t, \phi(0, \cdot)))] \\
& +h\left[\int_{\mathbb{R}} \Gamma(a(t), \cdot-y) b(t)\left(f_{-\tau}(t, \psi(-\tau, y))-f_{-\tau}(t, \phi(-\tau, y))\right) d y\right] \\
& \geq \psi(0, \cdot)-\phi(0, \cdot)-h(g(t, \psi(0, \cdot))-g(t, \phi(0, \cdot))) \\
& \geq\left(1-h l_{1}\right)(\psi(0, \cdot)-\phi(0, \cdot))
\end{aligned}
$$

Thus, for $1-h l_{1}>0, \psi(0, \cdot)-\phi(0, \cdot)+h[B(t, \psi)-B(t, \phi)] \in \mathbb{X}_{+}$, and hence, (2.8) holds. Then by [13, Corollary 5] (for $v^{-}=\hat{0}, v^{+}=\hat{L}, S^{+}=S^{-}=S=T \equiv U$,
$\left.B^{+}=B^{-}=B\right),(2.1)$ admits a unique mild solution $u(t, \cdot, \phi)$ on $[-\tau, \infty)$ for any $\phi \in C_{\widehat{L}}$ and $u_{t}(\cdot, \cdot, \phi) \in C_{\widehat{L}}$ for all $t \geq 0$. Moreover, the comparison principle holds for lower and upper solutions.

In order to study the spreading speed and traveling waves, we introduce the assumptions in $[10,11]$. Let $u \in C$. Define the reflection operator $\mathcal{R}$ by $\mathcal{R}[u](\theta, x):=$ $u(\theta,-x)$ for all $\theta \in[-\tau, 0], x \in \mathbb{R}$. Given $y \in \mathbb{R}$, define the translation operator $T_{y}$ by $T_{y}[u](\theta, x):=u(\theta, x-y)$ for all $\theta \in[-\tau, 0], x \in \mathbb{R}$. Let $Q: C_{b^{*}} \rightarrow C_{b^{*}}$ be a map, where $b^{*} \in \mathbb{Y}$ with $b^{*} \gg 0$. Assume the following:
(A1) $Q[\mathcal{R}[u]]=\mathcal{R}[Q[u]], T_{y}[Q[u]]=Q\left[T_{y}[u]\right] \forall y \in \mathbb{R}$.
(A2) $Q: C_{b^{*}} \rightarrow C_{b^{*}}$ is continuous with respect to the compact open topology.
(A4) $Q: C_{b^{*}} \rightarrow C_{b^{*}}$ is monotone in the sense that $Q[u] \geq Q[v]$ whenever $u \geq v$ in $C_{b^{*}}$.
(A5) $Q: \mathbb{Y}_{b^{*}} \rightarrow \mathbb{Y}_{b^{*}}$ admits exactly two fixed points 0 and $b^{*}$, and for any positive number $\varepsilon$, there is an $\alpha \in \mathbb{Y}_{b^{*}}$ with $\|\alpha\|_{\mathbb{Y}}<\varepsilon$ such that $Q[\alpha] \gg \alpha$.
(A6) One of the following two conditions holds:
(a) $Q\left[C_{b^{*}}\right]$ is precompact in $C_{b^{*}}$.
( $\mathrm{b}^{\prime}$ ) The set $Q\left[C_{b^{*}}\right](0, \cdot)$ is precompact in $\mathbb{X}$, and there is a positive number $\varsigma \leq \tau$ such that $Q[u](\theta, x)=u(\theta+\varsigma, x)$ for $-\tau \leq \theta \leq-\varsigma$, the operator

$$
S[u](\theta, x):=\left\{\begin{array}{l}
u(0, x), \quad-\tau \leq \theta<-\varsigma \\
Q[u](\theta, x), \quad-\varsigma \leq \theta \leq 0
\end{array}\right.
$$

is continuous on $C_{b^{*}}$, and $S[D](\cdot, 0)$ is precompact in $\mathbb{Y}$ for any $T$ invariant set $D \subseteq C_{b^{*}}$ with $D(0, \cdot)$ being precompact in $\mathbb{X}$. A set $W \subseteq$ $C_{b^{*}}$ is said to be $T$-invariant if $T_{y} W=W$ for all $y \in \mathbb{R}$.
Recall that a family of operators $\left\{\Phi_{t}\right\}_{t \geq 0}$ is an $\omega$-periodic semiflow on a metric space $(X, \rho)$ with the metric $\rho$, provided that $\left\{\Phi_{t}\right\}$ satisfies
(i) $\Phi_{0}(v)=v \forall v \in X$;
(ii) $\Phi_{t}\left(\Phi_{\omega}(v)\right)=\Phi_{t+\omega}(v) \forall t \geq 0, v \in X$;
(iii) $\Phi(t, v)=\Phi_{t}(v)$ is continuous in $(t, v)$ on $[0,+\infty) \times X$.

Define a family of operators $\left\{Q_{t}\right\}_{t \geq 0}$ on $C_{\widehat{L}}$ by

$$
Q_{t}(\phi)(s, x)=u(t+s, x, \phi) \quad \forall t \geq 0, \quad s \in[-\tau, 0], \quad x \in \mathbb{R}, \quad \phi \in C_{\widehat{L}}
$$

where $u(t, x, \phi)$ is the mild solution of (2.1) with $u(s, x)=\phi(s, x)$ for $s \in[-\tau, 0]$, $x \in \mathbb{R}$. Note that for any $\left(t_{0}, \phi_{0}\right) \in \mathbb{R}_{+} \times C_{\widehat{L}}$, we have

$$
\left\|Q_{t}(\phi)-Q_{t_{0}}\left(\phi_{0}\right)\right\|_{C} \leq\left\|Q_{t}(\phi)-Q_{t}\left(\phi_{0}\right)\right\|_{C}+\left\|Q_{t}\left(\phi_{0}\right)-Q_{t_{0}}\left(\phi_{0}\right)\right\|_{C}
$$

Note that $U(t, 0) \varphi$ is continuous in $(t, \varphi) \in[0, \infty) \times \mathbb{X}$ with respect to the compact open topology. By a similar argument as in [12, Theorem 8.5.2], it follows that $Q_{t}(\phi)$ is continuous at $\left(t_{0}, \phi_{0}\right)$ with respect to the compact open topology. Thus, $\left\{Q_{t}\right\}_{t \geq 0}$ is an $\omega$-periodic semiflow on $C_{\widehat{L}}$.

Lemma 2.4. For each $t>0, Q_{t}$ is strictly subhomogeneous.
Proof. For any $\phi \in C_{\widehat{L}}$ with $\phi \not \equiv 0$, let $u(t, x, \phi)$ be the solution of (2.1) with $u(s, x)=\phi(s, x)$ for $s \in[-\tau, 0], x \in \mathbb{R}$. Fix $k \in(0,1)$. Since $G(t, u, v)$ is strictly subhomogeneous in $(u, v)$, we have

$$
\begin{aligned}
& \partial_{t}(k u(t, x)) \\
& =d(t) \Delta(k u)-k g(t, u(t, x))+k b(t) \int_{\mathbb{R}} \Gamma(a(t), x-y) f_{-\tau}(t, u(t-\tau, y)) d y \\
& \leq d(t) \Delta(k u)-g(t, k u(t, x))+b(t) \int_{\mathbb{R}} \Gamma(a(t), x-y) f_{-\tau}(t, k u(t-\tau, y)) d y
\end{aligned}
$$

Thus, $k u(t, x, \phi)$ is a lower solution of (2.1) with $k u(s, x, \phi)=k \phi(s, x)$ for $s \in$ $[-\tau, 0], x \in \mathbb{R}$. Then, $k u(t, x, \phi) \leq u(t, x, k \phi)$ for $t \geq 0$, where $u(t, x, k \phi)$ is the solution of (2.1) with $u(s, x, k \phi)=k \phi(s, x)$ for $(s, x) \in[-\tau, 0] \times \mathbb{R}$.

Let $w(t, x)=u(t, x, k \phi)-k u(t, x, \phi)$. Then $w(s, x)=0$ for $(s, x) \in[-\tau, 0] \times \mathbb{R}$ and $w(s, x) \geq 0$ for $(s, x) \in[-\tau, \infty) \times \mathbb{R}$. We further show that $w(t, x)>0$ for all $t>0, x \in$ $\mathbb{R}$. For simplicity, we write $\widetilde{F}(t, u(t, x), v(t, x))=-g(t, u(t, x))+b(t) \int_{\mathbb{R}} \Gamma(a(t), x-$ y) $f_{-\tau}(t, v(t, y)) d y$. It follows that

$$
\begin{align*}
& \frac{\partial w(t, x)}{\partial t}  \tag{2.9}\\
& =\frac{\partial u(t, x, k \phi)}{\partial t}-k \frac{\partial u(t, x, \phi)}{\partial t} \\
& =d(t) \Delta u(t, x, k \phi)+\widetilde{F}(t, u(t, x, k \phi), u(t-\tau, x, k \phi)) \\
& -k[d(t) \Delta u(t, x, \phi)+\widetilde{F}(t, u(t, x, \phi), u(t-\tau, x, \phi))] \\
& =d(t) \Delta w(t, x)+[\widetilde{F}(t, u(t, x, k \phi), u(t-\tau, x, k \phi))-\widetilde{F}(t, k u(t, x, \phi), k u(t-\tau, x, \phi))] \\
& +[\widetilde{F}(t, k u(t, x, \phi), k u(t-\tau, x, \phi))-k \widetilde{F}(t, u(t, x, \phi), u(t-\tau, x, \phi))] \\
& =d(t) \Delta w(t, x)-g(t, u(t, x, k \phi))+g(t, k u(t, x, \phi))+h(t, x) \\
& +b(t) \int_{\mathbb{R}} \Gamma(a(t), x-y)\left[f-\tau(t, u(t-\tau, y, k \phi))-f_{-\tau}(t, k u(t-\tau, y, \phi))\right] d y \\
& \geq d(t) \Delta w(t, x)-g(t, u(t, x, k \phi))+g(t, k u(t, x, \phi))+h(t, x) \\
& \geq d(t) \Delta w(t, x)-l_{1} w(t, x)+h(t, x)
\end{align*}
$$

where $h(t, x)=\widetilde{F}(t, k u(t, x, \phi), k u(t-\tau, x, \phi))-k \widetilde{F}(t, u(t, x, \phi), u(t-\tau, x, \phi))$. Let $\widetilde{U}(t, s): \mathbb{X} \rightarrow \mathbb{X}, 0 \leq s \leq t$, be the evolution operator of

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u-l_{1} u(t, x), \quad t>0 \\
u(0, x)=\psi(x), \quad x \in \mathbb{R}, \psi \in \mathbb{X}
\end{array}\right.
$$

Then $\tilde{U}(t, s)(\psi)(x)=e^{-l_{1}(t-s)} U(t, s)(\psi)(x)$ for all $t \geq s \geq 0, x \in \Omega, \psi \in C$, where $U(t, s)$ is the evolution operator of (2.4). Thus, the equation

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u-l_{1} u(t, x)+h(t, x),  \tag{2.10}\\
u(0, x)=\psi(x), \quad x \in \mathbb{R}, \psi \in \mathbb{X}
\end{array}\right.
$$

can be written as

$$
\begin{equation*}
u(t, x, \psi)=\widetilde{U}(t, 0)(\psi)(x)+\int_{0}^{t} \widetilde{U}(t, s) h(s, x) d s, \quad t \geq 0, x \in \mathbb{R}, \psi \in C \tag{2.11}
\end{equation*}
$$

By (H2), we have $h(t, x)>0$ for all $t>0, x \in \mathbb{R}$. It then follows from (2.11) and the property of $\widetilde{U}(t, s)$ that for any $\psi \geq 0$ with $\psi \not \equiv 0$, the solution of (2.10) satisfies $u(t, x, \psi)>0$ for all $t>0, x \in \mathbb{R}$. Then by (2.9) and the comparison principle, we have $w(t, x)>0$ for all $t>0, x \in \mathbb{R}$. Therefore, $u(t, x, k \phi)>k u(t, x, \phi)$ for all $t>0, x \in \mathbb{R}$, and hence, $Q_{t}(k \phi)>k Q_{t}(\phi)$ for all $t>0$, which indicates that for each $t>0, Q_{t}$ is strictly subhomogeneous.

Lemma 2.5. For any $\varphi \in C_{\widehat{L}}$ with $\varphi \not \equiv 0, u(t, x, \varphi)>0$ for all $t \geq \tau, x \in \mathbb{R}$.
Proof. Let $\varphi \in C_{\widehat{L}}$ with $\varphi \not \equiv 0$. By Theorem $2.3, u(t, x, \varphi) \geq 0$ for all $t \geq 0$ and $x \in \mathbb{R}$. It follows from (H1) that for any $t>0, u(t, x, \varphi)$ satisfies

$$
\begin{aligned}
\partial_{t} u(t, x) & =d(t) \Delta u-g(t, u(t, x, \varphi))+b(t) \int_{\mathbb{R}} \Gamma(a(t), x-y) f_{-\tau}(t, u(t-\tau, y, \varphi)) \\
& \geq d(t) \Delta u-g(t, u(t, x, \varphi)) \\
& \geq d(t) \Delta u-l_{1} u(t, x, \varphi)
\end{aligned}
$$

By [19, Theorem 5.5.4], $u(t, x, \varphi)>0$ for all $t>0, x \in \mathbb{R}$, provided that $\varphi(0, \cdot)>0$.
Now we show that for any $\varphi \in C_{\widehat{L}}$ with $\varphi \not \equiv 0$ and $\varphi(0, \cdot)=0$, there exists $t_{0}=t_{0}(\varphi) \in[0, \tau]$ such that $u\left(t_{0}, \cdot, \varphi\right)>0$. Assume, by contradiction, that for some $\varphi \in C_{\widehat{L}}$ with $\varphi \not \equiv 0$ and $\varphi(0, \cdot)=0$ we have $u(t, \cdot, \varphi) \equiv 0$ for all $t \in[0, \tau]$. It follows from (2.7) that

$$
0=\int_{0}^{t} U(t, s) b(s) \int_{\mathbb{R}} \Gamma(a(s), x-y) f_{-\tau}\left(s, u_{s}(-\tau, y)\right) d y d s, \quad t \in[0, \tau]
$$

which implies that $\int_{\mathbb{R}} \Gamma(a(s), x-y) f_{-\tau}\left(s, u_{s}(-\tau, y)\right) d y=0$ for any $s \in[0, \tau]$, and hence, $f_{-\tau}\left(s, u_{s}(-\tau, y)\right)=0$ for any $s \in[0, \tau], y \in \mathbb{R}$. Then by $(\mathrm{H} 1), u_{s}(-\tau, y)=0$ for any $s \in[0, \tau], y \in \mathbb{R}$. That is, $\varphi \equiv 0$, a contradiction. Thus, we have $u\left(t_{0}, \cdot, \varphi\right)>0$ for some $t_{0}=t_{0}(\varphi) \in[0, \tau]$. Then for any $t>t_{0}, \widetilde{U}\left(t, t_{0}\right)\left[u\left(t_{0}, \cdot, \varphi\right)\right](x)=e^{-l_{1}\left(t-t_{0}\right)} U\left(t, t_{0}\right)$ $\left[u\left(t_{0}, \cdot, \varphi\right)\right](x)>0$, and hence, by the comparison principle, we have $u(t, x, \varphi)>0$ for all $t>t_{0}, x \in \mathbb{R}$.

Therefore, for any $\varphi \in C_{\widehat{L}}$ with $\varphi \not \equiv 0, u(t, x, \varphi)>0$ for all $t>\tau, x \in \mathbb{R}$.
LEmma 2.6. For any $t>0, Q_{t}$ satisfies (A1), (A2), (A4), and (A6) with $b^{*}=\widehat{L}$, and $Q_{\omega}$ satisfies (A5) with $b^{*}=\beta_{0}^{*}$, where $\beta_{0}^{*} \in \mathbb{Y}_{\widehat{L}}$ with $\beta_{0}^{*}(s)=\beta^{*}(s)$ for all $s \in[-\tau, 0]$.

Proof. It is easy to see that $Q_{t}$ satisfies (A1), (A2), and (A4) with $b^{*}=\widehat{L}$ for any $t>0$.

Let $\hat{Q}_{t}=\left.Q_{t}\right|_{\widehat{L}}$. Then $\hat{Q}_{t}: \mathbb{Y}_{\widehat{L}} \rightarrow \mathbb{Y}_{\widehat{L}}$ is the $\omega$-periodic semiflow generated by (2.2). Moreover, it is not difficult to see that $\hat{Q}_{t}$ is strictly monotone for any $t \geq \tau$ and strongly monotone for any $t \geq 2 \tau$ on $\mathbb{Y}_{\widehat{L}}$. Note that (2.2) has a positive $\omega$-periodic solution $\beta^{*}(t)$ which is globally asymptotically stable in $\mathbb{Y}_{\hat{L}} \backslash\{0\}$. We see that $\hat{Q}_{\omega}$ has only two fixed points 0 and $\beta_{0}^{*}$ in $\mathbb{Y}_{\widehat{L}}$, where $\beta_{0}^{*}(s)=\beta^{*}(s)$ for all $s \in[-\tau, 0]$. Thus, by the Dancer-Hess connecting orbit lemma (see, e.g., [23]), the map $\hat{Q}_{\omega}$ admits a strictly monotone full orbit $\left\{\varphi_{n}\right\}_{-\infty}^{\infty} \subseteq \mathbb{Y}_{\beta_{0}^{*}}$ connecting 0 to $\beta_{0}^{*}$ and $\varphi_{n}<\varphi_{n+1}$ for any $n=0, \pm 1, \pm 2, \ldots$ For any $\bar{n} \in \mathbb{N}$ such that $\bar{n} \omega \geq 2 \tau$, since $\hat{Q}_{\bar{n} \omega}$ is strongly monotone, we have $\hat{Q}_{\bar{n} \omega}\left(\varphi_{n}\right)=\hat{Q}_{\omega}^{\bar{n}}\left(\varphi_{n}\right) \ll \hat{Q}_{\omega}^{\bar{n}}\left(\varphi_{n+1}\right)=\hat{Q}_{\bar{n} \omega}\left(\varphi_{n+1}\right)$ for any $n=0, \pm 1, \pm 2, \ldots$. That is, $\varphi_{n+\bar{n} \omega} \ll \varphi_{n+1+\bar{n} \omega}$ for any $n=0, \pm 1, \pm 2, \ldots$. Therefore, $\varphi_{n} \ll \varphi_{n+1}$ for any $n=0, \pm 1, \pm 2, \ldots$, and hence, $Q_{\omega}$ satisfies (A5) with $b^{*}=\beta_{0}^{*}$.

Now we show that $Q_{t}$ satisfies (A6)(a) with $b^{*}=\widehat{L}$ for $t>\tau$. Fix $t_{0}>\tau$ and set $a=t_{0}-\tau, b=t_{0}$. Let $u(t, \varphi)$ be the solution of (2.1) with $u_{0}(\varphi)=\varphi \in C_{\widehat{L}}$ and define the Kuratowski measure of noncompactness of a subset $A$ of $\mathbb{X}$ as

$$
\alpha(A)=\inf \{r>0: A \text { has a finite cover of diameter } \leq r\}
$$

First we prove that $\overline{\left\{u(t, \varphi): a \leq t \leq b, \varphi \in C_{\widehat{L}}\right\}}$ is compact in $\mathbb{X}$. By (2.7), for any $\epsilon \in(0, a), t \in[a, b]$, and $\varphi \in C_{\widehat{L}}$, we have

$$
\begin{aligned}
& u(t, \varphi) \\
& =U(t, 0) \varphi(0, \cdot)+\int_{0}^{t-\epsilon} U(t, s) B\left(s, u_{s}\right) d s+\int_{t-\epsilon}^{t} U(t, s) B\left(s, u_{s}\right) d s \\
& =U(t, t-\epsilon)\left[U(t-\epsilon, 0) \varphi(0, \cdot)+\int_{0}^{t-\epsilon} U(t-\epsilon, s) B\left(s, u_{s}\right) d s\right]+\int_{t-\epsilon}^{t} U(t, s) B\left(s, u_{s}\right) d s \\
& =U(t, t-\epsilon) u(t-\epsilon, \varphi)+\int_{t-\epsilon}^{t} U(t, s) B\left(s, u_{s}\right) d s
\end{aligned}
$$

Since $\left\{u(t-\epsilon, \varphi), t \in[a, b], \varphi \in C_{\widehat{L}}\right\}$ is bounded in $\mathbb{X}_{+}$and $U(t, t-\epsilon)$ is compact, we have

$$
\alpha\left(\left\{U(t, t-\epsilon) u(t-\epsilon, \varphi), t \in[a, b], \varphi \in C_{\widehat{L}}\right\}\right)=0
$$

It is easy to see $\left\{U(t, s) B\left(s, u_{s}\right): t \in[a, b], s \in[0, t], \varphi \in C_{\hat{L}}\right\}$ is bounded in $\mathbb{X}_{+}$. Let $N>0$ such that $\left\|U(t, s) B\left(s, u_{s}\right)\right\|_{\mathbb{X}} \leq N$ for all $t \in[a, b], s \in[0, t], \varphi \in C_{\widehat{L}}$. By the fact of $\alpha(A) \leq \delta(A)$, where $\delta(A)$ is the diameter of $A \subseteq \mathbb{X}$, we have

$$
\alpha\left(\left\{\int_{t-\epsilon}^{t} U(t, s) B\left(s, u_{s}\right) d s: t \in[a, b], s \in[t-\epsilon, t], \varphi \in C_{\widehat{L}}\right\}\right) \leq 2 \epsilon N
$$

Thus,

$$
\begin{aligned}
& \alpha\left(\left\{u(t, \varphi): t \in[a, b], \varphi \in C_{\widehat{L}}\right\}\right) \\
& \leq \alpha\left(\left\{U(t, t-\epsilon) u(t-\epsilon, \varphi), t \in[a, b], \varphi \in C_{\widehat{L}}\right\}\right) \\
& \quad+\alpha\left(\left\{\int_{t-\epsilon}^{t} U(t, s) B\left(s, u_{s}\right) d s: t \in[a, b], s \in[t-\epsilon, t], \varphi \in C_{\widehat{L}}\right\}\right)
\end{aligned}
$$

$$
\leq 2 \epsilon N
$$

Letting $\epsilon \rightarrow 0$, we have $\alpha\left(\left\{u(t, \varphi): t \in[a, b], \varphi \in C_{\widehat{L}}\right\}\right)=0$, and hence, $\{u(t, \varphi): t \in$ $\left.[a, b], \varphi \in C_{\widehat{L}}\right\}$ is precompact in $\mathbb{X}$.

Given a compact interval $I \subseteq \mathbb{R}$, let $K=\min \left\{K_{1}>0: I \subseteq\left[-K_{1}, K_{1}\right]\right\}$. Since $\left\{u(t, \varphi): t \in[a, b], \varphi \in C_{\widehat{L}}\right\}$ is precompact in $\mathbb{X},\left\{\left.u(t, \varphi)\right|_{I}: t \in[a, b], \varphi \in C_{\widehat{L}}\right\}$ is equicontinuous in $\mathbb{X}$, and hence, for any $\epsilon>0$, there exists $\delta>0$ such that

$$
\begin{equation*}
\left|u\left(t, x_{1}, \varphi\right)-u\left(t, x_{2}, \varphi\right)\right|<\epsilon \tag{2.12}
\end{equation*}
$$

for all $t \in[a, b]$ and $\varphi \in C_{\widehat{L}}$, provided that $x_{1}, x_{2} \in I$ and $\left|x_{1}-x_{2}\right|<\delta$.
Let $\left[a_{1}, b_{1}\right]$ be any bounded interval on $\mathbb{R}$ with $a_{1}>0$ and let $U_{0}(t)$ be the semigroup generated by $u_{t}=\Delta u$. Then $U_{0}(t) \varphi(x)=\int_{-\infty}^{+\infty} \Gamma(t, x-y) \varphi(y) d y$ for all $t>0, x \in \mathbb{R}, \varphi \in \mathbb{X}$.

By the properties of $\Gamma$, we can find an $N_{0}>0$ such that $\int_{|y| \geq N_{0}} \Gamma\left(b_{1}, y\right) d y \leq \epsilon$. Since $\frac{\partial \Gamma(t, y)}{\partial t}>0$ for all $t>0$ and $y^{2}>2 t$, we have $\int_{|y| \geq N_{1}} \Gamma(t, y) d y \leq \epsilon$ for all $t \in\left[a_{1}, b_{1}\right]$, where $N_{1}=\max \left\{N_{0}, \sqrt{2 b_{1}}\right\}$. Moreover, since $\int_{-N_{1}}^{N_{1}} \Gamma(t, y) d y$ is continuous in $t \in\left[a_{1}, b_{1}\right]$, there is a $\delta_{1}>0$ such that $\left|\int_{-N_{1}}^{N_{1}}\left(\Gamma\left(t_{1}, y\right)-\Gamma\left(t_{2}, y\right)\right) d y\right|<\epsilon$ provided that
$t_{1}, t_{2} \in\left[a_{1}, b_{1}\right]$ and $\left|t_{1}-t_{2}\right|<\delta_{1}$. Therefore, for any $t_{1}, t_{2} \in\left[a_{1}, b_{1}\right]$ and $\left|t_{1}-t_{2}\right|<\delta_{1}$, $\psi \in \mathbb{X}_{\widehat{L}}, x \in I$,

$$
\begin{aligned}
& \left|\left(U_{0}\left(t_{1}\right) \psi\right)(x)-\left(U_{0}\left(t_{2}\right) \psi\right)(x)\right| \\
& =\left|\int_{\mathbb{R}} \Gamma\left(t_{1}, x-y\right) \psi(y) d y-\int_{\mathbb{R}} \Gamma\left(t_{2}, x-y\right) \psi(y) d y\right| \\
& =\left|\int_{\mathbb{R}}\left(\Gamma\left(t_{1}, y\right)-\Gamma\left(t_{2}, y\right)\right) \psi(x-y) d y\right| \\
& \leq\left|\int_{|y| \leq N_{1}}\left(\Gamma\left(t_{1}, y\right)-\Gamma\left(t_{2}, y\right)\right) \psi(x-y) d y\right|+\left|\int_{|y| \geq N_{1}}\left(\Gamma\left(t_{1}, y\right)-\Gamma\left(t_{2}, y\right)\right) \psi(x-y) d y\right| \\
& <2 \epsilon L
\end{aligned}
$$

It follows from the continuity of $\eta(t)$ in $t \in \mathbb{R}_{+}$and definitions of $U_{0}(t)$ and $U(t, s)$ that there exists $\delta_{2}>0$ such that

$$
\left|\left(U\left(t_{1}, 0\right) \varphi(0, \cdot)\right)(x)-\left(U\left(t_{2}, 0\right) \varphi(0, \cdot)\right)(x)\right|<2 \epsilon L
$$

for all $x \in I, \varphi \in C_{\widehat{L}}$, provided that $t_{1}, t_{2} \in[a, b]$ and $\left|t_{1}-t_{2}\right|<\delta_{2}$. Let $\bar{\delta} \in$ $\left(0, \min \left\{\epsilon, \delta_{2}\right\}\right)$. Then for $x \in I, \varphi \in C_{\widehat{L}}, t_{1}, t_{2} \in[a, b]$, and $\left|t_{1}-t_{2}\right|<\bar{\delta}$, we have

$$
\begin{align*}
& \left|u\left(t_{1}, x, \varphi\right)-u\left(t_{2}, x, \varphi\right)\right| \\
& \leq\left|\left(U\left(t_{1}, 0\right) \varphi(0, \cdot)\right)(x)-\left(U\left(t_{2}, 0\right) \varphi(0, \cdot)\right)(x)\right| \\
& \quad+\left|\int_{0}^{t_{1}}\left(U\left(t_{1}, s\right) B\left(s, u_{s}\right)\right)(x) d s-\int_{0}^{t_{2}}\left(U\left(t_{2}, s\right) B\left(s, u_{s}\right)\right)(x) d s\right|  \tag{2.13}\\
& \leq 2 L \epsilon+2 N \cdot 2^{K} \bar{\delta} \\
& \leq 2\left(L+2^{K} N\right) \epsilon
\end{align*}
$$

where $N$ was defined in the former paragraph of this proof. This implies that $u(t, x, \varphi)$ is equicontinuous in $t \in[a, b]$ for $x \in I$ and $\varphi \in C_{\widehat{L}}$.

Consequently, by (2.12) and (2.13), for any $\varphi \in C_{\widehat{L}}, \theta_{1}, \theta_{2} \in[-\tau, 0], x_{1}, x_{2} \in I$ with $\left|\theta_{1}-\theta_{2}\right|<\bar{\delta}$ and $\left|x_{1}-x_{2}\right|<\delta$, we have

$$
\begin{aligned}
& \left|u_{t_{0}}(\varphi)\left(\theta_{1}, x_{1}\right)-u_{t_{0}}(\varphi)\left(\theta_{2}, x_{2}\right)\right| \\
& =\left|u\left(t_{0}+\theta_{1}, x_{1}, \varphi\right)-u\left(t_{0}+\theta_{2}, x_{2}, \varphi\right)\right| \\
& \leq\left|u\left(t_{0}+\theta_{1}, x_{1}, \varphi\right)-u\left(t_{0}+\theta_{1}, x_{2}, \varphi\right)\right|+\left|u\left(t_{0}+\theta_{1}, x_{2}, \varphi\right)-u\left(t_{0}+\theta_{2}, x_{2}, \varphi\right)\right| \\
& \leq\left(2 L+2^{K+1} N+1\right) \epsilon
\end{aligned}
$$

which indicates that $\left\{u_{t_{0}}(\varphi): \varphi \in C_{\widehat{L}}\right\}$ is equicontinuous for $(\theta, x) \in[-\tau, 0] \times I$. Therefore, $\left\{u_{t_{0}}(\varphi): \varphi \in C_{\widehat{L}}\right\}$ is precompact in $C_{\widehat{L}}$ and (A6)(a) follows from $Q_{t_{0}}\left(C_{\widehat{L}}\right)=$ $\left\{u_{t_{0}}(\varphi): \varphi \in C_{\widehat{L}}\right\}$ for $t_{0}>\tau$.

Finally, we show that $Q_{t}$ satisfies (A6)(b) with $b^{*}=\widehat{L}$ for $0<t \leq \tau$. Fix $t_{1} \in(0, \tau]$ and define

$$
S[\varphi](\theta, x):=\left\{\begin{array}{l}
\varphi(0, x), \quad-\tau \leq \theta<-t_{1} \\
Q_{t_{1}}(\varphi)(\theta, x), \quad-t_{1} \leq \theta \leq 0
\end{array}\right.
$$

for any $\varphi \in C_{\widehat{L}}$. By the above analysis, we know that $\left\{u(t, \varphi): a \leq t \leq b, \varphi \in C_{\widehat{L}}\right\}$ is precompact in $\mathbb{X}$ for any $0<a \leq b$. In particular, fixing $a=b=t_{1}$, we can easily see that $\left\{u_{t_{1}}(\varphi)(0, \cdot), \varphi \in C_{\widehat{L}}\right\}=\left\{u\left(t_{1}, \cdot, \varphi\right), \varphi \in C_{\widehat{L}}\right\}$ is precompact in $\mathbb{X}$, that is, $Q_{t_{1}}\left[C_{\widehat{L}}\right](0, \cdot)$ is precompact in $\mathbb{X}$.

Since $Q_{t}$ is an $\omega$-periodic semiflow, it is easy to see that $S[\varphi]$ is continuous on $C_{\widehat{L}}$. Let $D$ be a $T$-invariant subset of $C_{\widehat{L}}$ (i.e., $T_{y} D=D$ for all $y \in \mathbb{R}$ ) with $D(0, \cdot)$ being precompact in $\mathbb{X}$. Now we show that for any given compact interval $I \subseteq \mathbb{R}$, $S[D]$ is equicontinuous on $[-\tau, 0] \times I$, that is, for any $\epsilon>0$, there exist $\delta_{1}, \delta_{2}>0$ such that $\left|S[\varphi]\left(\theta_{1}, x_{1}\right)-S[\varphi]\left(\theta_{2}, x_{2}\right)\right|<\epsilon$ for any $\varphi \in D$ if $\theta_{1}, \theta_{2} \in[-\tau, 0], x_{1}, x_{2} \in I$, and $\left|\theta_{1}-\theta_{2}\right|<\delta_{1},\left|x_{1}-x_{2}\right|<\delta_{2}$.

Since $S[\varphi](\theta, x)=\varphi(0, x)$ for all $\varphi \in D, \theta \in\left[-\tau,-t_{1}\right], x \in I$, and $D(0, \cdot)$ is precompact in $\mathbb{X}$, it is obvious that $S[D]$ is equicontinuous on $\left[-\tau,-t_{1}\right] \times I$.

Note that there exists $N>0$ such that $\left\|U(t, s) B\left(s, u_{s}\right)\right\|_{\mathbb{x}} \leq N$ for all $t \in$ $\left[0, t_{1}\right], s \in[0, t], \varphi \in C_{\widehat{L}}$. Let $\delta_{0}=\min \left\{\epsilon /\left(2^{K} N\right), t_{1}\right\}$. Then for any $t<\delta_{0}, x \in I$, and $\varphi \in D$, we have

$$
\begin{equation*}
\left|\int_{0}^{t} U(t, s) B\left(s, u_{s}\right)(x) d s\right|<2^{K} N \delta_{0}=\epsilon \tag{2.14}
\end{equation*}
$$

Let $\mathcal{F}(t, \psi):=U(t, 0) \psi$ for $(t, \psi) \in\left[0, \delta_{0}\right] \times D(0, \cdot)$. Then $\mathcal{F}$ is continuous on $\left[0, \delta_{0}\right] \times$ $D(0, \cdot)$ and $\mathcal{F}\left(\left[0, \delta_{0}\right] \times D(0, \cdot)\right)$ is precompact in $\mathbb{X}$. Thus, for the above $I$, there exists $\delta_{2}>0$ such that for $x_{1}, x_{2} \in I$ and $\left|x_{1}-x_{2}\right|<\delta_{2}$, we have

$$
\begin{equation*}
\left|U(t, 0) \psi\left(x_{1}\right)-U(t, 0) \psi\left(x_{2}\right)\right|<\epsilon \quad \forall t \in\left[0, \delta_{0}\right], \psi \in D(0, \cdot) \tag{2.15}
\end{equation*}
$$

Moreover, since $\mathcal{F}$ is uniformly continuous on $\left[0, \delta_{0}\right] \times D(0, \cdot)$, there exists $\delta_{1}>0, \delta_{3}>0$ such that $\left\|\mathcal{F}\left(\bar{t}_{1}, \psi_{1}\right)-\mathcal{F}\left(\bar{t}_{2}, \psi_{2}\right)\right\|_{\mathbb{X}}<\epsilon / 2^{K}$ if $\bar{t}_{1}, \bar{t}_{2} \in\left[0, \delta_{0}\right], \psi_{1}, \psi_{2} \in D(0, \cdot)$, and $\left|\bar{t}_{1}-\bar{t}_{2}\right|<\delta_{1},\left\|\psi_{1}-\psi_{2}\right\|_{\mathbb{X}}<\delta_{3}$. In particular, we have $\left\|U\left(\bar{t}_{1}, 0\right) \psi-U\left(\bar{t}_{2}, 0\right) \psi\right\|_{\mathbb{X}}<\epsilon / 2^{K}$ if $\bar{t}_{1}, \bar{t}_{2} \in\left[0, \delta_{0}\right], \psi \in D(0, \cdot)$, and $\left|\bar{t}_{1}-\bar{t}_{2}\right|<\delta_{1}$. Then
$\left|U\left(\bar{t}_{1}, 0\right) \psi(x)-U\left(\bar{t}_{2}, 0\right) \psi(x)\right|<\epsilon \quad \forall \psi \in D(0, \cdot), x \in I, \bar{t}_{1}, \bar{t}_{2} \in\left[0, \delta_{0}\right]$, and $\left|\bar{t}_{1}-\bar{t}_{2}\right|<\delta_{1}$.
By (2.14)-(2.16), we can easily obtain that if $\theta_{1}, \theta_{2} \in\left[-t_{1}, \delta_{0}-t_{1}\right], x_{1}, x_{2} \in I$ and $\left|\theta_{1}-\theta_{2}\right|<\delta_{1},\left|x_{1}-x_{2}\right|<\delta_{2}$, then for any $\varphi \in D$,

$$
\begin{aligned}
&\left|S[\varphi]\left(\theta_{1}, x_{1}\right)-S[\varphi]\left(\theta_{2}, x_{2}\right)\right| \\
&=\left|Q_{t_{1}}[\varphi]\left(\theta_{1}, x_{1}\right)-Q_{t_{1}}[\varphi]\left(\theta_{2}, x_{2}\right)\right| \\
&=\left|u\left(t_{1}+\theta_{1}, x_{1}, \varphi\right)-u\left(t_{1}+\theta_{2}, x_{2}, \varphi\right)\right| \\
& \leq\left|\left(U\left(t_{1}+\theta_{1}, 0\right) \varphi(0, \cdot)\right)\left(x_{1}\right)-\left(U\left(t_{1}+\theta_{2}, 0\right) \varphi(0, \cdot)\right)\left(x_{2}\right)\right| \\
&+\left|\int_{0}^{t_{1}+\theta_{1}} U\left(t_{1}+\theta_{1}, s\right) B\left(s, u_{s}\right)\left(x_{1}\right) d s-\int_{0}^{t_{1}+\theta_{2}} U\left(t_{1}+\theta_{2}, s\right) B\left(s, u_{s}\right)\left(x_{2}\right) d s\right| \\
& \leq\left|\left(U\left(t_{1}+\theta_{1}, 0\right) \varphi(0, \cdot)\right)\left(x_{1}\right)-\left(U\left(t_{1}+\theta_{1}, 0\right) \varphi(0, \cdot)\right)\left(x_{2}\right)\right| \\
&+\left|\left(U\left(t_{1}+\theta_{1}, 0\right) \varphi(0, \cdot)\right)\left(x_{2}\right)-\left(U\left(t_{1}+\theta_{2}, 0\right) \varphi(0, \cdot)\right)\left(x_{2}\right)\right|+2 \epsilon \\
&< 4 \epsilon
\end{aligned}
$$

which implies that $S[D]$ is equicontinuous on $\left[-t_{1}, \delta_{0}-t_{1}\right] \times I$.

By a similar argument as for (A6)(a), it is easy to see that $\mathrm{S}[\mathrm{D}]$ is equicontinuous on $\left[\delta_{0}-t_{1}, 0\right] \times I$.

Therefore, $S[D]$ is equicontinuous on $[-\tau, 0] \times I$, and hence, $S[D]$ is precompact in $C_{\widehat{L}}$. Thus, $(\mathrm{A} 6)\left(\mathrm{b}^{\prime}\right)$ is valid for $Q_{t}, t \in(0, \tau]$.

It then follows from Lemma 2.6 and [11, Theorems 2.11 and 2.15] that $Q_{\omega}$ has an asymptotic speed of spread $c_{\omega}^{*}>0$.

Consider the linearized system of (2.1) at the zero solution:

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u-g_{u}(t, 0) u(t, x)+b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\mathbb{R}} \Gamma(a(t), x-y) u(t-\tau, y) d y  \tag{2.17}\\
u(t, x)=\phi(t, x), \quad t \in[-\tau, 0], x \in \mathbb{R}
\end{array}\right.
$$

For $\alpha>0$, let $u(t, x)=e^{-\alpha x} v(t)$. Substituting $u(t, x)$ into (2.17) yields

$$
\begin{aligned}
& e^{-\alpha x} v^{\prime}(t) \\
& =\mathrm{d}(t) \alpha^{2} e^{-\alpha x} v(t)-g_{u}(t, 0) v(t) e^{-\alpha x}+b(t) \partial_{u} f_{-\tau}(t, 0) v(t-\tau) \int_{\mathbb{R}} \Gamma(a(t), y) e^{-\alpha(x-y)} d y
\end{aligned}
$$

Since $\Gamma(t, x)$ is even in $x$ and by [18, Proposition 4.2], we obtain

$$
\begin{align*}
v^{\prime}(t) & =d(t) \alpha^{2} v(t)-g_{u}(t, 0) v(t)+b(t) \partial_{u} f_{-\tau}(t, 0) v(t-\tau) \int_{\mathbb{R}} \Gamma(a(t), y) e^{\alpha y} d y  \tag{2.18}\\
& =d(t) \alpha^{2} v(t)-g_{u}(t, 0) v(t)+b(t) \partial_{u} f_{-\tau}(t, 0) v(t-\tau) \int_{\mathbb{R}} \Gamma(a(t), y) e^{-\alpha y} d y \\
& =d(t) \alpha^{2} v(t)-g_{u}(t, 0) v(t)+b(t) \partial_{u} f_{-\tau}(t, 0) v(t-\tau) e^{\alpha^{2} a(t)}
\end{align*}
$$

Then $u(t, x)=e^{-\alpha x} v(t)$ satisfies (2.17) with $\phi(s, x)=e^{-\alpha x} v(s)$ for $s \in[-\tau, 0]$ and $x \in \mathbb{R}$ if $v(t)$ satisfies (2.18) for $t \geq 0$.

Let $M_{t}$ be the linear solution map defined by (2.17) and let $v\left(t, v_{0}\right)$ be the solution of $(2.18)$ with $v\left(s, v_{0}\right)=v_{0}(s)$ for $s \in[-\tau, 0], v_{0} \in \mathbb{Y}$. Define $B_{\alpha}^{t}\left(v_{0}\right):=M_{t}\left(v_{0} e^{-\alpha x}\right)(0)$. It is not difficult to see that $B_{\alpha}^{t}\left(v_{0}\right)=v\left(t, v_{0}\right)$, and hence, $B_{\alpha}^{t}$ is the solution map associated with (2.18) on $\mathbb{Y}$.

Let $\gamma(\alpha)$ be the spectral radius of the Poincaré map associated with (2.18), and [21, Proposition 2.1] implies that $\gamma(\alpha)>0$. It follows from the proof of [21, Proposition 2.1] that there exists a positive $\omega$-periodic function $w(t)$ such that $v(t)=e^{\lambda(\alpha) t} w(t)$ is a solution of (2.18), where $\lambda(\alpha)=\frac{\ln \gamma(\alpha)}{\omega}$. Define $\psi \in \mathbb{Y}$ by $\psi(\theta)=e^{\lambda(\alpha) \theta} w(\theta)$ for all $\theta \in[-\tau, 0]$. Clearly, $v(t, \psi)=e^{\lambda(\alpha) t} w(t)$ for all $t \geq 0$. Then we have

$$
B_{\alpha}^{t}(\psi)(\theta)=v(t+\theta, \psi)=e^{\lambda(\alpha) t} e^{\lambda(\alpha) \theta} w(t+\theta) \forall \theta \in[-\tau, 0], t \geq 0
$$

By the $\omega$-periodicity of $w(t)$, it follows that

$$
B_{\alpha}^{\omega}(\psi)(\theta)=e^{\lambda(\alpha) \omega} e^{\lambda(\alpha) \theta} w(\theta)=e^{\lambda(\alpha) \omega} \psi(\theta) \forall \theta \in[-\tau, 0]
$$

that is, $B_{\alpha}^{\omega}(\psi)=e^{\lambda(\alpha) \omega} \psi$. This implies that $e^{\lambda(\alpha) \omega}$ is the principle eigenvalue of $B_{\alpha}^{\omega}$ with positive eigenfunction $\psi$.

Let $\Phi(\alpha):=\frac{1}{\alpha} \ln e^{\lambda(\alpha) \omega}=\frac{\lambda(\alpha) \omega}{\alpha}=\frac{\ln \gamma(\alpha)}{\alpha}$. Then we have the following result.

Proposition 2.7. Assume that (H1)-(H4) hold. Let $c_{\omega}^{*}$ be the asymptotic speed of spread of $Q_{\omega}$. Then $c_{\omega}^{*}=\inf _{\alpha>0} \Phi(\alpha)=\inf _{\alpha>0} \frac{\ln \gamma(\alpha)}{\alpha}$.

Proof. When $\alpha=0,(2.18)$ becomes (2.3). It follows from (H4) that $\gamma(0)>1$, and hence (C7) in [11] is satisfied. Now we prove that $\Phi(\infty)=\infty$. By (2.18), we have

$$
v^{\prime}(t) \geq\left[\alpha^{2} d(t)-g_{u}(t, 0)\right] v(t) \forall t \geq 0
$$

and hence,

$$
\frac{w^{\prime}(t)}{w(t)} \geq \alpha^{2} d(t)-g_{u}(t, 0)-\lambda(\alpha)
$$

Then

$$
0=\int_{0}^{\omega} \frac{w^{\prime}(t)}{w(t)} d t \geq \int_{0}^{\omega}\left(\alpha^{2} d(t)-g_{u}(t, 0)\right) d t-\lambda(\alpha) \omega
$$

which implies that

$$
\lambda(\alpha) \omega \geq \alpha^{2} \int_{0}^{\omega} d(t) d t-\int_{0}^{\omega} g_{u}(t, 0) d t
$$

Therefore,

$$
\Phi(\alpha)=\frac{\lambda(\alpha) \omega}{\alpha} \geq \alpha \int_{0}^{\omega} d(t) d t-\frac{\int_{0}^{\omega} g_{u}(t, 0) d t}{\alpha}
$$

Letting $\alpha \rightarrow \infty$, we can easily obtain $\Phi(\infty)=\infty$.
Since $G(t, \cdot, \cdot)$ is subhomogeneous in $(u, v)$, it follows from [23, Lemma 2.3.2] that $G(t, u, v) \leq G_{u}(t, 0,0) u+G_{v}(t, 0,0) v$, that is,

$$
-g(t, u)+b(t) f_{-\tau}(t, v) \leq-g_{u}(t, 0) u+b(t) \partial_{u} f_{-\tau}(t, 0) v
$$

and hence, we have

$$
\begin{aligned}
& -g(t, u(t, x))+b(t) \int_{\mathbb{R}} \Gamma(a(t), x-y) f_{-\tau}(t, u(t-\tau, y)) d y \\
& \leq-g_{u}(t, 0) u(t, x)+b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\mathbb{R}} \Gamma(a(t), x-y) u(t-\tau, y) d y
\end{aligned}
$$

By the comparison principle, we have $Q_{\omega}(\varphi) \leq M_{\omega}(\varphi)$ for any $\varphi \in C_{\beta_{0}^{*}}$. Thus, [11, Theorem 3.10] implies that $c_{\omega}^{*} \leq \inf _{\alpha>0} \Phi(\alpha)$.

Let $K>0$ such that $K-g_{u}(t, 0)>0$ for all $t \in[0, \omega]$. Set $\bar{G}(t, u, v)=K u+$ $G(t, u, v)$. Then $\bar{G}_{u}(t, 0,0)>0, \bar{G}_{v}(t, 0,0)>0$ for all $t \in[0, \omega]$. It is easy to see that for any $\epsilon \in(0,1)$, there exists $\delta=\delta(\epsilon) \in(0, L)$ such that

$$
\bar{G}(t, u, v) \geq(1-\epsilon) \bar{G}_{u}(t, 0,0) u+(1-\epsilon) \bar{G}_{v}(t, 0,0) v \forall(u, v) \in[0, \delta]^{2}
$$

and hence, for any $(u, v) \in[0, \delta]^{2}$,

$$
G(t, u, v)=-K u+\bar{G}(t, u, v) \geq\left[(1-\epsilon) G_{u}(t, 0,0)-\epsilon K\right] u+(1-\epsilon) G_{v}(t, 0,0) v
$$

Moreover, there exists $\xi=\xi(\delta)>0$ such that for any $\varphi \in C_{\hat{\xi}}$, we have

$$
0 \leq u(t, x, \varphi) \leq u(t, x, \hat{\xi})<\delta \quad \forall x \in \mathbb{R}, t \in[0, \omega]
$$

Thus, for any $\varphi \in C_{\hat{\xi}}, u(t, x, \varphi)$ satisfies

$$
\begin{aligned}
\partial_{t} u(t, x) \geq & d(t) \Delta u(t, x)+\left[(1-\epsilon) g_{u}(t, 0)-\epsilon K\right] u(t, x) \\
& +(1-\epsilon) b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\mathbb{R}} \Gamma(a(t), x-y) u(t-\tau, y) d y \quad \forall t \in[0, \omega] .
\end{aligned}
$$

Let $M_{t}^{\epsilon}, t \geq 0$, be the solution maps associated with the linear system

$$
\begin{aligned}
\partial_{t} u(t, x)= & d(t) \Delta u(t, x)+\left[(1-\epsilon) g_{u}(t, 0)-\epsilon K\right] u(t, x) \\
& +(1-\epsilon) b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\mathbb{R}} \Gamma(a(t), x-y) u(t-\tau, y) d y \quad \forall t \in[0, \omega] .
\end{aligned}
$$

The comparison principle implies that $M_{t}^{\epsilon}(\varphi) \leq Q_{t}(\varphi)$ for all $\varphi \in C_{\hat{\xi}}, t \in[0, \omega]$. In particular, $M_{\omega}^{\epsilon}(\varphi) \leq Q_{\omega}(\varphi)$ for all $\varphi \in C_{\hat{\xi}}$. By a similar analysis for $M_{t}^{\epsilon}$ as for $M_{t}$, it follows from [11, Theorem 3.10] that $\inf _{\alpha>0} \Phi_{\epsilon}(\alpha) \leq c_{\omega}^{*}$.

Therefore, $\inf _{\alpha>0} \Phi_{\epsilon}(\alpha) \leq c_{\omega}^{*} \leq \inf _{\alpha>0} \Phi(\alpha)$ for all $\epsilon \in(0,1)$. Letting $\epsilon \rightarrow 0$, we have $c_{\omega}^{*}=\inf _{\alpha>0} \Phi(\alpha)$.

Let $c^{*}=\frac{c_{\omega}^{*}}{\omega}=\frac{1}{\omega} \inf _{\alpha>0} \Phi(\alpha)=\frac{1}{\omega} \inf _{\alpha>0} \frac{\ln \gamma(\alpha)}{\alpha}$. The following result shows that $c^{*}$ is the spreading speed of solutions of (2.1) with initial functions having compact support.

Theorem 2.8. Assume that (H1)-(H4) hold and let $c^{*}=c_{\omega}^{*} / \omega$. Then the following statements are valid.
(1) For any $c>c^{*}$, if $\varphi \in C_{\beta_{0}^{*}}$ with $0 \leq \varphi \ll \beta_{0}^{*}$ and $\varphi(\cdot, x)=0$ for $x$ outside $a$ bounded interval, then

$$
\lim _{t \rightarrow \infty,|x| \geq c t} u(t, x, \varphi)=0
$$

(2) For any $c<c^{*}$, if $\varphi \in C_{\beta_{0}^{*}}$ with $\varphi \not \equiv 0$, then

$$
\lim _{t \rightarrow \infty,|x| \leq c t}\left(u(t, x, \varphi)-\beta^{*}(t)\right)=0 .
$$

Proof. Conclusion (1) follows from [10, Theorem 2.1]. By Lemma 2.4 and [10, Theorem 2.1], for any $c<c^{*}$, there is a positive number $\sigma$ such that, if $\varphi \in C_{\beta_{0}^{*}}$ with $\varphi(\cdot, x)>0$ for $x$ on an interval of length $2 \sigma$, then $\lim _{t \rightarrow \infty,|x| \leq c t}\left(u(t, x, \varphi)-\beta^{*}(t)\right)=0$. It follows from Lemma 2.5 that for any $\varphi \in C_{\beta_{0}^{*}}$ with $\varphi \not \equiv 0, Q_{t}(\varphi) \gg 0$ for all $t>2 \tau$. We can fix $t_{0}>2 \tau$ and take $Q_{t_{0}}(\varphi)$ as a new initial value for $u(t, x, \varphi)$. Then by the above analysis, conclusion (2) is valid.

We say $u(t, x)=\mathcal{U}(t, x-c t)$ is an $\omega$-periodic traveling wave of (2.1) connecting $\beta^{*}(t)$ to 0 if it is a solution of $(2.1), \mathcal{U}(t, \xi)$ is $\omega$-periodic in $t$, and $\mathcal{U}(t,-\infty)=\beta^{*}(t)$ and $\mathcal{U}(t, \infty)=0$ uniformly for $t \in[0, \omega]$. By [10, Theorems 2.2 and 2.3], we have the following result about traveling waves of (2.1).

Theorem 2.9. Assume that (H1)-(H4) hold. Let $c^{*}$ be defined as $c^{*}=c_{\omega}^{*} / \omega$. Then for any $c \geq c^{*}$, (2.1) has an $\omega$-periodic traveling wave solution $\mathcal{U}(t, x-c t)$ connecting
$\beta^{*}(t)$ to 0 such that $\mathcal{U}(t, s)$ is continuous and nonincreasing in s. Moreover, for any $c<c^{*}$, (2.1) has no $\omega$-periodic traveling wave $\mathcal{U}(t, x-c t)$ connecting $\beta^{*}(t)$ to 0 .
3. Dynamics in a bounded domain. In this section, we consider (1.6) in a bounded spatial domain

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=d(t) \Delta u-g(t, u)+b(t) \int_{\Omega} \Gamma(a(t), x-y) f_{-\tau}(t, u(t-\tau, y)) d y  \tag{3.1}\\
\quad(t, x) \in(0, \infty) \times \Omega \\
B u(t, x)=0 \text { on }(0, \infty) \times \partial \Omega \\
u(t, x)=\phi(t, x), \quad t \in[-\tau, 0], x \in \Omega
\end{array}\right.
$$

where $\Omega \subseteq \mathbb{R}^{n}$ is a bounded domain with boundary $\partial \Omega$ of class $C^{1+\theta}(0<\theta \leq 1)$, the boundary condition is either $B u=u$ (Dirichlet boundary condition) or $B u=$ $(\partial u / \partial \nu)+\alpha(x) u$ (Robin type boundary condition) for some nonnegative function $\alpha \in C^{1+\theta}(\partial \Omega, \mathbb{R})$, and $\partial u / \partial \nu$ denotes the differentiation in the direction of outward normal $\nu$ to $\partial \Omega$.

Let $p \in(1, \infty)$ be fixed. For each $\beta \in\left(\frac{1}{2}+\frac{1}{2 p}, 1\right)$, let $\mathbb{X}_{\beta}$ be the fractional power space of $L^{p}(\Omega)$ with respect to $-\Delta$ and the boundary condition $B u=0$ (see, e.g., [8]). Then $\mathbb{X}_{\beta}$ is an ordered Banach space with the positive cone $\mathbb{X}_{\beta}^{+}$consisting of all nonnegative functions in $\mathbb{X}_{\beta}$, and $\mathbb{X}_{\beta}^{+}$has nonempty interior $\operatorname{int}\left(\mathbb{X}_{\beta}^{+}\right)$. Moreover, $\mathbb{X}_{\beta} \subseteq C^{1+\nu}(\bar{\Omega})$ with continuous inclusion for $\nu \in\left[0,2 \beta-1-\frac{1}{p}\right)$. Denote the norm on $\mathbb{X}_{\beta}$ by $\|\cdot\|_{\beta}$. Then there exists a constant $k_{\beta}>0$ such that $\|\phi\|_{\infty}:=\max _{x \in \bar{\Omega}}|\phi(x)| \leq$ $k_{\beta}\|\phi\|_{\beta}$ for all $\phi \in \mathbb{X}_{\beta}$.

Let $\bar{C}=C\left([-\tau, 0], \mathbb{X}_{\beta}\right)$ and $\bar{C}^{+}=C\left([-\tau, 0], \mathbb{X}_{\beta}^{+}\right)$. For convenience, we identify an element $\phi \in \bar{C}$ as a function from $[-\tau, 0] \times \bar{\Omega}$ to $\mathbb{R}$ defined by $\phi(s, x)=\phi(s)(x)$. For any $N \geq L$, let $\bar{C}_{\widehat{N}}=\{\phi \in \bar{C}: 0 \leq \phi(s, x) \leq N,(s, x) \in[-\tau, 0] \times \bar{\Omega}\}$. For any function $y(\cdot):[-\tau, b) \rightarrow \mathbb{X}_{\beta}$, where $b>0$, define $y_{t} \in \bar{C}$, by $y_{t}(s)=y(t+s)$ for all $s \in[-\tau, 0]$, $t \in[0, b)$.

Note that the differential operator $\Delta$ generates an analytic semigroup $\bar{U}_{0}(t)$ on $L^{p}(\Omega)$ and that the standard parabolic maximum principle (see, e.g., [15, Corollary 7.2.3]) implies that the semigroup $\bar{U}_{0}(t): \mathbb{X}_{\beta} \rightarrow \mathbb{X}_{\beta}$ is strongly positive in the sense that $\bar{U}_{0}(t)\left(\mathbb{X}_{\beta}^{+} \backslash\{0\}\right) \subseteq \operatorname{int}\left(\mathbb{X}_{\beta}^{+}\right)$for all $t>0$. By a similar analysis as in section 2 , we can write (3.1) as an integral equation (2.7) with $u_{0}=\phi \in \bar{C}^{+}$. It then follows from [13, Corollary 5] that, for any $\phi \in \bar{C}_{\widehat{L}},(3.1)$ has a unique mild solution $u(t, x, \phi)$ with $u_{0}(\cdot, \cdot, \phi)=\phi$ and $u_{t}(\cdot, \cdot, \phi) \in \bar{C}_{\widehat{L}}$ for all $t \geq 0$. Moreover, $u(t, x, \phi)$ is a classic solution when $t>\tau$ and the comparison theorem holds for (3.1).

Define a family of operators $\left\{Q_{t}\right\}_{t \geq 0}$ on $\bar{C}^{+}$by

$$
Q_{t}(\phi)(s, x)=u(t+s, x, \phi) \quad \forall \phi \in \bar{C}^{+}, x \in \bar{\Omega}, \quad t \geq 0, \quad s \in[-\tau, 0]
$$

Similarly as in section 2 , we can show that $\left\{Q_{t}\right\}_{t \geq 0}$ is a monotone $\omega$-periodic semiflow on $\bar{C}^{+} ; u(t, x, \phi)>0$ for $t>\tau, x \in \bar{\Omega}, \phi \in \bar{C}^{+}$with $\phi \not \equiv 0$, and hence, $Q_{t}$ is strongly positive for $t>2 \tau$; moreover, $Q_{t}$ is compact on $\bar{C}^{+}$for all $t>\tau$. Let $n_{1}=\min \{n \in \mathbb{N}, n \omega>2 \tau\}$. Then $Q_{n_{1} \omega}$ is compact and strongly positive on $\bar{C}^{+}$. We
can further show that the periodic semiflow $\left\{Q_{t}\right\}_{t \geq 0}$ is point dissipative on $\bar{C}^{+}$. By [23, Theorem 1.1.3], we have the following result.

Lemma 3.1. Let (H1)-(H3) hold. Then $Q_{n_{1} \omega}$ admits a global attractor on $\bar{C}^{+}$.
Consider the linearized system of (3.1) at the zero solution

$$
\left\{\begin{array}{l}
\partial_{t} \tilde{u}(t, x)=d(t) \Delta \tilde{u}-g_{u}(t, 0) \tilde{u}(t, x)+b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\Omega} \Gamma(a(t), x-y) \tilde{u}(t-\tau, y) d y  \tag{3.2}\\
\quad t>0, x \in \Omega \\
B \tilde{u}(t, x)=0, \quad t>0, x \in \partial \Omega \\
\tilde{u}(s, x)=\phi(s, x), \quad s \in[-\tau, 0], x \in \Omega, \phi \in \bar{C}
\end{array}\right.
$$

Similarly as in Theorem 2.3, we can show that the comparison principle holds for (3.2), and hence, the solution map $\tilde{u}_{t}$ of (3.2) is monotone increasing for all $t \geq 0$.

Now we consider (3.1) and (3.2) as $n_{1} \omega$-periodic systems. Define the Poincaré map of (3.2) $P_{1}: \bar{C} \rightarrow \bar{C}$ by $P_{1}(\phi)=\tilde{u}_{n_{1} \omega}(\phi)$ for all $\phi \in \bar{C}$, where $\tilde{u}_{n_{1} \omega}(\phi)(s, x)=$ $\tilde{u}\left(n_{1} \omega+s, x, \phi\right)$ for all $(s, x) \in[-\tau, 0] \times \bar{\Omega}$, and $\tilde{u}(t, x, \phi)$ is the solution of (3.2) with $\tilde{u}(s, x)=\phi(s, x)$ for all $(s, x) \in[-\tau, 0] \times \bar{\Omega}$. Similarly as in section 2 , we can obtain that $P_{1}$ is also compact and strongly positive. Let $r_{1}=r\left(P_{1}\right)$ be the spectral radius of $P_{1}$. By the Krein-Rutman theorem (see, e.g., [8, Theorem 7.2]), $r_{1}>0$ and $P_{1}$ has a positive eigenfunction $\bar{\phi} \in \operatorname{int}\left(\bar{C}^{+}\right)$corresponding to $r_{1}$.

Lemma 3.2. Let $\mu=-\frac{1}{n_{1} \omega} \ln r_{1}$. Then there exists a positive $n_{1} \omega$-periodic function $v(t, x)$ such that $e^{-\mu t} v(t, x)$ is a solution of (3.2).

Proof. By the definitions of $r_{1}$ and $\bar{\phi}$, we have $P_{1} \bar{\phi}=r_{1} \bar{\phi}$. Let $\tilde{u}(t, x, \bar{\phi})$ be the solution of (3.2) with $\tilde{u}(s, x)=\bar{\phi}(s, x)$ for all $s \in[-\tau, 0], x \in \Omega$. Since $\bar{\phi} \gg 0$, it is not difficult to see that $\tilde{u}(\cdot, \cdot, \bar{\phi}) \gg 0$. Let $\mu=-\frac{1}{n_{1} \omega} \ln r_{1}$ and $v(t, x)=e^{\mu t} \tilde{u}(t, x, \bar{\phi})$ for all $t \geq-\tau, x \in \Omega$. Then $r_{1}=e^{-n_{1} \omega \mu}$ and $v(t, x)>0$ for all $t \in[-\tau, \infty), x \in \Omega$. Moreover,

$$
\begin{align*}
& v_{t}(t, x)  \tag{3.3}\\
& =e^{\mu t} \tilde{u}_{t}(t, x, \bar{\phi})+\mu e^{\mu t} \tilde{u}(t, x, \bar{\phi}) \\
& =e^{\mu t}\left[d(t) \Delta \tilde{u}-g_{u}(t, 0) \tilde{u}(t, x, \bar{\phi})\right. \\
& \left.+b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\Omega} \Gamma(a(t), x-y) \tilde{u}(t-\tau, y, \bar{\phi}) d y\right]+\mu v \\
& =d(t) \Delta v-g_{u}(t, 0) v(t, x)+e^{\mu \tau} b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\Omega} \Gamma(a(t), x-y) v(t-\tau, y) d y+\mu v
\end{align*}
$$

for all $(t, x) \in(0, \infty) \times \Omega$. Thus, $v(t, x)$ is a solution of $n_{1} \omega$-periodic equation (3.3) with $B v=0$ on $(0, \infty) \times \partial \Omega$ and $v(s, x)=e^{\mu s} \bar{\phi}(s, x)$ for all $s \in[-\tau, 0], x \in \Omega$.

For any $\theta \in[-\tau, 0], x \in \Omega$, we have
$v\left(n_{1} \omega+\theta, x\right)=e^{\mu\left(n_{1} \omega+\theta\right)} \cdot P_{1}(\bar{\phi})(\theta, x)=e^{\mu\left(n_{1} \omega+\theta\right)} \cdot r_{1} \bar{\phi}(\theta, x)=e^{\mu \theta} \cdot \tilde{u}(\theta, x, \bar{\phi})=v(\theta, x)$.
Therefore, $v_{0}(\theta, \cdot)=v_{n_{1} \omega}(\theta, \cdot)$ for all $\theta \in[-\tau, 0]$, and hence, the existence and uniqueness of solutions of (3.3) imply that

$$
v(t, x)=v\left(t+n_{1} \omega, x\right) \quad \forall t \geq-\tau, x \in \Omega
$$

that is, $v(t, x)$ is an $n_{1} \omega$-periodic solution of (3.3). Clearly, $e^{-\mu t} v(t, x)$ is a solution of (3.2).

Define $P_{0}: \bar{C} \rightarrow \bar{C}$ by $P_{0}(\phi)=\tilde{u}_{\omega}(\phi)$ for all $\phi \in \bar{C}$, where $\tilde{u}(t, x, \phi)$ is the solution of (3.2) with $\tilde{u}(s, x)=\phi(s, x)$ for all $s \in[-\tau, 0], x \in \Omega$. Let $r_{0}=r\left(P_{0}\right)$ be the spectral radius of $P_{0}$.

Theorem 3.3. Let (H1)-(H3) hold. For any $\phi \in \bar{C}^{+}$, denote by $u(t, x, \phi)$ the solution of (3.1) with $u(s, x)=\phi(s, x)$ for all $(t, x) \in[-\tau, 0] \times \Omega$. Then the following two statements are valid.
(i) If $r_{0}<1$, then $\lim _{t \rightarrow \infty}\|u(t, \cdot, \phi)\|_{\beta}=0$ for every $\phi \in \bar{C}^{+}$.
(ii) If $r_{0}>1$, then (3.1) admits a unique positive $\omega$-periodic solution $u^{*}(t, x)$ and $\lim _{t \rightarrow \infty}\left\|u(t, \cdot, \phi)-u^{*}(t, \cdot)\right\|_{\beta}=0$ for all $\phi \in \bar{C}^{+} \backslash\{0\}$.
Proof. Since $P_{1}=\tilde{u}_{n_{1} \omega}, P_{0}=\tilde{u}_{\omega}$, and $\tilde{u}_{n_{1} \omega}=\tilde{u}_{\omega}^{n_{1}}$, where $\tilde{u}_{t}$ is the solution map of (3.2), by the properties of spectral radius of linear operators, we know that $r\left(P_{1}\right)=\left(r\left(P_{0}\right)\right)^{n_{1}}$, i.e., $r_{1}=\left(r_{0}\right)^{n_{1}}$. Note that the qualitative solutions of (3.1) and (3.2) do not change whether we consider them as $n_{1} \omega$-periodic systems or $\omega$-periodic systems. The conditions in Theorem 3.3 can be replaced by $r_{1}<1$ and $r_{1}>1$, respectively. In the following, we will consider (3.1) and (3.2) as $n_{1} \omega$-periodic systems and prove the theorem under the conditions of $r_{1}<1$ and $r_{1}>1$.

In the case where $r_{1}<1$, we have $\mu=-\frac{1}{n_{1} \omega} \ln r_{1}>0$. By Lemma 3.2, (3.2) has a solution $\tilde{u}(t, x):=\tilde{u}(t, x, \bar{\phi})=e^{-\mu t} v(t, x)$ with $\tilde{u}(s, x)=\bar{\phi}(s, x)$ for all $(s, x) \in$ $[-\tau, 0] \times \Omega$, where $\bar{\phi} \in \operatorname{int}\left(\bar{C}^{+}\right)$is the positive eigenfunction of $P_{1}$ corresponding to $r_{1}$ and $v(t, x)$ is $n_{1} \omega$-periodic in $t \geq-\tau$. Then $v$ is bounded on $[-\tau, \infty) \times \bar{\Omega}$, and hence, there exists $\rho>0$ such that $\|v(t, \cdot)\|_{\infty} \leq \rho$ for all $t \geq-\tau$. Thus, $\lim _{t \rightarrow \infty}\|\tilde{u}(t, \cdot)\|_{\infty}=$ 0 . By the basic analysis of solutions of (3.2), it follows that $\lim _{t \rightarrow \infty}\|\tilde{u}(t, \cdot)\|_{\beta}=0$.

Given $\phi \in \bar{C}^{+}$, since $\lim _{\delta \rightarrow 0^{+}}(\bar{\phi}-\delta \phi)=\bar{\phi} \in \operatorname{int}\left(\bar{C}^{+}\right)$for any $\epsilon>0$, there exists $\delta_{\phi}>0$, such that $\bar{\phi}-\delta \phi \in B_{\epsilon}(\bar{\phi}) \subseteq \bar{C}^{+}$for $0<\delta \leq \delta_{\phi}$, where $B_{\epsilon}(\bar{\phi})$ is an open ball in $\bar{C}^{+}$centered at $\bar{\phi}$ with radius $\epsilon$. Therefore, $\bar{\phi} \geq \delta_{\phi} \phi$ in $\bar{C}^{+}$. It then follows from the comparison principle that $\tilde{u}(t, x) \geq \delta_{\phi} \tilde{u}(t, x, \phi)$ for all $t \geq-\tau, x \in \bar{\Omega}$, where $\tilde{u}(t, \cdot, \phi)$ is the solution of (3.2) with $\tilde{u}(s, x)=\phi(s, x)$ for all $(s, x) \in[-\tau, 0] \times \Omega$. Thus, $\lim _{t \rightarrow \infty}\|\tilde{u}(t, \cdot, \phi)\|_{\infty}=0$, and hence, $\lim _{t \rightarrow \infty}\|\tilde{u}(t, \cdot, \phi)\|_{\beta}=0$ for any $\phi \in \bar{C}^{+}$.

Note that a solution of (3.1) satisfies

$$
\partial_{t} u(t, x) \leq d(t) \Delta u-g_{u}(t, 0) u(t, x)+b(t) \partial_{u} f_{-\tau}(t, 0) \int_{\Omega} \Gamma(a(t), x-y) u(t-\tau, y) d y
$$

for any $t>0, x \in \Omega$. Similarly to the proof of Theorem 2.3 , we can show that the comparison theorem for abstract functional differential equations [13, Proposition 3] can be applied to (3.1) and (3.2). Therefore, for any $\phi \in \bar{C}^{+}, u(t, \cdot, \phi) \leq \tilde{u}(t, \cdot, \phi)$ for all $t \geq-\tau$, where $u(t, \cdot, \phi)$ and $\tilde{u}(t, \cdot, \phi)$ are solutions of (3.1) and (3.2), respectively. It then follows that solutions of (3.1) satisfy $\lim _{t \rightarrow \infty}\|u(t, \cdot, \phi)\|_{\beta}=0$ for all $\phi \in \bar{C}^{+}$.

In the case where $r_{1}>1$, we have $\mu<0$. Let $\bar{C}_{0}=\left\{\phi \in \bar{C}^{+}: \phi \not \equiv 0\right\}, \partial \bar{C}_{0}=$ $\bar{C}^{+} \backslash \bar{C}_{0}=\{0\}$. Similarly to the proof of Lemma 2.5 , we can show that for any $\phi \in \bar{C}_{0}$, the solution $u(t, x, \phi)$ of (3.1) satisfies $u(t, x, \phi)>0$ for all $t>\tau, x \in \Omega$. It follows that $Q_{t}\left(\bar{C}_{0}\right) \subseteq \operatorname{int}\left(\bar{C}^{+}\right)$for all $t>2 \tau$. Clearly, $Q_{t}(0)=0$ for all $t \geq 0$. We now have the following claim.

Claim. Zero is a uniform weak repeller for $\bar{C}_{0}$ in the sense that there exists $\delta_{0}>0$ such that $\lim _{t \rightarrow \infty} \sup \left\|Q_{t}(\phi)\right\|_{\beta} \geq \delta_{0}$ for all $\phi \in \bar{C}_{0}$.

Indeed, we consider the following system:

$$
\left\{\begin{align*}
\partial_{t} u^{\varepsilon}(t, x)= & d(t) \Delta u^{\varepsilon}-\left(g_{u}(t, 0)+\varepsilon\right) u^{\varepsilon}(t, x)  \tag{3.4}\\
& +b(t)\left(\partial_{u} f_{-\tau}(t, 0)-\varepsilon\right) \int_{\Omega} \Gamma(a(t), x-y) u^{\varepsilon}(t-\tau, y) d y \\
B u^{\varepsilon}(t, x)= & 0, \quad t>0, x \in \partial \Omega \\
u^{\varepsilon}(s, x)= & \phi(s, x), \quad s \in[-\tau, 0], x \in \Omega, \phi \in \bar{C}
\end{align*}\right.
$$

Define the Poincaré map of (3.4) $P_{\varepsilon}: \bar{C} \rightarrow \bar{C}$ by

$$
P_{\varepsilon}(\phi)=u_{n_{1} \omega}^{\varepsilon}(\phi) \quad \forall \phi \in \bar{C}
$$

where

$$
u_{n_{1} \omega}^{\varepsilon}(\phi)(s, x)=u^{\varepsilon}\left(n_{1} \omega+s, x, \phi\right) \quad \forall(s, x) \in[-\tau, 0] \times \bar{\Omega}
$$

and $u^{\varepsilon}(t, x, \phi)$ is the solution of (3.4) with $u^{\varepsilon}(s, x)=\phi(s, x)$ for all $s \in[-\tau, 0], x \in \Omega$. Let $r_{\varepsilon}=r\left(P_{\varepsilon}\right)$ be the spectral radius of $P_{\varepsilon}$. Since $r_{1}=r\left(P_{1}\right)>1$, there exists a sufficiently small positive number $\varepsilon_{1}$ such that $r_{\varepsilon}>1$ for all $\varepsilon \in\left[0, \varepsilon_{1}\right)$. We fix an $\varepsilon \in\left(0, \varepsilon_{1}\right)$. Since $\lim _{u \rightarrow 0^{+}} \frac{g(t, u)}{u}=g_{u}(t, 0)$ and $\lim _{u \rightarrow 0^{+}} \frac{f_{-\tau}(t, u)}{u}=\partial_{u} f_{-\tau}(t, 0)$ uniformly for $t \in\left[0, n_{1} \omega\right]$, there exists $\delta_{\varepsilon}>0$ such that $g(t, u)<\left(g_{u}(t, 0)+\varepsilon\right) u$ and $f_{-\tau}(t, u)>\left(\partial_{u} f_{-\tau}(t, 0)-\varepsilon\right) u$ for $u \in\left(0, \delta_{\varepsilon}\right), t \in\left[0, n_{1} \omega\right]$. Let $\delta_{0}=\delta_{\varepsilon} / k_{\beta}$. Suppose, by contradiction, that there exists $\phi_{0} \in \bar{C}_{0}$ such that $\lim _{t \rightarrow \infty} \sup \left\|Q_{t}(\phi)\right\|_{\beta}<\delta_{0}$. Then there exists $t_{0}>\tau$ such that $\left\|u\left(t, \cdot, \phi_{0}\right)\right\|_{\infty} \leq k_{\beta}\left\|u\left(t, \cdot, \phi_{0}\right)\right\|_{\beta}<\delta_{\varepsilon}$ for all $t \geq t_{0}$. Therefore, $u\left(t, x, \phi_{0}\right)$ satisfies

$$
\begin{align*}
& \partial_{t} u(t, x)  \tag{3.5}\\
& >d(t) \Delta u-\left(g_{u}(t, 0)+\varepsilon\right) u(t, x)+b(t)\left(\partial_{u} f_{-\tau}(t, 0)-\varepsilon\right) \int_{\Omega} \Gamma(a(t), x-y) u(t-\tau, y) d y
\end{align*}
$$

for $t \geq t_{0}, x \in \Omega$. Let $\bar{\phi}_{\varepsilon}$ be the positive eigenfunction of $P_{\varepsilon}$ associated with $r_{\varepsilon}$ and $\mu_{\varepsilon}=-\frac{1}{n_{1} \omega} \ln r_{\varepsilon}$. Then by Lemma 3.2, the solution $u^{\varepsilon}\left(t, x, \bar{\phi}_{\varepsilon}\right)$ of (3.4) with $u^{\varepsilon}(s, x)=\bar{\phi}_{\varepsilon}(s, x)$ for all $s \in[-\tau, 0], x \in \Omega$, satisfies $u^{\varepsilon}\left(t, x, \bar{\phi}_{\varepsilon}\right)=e^{-\mu_{\varepsilon} t} v_{\varepsilon}(t, x)$, where $v_{\varepsilon}(t, x)$ is a positive $n_{1} \omega$-periodic function in $t \geq-\tau$. Since $u\left(t, x, \phi_{0}\right)>0$ for all $t \geq \tau, x \in \Omega$, there exists $\zeta>0$ such that

$$
u\left(t_{0}+s, x, \phi_{0}\right) \geq \zeta u^{\varepsilon}\left(s, x, \bar{\phi}_{\varepsilon}\right)=\zeta \bar{\phi}_{\varepsilon}(s, x) \quad \forall s \in[-\tau, 0], x \in \bar{\Omega}
$$

By (3.5) and the comparison theorem, we have

$$
u\left(t, x, \phi_{0}\right) \geq \zeta u^{\varepsilon}\left(t-t_{0}, x, \bar{\phi}_{\varepsilon}\right)=\zeta e^{-\mu_{\varepsilon}\left(t-t_{0}\right)} v_{\varepsilon}(t, x) \quad \forall t \geq t_{0}, x \in \bar{\Omega}
$$

Since $\mu_{\varepsilon}<0$, it follows that $u\left(t, x, \phi_{0}\right)$ is unbounded, a contradiction. Thus, the claim is true.

By the claim above, $Q_{n_{1} \omega}$ is weakly uniformly persistent with respect to $\left(\bar{C}_{0}, \partial \bar{C}_{0}\right)$. Since $Q_{n_{1} \omega}$ admits a global attractor on $\bar{C}^{+}$, it follows from [23, Theorem 1.3.3] that $Q_{n_{1} \omega}$ is uniformly persistent with respect to $\left(\bar{C}_{0}, \partial \bar{C}_{0}\right)$ in the sense that there exists $\delta_{1}>0$ such that $\lim _{n \rightarrow \infty}$ inf $\left\|Q_{n_{1} \omega}^{n}(\phi)\right\|_{\beta} \geq \delta_{1}$ for all $\phi \in \bar{C}_{0}$.

Note that $Q_{n_{1} \omega}$ is compact, point dissipative, and uniformly persistent. It follows from [23, Theorem 1.3.6] that $Q_{n_{1} \omega}: \bar{C}_{0} \rightarrow \bar{C}_{0}$ admits a global attractor $A_{0}$ and
has a fixed point $\hat{\phi}$ in $A_{0}$. Similarly as in the proof of Lemma 2.4, we can show that $Q_{n_{1} \omega}$ is strictly subhomogeneous. Then [22, Lemma 1] implies that $Q_{n_{1} \omega}$ has at most one fixed point. Thus, $Q_{n_{1} \omega}$ has a unique equilibrium $\hat{\phi}$ in $\bar{C}_{0}$. Clearly, by the strong monotonicity of $Q_{n_{1} \omega}$, we have $\hat{\phi} \in \operatorname{int}\left(\bar{C}^{+}\right)$. Moreover, it follows from [23, Theorem 2.3.2] that $A_{0}=\{\hat{\phi}\}$ since $Q_{n_{1} \omega}$ is strongly monotone and strictly subhomogeneous. Thus, $\hat{\phi}$ is globally attractive in $\bar{C}_{0}$ for $Q_{n_{1} \omega}$.

Let $u(t, x, \hat{\phi})$ be the solution of (3.1) with $u(s, x)=\hat{\phi}(s, x)$ for all $(s, x) \in[-\tau, 0] \times$ $\Omega$. Since $\hat{\phi}$ is a fixed point of $Q_{n_{1} \omega}$ and is globally attractive in $\bar{C}_{0}, u(t, x, \hat{\phi})$ is an $n_{1} \omega$-periodic solution of (3.1) which attracts all solutions of (3.1) in $\bar{C}^{+} \backslash\{0\}$. That is,

$$
\lim _{t \rightarrow \infty}\|u(t, \cdot, \phi)-u(t, \cdot, \hat{\phi})\|_{\beta}=0 \forall \phi \in \bar{C}_{0} .
$$

Now we show that $u(t, x, \hat{\phi})$ is also $\omega$-periodic. Since $Q_{n_{1} \omega}(\hat{\phi})=\hat{\phi}$, we have $Q_{\omega}\left(Q_{n_{1} \omega}\right.$ $(\hat{\phi}))=Q_{\omega}(\hat{\phi})$, i.e., $Q_{n_{1} \omega}\left(Q_{\omega}(\hat{\phi})\right)=Q_{\omega}(\hat{\phi})$, which implies that $Q_{\omega}(\hat{\phi})$ is also a fixed point of $Q_{n_{1} \omega}$. By the fact that $\hat{\phi} \gg 0$ and the fact that $Q_{\omega}$ is monotone, it follows that $Q_{\omega}(\hat{\phi}) \gg 0$. Note that $Q_{n_{1} \omega}$ has a unique fixed point in $\operatorname{int}\left(\bar{C}^{+}\right)$. Then $Q_{\omega}(\hat{\phi})=\hat{\phi}$, that is, $\hat{\phi}$ is a fixed point of $Q_{\omega}$, and hence, $u(t, x, \hat{\phi})$ is an $\omega$-periodic solution of (3.1). Thus, $u^{*}(t, x):=u(t, x, \hat{\phi})$ for all $(t, x) \in[-\tau, \infty) \times \bar{\Omega}$, is the desired $\omega$-periodic solution.
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#### Abstract

We study a dynamical version of a multiphase field model of Koslowski and Ortiz for planar dislocation networks. We consider a two-dimensional vector field which describes phase transitions between constant phases. Each phase transition corresponds to a dislocation line, and the vectorial field description allows the formation of junctions between dislocations. This vector field is assumed to satisfy a nonlocal vectorial Hamilton-Jacobi equation with nonzero viscosity. For this model, we prove the existence for all time of a weak solution.
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## 1. Introduction.

1.1. Physical motivation. Dislocations are line defects in crystal, and their motion is at the origin of plastic properties of metals (see, for instance, the book of Hirth and Lothe [13]). The typical length of these dislocation lines is of the order of the micrometer, and their typical thickness is of the order of the nanometer. Dislocation lines exist in almost all metals. At low temperatures, these lines are contained in their crystallographic plane, called the slip plane. When an elastic stress field is applied, these lines can move in their slip plane. The normal velocity of these lines is then proportional to the effective stress in the material.

Another important property of dislocations is that each dislocation line is characterized by a vector quantity, called the Burgers vector (see [13] for more details). To explain this briefly, let us say that this Burgers vector reflects the microscopic nature of the dislocation defect in a crystal lattice. To fix the ideas, let us consider three unit vectors $b^{1}, b^{2}$, and $b^{3}$ in the plane such that

$$
\begin{equation*}
b^{1}+b^{2}+b^{3}=0 . \tag{1.1}
\end{equation*}
$$

Then each dislocation line can be of three different natures: with Burgers vector $b^{1}$, with Burgers vector $b^{2}$, or with Burgers vector $b^{3}$. The Burgers vector is an invariant of the dislocation line and then does not change during the evolution of the dislocation.

A consequence of the existence of this Burgers vector is the possibility for the dislocation lines to create some triple junctions, with three dislocation lines, respectively, of Burgers vector $b^{1}, b^{2}$, and $b^{3}$, satisfying (1.1). Indeed, in real crystals, we can observe such junctions. We can even observe networks of dislocations related by junctions. Those self-organized structures are called Frank networks (see Figure 1.1). See, also, for instance, p. 190 in Hull and Bacon [14] for such networks in body-

[^132]

Fig. 1.1. Frank networks observed with electron microscopy.
centered cubic (BCC) iron or p. 188 for hexagonal networks in face-centered cubic (FCC) crystals.

In the present paper, we consider a special case of a set of dislocations contained in a single slip plane, where the dislocations can move. We are interested, in particular, in the motion of the junctions between dislocations, which has not been studied a lot, both from the modeling point of view and from the mathematical analysis point of view (see, for instance, the work of Rodney, Le Bouar, and Finel [20]). Let us mention, for the stationary case, the work of Cacace and Garroni [9]. The goal of the present paper is to propose and to study a model for the dynamics of junctions of dislocations.

Nevertheless, the question of junctions has several other physical applications, and there is a lot of literature on this subject. Let us mention, for instance, the problem of crystal growth or grain growth (see Taylor [23, 24] and Bronsard and Reitich [8]). We also refer to Bonnet [7] for problems concerning the minimization of the Mumford-Shah functional.
1.2. A phase field model for the dynamics of junctions. In a phase field model, the dislocation can be represented as the phase transition of a phase parameter $\rho(x)=\rho_{1}(x) e^{1}+\rho_{2}(x) e^{2} \in \mathbb{R}^{2}$ defined for $x=x_{1} e^{1}+x_{2} e^{2}$ in the plane $\mathbb{R}^{2}$ with $\left(e^{1}, e^{2}\right)$ an orthonormal basis. As in the work of Koslowski and Ortiz [15], we consider only the case of a periodic distribution of dislocations, reducing the problem on the torus, for $x \in \mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$. Then the energy of the dislocations, in the presence of a constant exterior applied resolved stress $\sigma^{0} \in \mathbb{R}^{2}$, is then given (see [15]) by

$$
\begin{equation*}
\mathcal{E}(\rho)=\int_{\mathbb{T}^{2}}-\frac{1}{2}\left(C^{0} \star \rho\right) \cdot \rho-\sigma^{0} \cdot \rho+W(\rho) \tag{1.2}
\end{equation*}
$$

In (1.2) and throughout the paper, we denote by $A \cdot B$ the scalar product between two vectors $A, B \in \mathbb{R}^{2}$. The precise meaning of the whole expression (1.2) will be explained later.

For any phase transition between two states $\rho=A$ and $\rho=B$, the difference $B-A$ needs physically to be the Burgers vector of the dislocation, i.e., a vector of the lattice $\Lambda=\mathbb{Z} a^{1}+\mathbb{Z} a^{2}$ of the crystal we are considering, with a general given basis $\left(a^{1}, a^{2}\right)$. This information is encoded in the potential $W: \mathbb{R}^{2} \longrightarrow \mathbb{R}_{+}$, which is assumed to be minimal on $\Lambda$ and to have the periodicity of the lattice $\Lambda$ :

$$
\begin{equation*}
W(\rho+a)=W(\rho) \quad \text { for any } \quad a \in \Lambda \tag{1.3}
\end{equation*}
$$



FIG. 1.2. The junction of three dislocations as phase transitions of $\rho$.

In other words, because $\rho$ can be defined up to addition of any vector of the lattice $\Lambda$, only the transitions of $\rho$ between two phases, i.e., two constant vectors of the lattice $\Lambda$, are physically meaningful. In particular, in this model, junctions of three dislocations of Burgers vectors $b^{1}, b^{2}, b^{3} \in \Lambda$ with $b^{1}+b^{2}+b^{3}=0$ are expected, like, for instance, as the phase transitions between the states $0, b^{1},-b^{3}$ (see Figure 1.2).

In the expression giving the energy (1.2), the kernel $C^{0}(x)$ is a $2 \times 2$ symmetric matrix which takes into account the long range elastic interactions between dislocations and

$$
\left(C^{0} \star \rho\right)_{i}=\sum_{j=1,2} C_{i j}^{0} \star \rho_{j} \quad \text { for } \quad i=1,2
$$

where $\star$ denotes the usual convolution on the torus $\mathbb{T}^{2}$. For instance, in the particular case of isotropic elasticity, for $k=\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}$, the $k$-Fourier coefficient of the matrix $C^{0}$ is given (see [15] and also a limit case of the Peierls-Nabarro model in Alvarez et al. [3]) by

$$
\begin{equation*}
\widehat{C}^{0}(k)=-\frac{\mu}{2|k|}\left(\frac{1}{(1-\nu)} k \otimes k+k^{\perp} \otimes k^{\perp}\right) \tag{1.4}
\end{equation*}
$$

where $k^{\perp}=\left(-k_{2}, k_{1}\right)$ is the vector obtained by a rotation of $k$ of angle $\pi / 2$. Here, $\mu>0$ is a Lamé coefficient and $\nu \in(-1,1 / 2)$ is the Poisson ratio of the material.

The fact that the matrix $-\widehat{C}^{0}(k)$ is nonnegative is related to the fact that the elastic energy is nonnegative. This insures that the elastic part of the energy $\int_{\mathbb{T}^{2}}-\frac{1}{2}\left(C^{0} \star \rho\right) \cdot \rho$ created by the dislocations is nonnegative. The fact that the matrix $\widehat{C}^{0}(k)$ is not proportional to the identity reflects the fact that the existence of a Burgers vector associated to the dislocation line (that can be seen in the phase transition of $\rho$ ) creates some anisotropic elastic stress, even if we work in the framework of isotropic elasticity. The stress created by a dislocation line has somehow a preferred direction which is given by its Burgers vector.

When the material is submitted to an exterior shear stress, it makes the dislocations move. The dynamics of a given dislocation line is physically given by its normal velocity, which is called the resolved Peach-Koehler force. This force is the sum of the resolved exterior shear stress and the stress created by all of the dislocation lines, including the line itself. The total resolved stress $\sigma[\rho]$ is then formally given by the opposite of the gradient of the energy, i.e., $-\mathcal{E}^{\prime}(\rho)$, and can be expressed as the
following nonlocal quantity:

$$
\begin{equation*}
\sigma[\rho]=\sigma^{0}+C^{0} \star \rho-W_{\rho}^{\prime}(\rho) . \tag{1.5}
\end{equation*}
$$

Let us remark that one mathematical difficulty in the computation of this stress comes from the term $C^{0} \star \rho$, which, from the point of view of the regularity, behaves like $\nabla \rho$, because of the linear growth of $\widehat{C}^{0}(k)$ in $k$. We have now to write an evolution equation for $\rho$, keeping in mind that the normal velocity has to be proportional to the stress, which means roughly speaking that

$$
\rho=\bar{\rho} b^{1} \quad \text { with } \quad \bar{\rho}(t, x) \in \mathbb{R}
$$

has to satisfy

$$
\begin{equation*}
\frac{\bar{\rho}_{t}}{|\nabla \bar{\rho}|}=\bar{\sigma}[\bar{\rho}] \quad \text { with } \quad \bar{\sigma}[\bar{\rho}]=b^{1} \cdot \sigma\left[\bar{\rho} b^{1}\right] \tag{1.6}
\end{equation*}
$$

Indeed, (1.6) is an equation very difficult to study mathematically, because $\bar{\sigma}[\bar{\rho}]$ behaves like $\nabla \bar{\rho}$. Up to our knowledge no results exist for (1.6), even in a framework of viscosity solutions for nonlocal equations. Indeed, one of the mathematical difficulties is due to the fact that, even putting the matrix $C^{0}$ to zero, (1.6) would become an equation like the Burgers equation, because of the presence of the derivative of the potential $W$ in $\bar{\sigma}[\bar{\rho}]$, and could then create shocks in finite time. The presence of $C^{0}$ in the stress, even if this corresponds to a kind of degenerate diffusion (when $\nabla \bar{\rho}=0$ ) in the equation, does not help sufficiently to get a good framework for a suitable notion of the solution to (1.6).

Because of these high mathematical difficulties and because our goal is really to deal with the dynamics of junctions of dislocations, we simplify mathematically the equation adding an artificial small viscosity $\varepsilon \in(0,1)$ and considering, instead of (1.6), the following equation:

$$
\begin{equation*}
\bar{\rho}_{t}=\bar{\sigma}[\bar{\rho}]|\nabla \bar{\rho}|+\varepsilon \Delta \bar{\rho} \tag{1.7}
\end{equation*}
$$

If the solution for the limit case $\varepsilon=0$ is smooth enough, it seems reasonable to think that the solution to (1.7) is a good approximation. Moreover, any reasonable solution of the limit equation for $\varepsilon=0$ should probably be seen as a limit of the solution to the $\varepsilon$-equation when $\varepsilon$ goes to zero. Even numerically, if we would like to compute the solution in the limit case $\varepsilon=0$, every classical numerical method introduces a numerical diffusion, which can be more or less interpreted as the additional viscosity $\varepsilon>0$ in (1.7). For all of these reasons, (1.7) seems a good candidate for the evolution equation. As we will see in this paper, it is then mathematically possible to deal with this equation and to prove the existence of a global solution to (1.7). Nevertheless, even the study of this equation with $\varepsilon$-viscosity is not so simple, because, for instance, the uniqueness of the solution to (1.7) remains an open (and probably very difficult) problem in general.

As explained above, our goal is really to generalize (1.7) to take into account the evolution of junctions. To this end, we assume that the phase parameter $\rho(t, x) \in \mathbb{R}^{2}$ satisfies the following evolution equation:

$$
\begin{cases}\left(\rho_{k}\right)_{t}=|\nabla \rho|^{-1} \sum_{i=1,2} \sum_{j=1,2}(\sigma[\rho])_{i} \nabla_{j} \rho_{i} \nabla_{j} \rho_{k}+\varepsilon \Delta \rho_{k} & \text { for } k=1,2  \tag{1.8}\\ \rho(0, x)=\rho^{0}(x) & \text { in }(0, T) \times \mathbb{T}^{2} \\ & \text { on } \mathbb{T}^{2}\end{cases}
$$

where $\sigma$ is given in (1.5), $\rho_{t}=\frac{\partial \rho}{\partial t}$ and $\nabla_{j} \rho_{i}=\frac{\partial \rho_{i}}{\partial x_{j}}$ for $i, j=1,2$, and

$$
|\nabla \rho|^{2}=\sum_{i=1,2} \sum_{j=1,2}\left|\nabla_{j} \rho_{i}\right|^{2}
$$

Here, we can check easily that (1.8) reduces to (1.7) when $\rho=\bar{\rho} b^{1}$ for any Burgers vector $b^{1}$ satisfying $\left|b^{1}\right|=1$. For this reason, (1.8) seems to be a nice model to describe the general dynamics of junctions of dislocations.

Finally, let us mention that our model (1.8) has some similarities with the model of Allen and Cahn [2] on the motion of curved boundaries in which they consider gradient flow associated with a free-energy functional. This led to the study of scalar Ginzburg-Landau-type diffusion equations like

$$
u_{t}=\Delta u-W^{\prime}(u)
$$

1.3. Main result. We need to introduce some assumptions that we will comment on below.

We make the following assumption on the kernel $C^{0}: \mathbb{T}^{2} \longrightarrow \mathbb{R}_{\text {sym }}^{2 \times 2}$.
(A) We assume that there exists a constant $m>0$ such that, for any $k \in \mathbb{Z}^{2}$, the Fourier coefficients of the kernel $\widehat{C}^{0}(k)=\int_{\mathbb{T}^{2}} d x e^{-2 i \pi k \cdot x} C^{0}(x)$ satisfy $\widehat{C}^{0}(k)=M(k)$, where for any $\xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}$ and any $p=\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2}$

$$
\left\{\begin{array}{l}
M \in C^{\infty}\left(\mathbb{R}^{2} \backslash\{0\} ; \mathbb{R}_{\text {sym }}^{2 \times 2}\right), \quad M(-\xi)=M(\xi), \quad M(\xi)=|\xi| M\left(\frac{\xi}{|\xi|}\right)  \tag{1.9}\\
\frac{|\xi||p|^{2}}{m} \geq-\sum_{i=1,2} \sum_{j=1,2} p_{i} \cdot M_{i j}(\xi) \cdot p_{j} \geq m|\xi||p|^{2} \quad \text { with } \quad|p|^{2}=\sum_{i=1,2}\left(p_{i}\right)^{2}
\end{array}\right.
$$

We also make the following assumption on the potential $W: \mathbb{T}^{2} \longrightarrow \mathbb{R}_{+}$.
(B) We assume that $W \in C^{2}$ and $W$ satisfies (1.3).

Condition (1.3) of assumption (B) is natural for the potential $W$, as explained in subsection 1.2. In assumption (B), we assume moreover that $W$ is smooth enough (here $C^{2}$ ).

Assumption (A) requires more comments. First of all, remark that assumption (A) is satisfied by the matrix $C^{0}$ given by Koslowski and Ortiz [15] for isotropic elasticity (see (1.4)). Moreover, for general elasticity, the matrix $-\widehat{C}^{0}(k)$ has to be symmetric and nonnegative, because it corresponds physically to the nonnegative elastic energy of the dislocations. The last point concerns the 1-homogeneity in $k$ of the matrix $\widehat{C}^{0}(k)$. Indeed, this is a general fact, when we compute $\widehat{C}^{0}(k)$ for general linear elasticity (see, for instance, the computation in the case of cubic elasticity done in Alvarez et al. [3]). Indeed, we start with a three-dimensional (3D) elastic energy, which behaves like the square of the $H^{1}$-norm of the displacement. When we consider dislocations in a single plane, as in the present model, this naturally reduces the problem from a 3D to a 2D problem and creates an energy as the square of the $H^{\frac{1}{2}}$-norm of the phase parameter, i.e., an energy like $\sum_{k \in \mathbb{Z}^{2}}|k||\widehat{\rho}|^{2}$, which is directly reflected into the 1-homogeneity in $k$ of the matrix $\widehat{C}^{0}(k)$.

Then we have the following result for the model of dynamics of junctions between dislocations.

THEOREM 1.1 (existence of a solution). Under assumptions (A) and (B), if $\rho^{0} \in\left(H^{1}\left(\mathbb{T}^{2}\right)\right)^{2}$, then, for any constant applied stress $\sigma^{0} \in \mathbb{R}^{2}$ and for any time $T>0$, there exists a solution $\rho$ of $(1.8)$ with $\rho \in C^{0}\left([0, T) ;\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2}\right)$.

As mentioned above, the uniqueness of the solution is not known. Let us also mention that (1.8) is a nonlocal system of scalar equations and can be sketched as the following equation:

$$
\begin{equation*}
v_{t}=|\nabla v|^{2}+\Delta v . \tag{1.10}
\end{equation*}
$$

Indeed, this comes from our assumption (A) that the convolution with the kernel behaves like a first order operator. A lot of work has been done on equations (or systems) like (1.10). Let us mention, for instance, the works of Boccardo, Murat, and Puel $[4,5,6]$ in which they study general equations including (1.10) and prove the existence result.

Equation (1.10) is also similar to the Navier-Stokes equations written for the potential $A$ such that the velocity of the fluid is given by $u=\operatorname{curl} A$ (see, for instance, Leray [17]).
1.4. Organization of the paper. In section 2 , we study an approximate problem of (1.8) where the right-hand side is approached by some term at most linear in the solution. The main result is proved in section 3. In a first subsection, we give some a priori estimates for the solution of the approximate problem, and then, in a second subsection, we pass to the limit in the approximate problem.
1.5. Notation. In what follows, we will denote by $C$ a generic constant, which will then satisfy $C+C=C, C \cdot C=C$, and so on. We also use the following set:

$$
W^{2,1 ; p}\left(Q_{T}\right)=\left\{u \in L^{p}\left(Q_{T}\right) ; u_{t} \in L^{p}\left(Q_{T}\right) \text { and } \frac{\partial^{2} u}{\partial x_{i}, \partial x_{j}} \in L^{p}\left(Q_{T}\right) \text { for } i, j=1,2\right\},
$$

where $Q_{T}=(0, T) \times \mathbb{T}^{2}$.
2. An approximate problem. We first start to approximate the right-hand side of (1.8) by some term at most linear in the solution. To this end, we introduce a function $h^{n}$ defined by

$$
h^{n}(r)=h^{0}(r-n)
$$

with

$$
h^{0}(r)= \begin{cases}1 & \text { if } \\ 1-r \leq 0, \\ 0 & \text { if } \quad 0 \leq r \leq 1, \\ 0 & \text { if }\end{cases}
$$

We then look at the following approximate problem:

$$
\begin{cases}\rho_{t}-\epsilon \Delta \rho=f^{n}[\rho] & \text { on } \quad Q_{T}:=(0, T) \times \mathbb{T}^{2},  \tag{2.1}\\ \rho(0, \cdot)=\rho^{0} & \text { on } \mathbb{T}^{2},\end{cases}
$$

where

$$
f^{n}[\rho]=h^{n}(|\nabla \rho|)|\nabla \rho|^{-1}(\nabla \rho)^{T} \cdot \nabla \rho \cdot \sigma[\rho]
$$

and $\sigma[\rho]$ is given in (1.5) and is at most linear in $\rho$.

The natural idea to find a solution to (2.1) is to define the map $\Phi$ which associates to any function $u$, the solution $\rho=\Phi(u)$ of

$$
\begin{cases}\rho_{t}-\epsilon \Delta \rho=f^{n}[u] & \text { on } \quad Q_{T}:=(0, T) \times \mathbb{T}^{2}  \tag{2.2}\\ \rho(0, \cdot)=\rho^{0} & \text { on } \mathbb{T}^{2}\end{cases}
$$

and to prove that $\Phi$ has a fixed point in a suitable space. This way, we will prove the following result.

THEOREM 2.1 (existence of a solution for the approximate problem). If $\rho^{0} \in$ $\left(H^{1}\left(\mathbb{T}^{2}\right)\right)^{2}$, then, for any $n \geq 1$ and any $T>0$, there exists a solution $\rho^{n}$ of (2.1) with $\rho^{n} \in L^{2}\left((0, T) ;\left(H^{2}\left(\mathbb{T}^{2}\right)\right)^{2}\right) \cap C^{0}\left([0, T) ;\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}\right)$.

In this section, we will give the proof of this theorem. In a first subsection, we will collect some preliminary results, and, in a second subsection, we will prove that $\Phi$ has a fixed point.

### 2.1. Preliminary results. The following lemma will be important.

Lemma 2.2 (estimate on $C^{0} \star \rho$ ). For any $p \in(1,+\infty)$, there exists a constant $C$ (depending on $p$ and on the constant $m$ defined in assumption (A)) such that, for any $\rho \in\left(W^{1, p}\left(\mathbb{T}^{2}\right)\right)^{2}$, we have

$$
\begin{equation*}
\left\|C^{0} \star \rho\right\|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq C\|\nabla \rho\|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}} \tag{2.3}
\end{equation*}
$$

Partial proof of Lemma 2.2. Let us make the proof for $p=2$. We have, with $\sigma=\sigma[\rho]$,

$$
\begin{aligned}
\left|C^{0} \star \rho\right|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2} & =\sum_{k \in \mathbb{Z}^{2}}\left|\left(\widehat{C^{0} \star \rho}\right)(k)\right|^{2} \\
& =\sum_{k \in \mathbb{Z}^{2}}\left|\widehat{C}^{0}(k) \cdot \widehat{\rho}(k)\right|^{2} \\
& \leq \frac{1}{m^{2}} \sum_{k \in \mathbb{Z}^{2}}|k|^{2}|\widehat{\rho}(k)|^{2} \\
& \leq \frac{1}{(2 \pi m)^{2}} \sum_{k \in \mathbb{Z}^{2}}|\widehat{\nabla \rho}(k)|^{2} \\
& =\frac{1}{(2 \pi m)^{2}}|\nabla \rho|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}}^{2}
\end{aligned}
$$

which provides the result in the case $p=2$.
The proof for the general case $p \in(1,+\infty)$ is given in Appendix A.
An immediate corollary is the following estimate on the stress.
Corollary 2.3 (estimate on $\sigma[\rho]$ ). For any $p \in(1,+\infty)$, there exists a constant $C$ (depending on $p$, on the constant $\sigma^{0}$, on the potential $W$, and on the constant $m$ defined in assumption (A)) such that, for any $\rho \in\left(W^{1, p}\left(\mathbb{T}^{2}\right)\right)^{2}$, we have

$$
\begin{equation*}
\|\sigma[\rho]\|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq C\left(1+\|\nabla \rho\|_{\left.\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}\right)}\right. \tag{2.4}
\end{equation*}
$$

We will also need the following result.
Lemma 2.4 (estimate on $f^{n}[u]$ ). If $u \in\left(H^{1}\left(\mathbb{T}^{2}\right)\right)^{2}$, then $f^{n}[u] \in\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}$ with the following estimate:

$$
\left\|f^{n}[u]\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq C(n+1)\left(1+\|\nabla u\|_{L^{2}\left(\mathbb{T}^{2}\right)^{2 \times 2}}\right)
$$

where the constant $C$ depends on $\sigma^{0}$, on the potential $W$, and on the constant $m$ defined in assumption (A).

Proof of Lemma 2.4. Since $\operatorname{supp}\left(h^{n}\right) \subset[0, n+1]$, the following holds:

$$
\begin{equation*}
\left|f^{n}[u]\right| \leq(n+1)|\sigma[u]|, \tag{2.5}
\end{equation*}
$$

where we have used the fact that $\left|B^{T} \cdot B \cdot p\right| \leq|B|^{2}|p|$ for $B \in \mathbb{R}^{2 \times 2}$ and $p \in \mathbb{R}^{2}$. Then

$$
\begin{aligned}
\left\|f^{n}[u]\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}} & \leq(n+1)\|\sigma[u]\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}} \\
& \leq C(n+1)\left(1+\|\nabla u\|_{L^{2}\left(\mathbb{T}^{2}\right)^{2 \times 2}}\right)
\end{aligned}
$$

where we have used Corollary 2.3.
We now recall some classical results. We start with the following parabolic estimates for the following equation:

$$
\begin{cases}g_{t}-\epsilon \Delta g=f & \text { on } \quad Q_{T}:=(0, T) \times \mathbb{T}^{2}  \tag{2.6}\\ g(0, \cdot)=g^{0} & \text { on } \quad \mathbb{T}^{2}\end{cases}
$$

Proposition 2.5 (parabolic estimates for the heat equation). Let $g^{0} \in H^{1}\left(\mathbb{T}^{2}\right)$ and $f \in L^{2}\left(Q_{T}\right)$. Then there exists a unique solution $g$ to (2.6) with

$$
\begin{equation*}
g \in L^{2}\left((0, T) ; H^{2}\left(\mathbb{T}^{2}\right)\right) \cap L^{\infty}\left((0, T) ; H^{1}\left(\mathbb{T}^{2}\right)\right), \quad g_{t} \in L^{2}\left(Q_{T}\right) \tag{2.7}
\end{equation*}
$$

We have the following estimate:

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\|g(t)\|_{H^{1}\left(\mathbb{T}^{2}\right)}+\|g\|_{L^{2}\left((0, T) ; H^{2}\left(\mathbb{T}^{2}\right)\right)}+\left\|g_{t}\right\|_{L^{2}\left((0, T) ; L^{2}\left(\mathbb{T}^{2}\right)\right)} \\
\leq & C_{T}\left(\|f\|_{L^{2}\left(Q_{T}\right)}+\left\|g^{0}\right\|_{H^{1}\left(\mathbb{T}^{2}\right)}\right), \tag{2.8}
\end{align*}
$$

where the constant $C_{T}$ depends only on $T$ and $\varepsilon$.
Moreover, we have

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}} g^{2}(t)+4 \varepsilon \int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla g|^{2} \leq 4 \int_{\mathbb{T}^{2}}\left(g^{0}\right)^{2}+16 T \int_{0}^{T} \int_{\mathbb{T}^{2}} f^{2} \tag{2.9}
\end{equation*}
$$

Proof of Proposition 2.5. For the proof of (2.7)-(2.8), we refer to Evans [11, Theorem 5, p. 360].

To prove (2.9), we simply multiply (2.6) by $g$ and integrate over $\mathbb{T}^{2}$ and $(0, t)$, taking the supremum for $0 \leq t \leq T$. We get

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}} \frac{g^{2}(t)}{2} \leq \sup _{0 \leq t \leq T}\left(\int_{\mathbb{T}^{2}} \frac{g^{2}(t)}{2}+\varepsilon \int_{0}^{t} \int_{\mathbb{T}^{2}}|\nabla g|^{2}\right) \leq \int_{\mathbb{T}^{2}} \frac{\left(g^{0}\right)^{2}}{2}+\int_{0}^{T} \int_{\mathbb{T}^{2}}|g f| \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon \int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla g|^{2} \leq \int_{\mathbb{T}^{2}} \frac{g^{2}(T)}{2}+\varepsilon \int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla g|^{2} \leq \int_{\mathbb{T}^{2}} \frac{\left(g^{0}\right)^{2}}{2}+\int_{0}^{T} \int_{\mathbb{T}^{2}}|g f| \tag{2.11}
\end{equation*}
$$

Summing (2.10) and (2.11), we finally get

$$
\sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}} \frac{g^{2}(t)}{2}+\varepsilon \int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla g|^{2} \leq \int_{\mathbb{T}^{2}}\left(g^{0}\right)^{2}+2 \int_{0}^{T} \int_{\mathbb{T}^{2}}|g f| .
$$

We now use the fact that

$$
\begin{aligned}
2 \int_{0}^{T} \int_{\mathbb{T}^{2}}|g f| & \leq 2\left(\int_{0}^{T} \int_{\mathbb{T}^{2}} g^{2}\right)^{\frac{1}{2}} \cdot\left(\int_{0}^{T} \int_{\mathbb{T}^{2}} f^{2}\right)^{\frac{1}{2}} \\
& \leq 2\left(T \sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}} g^{2}(t)\right)^{\frac{1}{2}} \cdot\left(\int_{0}^{T} \int_{\mathbb{T}^{2}} f^{2}\right)^{\frac{1}{2}} \\
& \leq \frac{1}{4} \sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}} g^{2}(t)+4 T \int_{0}^{T} \int_{\mathbb{T}^{2}} f^{2}
\end{aligned}
$$

which implies the result.
We also recall the following theorem.
Theorem 2.6 (Schaefer's fixed point theorem). Let $X$ be a real Banach space. Suppose that

$$
\Phi: X \rightarrow X
$$

is a continuous and compact mapping. Assume further that the set

$$
\{u \in X, \quad u=\lambda \Phi(u) \quad \text { for some } \quad \lambda \in[0,1]\}
$$

is bounded. Then $\Phi$ has a fixed point.
For the proof of this theorem, we refer to Evans [11, Theorem 4, p. 504].
Finally, we will need some compactness argument and a weak continuity property contained in the following two classical results.

Proposition 2.7 (compactness). We recall that

$$
W^{2,1 ; 2}\left(Q_{T}\right)=\left\{g \in L^{2}\left((0, T) ; H^{2}\left(\mathbb{T}^{2}\right)\right), \quad g_{t} \in L^{2}\left(Q_{T}\right)\right\}
$$

Then the injection

$$
W^{2,1 ; 2}\left(Q_{T}\right) \longrightarrow L^{2}\left((0, T) ; H^{1}\left(\mathbb{T}^{2}\right)\right) \quad \text { is compact. }
$$

For the proof of this result, we refer to Lions [18, Theorem 5.1, p. 58].
Proposition 2.8 (continuity). With the notation of Proposition 2.7, let us consider a sequence $\left(g^{m}\right)_{m}$ such that

$$
g^{m} \rightharpoonup g \quad \text { weakly in } \quad W^{2,1 ; 2}\left(Q_{T}\right)
$$

We assume, also, that $g_{\mid t=0}^{m}=\rho^{0}$. Then

$$
g_{\mid t=0}=\rho^{0} .
$$

This result is classical, but for the reader's convenience we give the proof in Appendix A.
2.2. Proof of Theorem 2.1. We are now ready to make the proof of Theorem 2.1. To this end, for any $T>0$, we set

$$
X_{T}=L^{2}\left((0, T) ; H^{1}\left(\mathbb{T}^{2}\right)\right)
$$

In all that follows, the index $n$ is assumed fixed. We first remark that if $u \in X_{T}^{2}$, then $f^{n}[u] \in\left(L^{2}\left(Q_{T}\right)\right)^{2}$, and then we can consider the solution $\rho$ of

$$
\begin{cases}\rho_{t}-\epsilon \Delta \rho=f^{n}[u] & \text { on } \quad Q_{T}:=(0, T) \times \mathbb{T}^{2}  \tag{2.12}\\ \rho(0, \cdot)=\rho^{0} & \text { on } \mathbb{T}^{2}\end{cases}
$$

which satisfies $\rho \in X_{T}^{2}$ because of the parabolic estimates of Proposition 2.5. Then we set $\Phi(u)=\rho$ and see that $\Phi$ maps $X_{T}^{2}$ into $X_{T}^{2}$. We will prove that $\Phi$ admits a fixed point using Schaefer's fixed point theorem. We do the proof in four steps.

Step 1 (weak continuity of $\Phi$ ). Let us consider sequences $\left(u^{m}\right)_{m},\left(\rho^{m}\right)_{m}$ such that

$$
\left\{\begin{array}{l}
u^{m} \in X_{T}^{2}, \quad \rho^{m}=\Phi\left(u^{m}\right) \\
u^{m} \longrightarrow u \quad \text { in } \quad X_{T}^{2}
\end{array}\right.
$$

From Lemma 2.4, we deduce that

$$
\begin{equation*}
\left\|f^{n}\left[u^{m}\right]\right\|_{\left(L^{2}\left(Q_{T}\right)\right)^{2}} \leq C(n+1)\left(1+\left\|u^{m}\right\|_{X_{T}^{2}}\right) \tag{2.13}
\end{equation*}
$$

From the parabolic estimates (Proposition 2.5), we deduce that $\rho^{m}$ is bounded in $\left(W^{2,1 ; 2}\left(Q_{T}\right)\right)^{2}$; i.e., there exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|\rho^{m}\right\|_{\left(W^{2,1 ; 2}\left(Q_{T}\right)\right)^{2}} \leq C \tag{2.14}
\end{equation*}
$$

Therefore, up to a subsequence, we have

$$
\rho^{m} \rightharpoonup \rho \quad \text { in } \quad\left(W^{2,1 ; 2}\left(Q_{T}\right)\right)^{2}
$$

and, from Proposition 2.8, we deduce that

$$
\rho_{\mid t=0}=\rho^{0} \quad \text { on } \quad \mathbb{T}^{2}
$$

We now claim that

$$
\begin{equation*}
f^{n}\left[u^{m}\right] \longrightarrow f^{n}[u] \quad \text { in } \quad L^{1}\left(Q_{T}\right) \tag{2.15}
\end{equation*}
$$

Indeed, we can write

$$
f^{n}[u]=g^{n}(\nabla u) \cdot \sigma[u] \quad \text { with } \quad g^{n}(\nabla u):=h^{n}(|\nabla u|)|\nabla u|^{-1}(\nabla u)^{T} \cdot \nabla u
$$

From Lemma 2.2, for $p=2$, and the continuity of $W^{\prime}$, we already deduce that

$$
\begin{equation*}
\sigma\left[u^{m}\right] \longrightarrow \sigma[u] \quad \text { in } \quad L^{2}\left(Q_{T}\right) \tag{2.16}
\end{equation*}
$$

From the convergence of $u^{m}$ to $u$ in $X_{T}^{2}$, we deduce that, up to a subsequence, we have $\nabla u^{m} \longrightarrow \nabla u$ a.e. in $Q_{T}$. Now, from the fact that $g^{n}$ is continuous and bounded, we deduce, in particular, that

$$
\begin{equation*}
g^{n}\left(\nabla u^{m}\right) \longrightarrow g^{n}(\nabla u) \quad \text { in } \quad L^{2}\left(Q_{T}\right) \tag{2.17}
\end{equation*}
$$

Then the convergence (2.15) follows from (2.16) and (2.17).
Therefore, we conclude that $\rho$ solves (2.12). Finally, by uniqueness of the solutions of (2.12), we deduce that the limit $\rho$ does not depend on the choice of the subsequence and then that the full sequence converges:

$$
\rho^{m} \rightharpoonup \rho \quad \text { weakly in } \quad\left(W^{2,1 ; 2}\left(Q_{T}\right)\right)^{2}, \quad \text { with } \quad \rho=\Phi(u)
$$

Step 2 (compactness of $\Phi$ ). The compactness (and the usual strong continuity) of $\Phi$ follows from the compactness of the injection $\left(W^{2,1 ; 2}\left(Q_{T}\right)\right)^{2} \longrightarrow X_{T}^{2}$ (see Proposition 2.7).

Step 3 (a priori bounds on the solutions of $u=\lambda \Phi(u)$ for $T$ small). Let us consider a solution $u$ of

$$
\begin{equation*}
u=\lambda \Phi(u) \quad \text { for some } \quad \lambda \in[0,1] . \tag{2.18}
\end{equation*}
$$

Then, from the parabolic estimates (2.9), we have

$$
\begin{aligned}
& \sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}}|u(t)|^{2}+4 \varepsilon \int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla u|^{2} \\
\leq & 4 \int_{\mathbb{T}^{2}}\left|\rho^{0}\right|^{2}+16 T \int_{0}^{T} \int_{\mathbb{T}^{2}}\left|\lambda f^{n}[u]\right|^{2} \\
\leq & 4 \int_{\mathbb{T}^{2}}\left|\rho^{0}\right|^{2}+32 T C^{2}(n+1)^{2}\left(T+\int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla u|^{2}\right)
\end{aligned}
$$

where, in the third line, we have used Lemma 2.4 and the fact that $|\lambda| \leq 1$. Therefore, for

$$
\begin{equation*}
T \leq T^{*}:=\left(16 C^{2}(n+1)^{2}\right)^{-1} \varepsilon \tag{2.19}
\end{equation*}
$$

we have

$$
\sup _{0 \leq t \leq T} \int_{\mathbb{T}^{2}}|u(t)|^{2}+2 \varepsilon \int_{0}^{T} \int_{\mathbb{T}^{2}}|\nabla u|^{2} \leq 4 \int_{\mathbb{T}^{2}}\left|\rho^{0}\right|^{2}+2 \varepsilon T
$$

which proves that there exists a constant $C>0$ such that any solution of (2.18) satisfies

$$
\|u\|_{X_{T}^{2}} \leq C
$$

We can then apply Schaefer's fixed point theorem (Theorem 2.6) to deduce that $\Phi$ has a fixed point on $X_{T}^{2}$, and, therefore, there is a solution $\rho$ of (2.1) on the time interval $(0, T)$ if $T$ satisfies (2.19), i.e., if $T$ is small enough independently on the initial data $\rho^{0}$.

Step 4 (solution for any time). Let us call $\rho\left(\rho^{0}, t\right)$ the function $\rho(t, \cdot)$ obtained at Step 3 as a solution of (2.1) on the time interval $\left[0, T^{*}\right)$ with initial data $\rho^{0}$. From the parabolic estimates (Proposition 2.5), we also know that $\rho(t, \cdot) \in\left(H^{1}\left(\mathbb{T}^{2}\right)\right)^{2}$ for any $t \in\left[0, T^{*}\right)$. Then we can define with $\tau=T^{*} / 2$

$$
u(0)=\rho^{0} \quad \text { and } \quad u(t)=\rho(u(k \tau), t) \quad \text { if } \quad k \tau \leq t<(k+1) \tau \quad \text { with } \quad k \in \mathbb{N}
$$

Using the fact that $u_{t} \in L_{l o c}^{2}\left((0,+\infty) ;\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}\right)$ and the fact that the problem is invariant by translation in time, we can easily check that $u$ solves (2.1) for any $T>0$ and provides the desired solution $\rho^{n}=u$ of Theorem 2.1.

This ends the proof of Theorem 2.1.

## 3. A priori estimates and proof of Theorem 1.1.

3.1. A priori estimates. We have the following a priori estimates.

Lemma 3.1 (a priori estimates). There exists a constant $C>0$ such that, for all $T>0, n \geq 1$, and $0<\varepsilon<1$, any solution $\rho^{n}$ of (2.1) given by Theorem 2.1 satisfies

$$
\begin{align*}
\left\|\rho^{n}\right\|_{L^{\infty}\left((0, T) ;\left(H^{\frac{1}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}\right)} & \leq C e^{\frac{C T}{\varepsilon}}  \tag{3.1}\\
\left\|\rho^{n}\right\|_{L^{2}\left((0, T) ;\left(H^{\frac{3}{2}}(\mathbb{T})\right)^{2}\right)}^{2} & \leq \frac{C}{\varepsilon} e^{\frac{C T}{\varepsilon}} \tag{3.2}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-\frac{1}{2}} \nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right\|_{\left(L^{2}\left(Q_{T}\right)\right)^{2}}^{2} \leq C e^{\frac{C T}{\varepsilon}} \tag{3.3}
\end{equation*}
$$

Proof of Lemma 3.1.
Step 1 (preliminaries on the energy). We first recall the expression of the energy for a general $\mathbb{Z}^{2}$-periodic smooth function $\rho(x)=\left(\rho_{1}(x), \rho_{2}(x)\right)$ :

$$
\mathcal{E}(\rho)=\int_{\mathbb{T}^{2}}-\frac{1}{2}\left(C^{0} \star \rho\right) \cdot \rho-\sigma^{0} \cdot \rho+W(\rho) .
$$

For future use, we start to evaluate from below the first term in the energy, using Fourier series

$$
\begin{aligned}
\int_{\mathbb{T}^{2}}-\left(C^{0} \star \rho\right) \cdot \rho & =\sum_{k \in \mathbb{Z}^{2}}-\left(\widehat{C^{0} \star \rho}\right)(k) \cdot \widehat{\rho}^{*}(k) \\
& =\sum_{k \in \mathbb{Z}^{2}}-\left(\widehat{C}^{0}(k) \cdot \widehat{\rho}(k)\right) \cdot \widehat{\rho}^{*}(k) \\
& \geq m \sum_{k \in \mathbb{Z}^{2}}|k||\widehat{\rho}(k)|^{2}
\end{aligned}
$$

where we have used, in the first line, the fact that $\rho$ and $C^{0}$ are real, and, in the last line, we have used assumption (A). Then we define

$$
\|\rho\|_{\left(\dot{H}^{\frac{1}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2}:=\sum_{k \in \mathbb{Z}^{2}}|k||\widehat{\rho}(k)|^{2} .
$$

Similarly, we compute

$$
\begin{aligned}
& \int_{\mathbb{T}^{2}}-\left(C^{0} \star(\nabla \rho)^{T}\right): \nabla \rho \\
= & (2 \pi)^{2} \sum_{k \in \mathbb{Z}^{2}}-\left(\widehat{C}^{0}(k) \cdot \widehat{\rho}(k) \otimes(i k)\right):(i k)^{*} \otimes \widehat{\rho}^{*}(k) \\
= & (2 \pi)^{2} \sum_{k \in \mathbb{Z}^{2}}-|k|^{2}\left(\widehat{C}^{0}(k) \cdot \widehat{\rho}(k)\right): \widehat{\rho}^{*}(k) \\
\geq & (2 \pi)^{2} m \sum_{k \in \mathbb{Z}^{2}}|k|^{3}|\widehat{\rho}(k)|^{2}
\end{aligned}
$$

where we have used assumption (A) in the last line. Then we define

$$
\|\rho\|_{\left(\dot{H}^{\frac{3}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2}:=\sum_{k \in \mathbb{Z}^{2}}|k|^{3}|\widehat{\rho}(k)|^{2}
$$

Step 2 (estimate on the time derivative of the energy). Let us fix $T>0$. We know that any solution $\rho^{n}$ given by Theorem 2.1 belongs to the space $W^{2,1 ; 2}\left(Q_{T}\right)$. In particular, using the following general fact (because of assumption (A))

$$
\int_{\mathbb{T}^{2}}-\left(C^{0} \star \rho\right) \cdot \rho=\operatorname{Re}\left(\sum_{k \in \mathbb{Z}^{2}}-|k|\left(\hat{C}^{0}\left(\frac{k}{|k|}\right) \cdot \widehat{\rho}(k)\right) \cdot \widehat{\rho}^{*}(k)\right)
$$

we deduce that the energy $\mathcal{E}\left(\rho^{n}(t)\right)$ is well-defined for almost every $t \in[0, T)$ and that, for almost every time $t \in[0, T)$, we have

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}\left(\rho^{n}(t)\right)= & \int_{\mathbb{T}^{2}}-\sigma\left[\rho^{n}\right] \cdot \rho_{t}^{n} \\
= & \int_{\mathbb{T}^{2}}-h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2}-\varepsilon \sigma\left[\rho^{n}\right] \cdot \Delta \rho^{n} \\
= & \int_{\mathbb{T}^{2}}-h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2} \\
& -\int_{\mathbb{T}^{2}} \varepsilon\left\{W^{\prime \prime}\left(\rho^{n}\right):\left(\left(\nabla \rho^{n}\right)^{T} \cdot \nabla \rho^{n}\right)-\left(C^{0} \star\left(\nabla \rho^{n}\right)^{T}\right): \nabla \rho^{n}\right\} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& \frac{d}{d t} \mathcal{E}\left(\rho^{n}(t)\right)+\int_{\mathbb{T}^{2}} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2} \\
\leq & C \varepsilon\left\{\int_{\mathbb{T}^{2}}\left|\nabla \rho^{n}\right|^{2}+\left(C^{0} \star\left(\nabla \rho^{n}\right)^{T}\right): \nabla \rho^{n}\right\} . \tag{3.4}
\end{align*}
$$

But now (with a generic constant $C$ )

$$
\begin{aligned}
\left\|\nabla \rho^{n}\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}}^{2} & \leq C \sum_{k \in \mathbb{Z}^{2}}|k|^{2}\left|\widehat{\rho}^{n}(k)\right|^{2} \\
& \leq C \sum_{k \in \mathbb{Z}^{2}}|k|^{\frac{3}{2}}\left|\hat{\rho}^{n}(k)\right| \cdot|k|^{\frac{1}{2}}\left|\hat{\rho}^{n}(k)\right| \\
& \leq C\left(\sum_{k \in \mathbb{Z}^{2}} \frac{1}{2 \alpha}|k|^{3}\left|\hat{\rho}^{n}(k)\right|^{2}+\frac{\alpha}{2}|k|\left|\hat{\rho}^{n}(k)\right|^{2}\right) \\
& \leq C\left(\int_{\mathbb{T}^{2}}-\frac{1}{\alpha}\left(C^{0} \star\left(\nabla \rho^{n}\right)^{T}\right): \nabla \rho^{n}+\int_{\mathbb{T}^{2}}-\alpha\left(C^{0} \star \rho^{n}\right) \cdot \rho^{n}\right)
\end{aligned}
$$

where $\hat{\rho}^{n}(k)$ are the Fourier coefficients of $\rho^{n}$ and $\alpha$ is a constant which will be precised later. We then deduce finally that

$$
\begin{align*}
& \frac{d}{d t} \mathcal{E}\left(\rho^{n}(t)\right)+\int_{\mathbb{T}^{2}} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2} \\
& \leq-C \varepsilon\left(1-\frac{1}{\alpha}\right) \int_{\mathbb{T}^{2}}-\left(C^{0} \star\left(\nabla \rho^{n}\right)^{T}\right): \nabla \rho^{n}+C \varepsilon \alpha \int_{\mathbb{T}^{2}}-\left(C^{0} \star \rho^{n}\right) \cdot \rho^{n}  \tag{3.5}\\
& \leq-C \varepsilon\left\|\rho^{n}(t)\right\|_{\left(\dot{H}^{\frac{3}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2}+C \varepsilon\left(1+\mathcal{E}\left(\rho^{n}(t)\right)+\left|\sigma^{0}\right|\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right|\right)
\end{align*}
$$

for $\alpha$ chosen large enough, with $C$ a suitable positive constant.

Step 3 (estimate on the time derivative of the mean value of the solution). Integrating in space equation (2.1), we get

$$
\frac{d}{d t} \int_{\mathbb{T}^{2}} \rho^{n}(t)=\int_{\mathbb{T}^{2}} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left(\nabla \rho^{n}\right)^{T} \cdot \nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]
$$

and then

$$
\begin{gather*}
\frac{d}{d t}\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right| \leq  \tag{3.6}\\
\leq \int_{\mathbb{T}^{2}}\left(h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|\right)^{\frac{1}{2}} \cdot\left(\left(h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\right)^{\frac{1}{2}}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|\right) \\
\leq \int_{\mathbb{T}^{2}}\left(1+\left|\sigma^{0}\right|\right) h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right| \\
\quad+\frac{1}{4\left(1+\left|\sigma^{0}\right|\right)} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2} .
\end{gather*}
$$

Step 4 (estimate on the energy). Setting

$$
\begin{equation*}
F^{n}(t)=1+\mathcal{E}\left(\rho^{n}(t)\right)+\left(1+\left|\sigma^{0}\right|\right)\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right|+\left(1+\left|\sigma^{0}\right|\right)^{4} \tag{3.7}
\end{equation*}
$$

we deduce from (3.5) and (3.6) that

$$
\begin{aligned}
& \frac{d}{d t} F^{n}(t)+\frac{3}{4} \int h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2} \\
\leq & -C \varepsilon\left\|\rho^{n}(t)\right\|^{2}\left(\dot{H}^{\frac{3}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}+C \varepsilon\left(1+\mathcal{E}\left(\rho^{n}(t)\right)+\left|\sigma^{0}\right|\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right|\right) \\
& +\left(1+\left|\sigma^{0}\right|\right)^{2} \int_{\mathbb{T}^{2}} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right| .
\end{aligned}
$$

Now we remark that

$$
\begin{aligned}
\left(1+\left|\sigma^{0}\right|\right)^{2} \int_{\mathbb{T}^{2}} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right| & \leq\left(1+\left|\sigma^{0}\right|\right)^{2} \int_{\mathbb{T}^{2}}\left|\nabla \rho^{n}\right| \\
& \leq \frac{C \varepsilon}{2} \int_{\mathbb{T}^{2}}\left|\nabla \rho^{n}\right|^{2}+\frac{\left(1+\left|\sigma^{0}\right|\right)^{4}}{2 C \varepsilon}
\end{aligned}
$$

Using the fact that (since the domain is bounded)

$$
\int_{\mathbb{T}^{2}}\left|\nabla \rho^{n}\right|^{2} \leq\left\|\rho^{n}(t)\right\|_{\left(\dot{H}^{\frac{3}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2}
$$

we get

$$
\begin{align*}
& \frac{d}{d t} F^{n}(t)+\frac{3}{4} \int_{\mathbb{T}^{2}} h^{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-1}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|^{2}+\frac{C \varepsilon}{2}\left\|\rho^{n}(t)\right\|_{\left(\dot{H}^{\frac{3}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}}  \tag{3.8}\\
& \leq C \varepsilon\left(1+\mathcal{E}\left(\rho^{n}(t)\right)+\left|\sigma^{0}\right|\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right|\right)+\frac{\left(1+\left|\sigma^{0}\right|\right)^{4}}{2 C \varepsilon} \\
& \leq \frac{C}{\varepsilon} F^{n}(t) .
\end{align*}
$$

This implies, using the Gronwall lemma,

$$
\begin{equation*}
F^{n}(t) \leq F^{n}(0) e^{\frac{C}{\varepsilon} t} \tag{3.9}
\end{equation*}
$$

Step 5 (estimate on $\rho^{n}$ ). Let us first remark that

$$
\begin{equation*}
\mathcal{E}\left(\rho^{n}(t)\right) \geq \int-\frac{1}{2}\left(C^{0} \star \rho^{n}\right) \cdot \rho^{n}-\left|\sigma^{0}\right|\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right| \tag{3.10}
\end{equation*}
$$

Using (3.9), (3.10), and the definition of $F^{n}(t)$ yields

$$
\int_{\mathbb{T}^{2}}-\frac{1}{2}\left(C^{0} \star \rho^{n}\right) \cdot \rho^{n}+\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right| \leq C e^{\frac{C}{\varepsilon} t}
$$

Using Step 1, we then get

$$
\left\|\rho^{n}\right\|_{L^{\infty}\left((0, T) ;\left(\dot{H}^{\frac{1}{2}}\left(\mathbb{T}^{2}\right)\right)^{2}\right)}^{2} \leq C e^{\frac{C}{\varepsilon} T} \quad \text { and } \quad\left|\int_{\mathbb{T}^{2}} \rho^{n}(t)\right| \leq C e^{\frac{C}{\varepsilon} T}
$$

This implies (3.1). Taking the integral $\int_{0}^{T}$ in (3.8) and using the fact that $\forall t \leq T$, $F^{n}(t) \geq 0$, we get

$$
\left\|h_{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-\frac{1}{2}}\left|\nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right|\right\|_{\left(L^{2}\left(Q_{T}\right)\right)^{2}}^{2}+\varepsilon C\left\|\rho^{n}\right\|_{L^{2}\left((0, T) ;\left(\dot{H}^{\frac{3}{2}}\left(\mathbb{T}^{2}\right)\right)\right)}^{2} \leq C e^{\frac{C}{\varepsilon} T}
$$

which implies (3.2) and (3.3).
3.2. Proof of Theorem 1.1. We are now able to prove Theorem 1.1. In this section, we denote by $C$ a generic constant which can depend on $\rho^{0}, \varepsilon$, and $T$ but which does not depend on $n$.

Proof of Theorem 1.1. Let $T>0$. The idea of the proof is to pass to the limit in (2.1). The only difficulty is to prove that the nonlinear term $f^{n}\left[\rho^{n}\right]$ converges in a certain sense to $|\nabla \rho|^{-1}(\nabla \rho)^{T} \cdot \nabla \rho \cdot \sigma[\rho]$, where $\rho$ is the limit of $\rho^{n}$ in an appropriate norm. The proof is decomposed into five steps.

Step 1 (a priori bound on $f^{n}\left[\rho^{n}\right]$ ). We have the following estimate on $f^{n}\left[\rho^{n}\right]$ :

$$
\begin{equation*}
\left\|f^{n}\left[\rho^{n}\right]\right\|_{\left(L^{\frac{4}{3}}\left(Q_{T}\right)\right)^{2}} \leq C \tag{3.11}
\end{equation*}
$$

To prove this, let us write

$$
f^{n}\left[\rho^{n}\right]=\left(\left|\nabla \rho^{n}\right|^{-1}\left(\nabla \rho^{n}\right)^{T}\right) \cdot\left(\left|\nabla \rho^{n}\right|^{\frac{1}{2}}\right)\left(h_{n}\left(\left|\nabla \rho^{n}\right|\right)\left|\nabla \rho^{n}\right|^{-\frac{1}{2}} \nabla \rho^{n} \cdot \sigma\left[\rho^{n}\right]\right)
$$

Using (3.3), we have that the last term is bounded in $\left(L^{2}\left(Q_{T}\right)\right)^{2}$ by $C$. Moreover, the first term is bounded by 1 in $\left(L^{\infty}\left(Q_{T}\right)\right)^{2 \times 2}$, and then we just have to bound the term $\left|\nabla \rho^{n}\right|^{\frac{1}{2}}$ in $L^{4}\left(Q_{T}\right)$. Using (3.2), we have

$$
\begin{equation*}
\left\|\left|\nabla \rho^{n}\right|^{\frac{1}{2}}\right\|_{L^{4}\left(Q_{T}\right)}=\left(\int_{Q_{T}}\left|\nabla \rho^{n}\right|^{2}\right)^{\frac{1}{4}} \leq\left\|\rho^{n}\right\|_{L^{2}\left((0, T) ;\left(H^{\frac{3}{2}}(\mathbb{T})\right)^{2}\right)}^{\leq C .} \tag{3.12}
\end{equation*}
$$

This implies (3.11).

Step 2 (strong convergence of $\nabla \rho^{n}$ in $\left.L^{2}\left((0, T) ;\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}\right)\right)$. Using the parabolic estimates for the heat equation (see [16, Chapter 4.3, p. 80 and Chapter 4.9, p. 341]) and Step 1, we get

$$
\begin{equation*}
\left\|\nabla \rho^{n}\right\|_{W^{\frac{1}{2} ; \frac{4}{3}}}\left((0, T) ;\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}\right) \leq C \tag{3.13}
\end{equation*}
$$

where, for a Banach space $B$,

$$
W^{\frac{1}{2} ; p}((0, T) ; B)=\left\{g \in L^{p}((0, T) ; B), \int_{0}^{T} \int_{0}^{T} \frac{\|g(t)-g(s)\|_{B}^{p}}{|t-s|^{\frac{1}{2} p+1}} d t d s<\infty\right\}
$$

is equipped with the following norm:

$$
\|g\|_{W^{\frac{1}{2} ; p}((0, T) ; B)}:=\left(\int_{0}^{T} \int_{0}^{T} \frac{\|g(t)-g(s)\|_{B}^{p}}{|t-s|^{\frac{1}{2} p+1}} d t d s\right)^{\frac{1}{p}} .
$$

Moreover, using (3.2) we get

$$
\begin{equation*}
\left\|\nabla \rho^{n}\right\|_{L^{2}\left((0, T) ;\left(H^{\frac{1}{2}}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}\right)} \leq C . \tag{3.14}
\end{equation*}
$$

We then use the following lemma.
Lemma 3.2 (compactness result). Let $\left(g_{n}\right)_{n}$ be a sequence uniformly bounded in

$$
L^{2}\left((0, T) ; H^{\frac{1}{2}}\left(\mathbb{T}^{2}\right)\right) \cap W^{\frac{1}{2} ; \frac{4}{3}}\left((0, T) ; L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right) ;
$$

then, for a subsequence,

$$
g_{n} \rightarrow g \text { strongly in } L^{2}\left((0, T) ; L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right) .
$$

Formally, the proof uses the fact that $H^{\frac{1}{2}} \subset L^{\frac{4}{3}}$ with compact injection in space, while the compactness in time comes from (3.13). We refer to Simon [21, Corollary 5 , p. 86] for a more general result and for the proof of this lemma.

Using (3.13), (3.14), and Lemma 3.2, we then deduce that, for a subsequence, $\nabla \rho^{n} \rightarrow \nabla \rho$ strongly in $L^{2}\left((0, T) ;\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2}\right)$ and almost everywhere.

Step 3. (weak convergence of $\sigma\left[\rho^{n}\right]$ in $\left.L^{2}\left((0, T) ;\left(L^{4}\left(\mathbb{T}^{2}\right)\right)^{2}\right)\right)$. We have $H^{\frac{1}{2}}\left(\mathbb{T}^{2}\right) \subset$ $L^{4}\left(\mathbb{T}^{2}\right)$ with continuous injection (see Adams [1, Theorem 7.57, p. 217]). So $L^{2}((0, T)$; $\left.H^{\frac{1}{2}}\left(\mathbb{T}^{2}\right)\right) \subset L^{2}\left((0, T) ; L^{4}\left(\mathbb{T}^{2}\right)\right)$ with continuous injection. We then deduce from (3.2) that

$$
\begin{equation*}
\left\|\nabla \rho^{n}\right\|_{L^{2}\left((0, T) ;\left(L^{4}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}\right)} \leq C . \tag{3.15}
\end{equation*}
$$

Using Lemma 2.2, we then get

$$
\begin{equation*}
\left\|C^{0} \star \rho^{n}\right\|_{L^{2}\left((0, T) ;\left(L^{4}\left(\mathbb{T}^{2}\right)\right)^{2}\right)} \leq C . \tag{3.16}
\end{equation*}
$$

Using the fact that the application $W_{x, t}^{2,1, \frac{4}{3}}\left(Q_{T}\right) \mapsto L^{\frac{4}{3}}\left(Q_{T}\right)$ is compact and the converse of the Lebesgue theorem, we deduce that $W^{\prime}\left(\rho^{n}\right) \rightarrow W^{\prime}(\rho)$ almost everywhere. This implies that $\sigma\left[\rho^{n}\right] \rightharpoonup \sigma[\rho]$ in $L^{2}\left((0, T) ;\left(L^{4}\left(\mathbb{T}^{2}\right)\right)^{2}\right)$.

Step 4. (passing to the limit). Using Steps 2 and 3 and the fact that $\left|\nabla \rho^{n}\right|^{-1} \nabla \rho^{n}$ is bounded by 1 , we deduce that

$$
f_{n}\left[\rho^{n}\right] \rightarrow|\nabla \rho|^{-1}(\nabla \rho)^{T} \cdot \nabla \rho \cdot \sigma[\rho] \quad \text { in the distributions sense. }
$$

By passing to the limit in (2.1), we obtain

$$
\begin{equation*}
\rho_{t}-\epsilon \Delta \rho=|\nabla \rho|^{-1}(\nabla \rho)^{T} \cdot \nabla \rho \cdot \sigma[\rho] \text { in } \mathcal{D}^{\prime}\left((0, T) \times \mathbb{T}^{2}\right) \tag{3.17}
\end{equation*}
$$

Step 5 (initial condition). Using the fact that $\rho_{t}^{n}$ are bounded uniformly in $L^{\frac{4}{3}}\left(Q_{T}\right)$ (by parabolic estimates for the heat equation and Step 1), we deduce that (uniformly in $n$ )

$$
\left\|\rho^{n}(t+h)-\rho^{n}(t)\right\|_{\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq C h^{\frac{1}{4}}\left\|\rho_{t}^{n}\right\|_{L^{\frac{4}{3}}\left((0, T) ;\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2}\right)}
$$

and then $\rho \in C^{0}\left((0, T) ;\left(L^{\frac{4}{3}}\left(\mathbb{T}^{2}\right)\right)^{2}\right)$ and $\rho_{\mid t=0}=\rho^{0}$.
This achieves the proof of Theorem 1.1.

## Appendix $\mathbf{A}$.

Full proof of Lemma 2.2. Here we do the proof for any $p \in(1,+\infty)$. Under assumption (A), there exists a constant $C>0$ depending only on $p$ such that the following result holds for any $\tilde{\rho} \in W^{1, p}\left(\mathbb{R}^{2}\right)$ :

$$
\left|\tilde{C}^{0} \star_{\mathbb{R}^{2}} \tilde{\rho}\right|_{\left(L^{p}\left(\mathbb{R}^{2}\right)\right)^{2}} \leq \frac{C}{m}|\nabla \tilde{\rho}|_{\left(L^{p}\left(\mathbb{R}^{2}\right)\right)^{2 \times 2}}
$$

where the Fourier transform of $\tilde{C}^{0}$ satisfies $\widehat{\tilde{C}}^{0}=M$ with $M$ as in (1.9).
This result can be found in the scalar case on $\mathbb{R}^{n}$ in Stein [22, Proposition 5, p. 251] or Coifman, Meyer [10, Theorem 9, p. 39 and Proposition 2, p. 41]. See, also, Calderon-Zygmund inequalities Theorem 2.7.2 in Morrey [19]. Here the convolution by $\tilde{C}^{0}$ is a multiplier operator in the class $S^{1}$ of pseudodifferential operators. We then get the result in the vectorial case, summing the scalar components. See, also, the book of Garroni and Menaldi [12] for complements on integro-differential operators.

The fact that the result holds on the torus $\mathbb{T}^{2}$ is then classical. We prove it for the convenience of the reader. To this end, we consider a smooth function $\varphi$ such that

$$
\varphi(x)=1 \quad \text { on } \quad[-1 / 3,1 / 3]^{2}, \quad \operatorname{supp} \varphi \subset[-2 / 3,2 / 3]^{2}, \quad \text { and } \quad 0 \leq \varphi \leq 1
$$

such that

$$
\sum_{k \in \mathbb{Z}^{2}} \varphi(x-k)=1
$$

For any smooth function $\rho: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}$, which is $\mathbb{Z}^{2}$-periodic, we then set for $K>0$

$$
\left(S_{2 K} \rho\right)(x)=\sum_{|k| \leq 2 K, k \in \mathbb{Z}^{2}} \varphi(x-k) \rho(x)
$$

Therefore, we get for $K>0$ large enough

$$
\begin{aligned}
& \left|B_{K}\right|\left\{\left|\tilde{C}^{0} \star_{\mathbb{R}^{2}} \rho\right|_{L^{p}\left((-1 / 2,1 / 2)^{2}\right)}+0(1 / K)\right\} \\
\leq & \left|\tilde{C}^{0} \star_{\mathbb{R}^{2}} \rho\right|_{L^{p}\left(B_{K}\right)} \\
\leq & \left|\tilde{C}^{0} \star_{\mathbb{R}^{2}}\left(S_{2 K} \rho\right)\right|_{L^{p}\left(\mathbb{R}^{2}\right)}+\left|\tilde{C}^{0} \star_{\mathbb{R}^{2}}\left(\rho-\left(S_{2 K} \rho\right)\right)\right|_{L^{p}\left(B_{K}\right)} \\
\leq & \frac{C}{m}\left|\nabla\left(S_{2 K} \rho\right)\right|_{L^{p}\left(\mathbb{R}^{2}\right)}+\left|\tilde{C}^{0} \star_{\mathbb{R}^{2}}\left(\rho-\left(S_{2 K} \rho\right)\right)\right|_{L^{p}\left(B_{K}\right)} \\
\leq & \frac{C}{m}\left|B_{2 K}\right|\left\{|\nabla \rho|_{\left(L^{p}(-1 / 2,1 / 2)\right)^{2 \times 2}}+0(1 / K)\right\}+|\rho|_{\left(L^{\infty}\left(\mathbb{R}^{2}\right)\right)^{2}}\left|B_{K}\right| \int_{|z| \geq K-1}\left|\tilde{C}^{0}(z)\right| .
\end{aligned}
$$

Using the fact that $\int_{|z| \geq K-1}\left|\tilde{C}^{0}(z)\right|=O(1 / K)$, dividing by $\left|B_{K}\right|$, and taking the limit as $K \longrightarrow+\infty$, we get

$$
\left|\tilde{C}^{0} \star_{\mathbb{R}^{2}} \rho\right|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq \frac{C}{m} \frac{\left|B_{2}\right|}{\left|B_{1}\right|}|\nabla \rho|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}}
$$

i.e.,

$$
\left|C^{0} \star_{\mathbb{T}^{2}} \rho\right|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq \frac{4 C}{m}|\nabla \rho|_{\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2 \times 2}}
$$

with

$$
C^{0}(x)=\sum_{k \in \mathbb{Z}^{2}} \tilde{C}^{0}(x-k)
$$

We then get the final result by density of smooth functions in $\left(W^{1, p}\left(\mathbb{T}^{2}\right)\right)^{2}$.
Proof of Proposition 2.8. For simplicity of notation, we denote by $g(t)$ the function $x \mapsto g(t, x)$. We have

$$
\begin{aligned}
\left\|g^{m}(t)-\rho^{0}\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}} & \leq \int_{0}^{t} d s\left\|g_{t}^{m}(s)\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}} \\
& \leq \sqrt{t}\left\|g_{t}^{m}\right\|_{\left(L^{2}\left(Q_{T}\right)\right)^{2}}
\end{aligned}
$$

Using the fact that $g^{m}$ is bounded uniformly in $W^{2,1 ; 2}\left(Q_{T}\right)$ (this is a consequence of the fact that $g^{m} \rightharpoonup g$ in $\left.W^{2,1 ; 2}\left(Q_{T}\right)\right)$, we get

$$
\begin{equation*}
\left\|g^{m}(t)-\rho^{0}\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}} \leq C \sqrt{t} \tag{A.1}
\end{equation*}
$$

Now let $\varphi \in C_{c}^{\infty}([0,+\infty), \mathbb{R})$ be such that $\varphi \geq 0$. Using (A.1), we get that

$$
\int_{0}^{t} d s\left\|g^{m}(s)-\rho^{0}\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2} \varphi(s) \leq C \int_{0}^{t} d s s \varphi(s)
$$

Using Fatou's lemma, we deduce that

$$
\int_{0}^{t}\left(\left\|g(s)-\rho^{0}\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2}-C s\right) \varphi(s) \leq 0
$$

Using that $\varphi \geq 0$ is arbitrary, we deduce that, for almost every $t$, we have

$$
\left\|g(t)-\rho^{0}\right\|_{\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{2}}^{2} \leq \sqrt{C t}
$$

This implies the result.
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# MINIMIZATION OF ELECTROSTATIC FREE ENERGY AND THE POISSON-BOLTZMANN EQUATION FOR MOLECULAR SOLVATION WITH IMPLICIT SOLVENT* 
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#### Abstract

In an implicit-solvent description of the solvation of charged molecules (solutes), the electrostatic free energy is a functional of concentrations of ions in the solvent. The charge density is determined by such concentrations together with the point charges of the solute atoms, and the electrostatic potential is determined by the Poisson equation with a variable dielectric coefficient. Such a free-energy functional is considered in this work for both the case of point ions and that of ions with a uniform finite size. It is proved for each case that there exists a unique set of equilibrium concentrations that minimize the free energy and that are given by the corresponding Boltzmann distributions through the equilibrium electrostatic potential. Such distributions are found to depend on the boundary data for the Poisson equation. Pointwise upper and lower bounds are obtained for the free-energy minimizing concentrations. Proofs are also given for the existence and uniqueness of the boundary-value problem of the resulting Poisson-Boltzmann equation that determines the equilibrium electrostatic potential. Finally, the equivalence of two different forms of such a boundaryvalue problem is proved.
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1. Introduction. It has long been realized that the electrostatic potential of a charged molecular system extremizes an electrostatic free-energy functional $[3,6,12$, $13,15,18,20,26,28,29]$. In a simple setting, this functional is given by
$F\left[c_{1}, \ldots, c_{M} ; \psi\right]=\int\left\{-\frac{\varepsilon}{8 \pi}|\nabla \psi|^{2}+\rho \psi+\beta^{-1} \sum_{j=1}^{M} c_{j}\left[\ln \left(\Lambda^{3} c_{j}\right)-1\right]-\sum_{j=1}^{M} \mu_{j} c_{j}\right\} d x$,
where $c_{1}, \ldots, c_{M}$ are ionic concentrations, $\psi$ is an electrostatic potential, $\varepsilon$ is the dielectric constant, $\rho$ is the charge density defined to be a linear combination of the ionic concentrations, $\beta$ is the inverse thermal energy, $\Lambda$ is the thermal de Broglie wavelength, and $\mu_{j}$ is the chemical potential of the $j$ th ionic species. Throughout, we use the electrostatics CGS units. We also use $\log x$ to denote the natural logarithm of $x>0$. Extremizing this functional with respect to the concentrations and the potential lead to the Boltzmann distribution of concentrations and the Poisson equation for the equilibrium potential, respectively $[3,6,12,13,15,26,28]$. Notice, however, that this free-energy functional is concave with respect to the electrostatic potential. Therefore, the extremizing concentrations and potential do not minimize this free-energy functional, rather they form an unstable saddle point of the system $[1,6,12,13]$. This flaw of theory is removed in the free-energy minimization approach that was proposed

[^133]

FIG. 1. The geometry of a solvation system with an implicit solvent.
in $[12,20]$. The key point in this new approach is that the electrostatic free-energy functional depends solely on the ionic concentrations and the electrostatic potential is determined by such concentrations through the Poisson equation. In the recent article [5], this free-energy minimization approach was revisited and applied to the implicit-solvent (or continuum-solvent) description of solvation.

The present work is a mathematical study of the free-energy minimization approach to the electrostatics applied to the solvation of molecules with an implicitsolvent. Such application introduces additional mathematical complications due to the presence of point charges in solutes and the dielectric boundaries. We consider both the case of point ions-ions modeled as points without volumes-and that of ions with a uniform finite size. The finite-size effect of ions is known to be important in continuum modeling of electrostatics in molecular systems. Our analysis shows particularly that the free-energy minimizing ionic concentrations are uniformly bounded from above and away from zero at each spatial point. This uniform boundedness, which is proved by somewhat tedious constructions, is a consequence of the property that the free-energy minimizing concentrations have a large entropy. We do not consider the more general case of ions with different sizes for which there seems no explicit Boltzmann distributions.

Consider now the solvation of charged molecules with an implicit solvent [27]. We divide the entire region $\Omega$ of the solvation system into the region of solute molecules $\Omega_{m} \subset \mathbb{R}^{3}$ that is possibly multiply connected, the region of solvent (such as salted water) $\Omega_{s} \subset \mathbb{R}^{3}$, and the solute-solvent interface $\Gamma=\partial \Omega_{m} \cap \partial \Omega_{s}$; cf. Figure 1. This interface $\Gamma$ serves as the dielectric boundary. Assume the solutes consist of $N$ atoms with the $i$ th one located at $x_{i}$ and carrying a charge $Q_{i}$. Assume also there are $M$ ionic species in the solvent with $q_{j}=e z_{j}$ the buck charge of the $j$ th ionic species, where $e$ is the elementary charge and $z_{j}$ the valence of $j$ th ionic species. Denote by $c_{j}=c_{j}(x)$ the local concentration at $x \in \Omega_{s}$ of the $j$ th ionic species. Following the common assumption that the mobile ions in the solvent cannot penetrate the dielectric boundary $\Gamma$, we define $c_{j}(x)=0$ for all $x \in \Omega_{m}$ and $1 \leq j \leq M$.

We consider two mean-field approximations of the electrostatic free energy of the solvation system as functionals of the local ionic concentrations $c=\left(c_{1}, \ldots, c_{M}\right)$ in the solvent region. In the first one, point ions are assumed, and the related electrostatic free-energy functional is given by $[5,12,19,20,26]$

$$
\begin{align*}
F_{0}[c]= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)+\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) \psi d x \\
& +\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} c_{j}\left[\log \left(a^{3} c_{j}\right)-1\right] d x-\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{j} c_{j} d x \tag{1.1}
\end{align*}
$$

In the second approximation, all ions are assumed to have a uniform linear size, and the related free-energy functional is given by [3, 20]

$$
\begin{align*}
F_{a}[c]= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)+\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) \psi d x \\
& +\beta^{-1} \sum_{j=0}^{M} \int_{\Omega_{s}} c_{j}\left[\log \left(a^{3} c_{j}\right)-1\right] d x-\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{j} c_{j} d x \tag{1.2}
\end{align*}
$$

where the summation in the $\beta^{-1}$ term starts from $j=0$ and

$$
\begin{equation*}
c_{0}(x)=a^{-3}\left[1-\sum_{j=1}^{M} a^{3} c_{j}(x)\right] \quad \forall x \in \Omega_{s} \tag{1.3}
\end{equation*}
$$

In (1.1) and (1.2), $\psi$ is the electrostatic potential of the solvation system,

$$
\begin{equation*}
\psi_{v a c}(x)=\sum_{i=1}^{N} \frac{Q_{i}}{\varepsilon_{m}\left|x-x_{i}\right|} \tag{1.4}
\end{equation*}
$$

defines the electrostatic potential generated by all the point charges $Q_{i}$ at $x_{i}$ in a medium with the dielectric constant $\varepsilon_{m}$ (usually taken as that in the vacuum), $a>0$ is a constant, and $\mu_{j}$ is the constant chemical potential of the $j$ th ionic species. The constant $a>0$ represents in (1.1) a nonphysical cut-off which is often chosen to be the thermal de Broglie wavelength and in (1.2) the uniform linear size of ions.

The electrostatic potential $\psi$ is determined by the Poisson equation

$$
\begin{equation*}
\nabla \cdot \varepsilon_{\Gamma} \nabla \psi=-4 \pi \rho \quad \text { in } \Omega \tag{1.5}
\end{equation*}
$$

where $\varepsilon_{\Gamma}$ is the dielectric coefficient and $\rho$ is the charge density, together with a boundary condition which is usually taken to be

$$
\begin{equation*}
\psi=\psi_{0} \quad \text { on } \partial \Omega \tag{1.6}
\end{equation*}
$$

where $\psi_{0}$ is a given function. The dielectric coefficient is defined to be

$$
\varepsilon_{\Gamma}(x)= \begin{cases}\varepsilon_{m} & \text { if } x \in \Omega_{m}  \tag{1.7}\\ \varepsilon_{s} & \text { if } x \in \Omega_{s}\end{cases}
$$

where $\varepsilon_{m}$ and $\varepsilon_{s}$ are the dielectric constants of the solutes and the solvent, respectively. The charge density is given by

$$
\begin{equation*}
\rho=\sum_{i=1}^{N} Q_{i} \delta_{x_{i}}+\sum_{j=1}^{M} q_{j} c_{j} \quad \text { in } \Omega \tag{1.8}
\end{equation*}
$$

where $\delta_{x_{i}}$ denotes the Dirac delta function centered at $x_{i}$.
The first two terms in (1.1) or (1.2) represent the internal electrostatic energy, which are often written formally as the integral of $\rho \psi / 2$ over the entire region $\Omega$. Based on Born's definition [2], the contribution to the electrostatic free energy due to the solute point charges is given as the first term in (1.1) or (1.2) though the reaction
field $\psi-\psi_{v a c}$. The $\beta^{-1}$ term represents the ideal gas entropy. The term $1-\sum_{j=1}^{M} a^{3} c_{j}$ in (1.2) is the concentration of solvent molecules. It describes the effect of finite size of ions. The last term in (1.1) or (1.2) accounts for a constant chemical potential in the system. The osmotic pressure from the mobile ions is dropped, since it is only an additive constant to the free-energy functional in the present setting. We remark that the use of notations $F_{0}$ and $F_{a}$ does not indicate that we can obtain the functional $F_{0}$ by simply setting $a=0$ in $F_{a}$.

In this work, we prove the following results:
(1) For each of the free-energy functionals (1.1) and (1.2), there admits a unique minimizer $c_{1}, \ldots, c_{M}$, which is also the unique equilibrium, in an admissible set of concentrations. Moreover, such concentrations and the corresponding equilibrium electrostatic potential $\psi$ are related by the boundary-data dependent Boltzmann distributions

$$
c_{j}(x)= \begin{cases}c_{j}^{\infty} e^{-\beta q_{j}\left[\psi(x)-\hat{\psi}_{0}(x) / 2\right]} & \text { for point ions }  \tag{1.9}\\ \frac{c_{j}^{\infty} e^{-\beta q_{j}\left[\psi(x)-\hat{\psi}_{0}(x) / 2\right]}}{1+a^{3} \sum_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left[\psi(x)-\hat{\psi}_{0}(x) / 2\right]}} & \text { for finite-size ions }\end{cases}
$$

for a.e. $x \in \Omega_{s}$ and $1 \leq j \leq M$, where $c_{j}^{\infty}=a^{-3} e^{\beta \mu_{j}}$ and $\hat{\psi}_{0} \in H^{1}(\Omega)$ is determined by

$$
\left\{\begin{align*}
\int_{\Omega} \varepsilon_{\Gamma} \nabla \hat{\psi}_{0} \cdot \nabla \eta d x=0 & \forall \eta \in H_{0}^{1}(\Omega)  \tag{1.10}\\
\hat{\psi}_{0}=\psi_{0} & \text { on } \partial \Omega
\end{align*}\right.
$$

The free-energy minimizing concentrations are shown to be uniformly bounded above and below away from zero. These results are summarized in Theorems 2.3-2.5 and Lemmas 3.4 and 3.5.
(2) The equilibrium electrostatic potential $\psi$ is the unique solution to the boundarydata dependent Poisson-Boltzmann equation (PBE) $[3,4,10,11,16,17,20$, 31], together with the boundary condition (1.6),

$$
\begin{equation*}
\nabla \cdot \varepsilon_{\Gamma} \nabla \psi+4 \pi \chi_{\Omega_{s}} \sum_{j=1}^{M} q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}=-4 \pi \sum_{i=1}^{N} Q_{i} \delta_{x_{i}} \quad \text { in } \Omega \tag{1.11}
\end{equation*}
$$

for the case of point ions, and
$\nabla \cdot \varepsilon_{\Gamma} \nabla \psi+4 \pi \chi_{\Omega_{s}} \sum_{j=1}^{M} \frac{q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}}{1+a^{3} \sum_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left(\psi-\hat{\psi}_{0} / 2\right)}}=-4 \pi \sum_{i=1}^{N} Q_{i} \delta_{x_{i}} \quad$ in $\Omega$
for the case of finite-size ions, where $\chi_{\Omega_{s}}$ is the characteristic function of $\Omega_{s}$. These equations can be written together as

$$
\begin{equation*}
\nabla \cdot \varepsilon_{\Gamma} \nabla \psi-4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right)=-4 \pi \sum_{i=1}^{N} Q_{i} \delta_{x_{i}} \quad \text { in } \Omega \tag{1.13}
\end{equation*}
$$

where $B^{\prime}$ is the derivative of the function $B: \mathbb{R} \rightarrow \mathbb{R}$ defined by
(1.14)

$$
B(\psi)= \begin{cases}\sum_{j=1}^{M} \beta^{-1} c_{j}^{\infty} e^{-\beta q_{j} \psi} & \text { for point ions } \\ \beta^{-1} a^{-3} \log \left(1+a^{3} \sum_{j=1}^{M} c_{j}^{\infty} e^{-\beta q_{j} \psi}\right) & \text { for finite-size ions. }\end{cases}
$$

See Theorem 2.1.
(3) The boundary-value problem of the PBE (1.13) and (1.6) is equivalent to the elliptic interface problem

$$
\begin{cases}\nabla \cdot \varepsilon_{m} \nabla \psi=-4 \pi \sum_{i=1}^{N} Q_{i} \delta_{x_{i}} & \text { in } \Omega_{m}  \tag{1.15}\\ \nabla \cdot \varepsilon_{s} \nabla \psi-4 \pi B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right)=0 & \text { in } \Omega_{s} \\ \llbracket \psi \rrbracket=\llbracket \varepsilon_{\Gamma} \nabla \psi \cdot n \rrbracket=0 & \text { on } \Gamma \\ \psi=\psi_{0} & \text { on } \Omega\end{cases}
$$

Here and below, we denote for any function $u$ on $\Omega, u_{m}=\left.u\right|_{\Omega_{m}}, u_{s}=\left.u\right|_{\Omega_{s}}$, , and $\llbracket u \rrbracket=u_{s}-u_{m}$ on $\Gamma$. See Theorem 2.2.
Two variations of the PBE (1.11) with $\psi_{0}=0$ are commonly used [8, 15, 29]. First, we have by the Taylor expansion and the electrostatic neutrality $\sum_{j=1}^{M} c_{j}^{\infty}=0$ that

$$
\sum_{j=1}^{M} q_{j} c_{j}^{\infty} e^{-\beta q_{j} \psi} \approx-\left(\sum_{j=1}^{M} \beta q_{j}^{2} c_{j}^{\infty}\right) \psi,
$$

if $|\psi|$ is small, leading to the linearized PBE [9]

$$
\nabla \cdot \varepsilon_{\Gamma} \nabla \psi-\varepsilon_{s} \kappa^{2} \chi_{\Omega_{s}} \psi=-4 \pi \sum_{i=1}^{N} Q_{i} \delta_{x_{i}} \quad \text { in } \Omega
$$

where $\kappa=\sqrt{4 \pi \beta \sum_{i=1}^{M} q_{j}^{2} c_{j}^{\infty} / \varepsilon_{s}^{2}}$ is the ionic strength or the inverse Debye-Hückel screening length. Clearly, all of our results for the nonlinear PBE (1.11) hold true for the linearized PBE. Second, for the common $z:-z$ type of salt such as NaCl in the solution, we have $M=2, c_{1}^{\infty}=c_{2}^{\infty}$, and $q_{1}=-q_{2}=z e$. The $\operatorname{PBE}$ (1.11) reduces to the following sinh PBE:

$$
\nabla \cdot \varepsilon_{\Gamma} \nabla \psi-8 \pi z e c_{1}^{\infty} \chi_{\Omega_{s}} \sinh (\beta z e \psi)=-4 \pi \sum_{i=1}^{N} Q_{i} \delta_{x_{i}} \quad \text { in } \Omega
$$

In proving the existence of minimizers of the functionals $F_{0}$ and $F_{a}$, we use de la Vallée Poussin's criterion [25] of the sequential compactness in $L^{1}(\Omega)$. The uniqueness of such minimizers follows basically from the convexity of these functionals. A crucial step in defining and deriving equilibriums of $F_{0}$ and $F_{a}$ is the construction of
$L^{\infty}$-concentrations that are bounded below in $\Omega_{s}$ by a positive constant and that have low free energies. Such constructions are made by increasing the entropy of ionic concentrations through their small perturbations. The effect of inhomogeneous Dirichlet boundary data to the Boltzmann distributions and, hence, to the PBE can be useful to guide practical numerical computations. The equivalence of the two formulations is a common property for many physical problems. The interface formulation of the boundary-value problem of the PBE has been used for numerical computations using boundary integral method [22-24]. The finite-size effect is important in modeling electrostatics [3, 20].

The rest of the paper is organized as follows: In section 2, we state our main results; in section 3, we provide some lemmas; in section 4, we prove our theorems on the boundary-value problem of PBE; in section 5, we prove our theorems on the free-energy minimization. Finally, in Appendix, we give the proof of two lemmas.
2. Main results. Throughout the rest of the paper, we make the following assumptions:

A1. The set $\Omega \subset \mathbb{R}^{3}$ is nonempty, bounded, open, and connected. The sets $\Omega_{m} \subset \mathbb{R}^{3}$ and $\Omega_{s} \subset \mathbb{R}^{3}$ are nonempty, bounded, and open, and satisfy that $\overline{\Omega_{m}} \subset \Omega$ and $\Omega_{s}=\Omega \backslash \overline{\Omega_{m}}$. The $N$ points $x_{1}, \ldots, x_{N}$ for some integer $N \geq 1$ belong to $\Omega_{m}$. Both $\partial \Omega$ and $\Gamma$ are of $C^{2}$. The unit exterior normal at the boundary of $\Omega_{s}$ is denoted by $n$; cf. Figure 1 .
A2. $M \geq 2$ is an integer. All $a>0, \beta>0, Q_{i} \in \mathbb{R}(1 \leq i \leq N), q_{j} \in \mathbb{R}$ and $\mu_{j} \in \mathbb{R}(1 \leq j \leq M), \varepsilon_{m}>0$, and $\varepsilon_{s}>0$ are constants;
A3. The functions $\psi_{v a c}$ and $\varepsilon_{\Gamma}$ are defined in (1.4) and (1.7), respectively. The boundary data $\psi_{0}$ is the trace of a given function, also denoted by $\psi_{0}$, in $W^{2, \infty}(\Omega)$.
Boundary values are understood as traces. When no confusion arises, the capital letter $C$, with or without a subscript, denotes a positive constant that can depend on all $\Omega_{m}, \Omega_{s}, \Omega, \Gamma, \varepsilon_{m}, \varepsilon_{s}, a, \beta, N, M, x_{i}$, and $Q_{i}(1 \leq i \leq N), q_{j}$ and $\mu_{j}(1 \leq j \leq M)$, and $\psi_{0}$.

For any open set $U \subseteq \mathbb{R}^{3}$ that contains all $x_{1}, \ldots, x_{N}$, we denote

$$
H_{*}^{1}(U)=\left\{u \in W^{1,1}(U):\left.u\right|_{U_{\alpha}} \in H^{1}\left(U_{\alpha}\right) \forall \alpha>0\right\}
$$

where $U_{\alpha}=U \backslash\left(\cup_{i=1}^{N} \overline{B\left(x_{i}, \alpha\right)}\right)$ and $B\left(x_{i}, \alpha\right)$ denotes the ball centered at $x_{i}$ with radius $\alpha$.

Definition 2.1. A function $\psi \in H_{*}^{1}(\Omega)$ is a weak solution to the boundary-value problem of the $\operatorname{PBE}$ (1.13) and (1.6), if $\psi=\psi_{0}$ on $\partial \Omega$, $\chi_{\Omega_{s}} B(\psi) \in L^{2}\left(\Omega_{s}\right)$, and

$$
\begin{equation*}
\int_{\Omega}\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla \eta+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \eta\right] d x=4 \pi \sum_{i=1}^{N} Q_{i} \eta\left(x_{i}\right) \quad \forall \eta \in C_{c}^{\infty}(\Omega) \tag{2.1}
\end{equation*}
$$

We remark that if $\phi \in H^{1}(U)$ for some bounded and smooth domain $U \subset \mathbb{R}^{3}$, then $e^{\phi}$ and, hence, $B(\phi)$ may not be in $L^{1}(U)$. For example, let $U=B(0,1)$ be the unit ball of $\mathbb{R}^{3}$ and $\alpha \in(0,1 / 2)$. Define $\phi(x)=|x|^{-\alpha}$ for any $x \in U$. Then $\phi \in H^{1}(U)$ and that $e^{\phi} \notin L^{1}(U)$. Notice by (1.14) that $\chi_{\Omega_{s}} B(\psi) \in L^{2}\left(\Omega_{s}\right)$ is equivalent to $\chi_{\Omega_{s}} e^{-\beta q_{j} \psi} \in L^{2}\left(\Omega_{s}\right)$ or $\chi_{\Omega_{s}} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)} \in L^{2}\left(\Omega_{s}\right)(j=1, \ldots, M)$, which in turn are equivalent to $\chi_{\Omega_{s}} B\left(\psi-\hat{\psi}_{0} / 2\right) \in L^{2}\left(\Omega_{s}\right)$.

Theorem 2.1. There exists a unique weak solution $\psi \in H_{*}^{1}(\Omega)$ to the boundaryvalue problem of the $\operatorname{PBE}$ (1.13) and (1.6). Moreover, $\psi \in C\left(\bar{\Omega} \backslash\left(\cup_{i=1}^{N} \overline{B\left(x_{i}, \alpha\right)}\right)\right.$
for any $\alpha>0$ such that the closure of $\cup_{i=1}^{N} B\left(x_{i}, \alpha\right)$ is contained in $\Omega_{m}$, and $\psi \in$ $C^{\infty}\left(\left(\Omega_{m} \backslash\left\{x_{1}, \ldots, x_{N}\right\}\right) \cup \Omega_{s}\right)$.

DEFINITION 2.2. A function $\psi: \Omega \rightarrow \mathbb{R}$ is a weak solution of the interface problem (1.15), if the following are satisfied: $\psi_{m} \in H_{*}^{1}\left(\Omega_{m}\right)$ and

$$
\begin{equation*}
\int_{\Omega_{m}} \varepsilon_{m} \nabla \psi \cdot \nabla \eta d x=4 \pi \sum_{i=1}^{N} Q_{i} \eta\left(x_{i}\right) \quad \forall \eta \in C_{c}^{\infty}\left(\Omega_{m}\right) \tag{2.2}
\end{equation*}
$$

$\psi_{s} \in H^{1}\left(\Omega_{s}\right), \chi_{\Omega_{s}} B(\psi) \in L^{2}\left(\Omega_{s}\right)$, and

$$
\begin{equation*}
\int_{\Omega_{s}}\left[\varepsilon_{s} \nabla \psi \cdot \nabla \eta+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \eta\right] d x=0 \quad \forall \eta \in C_{c}^{\infty}\left(\Omega_{s}\right) \tag{2.3}
\end{equation*}
$$

and the third and fourth equations in (1.15) hold true.
Theorem 2.2. A function $\psi: \Omega \rightarrow \mathbb{R}$ is a weak solution to the boundary-value problems (1.13) and (1.6), if and only if it is a weak solution to the boundary-value problem (1.15).

Let $U \subset \mathbb{R}^{3}$ be a nonempty, bounded, and open set. Let $f \in L^{1}(U)$. Assume

$$
\begin{equation*}
\sup _{0 \neq \xi \in L^{\infty}(U) \cap H_{0}^{1}(U)} \frac{\int_{U} f \xi d x}{\|\xi\|_{H^{1}(U)}}<\infty \tag{2.4}
\end{equation*}
$$

Since $L^{\infty}(U) \cap H_{0}^{1}(U)$ is dense in $H_{0}^{1}(U)$, we can identify $f$ as an element in $H^{-1}(U)$, the dual of $H_{0}^{1}(U)$, with

$$
\langle f, \xi\rangle=\int_{U} f \xi d x \quad \forall \xi \in L^{\infty}(U) \cap H_{0}^{1}(U)
$$

and we write $f \in L^{1}(U) \cap H^{-1}(U)$. The $H^{-1}(U)$ norm of $f$ is given by (2.4). We define

$$
\begin{aligned}
& X=\left\{c=\left(c_{1}, \ldots, c_{M}\right) \in L^{1}\left(\Omega, \mathbb{R}^{M}\right): c=0 \text { a.e. } \Omega_{m} \text { and } \sum_{j=1}^{M} q_{j} c_{j} \in H^{-1}(\Omega)\right\}, \\
&\|c\|_{X}=\sum_{j=1}^{M}\left\|c_{j}\right\|_{L^{1}\left(\Omega_{s}\right)}+\left\|\sum_{j=1}^{M} q_{j} c_{j}\right\|_{H^{-1}(\Omega)} \quad \forall c=\left(c_{1}, \ldots, c_{M}\right) \in X .
\end{aligned}
$$

Clearly, $\left(X,\|\cdot\|_{X}\right)$ is a Banach space.
Let $\alpha \in \mathbb{R}$ and define $S_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$ by $S_{\alpha}(0)=0$ and $S_{\alpha}(u)=u(\alpha+\log u)$ if $u>0$. It is easy to see that $S_{\alpha}$ is bounded below on $[0, \infty)$ and strictly convex on $(0, \infty)$. Define
$V_{0}=\left\{\left(c_{1}, \ldots, c_{M}\right) \in X: c_{j} \geq 0\right.$ a.e. $\Omega_{s}$ and $\left.\int_{\Omega} S_{0}\left(c_{j}\right) d x<\infty, j=1, \ldots, M\right\}$,
$W_{0}=\left\{\left(c_{1}, \ldots, c_{M}\right) \in V_{0}:\right.$ there exists $p>\frac{3}{2}$ such that $\left.c_{j} \in L^{p}(\Omega), j=1, \ldots, M\right\}$, $V_{a}=\left\{\left(c_{1}, \ldots, c_{M}\right) \in V_{0}: c_{0}=a^{-3}\left(1-\sum_{j=1}^{M} a^{3} c_{j}\right) \geq 0\right.$ a.e. $\left.\Omega_{s}\right\}$.

Clearly, all $V_{0}, W_{0}$, and $V_{a}$ are nonempty and convex. For any $c=\left(c_{1}, \ldots, c_{M}\right) \in V_{0}$, there exists a unique weak solution $\psi=\psi(c)$ of the boundary-value problem (1.5) and (1.6) with the charge density $\rho$ given by (1.8); in particular, $\psi-\psi_{v a c}$ is harmonic in $\Omega_{m}$, cf. Lemma 3.2. We shall call $\psi=\psi(c)$ the electrostatic potential corresponding to $c$. Therefore, $F_{0}: V_{0} \rightarrow \mathbb{R}$ and $F_{a}: V_{a} \rightarrow \mathbb{R}$ are well defined. We use $V, F$ to denote $V_{0}, F_{0}$ or $W_{0}, F_{0}$ or $V_{a}, F_{a}$.

DEfinition 2.3. An element $c=\left(c_{1}, \ldots, c_{M}\right) \in V$ is an equilibrium of $F: V \rightarrow$ $\mathbb{R}$, if
there exist $\gamma_{1}>0$ and $\gamma_{2}>0$ such that $\gamma_{1} \leq c_{j}(x) \leq \gamma_{2}$ a.e. $x \in \Omega_{s}, j=1, \ldots, M$,
for the case of point ions, or

$$
\begin{equation*}
\text { there exists } \theta_{0} \in(0,1) \text { such that } a^{3} c_{j}(x) \geq \theta_{0} \text { a.e. } x \in \Omega_{s}, j=0,1, \ldots, M \text {, } \tag{2.6}
\end{equation*}
$$

for the case of finite-size ions; and

$$
\delta F[c] e:=\lim _{t \rightarrow 0} \frac{F[c+t e]-F[c]}{t}=0 \quad \forall e \in X \cap L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)
$$

Definition 2.4. An element $c \in V$ is a local minimizer of $F: V \rightarrow \mathbb{R}$, if there exists $\varepsilon>0$ such that $F[d] \geq F[c]$ for any $d \in V$ with $\|d-c\|_{X}<\varepsilon$.

THEOREM 2.3. There exists a unique minimizer of $F_{0}: V_{0} \rightarrow \mathbb{R}$. It is also the unique local minimizer of $F_{0}: V_{0} \rightarrow \mathbb{R}$.

It is an open question if the unique minimizer of $F_{0}: V_{0} \rightarrow \mathbb{R}$ is an equilibrium of $F_{0}: V_{0} \rightarrow \mathbb{R}$ as defined in Definition 2.3. The answer to this question would be yes if this minimizer were in $W_{0}$ or if $\min _{d \in V_{0}} F_{0}[d]=\min _{d \in W_{0}} F_{0}[d]$, neither of which is clearly true. This is the reason we introduce the class of concentrations $W_{0}$. See the proof of Lemma 3.4 in Appendix.

Theorem 2.4.
(1) There exists a unique equilibrium $c=\left(c_{1}, \ldots, c_{M}\right)$ of $F_{0}: W_{0} \rightarrow \mathbb{R}$. It is also the unique global minimizer and the unique local minimizer of $F_{0}: W_{0} \rightarrow \mathbb{R}$.
(2) If $\psi=\psi(c)$ is the corresponding electrostatic potential, then the Boltzmann distributions (1.9) for point ions holds true and $\psi$ is the unique weak solution to the corresponding boundary-value problem of $P B E$ (1.11) and (1.6). Moreover,

$$
\begin{align*}
\min _{d \in W_{0}} F_{0}[d]= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)+\int_{\Gamma} \frac{1}{8 \pi}\left(\psi-\hat{\phi}_{0}\right) \varepsilon_{\Gamma} \partial_{n}\left(\psi-\hat{\psi}_{0}\right) d S \\
& -\int_{\Omega_{s}} \frac{\varepsilon_{s}}{8 \pi}\left|\nabla\left(\psi-\hat{\psi}_{0}\right)\right|^{2} d x-\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)} d x . \tag{2.7}
\end{align*}
$$

Theorem 2.5.
(1) There exists a unique equilibrium $c=\left(c_{1}, \ldots, c_{M}\right)$ of $F_{a}: V_{a} \rightarrow \mathbb{R}$. It is also the unique global minimizer and the unique local minimizer of $F_{a}: V_{a} \rightarrow \mathbb{R}$.
(2) If $\psi=\psi(c)$ is the corresponding electrostatic potential, then the Boltzmann distributions (1.9) for finite-size ions holds true and $\psi$ is the unique weak solution to the corresponding boundary-value problem of $P B E$ (1.12) and (1.6).

Moreover,

$$
\begin{align*}
\min _{d \in V_{a}} F_{a}[d]= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)+\int_{\Gamma} \frac{1}{8 \pi}\left(\psi-\hat{\phi}_{0}\right) \varepsilon_{\Gamma} \partial_{n}\left(\psi-\hat{\psi}_{0}\right) d S \\
& -\int_{\Omega_{s}} \frac{\varepsilon_{\Gamma}}{8 \pi}\left|\nabla\left(\psi-\hat{\psi}_{0}\right)\right|^{2} d x-\beta^{-1} a^{-3} \int_{\Omega_{s}}  \tag{2.8}\\
& {\left[1+\log \left(1+a^{3} \sum_{j=1}^{M} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}\right)\right] d x . }
\end{align*}
$$

3. Some lemmas. The key point of our first lemma below is the existence and continuity across the interface $\Gamma$ of the normal flux for a solution of an elliptic interface problem. In terms of electrostatics, this means that the electrostatic potential and the normal component of electrostatic displacement are continuous across dielectric boundaries. These seem to be known results. For completeness, we give a proof here.

Lemma 3.1. Let $U \subset \mathbb{R}^{3}$ be an open set such that $\Gamma \subset U \subseteq \Omega$. Let $g \in$ $L^{1}(U) \cap H^{-1}(U)$. Suppose $u \in H^{1}(U)$ satisfies

$$
\begin{equation*}
\int_{U} \varepsilon_{\Gamma} \nabla u \cdot \nabla \eta d x=\int_{U} g \eta d x \quad \forall \eta \in C_{c}^{\infty}(U) . \tag{3.1}
\end{equation*}
$$

Then $\llbracket u \rrbracket=0$ on $\Gamma$. If in addition $g \in L^{2}(U)$, then $\llbracket \varepsilon_{\Gamma} \partial_{n} u \rrbracket=0$ on $\Gamma$.
Proof. Fix an open ball $B \subset U$ such that $\Gamma \cap B \neq \emptyset$. Let $\eta \in C_{c}^{\infty}(U)$ with $\operatorname{supp} \eta \subset B$. Let $n_{j}$ with $1 \leq j \leq 3$ be the $j$ th component of $n$, the unit normal at the $\Gamma$, pointing from $\Omega_{s}$ to $\Omega_{m}$. It follows from the fact that $u \in H^{1}(\Omega)$ and integration by parts that

$$
\begin{aligned}
-\int_{B} u \partial_{j} \eta d x & =\int_{B}\left(\partial_{j} u\right) \eta d x \\
& =\int_{B \cap \Omega_{m}}\left(\partial_{j} u\right) \eta d x+\int_{B \cap \Omega_{s}}\left(\partial_{j} u\right) \eta d x \\
& =-\int_{B \cap \Omega_{m}} u \partial_{j} \eta d x-\int_{\Gamma \cap B} u_{m} \eta n_{j} d S-\int_{B \cap \Omega_{s}} u \partial_{j} \eta d x+\int_{\Gamma \cap B} u_{s} \eta n_{j} d S \\
& =-\int_{B} u \partial_{j} \eta d x+\int_{\Gamma \cap B}\left(u_{s}-u_{m}\right) \eta n_{j} d S, \quad j=1,2,3 .
\end{aligned}
$$

This and the arbitrariness of $\eta$ imply $\llbracket u \rrbracket=0$ on $\Gamma$.
To show the continuity of $\varepsilon_{\Gamma} \nabla u \cdot n$ across $\Gamma$, we fix an open set $U_{0} \subset \mathbb{R}^{3}$ such that $\Gamma \subset U_{0} \subset \overline{U_{0}} \subset U$ and that the boundary $\partial U_{0}$ is $C^{2}$. By the fact that $u \in H^{1}(U)$ and $g \in L^{2}(U)$, and by (3.1), we have

$$
\begin{aligned}
&\left.\left(\varepsilon_{t} \nabla u_{t}\right)\right|_{U_{0} \cap \Omega_{t}} \in L^{2}\left(U_{0} \cap \Omega_{t}, \mathbb{R}^{3}\right) \quad \text { and } \\
&\left.\left(\nabla \cdot \varepsilon_{t} \nabla u_{t}\right)\right|_{U_{0} \cap \Omega_{t}}=-g \in L^{2}\left(U_{0} \cap \Omega_{t}\right), \quad t=m, s .
\end{aligned}
$$

Therefore, by Theorem 1.2 in [30], the trace of $\left.\left(\varepsilon_{t} \nabla u_{t}\right)\right|_{U_{0} \cap \Omega_{t}} \cdot \nu \in H^{-1 / 2}\left(\partial\left(U_{0} \cap \Omega_{t}\right)\right)$ exists, and also by (3.1),

$$
\begin{equation*}
\int_{U_{0} \cap \Omega_{t}} \varepsilon_{t} \nabla u_{t} \cdot \nabla \eta d x=\int_{U_{0} \cap \Omega_{t}} g \eta d x+\int_{\partial\left(U_{0} \cap \Omega_{t}\right)}\left(\varepsilon_{t} \nabla u_{t} \cdot \nu\right) \eta d S \quad \forall \eta \in C_{c}^{\infty}\left(U_{0} \cap \Omega_{t}\right), \tag{3.2}
\end{equation*}
$$

where $\nu$ denotes the unit exterior normal of the boundary $\partial\left(U_{0} \cap \Omega_{t}\right)$ which contains $\Gamma$ and $t=m, s$. Notice that the normals $\nu$ at $\Gamma$ from both sides $U_{0} \cap \Omega_{m}$ and $U_{0} \cap \Omega_{s}$ are in opposite directions.

These traces are determined independent of the choice of $U_{0}$. In fact, if $Q_{0} \subset \mathbb{R}^{3}$ is another open set such that $\Gamma \subset Q_{0} \subset \overline{Q_{0}} \subset U$ and the boundary $\partial Q_{0}$ is $C^{2}$, then the traces $\left.\left(\varepsilon_{m} \nabla u_{m}\right)\right|_{Q_{0} \cap \Omega_{m}} \cdot \nu \in H^{-1 / 2}\left(\partial\left(Q_{0} \cap \Omega_{m}\right)\right)$ and $\left.\left(\varepsilon_{s} \nabla u_{s}\right)\right|_{Q_{0} \cap \Omega_{s}} \cdot \nu \in$ $H^{-1 / 2}\left(\partial\left(Q_{0} \cap \Omega_{m}\right)\right)$ exist, and (3.2) holds true for $t=m, s$ when $U_{0}$ is replaced by $Q_{0}$. Consider now (3.2) with $t=m$. Choose any $\eta \in C_{c}^{1}\left(U_{0} \cap Q_{0}\right)$ such that $\eta=0$ on $\partial\left(U_{0} \cap \Omega_{m}\right) \backslash \Gamma$ and on $\partial\left(Q_{0} \cap \Omega_{m}\right) \backslash \Gamma$. Extend $\eta$ by $\eta=0$ to outside $U_{0} \cap Q_{0}$. By (3.2) with $t=m$ and the corresponding equation with $U_{0}$ replaced by $Q_{0}$, we obtain that

$$
\int_{\partial\left(U_{0} \cap \Omega_{m}\right)}\left(\varepsilon_{m} \nabla u_{m} \cdot \nu\right) \eta d S=\int_{\partial\left(Q_{0} \cap \Omega_{m}\right)}\left(\varepsilon_{m} \nabla u_{m} \cdot \nu\right) \eta d S
$$

The arbitrariness of $\eta$ then implies that the trace of $\left.\left(\varepsilon_{m} \nabla u_{m} \cdot \nu\right)\right|_{U_{0} \cap \Omega_{m}}$ on $\Gamma$ determined by $U_{0}$ is the same as that determined by $Q_{0}$. By the same argument, we see that the trace of $\left.\left(\varepsilon_{s} \nabla u_{s} \cdot n\right)\right|_{U_{0} \cap \Omega_{s}}$ on $\Gamma$ determined by $U_{0}$ is the same as that determined by $Q_{0}$.

Now, by the fact that $U_{0}=\left(U_{0} \cap \Omega_{m}\right) \cup\left(U_{0} \cap \Omega_{s}\right)$ and $\left(U_{0} \cap \Omega_{m}\right) \cap\left(U_{0} \cap \Omega_{s}\right)=\emptyset$, and by our convention for the direction of the unit normal $n$ along $\Gamma$, we obtain from (3.1) and (3.2) that for any $\eta \in C_{c}^{\infty}(U)$ with supp $\eta \subset U_{0}$

$$
\int_{\Gamma}\left(\varepsilon_{m} \frac{\partial u_{m}}{\partial n}-\varepsilon_{s} \frac{\partial u_{s}}{\partial n}\right) \eta d S=0
$$

The arbitrariness of $\eta$ implies $\llbracket \varepsilon_{\Gamma} \partial_{n} u \rrbracket=0$ on $\Gamma$.
Let $L: H^{-1}(\Omega) \rightarrow H^{1}(\Omega)$ be the linear operator defined as follows: for any $\xi \in H^{-1}(\Omega), L \xi \in H_{0}^{1}(\Omega)$ is the unique function in $H_{0}^{1}(\Omega)$ that satisfies

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{\Omega} \varepsilon_{\Gamma} \nabla(L \xi) \cdot \nabla v d x=\xi(v) \quad \forall v \in H_{0}^{1}(\Omega) \tag{3.3}
\end{equation*}
$$

It is easy to see that $\langle\xi, \eta\rangle=\xi(L \eta)$ defines an inner product of $H^{-1}(\Omega)$. Denote by $\|\cdot\|$ the corresponding norm of $H^{-1}(\Omega)$, i.e., $\|\xi\|=\sqrt{\langle\xi, \xi\rangle}=\sqrt{\xi(L \xi)}$ for any $\xi \in H^{-1}(\Omega)$. One can verify that there exist $C_{1}=C_{1}\left(\Omega, \varepsilon_{m}, \varepsilon_{s}\right)>0$ and $C_{2}=C_{2}\left(\varepsilon_{m}, \varepsilon_{s}\right)>0$ such that

$$
\begin{equation*}
C_{1}\|\xi\| \leq\|\xi\|_{H^{-1}(\Omega)} \leq C_{2}\|\xi\| \quad \forall \xi \in H^{-1}(\Omega) \tag{3.4}
\end{equation*}
$$

It follows from [21] (with minor modifications) that there exists a unique $G \in$ $H_{*}^{1}(\Omega)$ such that $G=0$ on $\partial \Omega$ and

$$
\begin{equation*}
\int_{\Omega} \varepsilon_{\Gamma} \nabla G \cdot \nabla \eta d x=4 \pi \sum_{i=1}^{N} Q_{i} \eta\left(x_{i}\right) \quad \forall \eta \in C_{c}^{\infty}(\Omega) \tag{3.5}
\end{equation*}
$$

Clearly, $G-\psi_{v a c}$ is harmonic in $\Omega_{m}$ and $G \in W^{1, p}(\Omega)$ for any $p \in[1,3 / 2)$. Notice that the function $\hat{\psi}_{0} \in H^{1}(\Omega)$ defined in (1.10) is harmonic in $\Omega_{m} \cup \Omega_{s}$.

The next lemma gives a solution decomposition of the Poisson equation (1.5) with its right-hand side consisting of Dirac masses and a function in $H^{-1}(\Omega)$ that represents the density of ionic charges. This decomposition is a mathematical formulation of the Born cycle [2].

Lemma 3.2. Let $f \in L^{1}(\Omega) \cap H^{-1}(\Omega)$ be such that $f=0$ in $\Omega_{m}$. Then $\psi:=$ $G+\hat{\psi}_{0}+L f$ is the unique function in $H_{*}^{1}(\Omega)$ that satisfies $\psi=\psi_{0}$ on $\partial \Omega$ and

$$
\begin{equation*}
\int_{\Omega} \varepsilon_{\Gamma} \nabla \psi \cdot \nabla \eta d x=4 \pi \sum_{i=1}^{N} Q_{i} \eta\left(x_{i}\right)+4 \pi \int_{\Omega_{s}} f \eta d x \quad \forall \eta \in C_{c}^{\infty}(\Omega) \tag{3.6}
\end{equation*}
$$

Moreover, $L f$ and $\psi-\psi_{v a c}$ are harmonic in $\Omega_{m}$, and

$$
\begin{equation*}
\sum_{i=1}^{N} Q_{i}(L f)\left(x_{i}\right)=\int_{\Omega_{s}} G f d x \tag{3.7}
\end{equation*}
$$

Proof. From the definition of $G, \hat{\psi}_{0}$, and $L$ (cf. (3.5), (1.10), and (3.3)), we easily verify that the function $\psi$ is in $H_{*}^{1}(\Omega), \psi=\psi_{0}$ on $\partial \Omega$, and (3.6) holds true. If $\bar{\psi} \in H_{*}^{1}(\Omega)$ satisfies $\bar{\psi}=0$ on $\partial \Omega$ and $\int_{\Omega} \varepsilon_{\Gamma} \nabla \bar{\psi} \cdot \nabla \eta d x=0$ for all $\eta \in C_{c}^{\infty}(\Omega)$, then clearly $\bar{\psi} \in H_{0}^{1}(\Omega)$ and in fact $\bar{\psi}=0$ a.e. $\Omega$. This proves the needed uniqueness.

By the fact that $f=0$ in $\Omega_{m}$ and the definition of $L$ (cf. (3.3)), $L f$ is harmonic in $\Omega_{m}$. The fact that $\psi-\psi_{v a c}$ is harmonic in $\Omega_{m}$ follows from (3.6) with $\eta \in C_{c}^{\infty}(\Omega)$ so chosen that $\operatorname{supp} \eta \subset \Omega_{m}$ and

$$
\int_{\Omega_{m}} \varepsilon_{m} \nabla \psi_{v a c} \cdot \nabla \eta d x=4 \pi \sum_{i=1}^{N} Q_{i} \eta\left(x_{i}\right) \quad \forall \eta \in C_{c}^{\infty}\left(\Omega_{m}\right)
$$

It remains to prove (3.7). Denote $\psi_{c}=L f \in H_{0}^{1}(\Omega)$. Let $\alpha>0$ be sufficiently small and let $B_{\alpha}=\cup_{i=1}^{N} B\left(x_{i}, \alpha\right)$. By the fact that $G$ is harmonic in $\Omega_{m} \backslash B_{\alpha}$ and $G-\psi_{v a c}$ is harmonic in $\Omega_{m}$, we obtain by a series of routine calculations that

$$
\begin{aligned}
\int_{\Omega_{m}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x= & \int_{\Omega_{m} \backslash B_{\alpha}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x+\int_{B_{\alpha}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x \\
= & -\int_{\Omega_{m} \backslash B_{\alpha}} \varepsilon_{m}(\Delta G) \psi_{c} d x+\int_{\partial\left(\Omega_{m} \backslash B_{\alpha}\right)} \varepsilon_{m} \psi_{c} \frac{\partial G}{\partial \nu} d S+O(\alpha) \\
= & -\left.\int_{\Gamma} \varepsilon_{m} \psi_{c}\right|_{m} \frac{\left.\partial G\right|_{m}}{\partial n} d S+\int_{\partial B_{\alpha}} \varepsilon_{m} \psi_{c} \frac{\partial G}{\partial \nu} d S+O(\alpha) \\
= & -\left.\int_{\Gamma} \varepsilon_{m} \psi_{c}\right|_{m} \frac{\left.\partial G\right|_{m}}{\partial n} d S+\int_{\partial B_{\alpha}} \varepsilon_{m} \psi_{c} \frac{\partial\left(G-\psi_{v a c}\right)}{\partial \nu} d S \\
& +\sum_{i=1}^{N} \int_{\partial B\left(x_{i}, \alpha\right)} \varepsilon_{m} \psi_{c} \frac{\partial \psi_{v a c}}{\partial \nu} d S+O(\alpha) \\
\rightarrow- & -\left.\int_{\Gamma} \varepsilon_{m} \psi_{c}\right|_{m} \frac{\left.\partial G\right|_{m}}{\partial n} d S+4 \pi \sum_{i=1}^{N} Q_{i} \psi_{c}\left(x_{i}\right) \quad \text { as } \alpha \rightarrow 0
\end{aligned}
$$

where $\nu$ is the exterior unit normal of $\partial\left(\Omega_{m} \backslash B_{\alpha}\right)$ and $\nu=-n$ on $\Gamma$ by our convention for the direction of $n$. Consequently, by the continuity of $\varepsilon_{\Gamma} \nabla G \cdot n$ across $\Gamma$ (cf.

Lemma 3.1), the fact that $G$ is harmonic in $\Omega_{s}$, and $G=\psi_{c}=0$ on $\partial \Omega$, we obtain

$$
\begin{align*}
4 \pi \sum_{i=1}^{N} Q_{i} \psi_{c}\left(x_{i}\right) & =\left.\int_{\Gamma} \varepsilon_{s} \psi_{c}\right|_{s} \frac{\left.\partial G\right|_{s}}{\partial n} d S+\int_{\Omega_{m}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x \\
& =\int_{\Omega_{s}} \varepsilon_{s}(\Delta G) \psi_{c} d x+\int_{\Omega_{s}} \varepsilon_{s} \nabla G \cdot \nabla \psi_{c} d x+\int_{\Omega_{m}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x \\
& =\int_{\Omega} \varepsilon_{\Gamma} \nabla G \cdot \nabla \psi_{c} d x \tag{3.8}
\end{align*}
$$

Since $\psi_{c}=L f \in H_{0}^{1}(\Omega)$ is harmonic in $\Omega_{m}$, we also have by the properties of $G$ (cf. [21]) and integration by parts that

$$
\begin{aligned}
\int_{\Omega_{m}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x & =\int_{\Omega_{m} \backslash B_{\alpha}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x+\int_{B_{\alpha}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x \\
& =-\int_{\Omega_{m} \backslash B_{\alpha}} \varepsilon_{m} G \Delta \psi_{c} d x+\int_{\partial\left(\Omega_{m} \backslash B_{\alpha}\right)} \varepsilon_{m} G \frac{\partial \psi_{c}}{\partial \nu} d S+O(\alpha) \\
& =-\left.\int_{\Gamma} \varepsilon_{m} G\right|_{m} \frac{\left.\partial \psi_{c}\right|_{m}}{\partial n} d S+\int_{\partial B_{\alpha}} \varepsilon_{m} G \frac{\partial \psi_{c}}{\partial \nu} d S+O(\alpha) \\
& \rightarrow-\left.\int_{\Gamma} \varepsilon_{m} G\right|_{m} \frac{\left.\partial \psi_{c}\right|_{m}}{\partial n} d S \quad \text { as } \alpha \rightarrow 0
\end{aligned}
$$

Let $\hat{G} \in H^{1}\left(\Omega_{m}\right)$ be such that $\hat{G}=G$ on $\Gamma=\partial \Omega_{m}$. Replacing $G$ in (3.9) by $\hat{G}$ and repeating the same calculations, we obtain

$$
\begin{equation*}
\int_{\Omega_{m}} \varepsilon_{m} \nabla G \cdot \nabla \psi_{c} d x=\int_{\Omega_{m}} \varepsilon_{m} \nabla \hat{G} \cdot \nabla \psi_{c} d x \tag{3.10}
\end{equation*}
$$

Define $\bar{G}: \Omega \rightarrow \mathbb{R}$ by $\bar{G}(x)=\hat{G}(x)$ if $x \in \overline{\Omega_{m}}$ and by $\bar{G}(x)=G(x)$ if $x \in \Omega_{s}$. Clearly, $\bar{G} \in H_{0}^{1}(\Omega)$. Since $\psi_{c}=L f$ and $f=0$ in $\Omega_{m}$, we, thus, have by (3.8) and (3.10) that

$$
\begin{aligned}
4 \pi \sum_{i=1}^{N} Q_{i} \psi_{c}\left(x_{i}\right) & =\int_{\Omega_{m}} \varepsilon_{m} \nabla \hat{G} \cdot \nabla \psi_{c} d x+\int_{\Omega_{s}} \varepsilon_{s} \nabla G \cdot \nabla \psi_{c} d x \\
& =\int_{\Omega} \varepsilon_{\Gamma} \nabla \bar{G} \cdot \nabla \psi_{c} d x=4 \pi \int_{\Omega} \bar{G} f d x=4 \pi \int_{\Omega_{s}} G f d x
\end{aligned}
$$

This implies (3.7).
By Lemma 3.2, the potential $\psi=\psi\left(c_{1}, \ldots, c_{M}\right)$ corresponding to a set of concentrations $\left(c_{1}, \ldots, c_{M}\right)$ is well defined with $f=\sum_{j=1}^{M} q_{j} c_{j}$ and is given by

$$
\begin{equation*}
\psi\left(c_{1}, \ldots, c_{M}\right)=G+\hat{\psi}_{0}+L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) \tag{3.11}
\end{equation*}
$$

Moreover, the functional $F_{0}: V_{0} \rightarrow \mathbb{R}$ and $F_{a}: V_{a} \rightarrow \mathbb{R}$ can be rewritten as

$$
\begin{align*}
F_{0}[c]= & \frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) d x+\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{0 j} c_{j} d x \\
& +\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} S_{-1}\left(c_{j}\right) d x+E_{0}, \quad \forall c=\left(c_{1}, \ldots, c_{M}\right) \in V_{0}  \tag{3.12}\\
F_{a}[c]= & \frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) d x+\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{a j} c_{j} d x \\
& +\beta^{-1} \sum_{j=0}^{M} \int_{\Omega_{s}} S_{-1}\left(c_{j}\right) d x+E_{a} \quad \forall c=\left(c_{1}, \ldots, c_{M}\right) \in V_{a} \tag{3.13}
\end{align*}
$$

respectively, where

$$
\begin{align*}
\mu_{0 j}(x) & =q_{j} G(x)+\frac{1}{2} q_{j} \hat{\psi}_{0}(x)+3 \beta^{-1} \log a-\mu_{j} \quad \forall x \in \Omega_{s}, j=1, \ldots, M  \tag{3.14}\\
E_{0} & =\frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(G+\hat{\psi}_{0}-\psi_{v a c}\right)\left(x_{i}\right),  \tag{3.15}\\
\mu_{a j}(x) & =q_{j} G(x)+\frac{1}{2} q_{j} \hat{\psi}_{0}(x)-\mu_{j} \quad \forall x \in \Omega_{s}, j=1, \ldots, M  \tag{3.16}\\
E_{a} & =\frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(G+\hat{\psi}_{0}-\psi_{v a c}\right)\left(x_{i}\right)+3 \beta^{-1} a^{-3}(\log a)\left|\Omega_{s}\right| \tag{3.17}
\end{align*}
$$

where $|E|$ denotes the Lebesgue measure of a Lebesgue measurable set $E \subset \mathbb{R}^{3}$.
Lemma 3.3. Let $D \subset \mathbb{R}^{3}$ be a bounded and open set. Let $\alpha \in \mathbb{R}$. Let $\left\{u^{(k)}\right\}$ be a sequence of functions in $L^{1}(D)$ such that $u^{(k)} \geq 0$ a.e. $D$ for each $k \geq 1$ and that

$$
\sup _{k \geq 1} \int_{D} S_{\alpha}\left(u^{(k)}\right) d x<\infty
$$

Then there exists a subsequence $\left\{u^{\left(k_{j}\right)}\right\}$ of $\left\{u^{(k)}\right\}$ such that $\left\{u^{\left(k_{j}\right)}\right\}$ converges weakly in $L^{1}(D)$ to some $u \in L^{1}(D)$ with $u \geq 0$ a.e. $D$ and

$$
\int_{D} S_{\alpha}(u) d x \leq \liminf _{k \rightarrow \infty} \int_{D} S_{\alpha}\left(u^{(k)}\right) d x
$$

Proof. Since $S_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$ is bounded below, by passing to a subsequence if necessary, we may assume that the limit

$$
\begin{equation*}
A:=\lim _{k \rightarrow \infty} \int_{D} S_{\alpha}\left(u^{(k)}\right) d x=\liminf _{k \rightarrow \infty} \int_{D} S_{\alpha}\left(u^{(k)}\right) d x \tag{3.18}
\end{equation*}
$$

exists and is finite. Since $S_{\alpha}(\lambda) / \lambda \rightarrow+\infty$ as $\lambda \rightarrow+\infty,\left\{u^{(k)}\right\}$ is weakly sequentially compact in $L^{1}(D)$ by de la Vallée Poussin's criterion [25]. Therefore, this sequence has a subsequence, not relabeled, that converges weakly in $L^{1}(D)$ to some $u \in L^{1}(D)$. Clearly, $u \geq 0$ a.e. $D$.

Let $\varepsilon>0$. By (3.18), there exists an integer $K>0$ such that

$$
\begin{equation*}
\int_{D} S_{\alpha}\left(u^{(k)}\right) d x \leq A+\varepsilon \quad \forall k>K \tag{3.19}
\end{equation*}
$$

By Mazur's theorem [7, 32], there exist convex combinations $v^{(k)}$ of $u^{(K+1)}, \ldots, u^{(K+k)}$ for all $k \geq 1$ such that $v^{(k)} \rightarrow u$ in $L^{1}(D)$. Let $v^{(k)}=\sum_{j=1}^{k} \lambda_{k, j} u^{(K+j)}$ with $\lambda_{k, j} \geq 0$ for all $j$ and $k$, and $\sum_{j=1}^{k} \lambda_{k, j}=1$ for all $k$. Since $S_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$ is convex, we have by Jensen's inequality and (3.19) that

$$
\begin{equation*}
S_{\alpha}\left(v^{(k)}\right) \leq \sum_{j=1}^{k} \lambda_{k, j} S_{\alpha}\left(u^{(K+j)}\right) \leq \sum_{j=1}^{k} \lambda_{k, j}(A+\varepsilon)=A+\varepsilon \quad \forall k \geq 1 \tag{3.20}
\end{equation*}
$$

Since $v^{(k)} \rightarrow u$ in $L^{1}(D)$, there exists a subsequence $\left\{v^{\left(k_{j}\right)}\right\}$ of $\left\{v^{(k)}\right\}$ such that $v^{k_{j}}(x) \rightarrow u(x)$ a.e. $x \in D$. Consequently, since $S_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$ is continuous and bounded below, we have by Fatou's lemma and (3.20) that

$$
\int_{D} S_{\alpha}(u(x)) d x=\int_{D} \lim _{j \rightarrow \infty} S_{\alpha}\left(v^{k_{j}}(x)\right) d x \leq \liminf _{j \rightarrow \infty} \int_{D} S_{\alpha}\left(v^{k_{j}}(x)\right) d x \leq A+\varepsilon
$$

concluding the proof by the arbitrariness of $\varepsilon>0$.
The next two lemmas state some boundedness of concentrations that have low free energies. Their proofs are somewhat tedious, and are given in Appendix A.

Lemma 3.4. Let $c=\left(c_{1}, \ldots, c_{M}\right) \in W_{0}$ satisfy that $c \notin L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)$ or there exists $j \in\{1, \ldots, M\}$ with $\left|\left\{x \in \Omega_{s}: c_{j}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$. Then for any $\varepsilon>0$ there exist $\hat{c}=\left(\hat{c}_{1}, \ldots, \hat{c}_{M}\right) \in W_{0}$ that satisfies (2.5) with c replaced by $\hat{c}$, $\|\hat{c}-c\|_{X}<\varepsilon$, and $F_{0}[\hat{c}]<F_{0}[c]$.

Lemma 3.5. Let $c=\left(c_{1}, \ldots, c_{M}\right) \in V_{a}$ and $c_{0}$ be defined by (1.3). Assume there exists $j \in\{0,1, \ldots, M\}$ such that $\left|\left\{x \in \Omega_{s}: a^{3} c_{j}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$. Let $\varepsilon>0$. Then there exists $\hat{c}=\left(\hat{c}_{1}, \ldots, \hat{c}_{M}\right) \in V_{a}$ that satisfies (2.6) with $c$ replaced by $\hat{c},\|\hat{c}-c\|_{X}<\varepsilon$, and $F_{a}[\hat{c}]<F_{a}[c]$.
4. The Poisson-Boltzmann equation: Proof of Theorems 2.1 and 2.2. Proof of Theorem 2.1. It is easy to verify that the function $B: \mathbb{R} \rightarrow \mathbb{R}$ defined in (1.14) is convex for both the case of point ions and that of finite-size ions. Let

$$
\mathcal{K}:=\left\{u \in H^{1}(\Omega): u=\psi_{0} \text { on } \partial \Omega \text { and } \chi_{\Omega_{s}} B(u) \in L^{2}(\Omega)\right\} .
$$

Clearly, $\mathcal{K} \neq \emptyset$ since $\psi_{0} \in \mathcal{K}$ and $\mathcal{K}$ is convex since $B: \mathbb{R} \rightarrow \mathbb{R}$ is convex. We show now that $\mathcal{K}$ is closed in $H^{1}(\Omega)$. Let $u_{k} \in \mathcal{K}(k=1,2, \ldots)$ and $u_{k} \rightarrow u$ in $H^{1}(\Omega)$
for some $u \in H^{1}(\Omega)$. Clearly, $u=\psi_{0}$ on $\partial \Omega$. Up to a subsequence, not relabeled, $u_{k}(x) \rightarrow u(x)$ a.e. $x \in \Omega$. Since $B: \mathbb{R} \rightarrow \mathbb{R}$ is convex and positive, we have

$$
\frac{d^{2}}{d v^{2}}\left([B(v)]^{2}\right)=2\left[B^{\prime}(v)\right]^{2}+2 B(v) B^{\prime \prime}(v)>0 \quad \forall v \in \mathbb{R}
$$

Thus, $v \mapsto[B(v)]^{2}$ is convex. It then follows from Fatou's lemma, Jensen's inequality, and the $H^{1}(\Omega)$-boundedness of $\left\{u_{k}\right\}$ that

$$
\begin{aligned}
\frac{1}{\left|\Omega_{s}\right|} \int_{\Omega_{s}}[B(u)]^{2} d x & \leq \liminf _{k \rightarrow \infty} \frac{1}{\left|\Omega_{s}\right|} \int_{\Omega_{s}}\left[B\left(u_{k}\right)\right]^{2} d x \\
& \leq \liminf _{k \rightarrow \infty}\left[B\left(\frac{1}{\left|\Omega_{s}\right|} \int_{\Omega_{s}} u_{k} d x\right)\right]^{2}<\infty
\end{aligned}
$$

This implies that $u \in \mathcal{K}$. Therefore, $\mathcal{K}$ is closed in $H^{1}(\Omega)$. Since $\mathcal{K}$ is convex, it is also weakly closed in $H^{1}(\Omega)$.

Define now $J: \mathcal{K} \rightarrow \mathbb{R}$ by

$$
J[u]=\int_{\Omega}\left[\frac{\varepsilon_{\Gamma}}{2}|\nabla u|^{2}+4 \pi \chi_{\Omega_{s}} B\left(u+G-\frac{\hat{\psi}_{0}}{2}\right)\right] d x \quad \forall u \in \mathcal{K}
$$

where $G$ and $\hat{\psi}_{0}$ are defined in (3.5) and (1.10), respectively. Note that $\psi_{0} \in \mathcal{K}$ and that $J\left[\psi_{0}\right]<\infty$. By the Poincaré inequality, there exist constants $C_{3}>0$ and $C_{4} \geq 0$ such that $J[u] \geq C_{3}\|u\|_{H^{1}(\Omega)}^{2}-C_{4}$ for all $u \in \mathcal{K}$. Thus, $\alpha:=\inf _{u \in \mathcal{K}} J[u]$ is finite. Let $v_{k} \in \mathcal{K}(k=1,2 \ldots)$ be such that $\lim _{k \rightarrow \infty} J\left[v_{k}\right]=\alpha$. Then, $\left\{v_{k}\right\}$ is bounded in $H^{1}(\Omega)$ and, hence, it has a subsequence, not relabeled, that weakly converges to some $v \in H^{1}(\Omega)$. Since $\mathcal{K}$ is weakly closed, $v \in \mathcal{K}$. Since the embedding $H^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$ is compact, up to a further subsequence, again not relabeled, $v_{k} \rightarrow v$ a.e. in $\Omega$. Therefore, since $B: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and nonnegative, Fatou's lemma implies

$$
\liminf _{k \rightarrow \infty} \int_{\Omega} \chi_{\Omega_{s}} B\left(v_{k}+G-\frac{\hat{\psi}_{0}}{2}\right) d x \geq \int_{\Omega} \chi_{\Omega_{s}} B\left(v+G-\frac{\hat{\psi}_{0}}{2}\right) d x
$$

Since $u \mapsto \int_{\Omega} \varepsilon_{\Gamma}|\nabla u|^{2} d x$ is convex and $H^{1}(\Omega)$ continuous, it is sequentially weakly lower semicontinuous. Consequently, $\liminf _{k \rightarrow \infty} J\left[v_{k}\right] \geq J[v]$. Thus, $v$ is a minimizer of $J: \mathcal{K} \rightarrow \mathbb{R}$.

Notice that $\chi_{\Omega_{s}} B^{\prime}\left(v+G-\hat{\psi}_{0} / 2\right) \in L^{2}\left(\Omega_{s}\right)$. Simple calculations of the first variation of $J: \mathcal{K} \rightarrow \mathbb{R}$ at any $\eta \in C_{c}^{\infty}(\Omega)$ leads to

$$
\int_{\Omega}\left[\varepsilon_{\Gamma} \nabla v \cdot \nabla \eta+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(v+G-\frac{\hat{\psi}_{0}}{2}\right) \eta\right] d x=0 \quad \forall \eta \in C_{c}^{\infty}(\Omega)
$$

The function $\psi=v+G$ is, thus, a needed solution.
We now prove the uniqueness. Let $\phi$ be another weak solution. Let $\xi=\psi-\phi$. Then, $\xi \in H_{*}^{1}(\Omega), \xi=0$ on $\partial \Omega$, and

$$
\int_{\Omega}\left\{\varepsilon_{\Gamma} \nabla \xi \cdot \nabla \eta+4 \pi \chi_{\Omega_{s}}\left[B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right)-B^{\prime}\left(\phi-\frac{\hat{\psi}_{0}}{2}\right)\right] \eta\right\} d x=0 \quad \forall \eta \in C_{c}^{\infty}(\Omega)
$$

Choosing the test functions $\eta \in C_{c}^{\infty}(\Omega)$ so that $\operatorname{supp} \eta \subset \Omega_{m}$, we find that $\xi$ is harmonic in $\Omega_{m}$. This and the fact that $\xi \in H_{*}^{1}(\Omega)$ imply that $\xi \in H_{0}^{1}(\Omega)$. Thus, the above test functions $\eta$ can be chosen from $H_{0}^{1}(\Omega)$. In particular, setting $\eta=\xi$ and using the convexity of $B: \mathbb{R} \rightarrow \mathbb{R}$, we obtain that $\xi=0$ and, hence, $\psi=\phi$ in $H^{1}(\Omega)$.

Let $\sigma>0$ be such that the closure of $B_{\sigma}:=\cup_{i=1}^{N} B\left(x_{i}, \sigma\right)$ is contained in $\Omega_{m}$. Clearly, the unique weak solution $\psi \in H_{*}^{1}(\Omega)$ satisfies

$$
\begin{equation*}
\int_{\Omega \backslash \overline{B_{\sigma}}} \varepsilon_{\Gamma} \nabla \psi \cdot \nabla \eta d x=\int_{\Omega \backslash \overline{B_{\sigma}}} g \eta d x \quad \forall \eta \in C_{c}^{\infty}\left(\Omega \backslash \overline{B_{\sigma}}\right) \tag{4.1}
\end{equation*}
$$

where $g=-4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\hat{\psi}_{0} / 2\right) \in L^{2}\left(\Omega \backslash \overline{B_{\sigma}}\right)$. Therefore, $\psi \in C\left(\bar{\Omega} \backslash B_{\sigma}\right)$ by the standard regularity theory [14]. Since $\varepsilon_{\Gamma}=\varepsilon_{m}$ in $\Omega_{m}$ and $\varepsilon_{\Gamma}=\varepsilon_{s}$ in $\Omega_{s}, \psi$ is harmonic in $\Omega_{m} \backslash \overline{B_{\sigma}}$. Hence, $\psi \in C^{\infty}\left(\Omega_{m} \backslash \overline{B_{\sigma}}\right)$. Notice that $B \in C^{\infty}(\mathbb{R})$; thus, we have $\psi \in C^{\infty}\left(\Omega_{s}\right)$ by a standard bootstrapping argument.

Proof of Theorem 2.2. Let $\psi \in H_{*}^{1}(\Omega)$ be a weak solution to the boundary-value problem (1.13) and (1.6). Clearly, $\psi_{m} \in H_{*}^{1}\left(\Omega_{m}\right)$. For any $\eta \in C_{c}^{\infty}\left(\Omega_{m}\right)$, we extend $\eta$ to the entire $\Omega$ by defining $\eta=0$ outside $\Omega_{m}$. Then, we obtain (2.2) from (2.1). Since all $x_{i} \in \Omega_{m}(i=1, \ldots, N)$, we have $\psi_{s} \in H^{1}\left(\Omega_{s}\right)$. Since $\chi_{\Omega_{s}} B(\psi) \in L^{2}\left(\Omega_{s}\right)$, it follows from (1.14) that $\chi_{\Omega_{s}} B^{\prime}(\psi) \in L^{2}\left(\Omega_{s}\right)$. For any $\eta \in C_{c}^{\infty}\left(\Omega_{s}\right)$, we, again, extend $\eta$ to $\Omega$ by defining $\eta=0$ outside $\Omega_{s}$. Then, we obtain (2.3) from (2.1). Finally, by Lemma 3.1, (4.1), and (1.6), the last two equations in (1.15) hold true. Hence, $\psi$ is a weak solution to (1.15).

Now let $\psi: \Omega \rightarrow \mathbb{R}$ be a solution to the boundary-value problem (1.15). We first show that $\psi \in H_{*}^{1}(\Omega)$. Let $\sigma>0$ be small enough so that the closure of $B_{\sigma}:=\cup_{i=1}^{N} B\left(x_{i}, \sigma\right)$ is contained in $\Omega_{m}$. Since $\psi_{m} \in H_{*}^{1}\left(\Omega_{m}\right), \psi_{m} \in H^{1}\left(\Omega_{m} \backslash \overline{B_{\sigma}}\right)$. Thus, the trace $\left.\psi_{m}\right|_{\Gamma} \in L^{2}(\Gamma)$, and is independent on the choice of $\sigma$. Similarly, $\psi_{s} \in H^{1}\left(\Omega_{s}\right)$, and, hence, $\left.\psi_{s}\right|_{\Gamma} \in L^{2}(\Gamma)$. Fix $j \in\{1,2,3\}$. Define $\xi_{j}: \Omega \backslash \overline{B_{\sigma}} \rightarrow \mathbb{R}$ by $\xi_{j}=\partial_{j} \psi_{m}$ in $\Omega_{m} \backslash \overline{B_{\sigma}}$ and $\xi_{j}=\partial_{j} \psi_{s}$ in $\Omega_{s}$. Clearly, $\xi_{j} \in L^{2}\left(\Omega \backslash \overline{B_{\sigma}}\right)$. Let $n_{j}$ be the $j$ th component of the unit exterior normal $n$ at $\Gamma$, pointing from $\Omega_{s}$ to $\Omega_{m}$. Then, for any $\eta \in C_{c}^{\infty}\left(\Omega \backslash \overline{B_{\sigma}}\right)$, we have

$$
\begin{aligned}
\int_{\Omega \backslash \overline{B_{\sigma}}} \xi_{j} \eta d x & =\int_{\Omega_{m} \backslash \overline{B_{\sigma}}}\left(\partial_{j} \psi_{m}\right) \eta d x+\int_{\Omega_{s}}\left(\partial_{j} \psi_{s}\right) \eta d x \\
& =-\int_{\Omega_{m} \backslash \overline{B_{\sigma}}} \psi \partial_{j} \eta d x-\int_{\Gamma} \psi_{m} \eta n_{j} d S-\int_{\Omega_{s}} \psi \partial_{j} \eta d x+\int_{\Gamma} \psi_{s} \eta n_{j} d S \\
& =-\int_{\Omega \backslash \overline{B_{\sigma}}} \psi \partial_{j} \eta d x+\int_{\Gamma} \llbracket \psi \rrbracket n_{j} \eta d S \\
& =-\int_{\Omega \backslash \overline{B_{\sigma}}} \psi \partial_{j} \eta d x
\end{aligned}
$$

where in the last step we used the fact that $\llbracket \psi \rrbracket=0$ on $\Gamma$. Thus, $\xi_{j}=\partial_{j} \psi \in L^{2}\left(\Omega \backslash \overline{B_{\sigma}}\right)$, and, hence, $\psi \in H_{*}^{1}(\Omega)$ by the arbitrariness of $\sigma>0$.

Clearly, $\chi_{\Omega_{s}} B^{\prime}(\psi) \in L^{2}\left(\Omega_{s}\right)$ and $\psi=\psi_{0}$ on $\partial \Omega$. It remains to show that (2.1) holds true. Let $\eta \in C_{c}^{\infty}(\Omega)$. Let $V_{1}$ and $V_{2}$ be two open sets in $\mathbb{R}^{3}$ such that $\partial V_{1}$ and $\partial V_{2}$ are of $C^{2}, x_{i} \notin V_{2}$ for $i=1, \ldots, N$, and $\Gamma \subset V_{1} \subset \bar{V}_{1} \subset V_{2} \subset \bar{V}_{2} \subset \Omega$. Let
$\zeta \in C_{c}^{\infty}(\Omega)$ be such that $\operatorname{supp} \zeta \subset V_{2}$ and $\zeta=1$ on $V_{1}$. Then, $\left.(1-\zeta) \eta\right|_{\Omega_{m}} \in C_{c}^{\infty}\left(\Omega_{m}\right)$, $\left.(1-\zeta) \eta\right|_{\Omega_{s}} \in C_{c}^{\infty}\left(\Omega_{s}\right)$, and $\left(1-\zeta\left(x_{i}\right)\right) \eta\left(x_{i}\right)=\eta\left(x_{i}\right), i=1, \ldots, N$. We, thus, have by (2.2) and (2.3) that

$$
\begin{align*}
& \int_{\Omega}\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla \eta+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \eta\right] d x \\
&=\int_{\Omega} {\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla((1-\zeta) \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right)(1-\zeta) \eta\right] d x } \\
&+\int_{\Omega}\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla(\zeta \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \zeta \eta\right] d x \\
&=\int_{\Omega_{m}} \varepsilon_{\Gamma} \nabla \psi \cdot \nabla((1-\zeta) \eta) d x \\
&+\int_{\Omega_{s}}\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla((1-\zeta) \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right)(1-\zeta) \eta\right] d x \\
&+\int_{V_{2}}\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla(\zeta \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \zeta \eta\right] d x \\
&=4 \pi \sum_{i=1}^{N} Q_{i} \eta\left(x_{i}\right)+\int_{V_{2}}\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla(\zeta \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \zeta \eta\right] d x \tag{4.2}
\end{align*}
$$

We now show that the second term in (4.2) is zero. Notice that $\left.\psi\right|_{V_{2}} \in H^{1}\left(V_{2}\right)$ and $x_{i} \notin V_{2}(1 \leq i \leq N)$. Denoting $V_{m}=V_{2} \cap \Omega_{m}$ and $V_{s}=V_{2} \cap \Omega_{s}$, we have by (2.2) and (2.3) that

$$
\begin{aligned}
\int_{V_{m}} \varepsilon_{m} \nabla \psi \cdot \nabla \xi d x & =0 \quad \forall \xi \in C_{c}^{\infty}\left(V_{m}\right) \\
\int_{V_{s}} \varepsilon_{s} \nabla \phi \cdot \nabla \xi d x & =-4 \pi \int_{V_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \xi d x \quad \forall \xi \in C_{c}^{\infty}\left(V_{s}\right)
\end{aligned}
$$

Consequently, since $\chi_{\Omega_{s}} B^{\prime}\left(\psi-\hat{\psi}_{0} / 2\right) \in L^{2}\left(\Omega_{s}\right)$, we infer from the regularity theory of elliptic boundary-value problems [14] that $\left.\psi\right|_{V_{m}} \in H^{2}\left(V_{m}\right)$ and $\left.\psi\right|_{V_{s}} \in H^{2}\left(V_{s}\right)$, and that

$$
\begin{aligned}
\nabla \cdot \varepsilon_{m} \nabla \psi=0 & \text { a.e. } V_{m} \\
\nabla \cdot \varepsilon_{s} \nabla \psi-4 \pi B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right)=0 & \text { a.e. } V_{s}
\end{aligned}
$$

Therefore, the trace of $\varepsilon_{m} \nabla \psi \cdot n$ and that of $\varepsilon_{s} \nabla \psi \cdot n$ on $\Gamma$ both exist. Moreover,

$$
\begin{align*}
\int_{V_{2}} & {\left[\varepsilon_{\Gamma} \nabla \psi \cdot \nabla(\zeta \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \zeta \eta\right] d x } \\
= & \int_{V_{m}} \varepsilon_{m} \nabla \psi \cdot \nabla(\zeta \eta) d x+\int_{V_{s}}\left[\varepsilon_{s} \nabla \psi \cdot \nabla(\zeta \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \zeta \eta\right] d x \\
= & -\int_{V_{m}}\left(\nabla \cdot \varepsilon_{m} \nabla \psi\right) \zeta \eta d x-\int_{\Gamma}\left(\varepsilon_{m} \nabla \psi \cdot n\right) \zeta \eta d S \\
& +\int_{V_{s}}\left[-\left(\nabla \cdot \varepsilon_{s} \nabla \psi\right)(\zeta \eta)+4 \pi \chi_{\Omega_{s}} B^{\prime}\left(\psi-\frac{\hat{\psi}_{0}}{2}\right) \zeta \eta\right] d x+\int_{\Gamma}\left(\varepsilon_{s} \nabla \psi \cdot n\right) \zeta \eta d S \\
= & \int_{\Gamma} \llbracket \varepsilon \nabla \psi \cdot n \rrbracket \zeta \eta d S \\
= & 0 \tag{4.3}
\end{align*}
$$

where in the last step, we used the third equation of (1.15). Now, since $\eta \in C_{c}^{\infty}(\Omega)$ is arbitrary, we obtain (2.1) from (4.2) and (4.3).
5. Minimization of the electrostatic free energy: Proof of Theorems 2.3, 2.4, and 2.5 .

Proof of Theorem 2.3. Let $t=1+\beta \max _{1 \leq j \leq M}\left\|\mu_{0 j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}$, where $\mu_{0 j}(j=$ $1, \ldots, M)$ are defined in (3.14). It follows from (3.12) and (3.4) that there exists $C_{5}>0$ such that
$F_{0}[c] \geq C_{5}\left\|\sum_{j=1}^{M} q_{j} c_{j}\right\|_{H^{-1}(\Omega)}^{2}+\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} S_{-t}\left(c_{j}\right) d x+E_{0} \quad \forall c=\left(c_{1}, \ldots, c_{M}\right) \in V_{0}$,
where $E_{0}$ is defined in (3.15). Let $z=\inf _{c \in V_{0}} F_{0}[c]$. Since $S_{-t}:[0, \infty) \rightarrow \mathbb{R}$ is bounded below, $z$ is finite.

Let $c^{(k)}=\left(c_{1}^{(k)}, \ldots, c_{M}^{(k)}\right) \in V_{0}(k=1,2, \ldots)$ be such that $\lim _{k \rightarrow \infty} F_{0}\left[c^{(k)}\right]=z$. It follows from (5.1) that $\left\{\int_{\Omega_{s}} S_{-t}\left(c_{j}^{(k)}\right) d x\right\}$ is bounded for each $j=1, \ldots, M$. Therefore, by Lemma 3.3, up to a subsequence that is not relabeled, $\left\{c_{j}^{(k)}\right\}$ converges weakly in $L^{1}\left(\Omega_{s}\right)$ to some $c_{j} \in L^{1}\left(\Omega_{s}\right)$, and

$$
\begin{equation*}
\int_{\Omega_{s}} S_{-t}\left(c_{j}\right) d x \leq \liminf _{k \rightarrow \infty} \int_{\Omega_{s}} S_{-t}\left(c_{j}^{(k)}\right) d x<\infty \quad j=1, \ldots, M \tag{5.2}
\end{equation*}
$$

Define $c_{j}=0$ on $\Omega_{m}$ for all $j=1, \ldots, M$. By (5.1), $\left\{\sum_{j=1}^{M} q_{j} c_{j}^{(k)}\right\}$ is bounded in $H^{-1}(\Omega)$. Since $H^{-1}(\Omega)$ is a Hilbert space, $\left\{\sum_{j=1}^{M} q_{j} c_{j}^{(k)}\right\}$ has a subsequence, again not relabeled, that weakly converges to some $F \in H^{-1}(\Omega)$. Let $\xi \in L^{\infty}(\Omega) \cap H_{0}^{1}(\Omega)$. We have

$$
F(\xi)=\lim _{k \rightarrow \infty} \int_{\Omega}\left(\sum_{j=1}^{M} q_{j} c_{j}^{(k)}\right) \xi d x=\int_{\Omega}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) \xi d x
$$

Therefore, $\sum_{j=1}^{M} q_{j} c_{j} \in H^{-1}(\Omega)$ and, hence, $c=\left(c_{1}, \ldots, c_{M}\right) \in V_{0}$.

By (5.2) and the fact that the norm of a Banach space is sequentially weakly lower semicontinuous, we have $z=\liminf _{k \rightarrow \infty} F_{0}\left[c^{(k)}\right] \geq F_{0}[c] \geq z$. This implies that $c \in V_{0}$ is a global minimizer of $F_{0}: V_{0} \rightarrow \mathbb{R}$.

Let $d=\left(d_{1}, \ldots, d_{M}\right) \in V_{0}$ be a local minimizer of $F_{0}: V_{0} \rightarrow \mathbb{R}$. Then for $\lambda \in(0,1)$ close to 0 , we have by the convexity of $F_{0}: V_{0} \rightarrow \mathbb{R}$ that

$$
F_{0}[d] \leq F_{0}[\lambda c+(1-\lambda) d] \leq \lambda F_{0}[c]+(1-\lambda) F_{0}[d]
$$

leading to $F_{0}[d] \leq F_{0}[c]$. Thus, $d$ is also a global minimizer of $F_{0}: V_{0} \rightarrow \mathbb{R}$. Clearly, $(c+d) / 2 \in V_{0}$. Consequently, it follows from the definition of the norm $\|\cdot\|$ and the Cauchy-Schwarz inequality with respect to the inner product $\langle\xi, \eta\rangle=\xi(L \eta)$ $\left(\xi, \eta \in H^{-1}(\Omega)\right)$ that

$$
\begin{aligned}
0 \leq & F_{0}\left[\frac{c+d}{2}\right]-\min _{e \in V_{0}} F_{0}[e] \\
= & F_{0}\left[\frac{c+d}{2}\right]-\frac{1}{2} F_{0}[c]-\frac{1}{2} F_{0}[d] \\
= & \frac{1}{8}\left\|\left\|\sum_{j=1}^{M} q_{j}\left(c_{j}+d_{j}\right)\right\|\right\|^{2}-\frac{1}{4}\left\|\sum_{j=1}^{M} q_{j} c_{j}\right\|\left\|^{2}-\frac{1}{4}\right\|\left\|\sum_{j=1}^{M} q_{j} d_{j}\right\| \|^{2} \\
& +\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}}\left[S_{-1}\left(\frac{c_{j}+d_{j}}{2}\right)-\frac{1}{2} S_{-1}\left(c_{j}\right)-\frac{1}{2} S_{-1}\left(d_{j}\right)\right] d x \\
\leq & \beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}}\left[S_{-1}\left(\frac{c_{j}+d_{j}}{2}\right)-\frac{1}{2} S_{-1}\left(c_{j}\right)-\frac{1}{2} S_{-1}\left(d_{j}\right)\right] d x
\end{aligned}
$$

This, together with the convexity of $S_{-1}$ on $[0, \infty)$, implies that
$S_{-1}\left(\frac{c_{j}(x)+d_{j}(x)}{2}\right)=\frac{1}{2} S_{-1}\left(c_{j}(x)\right)+\frac{1}{2} S_{-1}\left(d_{j}(x)\right) \quad \forall j=1, \ldots, M, \forall x \in \Omega_{s} \backslash \omega_{s}$,
for some $\omega_{s} \subset \Omega_{s}$ with $\left|\omega_{s}\right|=0$. Let $x \in \Omega_{s} \backslash \omega_{s}$. Then it follows from the definition of $S_{-1}:[0, \infty) \rightarrow \mathbb{R}$ that $c_{j}(x)=0$ if and only if $d_{j}(x)=0$ for all $j=1, \ldots, M$. The strict convexity of $S_{0}$ on $(0, \infty)$ then implies that $c=d$ a.e. $\Omega_{s}$. Hence, $c=d$ in $V_{0}$. $\quad$

Proof of Theorem 2.4. (1) Let $c=\left(c_{1}, \ldots, c_{M}\right) \in W_{0}$. We show that the following four statements are equivalent:
(i) $c$ is an equilibrium of $F_{0}: W_{0} \rightarrow \mathbb{R}$;
(ii) The property (2.5) holds true, and

$$
\begin{equation*}
q_{j} L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)+\mu_{0 j}+\beta^{-1} \log c_{j}=0 \quad \text { a.e. } \Omega_{s}, \quad j=1, \ldots, M ; \tag{5.3}
\end{equation*}
$$

(iii) $c$ is a global minimizer of $F_{0}: W_{0} \rightarrow \mathbb{R}$;
(iv) $c$ is a local minimizer of $F_{0}: W_{0} \rightarrow \mathbb{R}$.

Assume (i) is true. Then (2.5) holds true by Definition 2.3. Let $e=\left(e_{1}, \ldots, e_{M}\right) \in$ $X \cap L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)$. Notice that $S_{-1}^{\prime}(u)=\log u$ for any $u>0$. Thus, for each $j \in$ $\{1, \ldots, M\}$ and each $x \in \Omega_{s}$, the mean-value theorem implies the existence of $\theta_{j}(x)$ $\in[0,1]$ such that

$$
S_{-1}\left(c_{j}(x)+t e_{j}(x)\right)-S_{-1}\left(c_{j}(x)\right)=t e_{j}(x) \log \left(c_{j}(x)+t \theta_{j}(x) e_{j}(x)\right)
$$

Hence, by the Lebesgue dominated convergence theorem,

$$
\lim _{t \rightarrow 0} \int_{\Omega_{s}} \frac{S_{-1}\left(c_{j}+t e_{j}\right)-S_{-1}\left(c_{j}\right)}{t} d x=\int_{\Omega_{s}} e_{j} \log c_{j} d x, \quad j=1, \ldots, M
$$

Therefore, it follows from Definition 2.3 , the definition of the norm $\|\cdot\|,(3.12)$, and (3.4) that

$$
\begin{align*}
0= & \delta F_{0}[c] e \\
= & \lim _{t \rightarrow 0} \frac{F_{0}[c+t e]-F_{0}[c]}{t} \\
= & \lim _{t \rightarrow 0}\left\{\frac{1}{2} t\left\|\mid \sum_{j=1}^{M} q_{j} e_{j}\right\| \|^{2}+\int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} e_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) d x\right. \\
& \left.+\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{0 j} e_{j} d x+\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} \frac{1}{t}\left[S_{-1}\left(c_{j}+t e_{j}\right)-S_{-1}\left(c_{j}\right)\right] d x\right\} \\
= & \sum_{j=1}^{M} \int_{\Omega_{s}}\left[q_{j} L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)+\mu_{0 j}+\beta^{-1} \log c_{j}\right] e_{j} d x \quad \forall e \in X \cap L^{\infty}\left(\Omega, \mathbb{R}^{M}\right) . \tag{5.4}
\end{align*}
$$

This implies (5.3). Hence, (ii) is true.
Assume (ii) is true. We show that (iii) is true. By Lemma 3.4, we need only to show that $F_{0}[c] \leq F_{0}[d]$ for any fixed $d=\left(d_{1}, \ldots, d_{M}\right) \in W_{0}$ that satisfies (2.5) with $c$ replaced by $d$. In fact, setting $e=\left(e_{1}, \ldots, e_{M}\right)=d-c \in X \cap L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)$, we have by the convexity of $S_{-1}:[0, \infty) \rightarrow \mathbb{R}$ that

$$
S_{-1}\left(d_{j}\right)-S_{-1}\left(c_{j}\right) \geq\left(d_{j}-c_{j}\right) S_{-1}^{\prime}\left(c_{j}\right)=e_{j} \log c_{j} \quad \text { a.e. } \Omega_{s}
$$

Therefore, it follows from (3.12) and (5.3) that

$$
\begin{aligned}
F_{0}[d]-F_{0}[c]= & \frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} e_{j}\right) L\left(\sum_{j=1}^{M} q_{j} e_{j}\right) d x+\int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} e_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) d x \\
& +\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{0 j} e_{j} d x+\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}}\left[S_{-1}\left(d_{j}\right)-S_{-1}\left(c_{j}\right)\right] d x \\
\geq & \sum_{j=1}^{M} \int_{\Omega_{s}}\left[q_{j} L\left(\sum_{i=1}^{M} q_{i} c_{i}\right)+\mu_{0 j}+\beta^{-1} \log c_{j}\right] e_{j} d x \\
= & 0
\end{aligned}
$$

Hence, $F_{0}[c] \leq F_{0}[d]$, and (iii) is true.
Clearly, (iii) implies (iv).
Finally, assume (iv) is true. By Lemma 3.4, (2.5) holds true. For any $e \in$ $X \cap L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)$, it is easy to see that $\delta F_{0}[c] e$ exists, cf. (5.4). Since $F_{0}[c+t e] \geq F_{0}[c]$ for $|t|$ small enough, we have $\delta F_{0}[c] e=0$. Therefore, $c$ is an equilibrium of $F_{0}: W_{0} \rightarrow \mathbb{R}$, and (i) is true.

Let now $\psi \in H_{*}^{1}(\Omega)$ be the unique weak solution to the boundary-value problem of the PBE (1.11) and (1.6), cf. Theorem 2.1. Define $c=\left(c_{1}, \ldots, c_{M}\right): \Omega \rightarrow \mathbb{R}$ by (1.9) for point ions and $c_{j}(x)=0$ for all $x \in \Omega_{m}$ and all $j=1, \ldots, M$. Clearly, $c \in W_{0}$. Moreover, by Theorem 2.1, $\left.\psi\right|_{\Omega_{s}} \in C\left(\overline{\Omega_{s}}\right)$. This implies (2.5). It follows from (1.11), (1.6), (1.9) for point ions, and Lemma 3.2 with $f=\sum_{j=1}^{M} q_{j} c_{j}$ that $\psi$ is the electrostatic potential corresponding to $c$; i.e., $\psi=G+\hat{\psi}_{0}+L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)$. This, together with the Boltzmann relations (1.9) for point ions and (3.14), implies (5.3). Hence, $c$ is an equilibrium, and, thus, a local and global minimizer, of $F_{0}$ : $W_{0} \rightarrow \mathbb{R}$. The uniqueness of equilibria or local minimizers is equivalent to that of global minimizers, and can be proved by the same argument used in the proof of Theorem 2.3.
(2) It is clear that from our definition of $c$ and $\psi$ that we need only to prove (2.7). Since $c$ is the unique minimizer of $F_{0}: W_{0} \rightarrow \mathbb{R}$ and $\psi$ is the corresponding electrostatic potential determined by (3.11), we have by (1.1) and (1.9) for point ions that

$$
\begin{aligned}
\min _{d \in W_{0}} F_{0}[d]= & F_{0}[c] \\
= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)+\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) \psi d x \\
& +\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} c_{j}\left[\log \left(a^{3} c_{j}\right)-1\right] d x-\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{j} c_{j} d x \\
= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)-\frac{1}{2} \sum_{j=1}^{M} \int_{\Omega_{s}} q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}\left(\psi-\hat{\psi}_{0}\right) d x \\
& -\beta^{-1} \sum_{j=1}^{M} \int_{\Omega_{s}} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)} d x .
\end{aligned}
$$

Since $\psi$ is the unique solution to the boundary-value problem of PBE (1.11) and (1.6), and since $\hat{\psi}_{0}$ is harmonic in $\Omega_{s}$ by (1.10), we have

$$
\varepsilon_{s} \Delta\left(\psi-\hat{\psi}_{0}\right)+4 \pi \sum_{j=1}^{M} q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}=0 \quad \text { a.e. } \Omega_{s}
$$

Multiplying both sides of this equation by $\psi-\hat{\psi}_{0}$ and integrate the resulting terms over $\Omega_{s}$, we obtain by integration by parts and the fact that by Lemma 3.1 both $\psi-\hat{\psi}_{0}$ and $\varepsilon_{\Gamma} \partial_{n}\left(\psi-\hat{\psi}_{0}\right)$ are continuous across $\Gamma$,

$$
\begin{gathered}
-\int_{\Omega_{s}} \varepsilon_{s}\left|\nabla\left(\psi-\hat{\psi}_{0}\right)\right|^{2} d x+\int_{\Gamma} \varepsilon_{\Gamma}\left(\psi-\hat{\psi}_{0}\right) \partial_{n}\left(\psi-\hat{\psi}_{0}\right) d S \\
+4 \pi \sum_{j=1}^{M} \int_{\Omega_{s}} q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}\left(\psi-\hat{\psi}_{0}\right) d x=0
\end{gathered}
$$

This and (5.5) imply (2.7).

Proof of Theorem 2.5. (1) We first show that $F_{a}: V_{a} \rightarrow \mathbb{R}$ is a convex functional. Define $T_{M}=\left\{\left(u_{1}, \ldots, u_{M}\right) \in \mathbb{R}^{M}: u_{j}>0\right.$ for $j=1, \ldots, M$, and $\left.\sum_{j=1}^{M} u_{j}<1\right\}$ and

$$
h(u)=\left(1-\sum_{j=1}^{M} u_{j}\right)\left[\log \left(1-\sum_{j=1}^{M} u_{j}\right)-1\right] \quad \forall u=\left(u_{1}, \ldots, u_{M}\right) \in T_{M}
$$

Clearly, $T_{M}$ is convex. We have $\partial_{u_{i} u_{j}} h(u)=\left(1-\sum_{k=1}^{M} u_{k}\right)^{-1}$ for all $1 \leq i, j \leq M$. Let $H(u)=\left(\partial_{u_{i} u_{j}} h\right)$ be the Hessian of $h: T_{M} \rightarrow \mathbb{R}$. Then, for any $y=\left(y_{1}, \ldots, y_{M}\right) \in R^{M}$, we have $y \cdot H(u) y=\left(\sum_{k=1}^{M} y_{k}\right)^{2} /\left(1-\sum_{k=1} u_{k}\right) \geq 0$. Therefore, $H(u)$ is symmetric, semidefinite for any $u \in T_{M}$. Hence, $h: T_{M} \rightarrow \mathbb{R}$ is convex. Consequently, since $V_{a}$ is a convex subset of $X$ and $S_{-1}:[0, \infty) \rightarrow \mathbb{R}$ is convex, we conclude by (3.13) that $F_{a}: V_{a} \rightarrow \mathbb{R}$ is convex.

Let now $c=\left(c_{1}, \ldots, c_{M}\right) \in V_{a}$. By the same argument used in the proof of Theorem 2.4, we obtain the equivalence of the following four statements:
(i) $c$ is an equilibrium of $F_{a}: V_{a} \rightarrow \mathbb{R}$;
(ii) The property (2.6) holds true, and

$$
\begin{align*}
& q_{j} L\left(\sum_{i=1}^{M} q_{i} c_{i}\right)+\mu_{a j}+\beta^{-1} \log \left(\frac{a^{3} c_{j}}{1-a^{3} \sum_{i=1}^{M} c_{i}}\right)=0  \tag{5.6}\\
& \text { a.e. } \Omega_{s}, \quad j=1, \ldots, M
\end{align*}
$$

(iii) $c$ is a global minimizer of $F_{a}: V_{a} \rightarrow \mathbb{R}$;
(iv) $c$ is a local minimizer of $F_{a}: V_{a} \rightarrow \mathbb{R}$.

Let $\psi \in H_{*}^{1}(\Omega)$ be the unique weak solution to the boundary-value problem of the PBE (1.12) and (1.6), cf. Theorem 2.1. Define $c=\left(c_{1}, \ldots, c_{M}\right): \Omega \rightarrow \mathbb{R}$ by (1.9) for finite-size ions and $c_{j}(x)=0$ for all $x \in \Omega_{m}$ and all $j=1, \ldots, M$. Clearly, $c \in V_{a}$. Moreover, by Theorem 2.1, $\left.\psi\right|_{\Omega_{s}} \in C\left(\overline{\Omega_{s}}\right)$. This implies (2.6). By (1.9) for finite-size ions, we have

$$
a^{3} \sum_{j=1}^{M} c_{j}(x)=1-\frac{1}{1+a^{3} \sum_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left(\psi-\hat{\psi}_{0} / 2\right)}}
$$

This together with (1.9) for finite-size ions imply that

$$
\begin{equation*}
\frac{c_{j}}{1-a^{3} \sum_{i=1}^{M} c_{i}}=c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}, \quad j=1, \ldots, M \tag{5.7}
\end{equation*}
$$

It follows from (1.12), (1.6), (1.9) for finite-size ions, and Lemma 3.2 with $f=$ $\sum_{j=1}^{M} q_{j} c_{j}$ that $\psi$ is the electrostatic potential corresponding to $c$, i.e., $\psi=G+$ $\hat{\psi}_{0}+L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)$. This, together with (5.7) and (3.16), implies (5.6). Hence, $c$ is an equilibrium, and, thus, a local and global minimizer, of $F_{a}: V_{a} \rightarrow \mathbb{R}$. The uniqueness of equilibria or local minimizers is equivalent to that of global minimizers, and can be proved by the same argument used in the proof of Theorem 2.3.
(2) We need only to prove (2.8). Since $c$ is the unique minimizer of $F_{a}: V_{a} \rightarrow \mathbb{R}$ and $\psi$ is the corresponding electrostatic potential determined by (3.11), we have by
(1.2), (1.3), and (1.9) for finite-size ions that

$$
\begin{align*}
\min _{d \in V_{a}} F_{a}[d] & =F_{a}[c] \\
= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)+\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) \psi d x \\
& +\beta^{-1} \sum_{j=0}^{M} \int_{\Omega_{s}} c_{j}\left[\log \left(a^{3} c_{j}\right)-1\right] d x-\sum_{j=1}^{M} \int_{\Omega_{s}} \mu_{j} c_{j} d x \\
= & \frac{1}{2} \sum_{i=1}^{N} Q_{i}\left(\psi-\psi_{v a c}\right)\left(x_{i}\right)-\frac{1}{2} \sum_{j=1}^{M} \int_{\Omega_{s}} \frac{q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}\left(\psi-\hat{\psi}_{0}\right)}{1+a_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left(\psi-\hat{\psi}_{0} / 2\right)}} d x \\
\text { 8) } \quad & \beta^{-1} a^{-3} \int_{\Omega_{s}}\left[1+\log \left(1+a^{3} \sum_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left(\psi-\hat{\psi}_{0} / 2\right)}\right)\right] d x . \tag{5.8}
\end{align*}
$$

Since $\psi$ is the unique solution to the boundary-value problem of PBE (1.12) and (1.6), and since $\hat{\psi}_{0}$ is harmonic in $\Omega_{s}$ by (1.10), we have

$$
\varepsilon_{s} \Delta\left(\psi-\hat{\psi}_{0}\right)+4 \pi \sum_{j=1}^{M} \frac{q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}}{1+a^{3} \sum_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left(\psi-\hat{\psi}_{0} / 2\right)}}=0 \quad \text { a.e. } \Omega_{s}
$$

Multiplying both sides of this equation by $\psi-\hat{\psi}_{0}$ and integrating the resulting terms over $\Omega_{s}$, we obtain by integration by parts and the fact that by Lemma 3.1 both $\psi-\hat{\psi}_{0}$ and $\varepsilon_{\Gamma} \partial_{n}\left(\psi-\hat{\psi}_{0}\right)$ are continuous across $\Gamma$,

$$
\begin{aligned}
& -\int_{\Omega_{s}} \varepsilon_{s}\left|\nabla\left(\psi-\hat{\psi}_{0}\right)\right|^{2} d x+\int_{\Gamma} \varepsilon_{\Gamma}\left(\psi-\hat{\psi}_{0}\right) \partial_{n}\left(\psi-\hat{\psi}_{0}\right) d S \\
& \quad+4 \pi \sum_{j=1}^{M} \int_{\Omega_{s}} \frac{q_{j} c_{j}^{\infty} e^{-\beta q_{j}\left(\psi-\hat{\psi}_{0} / 2\right)}\left(\psi-\hat{\psi}_{0}\right)}{1+a^{3} \sum_{i=1}^{M} c_{i}^{\infty} e^{-\beta q_{i}\left(\psi-\hat{\psi}_{0} / 2\right)}} d x=0
\end{aligned}
$$

This and (5.8) imply (2.8).

## Appendix A.

We now prove Lemma 3.4 and Lemma 3.5 by constructing ionic concentrations that satisfy required conditions and that have lower free energies. The key idea here is based on the following observation: the function $S_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$, defined for any $\alpha \in \mathbb{R}$ by $S_{\alpha}(0)=0$ and $S_{\alpha}(u)=u(\alpha+\log u)$ if $u>0$, has a unique minimizer which is a positive number. Moreover, the magnitude $\left|S_{\alpha}^{\prime}(u)\right|$ is very large if $u$ is close to 0 or $\infty$. Notice that $-S_{\alpha}$ represents the entropy of the system. Therefore, small changes of concentrations near zero or infinity can largely increase the corresponding entropy and, hence, decrease the free energy.

Proof of Lemma 3.4. We first construct $\bar{c} \in W_{0}$ that satisfies

$$
\begin{equation*}
\bar{c}_{j}(x) \leq \gamma_{2}^{\prime} \quad \text { a.e. } x \in \Omega_{s}, j=1, \ldots, M \tag{A.1}
\end{equation*}
$$

for some constant $\gamma_{2}^{\prime}>0,\|\bar{c}-c\|_{X}<\varepsilon / 2$, and $F_{0}[\bar{c}] \leq F_{0}[c]$ with a strict inequality if $c \notin L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)$. Let $A>0$. Define $\bar{c}=\left(\bar{c}_{1}, \ldots, \bar{c}_{M}\right): \Omega \rightarrow \mathbb{R}$ by

$$
\bar{c}_{j}(x)=\left\{\begin{array}{ll}
c_{j}(x) & \text { if } c_{j}(x) \leq A  \tag{A.2}\\
0 & \text { if } c_{j}(x)>A
\end{array} \quad \forall x \in \Omega, j=1, \ldots, M\right.
$$

Clearly, $\bar{c} \in W_{0}$ and (A.1) holds true with $\gamma_{2}^{\prime}=A$. Moreover, $\sum_{j=1}^{M}\left\|\bar{c}_{j}-c_{j}\right\|_{L^{1}(\Omega)}<$ $\varepsilon / 4$ for $A>0$ large enough.

Denote

$$
\tau_{j}(A)=\left\{x \in \Omega_{s}: c_{j}(x)>A\right\}, \quad j=1, \ldots, M
$$

Since $c \in W_{0}$, there exists $p>3 / 2$ such that each $c_{j} \in L^{p}(\Omega)(1 \leq j \leq M)$. Thus,

$$
\sum_{j=1}^{M} q_{j} \bar{c}_{j}-\sum_{j=1}^{M} q_{j} c_{j}=-\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j} \rightarrow 0 \quad \text { in } L^{p}(\Omega) \quad \text { as } A \rightarrow \infty
$$

By the definition of $L: H^{-1}(\Omega) \rightarrow H_{0}^{1}(\Omega)$ and the regularity theory for elliptic problems [14], we have $\left.L\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right)\right|_{\Omega_{s}} \in W^{2, p}\left(\Omega_{s}\right)$ and

$$
\left\|L\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right)\right\|_{W^{2, p}\left(\Omega_{s}\right)} \leq C\left\|\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right\|_{L^{p}\left(\Omega_{s}\right)} \rightarrow 0 \quad \text { as } A \rightarrow \infty
$$

Hence, by (3.4) and the embedding $W^{2, p}\left(\Omega_{s}\right) \hookrightarrow L^{\infty}\left(\Omega_{s}\right)$ that

$$
\begin{aligned}
\left\|\sum_{j=1}^{M} q_{j} \bar{c}_{j}-\sum_{j=1}^{M} q_{j} c_{j}\right\|_{H^{-1}(\Omega)}^{2} & \leq C \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right) L\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right) d x \\
& \leq C\left\|\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right\|_{L^{1}\left(\Omega_{s}\right)}\left\|L\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right)\right\|_{L^{\infty}\left(\Omega_{s}\right)} \\
& \leq C\left\|\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right\|_{L^{p}\left(\Omega_{s}\right)} \| L\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A) c_{j}}\left\|_{j}\right\|_{W^{2, p}\left(\Omega_{s}\right)}\right. \\
& \leq C\left\|\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right\|_{L^{p}\left(\Omega_{s}\right)} \\
& \rightarrow 0
\end{aligned}
$$

Therefore, $\|\bar{c}-c\|_{X}<\varepsilon$ if $A>0$ is large enough.
Notice that $\bar{c}_{j}=c_{j}-\chi_{\tau_{j}(A)} c_{j}$ for all $j=1, \ldots, M$. Thus,

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) d x-\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) d x \\
& \quad=-\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \chi_{\tau_{j}(A)} c_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}+\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) d x \\
& \quad \leq \frac{1}{2} \sum_{j=1}^{M}\left|q_{j}\right| d_{j}(A) \int_{\tau_{j}(A)} c_{j} d x \tag{A.3}
\end{align*}
$$

where

$$
d_{j}(A)=\left\|L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)\right\|_{L^{\infty}\left(\Omega_{s}\right)}+\left\|L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right)\right\|_{L^{\infty}\left(\Omega_{s}\right)}
$$

Since

$$
\begin{aligned}
\left\|L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right)\right\|_{L^{\infty}\left(\Omega_{s}\right)} & \leq C\left\|L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right)\right\|_{W^{2, p}\left(\Omega_{s}\right)} \\
& \leq C\left\|\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right\|_{L^{p}\left(\Omega_{s}\right)} \rightarrow\left\|\sum_{j=1}^{M} q_{j} c_{j}\right\|_{L^{p}\left(\Omega_{s}\right)}
\end{aligned}
$$

as $A \rightarrow \infty$, we have $\max _{1 \leq j \leq M} d_{j}(A) \leq C$ as $A>0$ large enough. For each fixed $j \in\{1, \ldots, M\}$ and $x \in \tau_{j}(A)$, we also have

$$
\begin{equation*}
S_{-1}\left(\bar{c}_{j}(x)\right)-S_{-1}\left(c_{j}(x)\right)=-S_{-1}\left(c_{j}(x)\right)=-c_{j}(x) \log c_{j}(x) \leq-c_{j}(x) \log A \tag{A.4}
\end{equation*}
$$

Therefore, it follows from (3.12), (A.3), and (A.4) that

$$
F_{0}[\bar{c}]-F_{0}[c] \leq \sum_{j=1}^{M}\left(\frac{1}{2}\left|q_{j}\right| d_{j}(A)+\left\|\mu_{0 j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}-\beta^{-1} \log A\right) \int_{\tau_{j}(A)} c_{j} d x
$$

If $A>0$ is large enough, this is nonpositive. If $c \notin L^{\infty}\left(\Omega, \mathbb{R}^{M}\right)$, then there exists $j \in\{1, \ldots, M\}$ such that $\left|\tau_{j}(A)\right|>0$ for all $A>0$. In this case, we have the strict inequality $F_{0}[\bar{c}]<F_{0}[c]$.

We now construct $\hat{c} \in W_{0}$ that satisfies (2.5) with $c$ replaced by $\hat{c},\|\hat{c}-\bar{c}\|_{X}<\varepsilon / 2$, and $F_{0}[\hat{c}] \leq F_{0}[\bar{c}]$ with a strict inequality if there exists $j \in\{1, \ldots, M\}$ such that $\left|\left\{x \in \Omega_{s}: c_{j}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$, all these implying that $\hat{c}$ satisfies all the desired properties. If there exists $\gamma_{1}^{\prime}>0$ such that $c_{j}(x) \geq \gamma_{1}^{\prime}$ for a.e. $x \in \Omega_{s}$ and $j=1, \ldots, M$, then $\hat{c}=\bar{c}$ with $A \geq \gamma_{1}^{\prime}$ (cf. (A.2)) satisfies all the desired properties with $\gamma_{1}=\gamma_{1}^{\prime}$ and $\gamma_{2}=\gamma_{2}^{\prime}$. Assume otherwise there exists $j_{0} \in\{1, \ldots, M\}$ such that $\left|\left\{x \in \Omega_{s}: c_{j_{0}}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$. This means that $\left|\left\{x \in \Omega_{s}: \bar{c}_{j_{0}}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$.

Define

$$
\begin{aligned}
& \rho_{j}(\alpha)=\left\{x \in \Omega_{s}: \bar{c}_{j}(x)<\alpha\right\} \quad \forall \alpha>0, \quad j=1, \ldots, M \\
& I_{0}=\left\{j \in\{1, \ldots, M\}:\left|\rho_{j}(\alpha)\right|>0 \forall \alpha>0\right\} \\
& I_{1}=\{1, \ldots, M\} \backslash I_{0}
\end{aligned}
$$

Clearly, $I_{0} \neq \emptyset$. If $I_{1} \neq \emptyset$, then there exists $\alpha_{1}>0$ such that

$$
\bar{c}_{j}(x) \geq \alpha_{1} \quad \text { a.e. } x \in \Omega_{s}, \quad \forall j \in I_{1}
$$

Define for $0<\alpha<\alpha_{1}$ and $1 \leq j \leq M$

$$
\hat{c}_{j}(x)=\left\{\begin{array}{ll}
\bar{c}_{j}(x)+\alpha \chi_{\rho_{j}(\alpha)}(x) & \text { if } j \in I_{0} \\
\bar{c}_{j}(x) & \text { if } j \in I_{1}
\end{array} \quad \forall x \in \Omega\right.
$$

Clearly, $\hat{c}=\left(\hat{c}_{1}, \ldots, \hat{c}_{M}\right) \in W_{0}$ and (2.5) holds true with $c$ replaced by $\hat{c}, \gamma_{1}=\alpha$, and $\gamma_{2}=\gamma_{2}^{\prime}+\alpha$. Moreover, $\sum_{j=1}^{M}\left\|\hat{c}_{j}-\bar{c}_{j}\right\|_{L^{1}(\Omega)}<\varepsilon / 4$ if $\alpha>0$ is small enough.

Furthermore,

$$
\begin{align*}
& \left\|\sum_{j=1}^{M} q_{j} \hat{c}_{j}-\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right\|_{H^{-1}(\Omega)}=\alpha\left\|\sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right\|_{H^{-1}(\Omega)} \leq \alpha\left\|\sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right\|_{L^{2}(\Omega)} \\
& \leq \alpha \sum_{j \in I_{0}}\left|q_{j}\right| \sqrt{\left|\rho_{j}(\alpha)\right|} \rightarrow 0 \quad \text { as } \alpha \rightarrow 0 \tag{A.5}
\end{align*}
$$

Hence, $\|\hat{c}-\bar{c}\|_{X}<\varepsilon / 2$ if $\alpha>0$ is small enough.
By the mean-value theorem and the fact that $S_{-1}^{\prime}(u)=\log u$ for any $u>0$,

$$
\begin{aligned}
\sum_{j=1}^{M} \int_{\Omega_{s}}\left[S_{-1}\left(\hat{c}_{j}\right)-S_{-1}\left(\bar{c}_{j}\right)\right] d x & =\sum_{j \in I_{0}} \int_{\rho_{j}(\alpha)}\left[S_{-1}\left(\hat{c}_{j}\right)-S_{-1}\left(\bar{c}_{j}\right)\right] d x \\
& \leq \alpha \log (2 \alpha) \sum_{j \in I_{0}}\left|\rho_{j}(\alpha)\right|
\end{aligned}
$$

Consequently, it follows from (3.13), (3.4), (A.5) that

$$
\begin{aligned}
& F_{0}[\hat{c}]-F_{0}[\bar{c}]=\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}+\alpha \sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right) L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}+\alpha \sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right) d x \\
& -\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) d x+\alpha \sum_{j \in I_{0}} \int_{\rho_{j}(\alpha)} \mu_{0 j} d x \\
& +\beta^{-1} \sum_{j \in I_{0}} \int_{\rho_{j}(\alpha)}\left[S_{-1}\left(\hat{c}_{j}\right)-S_{-1}\left(\bar{c}_{j}\right)\right] d x \\
& \leq \frac{\alpha^{2}}{2} \int_{\Omega_{s}}\left(\sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right) L\left(\sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right) d x \\
& +\alpha \int_{\Omega_{s}}\left(\sum_{j \in I_{0}} q_{j} \chi_{\rho_{j}(\alpha)}\right) L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) d x \\
& +\alpha \sum_{j \in I_{0}}\left\|\mu_{0 j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\left|\rho_{j}(\alpha)\right|+\alpha \sum_{j \in I_{0}} \beta^{-1} \log (2 \alpha)\left|\rho_{j}(\alpha)\right| \\
& \leq \frac{\alpha^{2}}{2}\left(\sum_{i \in I_{0}} q_{i}^{2}\right) \sum_{j \in I_{0}}\left|\rho_{j}(\alpha)\right|+\alpha\left\|L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right)\right\|_{L^{\infty}\left(\Omega_{s}\right)} \sum_{j \in I_{0}}\left|q_{j}\right|\left|\rho_{j}(\alpha)\right| \\
& +\alpha \sum_{j \in I_{0}}\left\|\mu_{0 j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\left|\rho_{j}(\alpha)\right|+\alpha \sum_{j \in I_{0}} \beta^{-1} \log (2 \alpha)\left|\rho_{j}(\alpha)\right| \\
& =\alpha \sum_{j \in J_{0}}\left[\frac{\alpha}{2}\left(\sum_{j \in I_{0}} q_{j}^{2}\right)+\left|q_{j}\right|\left\|L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right)\right\|_{L^{\infty\left(\Omega_{s}\right)}}\right. \\
& \left.+\left\|\mu_{0 j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}+\beta^{-1} \log (2 \alpha) \mid\right] \rho_{j}(\alpha) \mid .
\end{aligned}
$$

Since $I_{0} \neq \emptyset$, this is strictly negative if $\alpha>0$ is small enough.

Proof of Lemma 3.5. We first construct $\bar{c}=\left(\bar{c}_{1}, \ldots, \bar{c}_{M}\right) \in V_{a}$ such that

$$
\begin{equation*}
a^{3} \bar{c}_{0}(x)=1-a^{3} \sum_{j=1}^{M} \bar{c}_{j}(x) \geq \theta_{1} \quad \text { a.e. } x \in \Omega_{s} \tag{A.6}
\end{equation*}
$$

for some constant $\theta_{1} \in(0,1),\|\bar{c}-c\|_{X}<\varepsilon / 2$, and $F_{a}[\bar{c}] \leq F_{a}[c]$ with a strict inequality if $\left|\left\{x \in \Omega_{s}: a^{3} c_{0}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$.

Denote for any $\alpha>0$

$$
\omega_{0}(\alpha)=\left\{x \in \Omega_{s}: a^{3} c_{0}(x)<\alpha\right\} .
$$

If there exists a constant $\alpha_{1}>0$ such that $\left|\omega_{0}\left(\alpha_{1}\right)\right|=0$, i.e., $a^{3} c_{0}(x) \geq \alpha_{1}$ a.e. $\Omega_{s}$, then $\left(\bar{c}_{1}, \ldots, \bar{c}_{M}\right)=\left(c_{1}, \ldots, c_{M}\right) \in V_{a}$ satisfies all the desired properties with $\theta_{1}=\alpha_{1} /\left(1+\alpha_{1}\right) \in(0,1)$. Suppose $\left|\omega_{0}(\alpha)\right|>0$ for any $\alpha>0$. Let $0<\alpha<1 /(4 M)$. Let $x \in \omega_{0}(\alpha)$. Then there exists some $j=j(x) \in\{1, \ldots, M\}$ such that $a^{3} c_{j}(x) \geq$ $1 /(2 M)$. In fact, if this were not true, then $a^{3} c_{i}(x)<1 /(2 M)$ for all $i=1, \ldots, M$. Hence, $a^{3} c_{0}(x)=1-a^{3} \sum_{i=1}^{M} c_{i}(x)>1 / 2>\alpha$. This would mean that $x \notin \omega_{0}(\alpha)$, a contradiction. Denoting

$$
H_{j}(\alpha)=\left\{x \in \omega_{0}(\alpha): a^{3} c_{j}(x) \geq \frac{1}{2 M}\right\}, \quad j=1, \ldots, M
$$

we, thus, have $\omega_{0}(\alpha)=\cup_{j=1}^{M} H_{j}(\alpha)$. Since $\left|\omega_{0}(\alpha)\right|>0$, we have $\left|H_{j_{1}}(\alpha)\right|>0$ for some $j_{1}\left(1 \leq j_{1} \leq M\right)$. If $\left|H_{j}(\alpha) \backslash H_{j_{1}}(\alpha)\right|=0$ for all $j \neq j_{1}$, then we have $\omega_{0}(\alpha)=\tilde{K}_{1}(\alpha) \cup H_{j_{1}}(\alpha)$ for some $\tilde{K}_{1}(\alpha) \subset \omega_{0}(\alpha)$ with $\left|\tilde{K}_{1}(\alpha)\right|=0$. Otherwise, $\left|H_{j_{2}}(\alpha) \backslash H_{j_{1}}(\alpha)\right|>0$ for some $j_{2} \neq j_{1}$. In case $\left|\omega_{0}(\alpha) \backslash\left[H_{j_{1}}(\alpha) \cup H_{j_{2}}(\alpha)\right]\right|=0$, we have $\omega_{0}(\alpha)=\tilde{K}_{2}(\alpha) \cup H_{j_{1}}(\alpha) \cup\left[H_{j_{2}}(\alpha) \backslash H_{j_{1}}(\alpha)\right]$ for some $\tilde{K}_{2}(\alpha) \subset \omega_{0}(\alpha)$ with $\left|\tilde{K}_{2}(\alpha)\right|=0$. By induction, we see that there exist $m \in\{1, \ldots, M\}, \tilde{K}_{m}(\alpha) \subset \omega_{0}(\alpha)$ with $\left|\tilde{K}_{m}(\alpha)\right|=$ 0 , and mutually disjoint sets $K_{j_{1}}(\alpha), \ldots, K_{j_{m}}(\alpha) \subseteq \omega_{0}(\alpha)$ such that $K_{j_{i}}(\alpha) \subseteq H_{j_{i}}(\alpha)$ and $\left|K_{j_{i}}(\alpha)\right|>0$ for $i=1, \ldots, m$, and $\omega_{0}(\alpha)=\tilde{K}_{m}(\alpha) \cup\left[\cup_{i=1}^{m} K_{j_{i}}(\alpha)\right]$. By relabeling, we may assume that $j_{i}=i$ for $i=1, \ldots, m$.

Define now

$$
\begin{align*}
& \bar{c}_{j}(x)=\left\{\begin{array}{lr}
c_{j}(x)-\alpha a^{-3} \chi_{K_{j}(\alpha)}(x) & \forall x \in \Omega, j=1, \ldots, m, \\
c_{j}(x) & \forall x \in \Omega, j=m+1, \ldots, M,
\end{array}\right.  \tag{A.7}\\
& \bar{c}_{0}(x)=a^{-3}\left[1-a^{3} \sum_{j=1}^{M} \bar{c}_{j}(x)\right] \quad \forall x \in \Omega_{s} .
\end{align*}
$$

It is easy to see that $\left(\bar{c}_{1}, \ldots, \bar{c}_{M}\right) \in V_{a}$. Moreover,

$$
\begin{equation*}
a^{3} \bar{c}_{0}(x)=a^{3} c_{0}(x)+\alpha \chi_{\omega_{0}(\alpha)}(x) \geq \alpha \quad \text { a.e. } x \in \Omega_{s} \tag{A.8}
\end{equation*}
$$

implying (A.6) with $\theta_{1}=\alpha$. Clearly, $\sum_{j=1}^{M}\left\|\bar{c}_{j}-c_{j}\right\|_{L^{1}(\Omega)} \leq \alpha a^{-3} \sum_{j=1}^{m}\left|K_{j}(\alpha)\right|$. Moreover,

$$
\left\|\sum_{j=1}^{M} q_{j} \bar{c}_{j}-\sum_{j=1}^{M} q_{j} c_{j}\right\|_{H^{-1}(\Omega)} \leq \alpha a^{-3}\left\|\sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right\|_{L^{2}(\Omega)} \leq \alpha a^{-3} \sqrt{\sum_{j=1}^{m} q_{j}^{2}\left|K_{j}(\alpha)\right| .}
$$

Therefore, $\|\bar{c}-c\|_{X}<\varepsilon / 2$, provided that $\alpha>0$ is small enough.

If $x \in K_{j}(\alpha)$ for some $j$ with $1 \leq j \leq m$, then $c_{j}(x) \geq 1 /\left(2 M a^{3}\right)$, and $\bar{c}_{j}(x) \geq$ $1 /\left(4 M a^{3}\right)$ since $0<\alpha<1 /(4 M)$. By the mean-value theorem and the fact that $S_{-1}^{\prime}(u)=\log u$ for any $u>0$, there exists $\eta_{j}(x)$ with $\bar{c}_{j}(x) \leq \eta_{j}(x) \leq c_{j}(x)$ such that

$$
\begin{aligned}
S_{-1}\left[\bar{c}_{j}(x)\right]-S_{-1}\left[c_{j}(x)\right] & =\left[\bar{c}_{j}(x)-c_{j}(x)\right] \log \eta_{j}(x) \\
& \leq-\alpha a^{-3} \log \bar{c}_{j}(x) \leq \alpha a^{-3} \log \left(4 M a^{3}\right)
\end{aligned}
$$

By the same argument using (A.8) and the definition of $\omega_{0}(\alpha)$, we obtain

$$
S_{-1}\left(\bar{c}_{0}(x)\right)-S_{-1}\left(c_{0}(x)\right) \leq \alpha a^{-3} \log \left(a^{-3} \alpha\right) \quad \text { a.e. } x \in \omega_{0}(\alpha)
$$

Consequently, we have by (3.13), (3.4), and the embedding $L^{2}\left(\Omega_{s}\right) \hookrightarrow H^{-1}\left(\Omega_{s}\right)$ that

$$
\begin{aligned}
& F_{a}[\bar{c}]-F_{a}[c]=\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}-\alpha a^{-3} \sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right) \\
& L\left(\sum_{j=1}^{M} q_{j} c_{j}-\alpha a^{-3} \sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right) d x \\
& -\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} c_{j}\right) L\left(\sum_{j=1}^{M} q_{j} c_{j}\right) d x-\alpha a^{-3} \sum_{j=1}^{m} \int_{K_{j}(\alpha)} \mu_{a j} d x \\
& +\beta^{-1} \sum_{j=0}^{m} \int_{\omega_{0}(\alpha)}\left[S_{-1}\left(\bar{c}_{j}\right)-S_{-1}\left(c_{j}\right)\right] d x \\
& \leq \frac{1}{2} \alpha^{2} a^{-6} \int_{\Omega_{s}}\left(\sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right) L\left(\sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right) d x \\
& -\alpha a^{-3} \int_{\Omega_{s}}\left(\sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right) L\left(\sum_{j=1}^{m} q_{j} c_{j}\right) d x \\
& +\alpha a^{-3} \sum_{j=1}^{m}\left\|\mu_{a j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\left|K_{j}(\alpha)\right| \\
& +\beta^{-1} \alpha a^{-3} \log \left(a^{-3} \alpha\right)\left|\omega_{0}(\alpha)\right|+\beta^{-1} \alpha a^{-3} \log \left(4 M a^{3}\right)\left|\omega_{0}(\alpha)\right| \\
& \leq C \alpha^{2} a^{-6}\left\|\sum_{j=1}^{m} q_{j} \chi_{K_{j}(\alpha)}\right\|_{L^{2}\left(\Omega_{s}\right)}^{2} \\
& +\alpha a^{-3}\left\|L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)\right\|_{L^{\infty}(\Omega)} \sum_{j=1}^{m}\left|q_{j}\right|\left|K_{j}(\alpha)\right| \\
& +\alpha a^{-3} \sum_{j=1}^{m}\left\|\mu_{a j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\left|K_{j}(\alpha)\right|+\beta^{-1} \alpha a^{-3} \log \left(8 M a^{3} \alpha\right) \sum_{j=1}^{m}\left|K_{j}(\alpha)\right| \\
& =\alpha \sum_{j=1}^{M}\left[C \alpha a^{-6} q_{j}^{2}+a^{-3}\left|q_{j}\right|\left\|L\left(\sum_{j=1}^{M} q_{j} c_{j}\right)\right\|_{L^{\infty}(\Omega)}+a^{-3}\left\|\mu_{a j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\right. \\
& \left.+\beta^{-1} a^{-3} \log \left(8 M a^{3} \alpha\right)\right]\left|K_{j}(\alpha)\right|,
\end{aligned}
$$

where $C>0$ is a constant independent of $\alpha$. Thus, $F_{a}[\bar{c}]-F_{a}[c]$ is nonpositive for $\alpha>0$ sufficiently small. It is strictly negative, if $\left|\omega_{0}(\alpha)\right|=\sum_{j=1}^{m}\left|K_{j}(\alpha)\right|>0$ for all $\alpha>0$, i.e., if $\left|\left\{x \in \Omega_{s}: a^{3} c_{0}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$.

We now construct $\hat{c} \in V_{a}$ that satisfies (2.6) with $c$ replaced by $\hat{c},\|\hat{c}-\bar{c}\|_{X}<\varepsilon / 2$, and $F_{a}[\hat{c}] \leq F_{a}[\bar{c}]$ with a strict inequality if there exists $j \in\{1, \ldots, M\}$ such that $\left|\left\{x \in \Omega_{s}: a^{3} c_{j}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$, all these implying that $\hat{c}$ satisfies all the desired properties. If there exists $\theta_{2} \in(0,1)$ such that $c_{j}(x) \geq \theta_{2}$ for a.e. $x \in \Omega_{s}$ and all $j=1, \ldots, M$, then $\hat{c}=\bar{c}$ with $0<\alpha<\theta_{2} / 2$ (cf. (A.7)) satisfies all the desired properties with $\theta_{0}=\min \left(\theta_{1}, \theta_{2} / 2\right)$. Assume otherwise there exists $j_{0} \in\{1, \ldots, M\}$ such that $\left|\left\{x \in \Omega_{s}: c_{j_{0}}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$. This means that $\left|\left\{x \in \Omega_{s}: \bar{c}_{j_{0}}(x)<\alpha\right\}\right|>0$ for all $\alpha>0$.

Define

$$
\begin{aligned}
\sigma_{j}(\alpha) & =\left\{x \in \Omega_{s}: a^{3} \bar{c}_{j}(x)<\alpha\right\} \quad \forall \alpha>0, \quad j=1, \ldots, M \\
J_{0} & =\left\{j \in\{1, \ldots, M\}:\left|\sigma_{j}(\alpha)\right|>0 \forall \alpha>0\right\} \\
J_{1} & =\{1, \ldots, M\} \backslash J_{0}
\end{aligned}
$$

Clearly, $J_{0} \neq \emptyset$. If $J_{1} \neq \emptyset$, then there exists $\alpha_{2}>0$ such that

$$
a^{3} \bar{c}_{j}(x) \geq \alpha_{2} \quad \text { a.e. } x \in \Omega_{s}, \quad \forall j \in J_{1}
$$

Define for $0<\alpha<\min \left\{\alpha_{2}, \theta_{1} / M\right\}$ and $1 \leq j \leq M$

$$
\begin{array}{cl}
\hat{c}_{j}(x)=\left\{\begin{array}{ll}
\bar{c}_{j}(x)+\alpha a^{-3} \chi_{\sigma_{j}(\alpha)}(x) & \text { if } j \in J_{0} \\
\bar{c}_{j}(x) & \text { if } j \in J_{1}
\end{array} \quad \forall x \in \Omega .\right. \\
\hat{c}_{0}(x)=a^{-3}\left[1-\sum_{j=1}^{M} a^{3} \hat{c}_{j}(x)\right] & \forall x \in \Omega_{s} .
\end{array}
$$

Notice by (A.6) that

$$
\begin{aligned}
& a^{3} \hat{c}_{0}(x)=1-\sum_{j=1}^{M} a^{3} \hat{c}_{j}(x)=1-\sum_{j=1}^{M} a^{3} \bar{c}_{j}(x)-\alpha \sum_{j \in J_{0}} \chi_{\sigma_{j}(\alpha)} \\
& \geq \theta_{1}-\alpha M>0 \quad \text { a.e. } x \in \Omega_{s} .
\end{aligned}
$$

Thus, $\hat{c}=\left(\hat{c}_{1}, \ldots, \hat{c}_{M}\right) \in V_{a}$. Clearly, (2.6) holds true for $\theta_{0}=\min \left\{\alpha, \alpha_{2}, \theta_{1}-\alpha M\right\}$. Applying the same argument used above, we obtain that $\|\hat{c}-\bar{c}\|_{X}<\varepsilon / 2$ for $\alpha>0$ small enough.

We have now by the mean-value theorem that

$$
\begin{aligned}
\sum_{j=1}^{M} \int_{\Omega_{s}}\left[S_{-1}\left(\hat{c}_{j}\right)-S_{-1}\left(\bar{c}_{j}\right)\right] d x & =\sum_{j \in J_{0}} \int_{\sigma_{j}(\alpha)}\left[S_{-1}\left(\hat{c}_{j}\right)-S_{-1}\left(\bar{c}_{j}\right)\right] d x \\
& \leq \alpha a^{-3} \log \left(2 \alpha a^{-3}\right) \sum_{j \in J_{0}}\left|\sigma_{j}(\alpha)\right|
\end{aligned}
$$

Similarly, we have by (2.6) that

$$
\int_{\Omega_{s}}\left[S_{-1}\left(\hat{c}_{0}\right)-S_{-1}\left(\bar{c}_{0}\right)\right] d x \leq-\alpha a^{-3} \log \left(a^{-3} \theta_{0}\right) \sum_{j \in J_{0}}\left|\sigma_{j}(\alpha)\right|
$$

Consequently, we have by (3.13) and a similar argument that

$$
\begin{aligned}
& F_{a}[\hat{c}]-F_{a}[\bar{c}]=\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}+\alpha a^{-3} \sum_{j \in J_{0}} q_{j} \chi_{\sigma_{j}(\alpha)}\right) \\
& L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}+\alpha a^{-3} \sum_{j \in J_{0}} q_{j} \chi_{\sigma_{j}(\alpha)}\right) d x \\
& -\frac{1}{2} \int_{\Omega_{s}}\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) L\left(\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right) d x+\alpha a^{-3} \sum_{j \in J_{0}} \int_{\sigma_{j}(\alpha)} \mu_{a j} d x \\
& +\beta^{-1} \sum_{j \in J_{0}} \int_{\sigma_{j}(\alpha)}\left[S_{-1}\left(\hat{c}_{j}\right)-S_{-1}\left(\bar{c}_{j}\right)\right] d x \\
& +\beta^{-1} \int_{\Omega_{s}}\left[S_{-1}\left(\hat{c}_{0}\right)-S_{-1}\left(\bar{c}_{0}\right)\right] d x \\
& \leq C \alpha^{2} a^{-6}\left\|\sum_{j \in J_{0}} q_{j} \chi_{\sigma_{j}(\alpha)}\right\|_{L^{2}\left(\Omega_{s}\right)}^{2}+\alpha a^{-3}\left\|\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right\|_{L^{\infty}\left(\Omega_{s}\right)} \sum_{j \in J_{0}}\left|q_{j} \| \sigma_{j}(\alpha)\right| \\
& +\alpha a^{-3} \sum_{j \in J_{0}}\left\|\mu_{a j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\left|\sigma_{j}(\alpha)\right|+\beta^{-1} \alpha a^{-3} \log \left(2 \alpha / \theta_{0}\right) \sum_{j \in J_{0}}\left|\sigma_{j}(\alpha)\right| \\
& \leq \alpha \sum_{j \in J_{0}}\left[C \alpha a^{-6} q_{j}^{2}+a^{-3}\left|q_{j}\right|\left\|\sum_{j=1}^{M} q_{j} \bar{c}_{j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}+a^{-3}\left\|\mu_{a j}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\right. \\
& \left.+\beta^{-1} a^{-3} \log \left(2 \alpha / \theta_{0}\right)\right]\left|\sigma_{j}(\alpha)\right| .
\end{aligned}
$$

Since $J_{0} \neq \emptyset$, this is strictly negative if $\alpha>0$ is sufficiently small. The case that $J_{1}=\emptyset$ can be treated similarly.
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#### Abstract

This paper is concerned with some aspects of blow up of solutions and persistence properties. Firstly, we will try to give sufficient conditions on the initial data, which guarantee finite time singularity formation for the corresponding solutions. Then a particular class of initial data for the periodic case is also considered in this paper. Finally, we investigate the persistence properties of the strong solutions.
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1. Introduction. Although a rod is always three-dimensional, if its diameter is much less than the axial length scale, one-dimensional equations can give a good description of the motion of the rod. Recently Dai [18] derived a new (one-dimensional) nonlinear dispersive equation including extra nonlinear terms involving second-order and third-order derivatives for a compressible hyperelastic material. The equation reads

$$
v_{\tau}+\sigma_{1} v v_{\xi}+\sigma_{2} v_{\xi \xi \tau}+\sigma_{3}\left(2 v_{\xi} v_{\xi \xi}+v v_{\xi \xi \xi}\right)=0,
$$

where $v(\xi, \tau)$ represents the radial stretch relative to a prestressed state, $\sigma_{1} \neq 0$, $\sigma_{2}<0$, and $\sigma_{3} \leq 0$ are constants determined by the prestress and the material parameters. If one introduces the following transformations

$$
\tau=\frac{3 \sqrt{-\sigma_{2}}}{\sigma_{1}} t, \quad \xi=\sqrt{-\sigma_{2}} x
$$

then the above equation turns into

$$
\begin{equation*}
u_{t}-u_{x x t}+3 u u_{x}=\gamma\left(2 u_{x} u_{x x}+u u_{x x x}\right), \tag{1.1}
\end{equation*}
$$

where $\gamma=3 \sigma_{3} /\left(\sigma_{1} \sigma_{2}\right)$. In [19], the authors derived that the value range of $\gamma$ is from -29.4760 to 3.4174 for some special compressible materials. In this paper, from the mathematical viewpoint, we regard $\gamma$ as a real number.

When $\gamma=1$ in (1.1), we recover the shallow water (Camassa-Holm) equation derived physically by Camassa and Holm in [4] by approximating directly the Hamiltonian for Euler's equations in the shallow water regime, where $u(x, t)$ represents the free surface above a flat bottom. Recently, the alternative derivations of the

[^134]Camassa-Holm equation were presented in [5, 25, 13]. Some satisfactory results have been obtained for this shallow water equation recently. Local well-posedness for the initial datum $u_{0}(x) \in H^{s}$, with $s>3 / 2$ was proved by several authors [10, 26, 32, 34]. For the initial data with lower regularity, we refer to Molinet's paper [30] and also the recent paper [3]. Moreover, wave breaking for a large class of initial data has been established in $[8,9,10,11,26,29,36,40,41]$. Later, in [20], the first author considered the Camassa-Holm equation with weakly dissipative term and established blow-up criteria and sufficient conditions on global existence of the solutions. Recently, in [24], among others, Himonas et al. showed the infinite propagation speed for the Camassa-Holm equation in the sense that a strong solution of the Cauchy problem with compact initial profile cannot be compactly supported at any later time unless it is the zero solution, which is an improvement of previous results in this direction obtained in $[6,21,22]$. These results were recently extended in [23] for a large range of physically important equations. However, in [38], global existence of weak solutions is proved, but uniqueness is obtained only under an a priori assumption that is known to hold only for initial data $u_{0}(x) \in H^{1}$ such that $u_{0}-u_{0 x x}$ is a sign-definite Radon measure (under this condition, global existence and uniqueness was also shown in [14], in which case a stronger concept of weak solutions can be introduced). Actually, there are approaches towards unique global weak solutions for initial data in $H^{1}$, the important distinction being between conservative solutions [3] and dissipative solutions [2]. The solitary waves of the Camassa-Holm equation are peaked solitons [4] with $u(x, t)=e^{-|x-c t|}$, where $c \in \mathbb{R}$ is the wave speed. The orbital stability of the peakons was shown by Constantin and Strauss [16]. An alternative approach is proposed in the paper [15]. Here it is worth it to point out that the peakons replicate a feature that is characteristic for the waves of great height-waves of largest amplitude that are exact solutions of the governing equations for water waves; cf. [7, 35, 12].

If $\gamma=0$, (1.1) is the Benjamin-Bona-Mahony (BBM) equation, a well-known model for surface waves in a canal [1], and its solutions are global.

For general $\gamma \in \mathbb{R}$, much of the early results were proven by Constantin and Strauss in [17] first. Local well-posedness of strong solutions to (1.1) was established by applying Kato's theory, and some sufficient conditions on the initial data were found to guarantee the finite blow up of the corresponding solutions for the spatially nonperiodic case. Later, Zhou [43] proved the well-posedness result in detail, and various refined sufficient conditions on the initial data were found to guarantee the finite time blow up of the corresponding solutions for both the spatially periodic and nonperiodic case; he also applied the best constant of a convolution problem to establish the corresponding blow-up criteria [44]. Recently, blow-up criteria were presented in $[37,39,42]$. It should be mentioned that Liu and Zhou improved their previous results by applying the optimal constant on a kind of Sobolev inequality in [27] (see also a recent paper [28]). Mustafa [31] established a solution with constant $H^{1}$ energy. For $\gamma<1$, the stability of solitary waves was established in [17, 45].

We now finish this introduction by outlining the rest of the paper. In section 2 , we recall the local well-posedness for (1.1) with initial datum $u_{0} \in H^{s}, s>3 / 2$, and the lifespan of the corresponding solution is finite if and only if its first-order derivative blows up. In section 3, we investigate various sufficient conditions of the initial datum to guarantee the finite time blow up. Persistence properties are established for (1.1) in section 4 .
2. Preliminaries. In this section, we would like to list some useful theorems for later use.

Theorem 2.1 (see [39]). Let the initial datum $u_{0}(x) \in H^{s}(\Omega), s>3 / 2$. Then there exist $T=T\left(\left\|u_{0}\right\|\right)>0$ and a unique solution $u(x, t)$, which depends continuously on the initial datum $u_{0}$ to (1.1) such that

$$
u \in C\left([0, T) ; H^{s}(\Omega)\right) \cap C^{1}\left([0, T) ; H^{s-1}(\Omega)\right)
$$

Moreover, the following two quantities $E_{1}(u)$ and $E_{2}(u)$ are invariants with respect to time $t$ for (1.1):

$$
E_{1}(u)=\int_{\Omega}\left(u^{2}+u_{x}^{2}\right) d x, \quad E_{2}(u)=\int_{\Omega}\left(u^{3}+\gamma u u_{x}^{2}\right) d x
$$

Actually, the local well-posedness was proved for both the periodic and nonperiodic case in the above paper; these two invariants play an important role in considering blow-up phenomenon.

The maximum value of $T$ in Theorem 2.1 is called the lifespan of the solution, in general. If $T<\infty$, that is, $\lim _{\sup _{t \uparrow T}}\|u(., t)\|_{H^{s}}=\infty$, we say that the solution blows up in finite time. The following theorem tells us that the solution blows up if and only if the first-order derivative blows up. This phenomenon coincides physically with the rod breaking.

THEOREM 2.2 (see [17]). Let $u_{0}(x) \in H^{s}(\Omega), s>3 / 2$, and $u(x, t)$ be the corresponding solution to problem (1.1), with lifespan $T$. Then

$$
\begin{equation*}
\sup _{x \in \Omega, 0 \leq t<T}|u(x, t)| \leq C\left(\left\|u_{0}\right\|_{H^{1}}\right) . \tag{2.1}
\end{equation*}
$$

$T$ is bounded if and only if

$$
\begin{equation*}
\liminf _{t \uparrow T} \inf _{x \in \Omega}\left\{\gamma u_{x}(x, t)\right\}=-\infty \tag{2.2}
\end{equation*}
$$

For $\gamma \neq 0$, we set

$$
\begin{equation*}
m(t):=\inf _{x \in \Omega}\left(u_{x}(x, t) \operatorname{sign}\{\gamma\}\right), \quad t>0 \tag{2.3}
\end{equation*}
$$

where $\operatorname{sign}\{a\}$ in the sign function of $a \in \mathbb{R}$ and we set $m_{0}:=m(0)$. Then for every $t \in[0, T)$, there exists at least one point $\xi(t) \in \Omega$, with $m(t)=u_{x}(\xi(t), t)$. Just as the proof given in [11], one can show the following property of $\mathrm{m}(\mathrm{t})$.

Theorem 2.3 (see [11]). Let $u(t)$ be the solution to (1.1) on $[0, T)$, with initial data $u_{0} \in H^{s}(\Omega), s>3 / 2$, as given by Theorem 2.1. Then the function $m(t)$ is almost everywhere differentiable on $[0, T)$, with

$$
\frac{d m(t)}{d t}=u_{x t}(\xi(t), t), \quad \text { a.e. } \quad \text { on }(0, T)
$$

To consider the quantity $m(t)$ for wave breaking comes from an idea of Seliger [33] originally, the rigorous regularity proof is given in [11] for the Camassa-Holm equation. As we know, the operator $\left(I-\partial_{x}^{2}\right)^{-1}$ can be expressed by

$$
\left(I-\partial_{x}^{2}\right)^{-1} f=G * f=\int_{\Omega} G(x-y) f(y) d y
$$

for all $f \in L^{2}(\Omega)$, where $G(x)$ is the associated Green's function. For the periodic case and the whole line case $G(x)=\frac{\cosh \left(x-[x]-\frac{1}{2}\right)}{2 \sinh \left(\frac{1}{2}\right)}$ and $G(x)=\frac{1}{2} e^{-|x|}$, respectively, where $[x]$ denotes the integer part of $x$.

In this paper, $\mathbb{S}:=\mathbb{R} / \mathbb{Z}$ stands for the unit circle and $\Omega=\mathbb{R}$ or $\mathbb{S}$. Then (1.1) can be rewritten as

$$
\begin{equation*}
u_{t}+\gamma u u_{x}+\partial_{x} G *\left(\frac{3-\gamma}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right)=0 \tag{2.4}
\end{equation*}
$$

In what follows, just for simplicity, we assume that $0<\gamma<3$ and introduce the following notation:

$$
F(u)=\frac{3-\gamma}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}
$$

3. Blow-up phenomena. In this section, we investigate sufficient conditions on the initial data which guarantee the finite time blow up of the corresponding solutions to (1.1). Firstly, we consider the following convolution problem. We can compute

$$
\begin{aligned}
G *\left(\frac{\gamma \alpha^{2}}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right)(x)= & \frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y}\left(\frac{\gamma \alpha^{2}}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right) d y \\
& +\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y}\left(\frac{\gamma \alpha^{2}}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right) d y \\
\geq & \frac{1}{2} e^{-x} \int_{-\infty}^{x} \gamma \alpha e^{y} u u_{x} d y-\frac{1}{2} e^{x} \int_{x}^{\infty} \gamma \alpha e^{-y} u u_{x} d y \\
= & \frac{\gamma \alpha}{2} u^{2}-\frac{\gamma \alpha}{4} \int_{-\infty}^{x} e^{y} u^{2} d y-\frac{\gamma \alpha}{4} \int_{x}^{\infty} e^{-y} u^{2} d y
\end{aligned}
$$

where $\alpha$ is a positive number. So we obtain

$$
G *\left(\frac{\gamma \alpha^{2}+\gamma \alpha}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right)(x) \geq \frac{\gamma \alpha}{2} u^{2}(x) .
$$

Now we let

$$
\begin{equation*}
\alpha^{2}+\alpha=\frac{3-\gamma}{\gamma} . \tag{3.1}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
G *\left(\frac{3-\gamma}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right)(x) \geq \frac{\gamma \alpha}{2} u^{2}(x) \tag{3.2}
\end{equation*}
$$

Moreover, $\frac{\gamma \alpha}{2}$ is the best constant if and only if

$$
\alpha u=u_{x} \quad \text { in }(-\infty, x) \quad \text { and } \quad-\alpha u=u_{x} \quad \text { in }(x, \infty),
$$

which can be solved as $u=\lambda e^{-\alpha|x-y|}$ for some $\lambda, y \in \mathbb{R}, \alpha$ is a positive root determined by (3.1).

The following theorem refines the result first obtained in [17] by admitting a larger class of initial data.

THEOREM 3.1. Assume $u_{0}(x) \in H^{3}(\mathbb{R})$ is odd, and $u_{0}^{\prime}(0)<0$. Then the corresponding solution of (1.1) blows up in finite time.

Proof. Let $T>0$ is the maximal time of existence of the solution $u(x, t)$ to (1.1), with initial data $u_{0}$. As one can check, the function $-u(-x, t)$ is also a solution to
(1.1), with initial data $-u_{0}(-x)$. By this fact, $-u_{0}(-x)=u_{0}(x)$ and the uniqueness of solution to (1.1), we get

$$
u(x, t)=-u(-x, t) \quad \text { for all } t \in[0, T), \quad x \in \mathbb{R}
$$

Differentiating both sides of (2.4) with respect to variable $x$, we obtain

$$
\begin{equation*}
u_{x t}=-\frac{\gamma}{2} u_{x}^{2}+\frac{3-\gamma}{2} u^{2}-\gamma u u_{x x}-\left[G *\left(\frac{3-\gamma}{2} u^{2}+\frac{\gamma}{2} u_{x}^{2}\right)\right](x, t) \tag{3.3}
\end{equation*}
$$

In view of the above analysis, we have

$$
u(0, t)=u_{x x}(0, t)=0, \quad t \in[0, T)
$$

Therefore,

$$
\frac{d u_{x}(0, t)}{d t} \leq-\frac{\gamma}{2} u_{x}^{2}(0, t)
$$

From the hypothesis, we have $u_{0}^{\prime}(0)<0$. Therefore, $u_{x}(0, t)<0$ for all $t \in[0, T)$. Solving the above inequality, we get

$$
-\frac{1}{u_{x}(0, t)}+\frac{1}{u_{0}^{\prime}(0)} \leq-\frac{\gamma}{2} t
$$

We conclude that there exists $T$ and

$$
T \leq-\frac{2}{\gamma u_{0}^{\prime}(0)}
$$

such that $\lim _{t \uparrow T} u_{x}(0, t)=-\infty$. Thus, we finish the proof by Theorem 2.2.
The following theorem gives the blow-up phenomenon via initial potential data $y_{0}$, which reads as follows.

Corollary 3.1. Suppose $y_{0} \in H^{1}(\mathbb{R})$ is an odd function, satisfies $\int_{0}^{\infty} e^{-\xi} y_{0}(\xi)$ $d \xi<0$. Then the maximum time of existence of the corresponding solution $u(x, t)$ to (1.1) is finite.

In fact, $y_{0}$ is an odd function; we can easily check that $u_{0}$ is also odd. At this time, $u_{0}^{\prime}(0)=\int_{0}^{\infty} e^{-\xi} y_{0}(\xi) d \xi$. By the hypothesis and theorem above, we get the desired result. We omit the detailed proof for conciseness.

ThEOREM 3.2. Assume $u_{0} \in H^{3}(\mathbb{S}), u_{0} \not \equiv 0, \int_{\mathbb{S}}\left(u_{0}^{3}+\gamma u_{0} u_{0 x}^{2}\right) d x=0$, and one of the following conditions is satisfied:

$$
\begin{array}{ll}
\text { (i) } & \gamma \in\left(\frac{3 \sinh \left(\frac{1}{2}\right)}{2+\sinh \left(\frac{1}{2}\right)}, 3\right) \\
\text { (ii) } & \gamma \in\left(0, \frac{3 \sinh \left(\frac{1}{2}\right)}{2+\sinh \left(\frac{1}{2}\right)}\right] \\
& m(0)<-\frac{\sqrt{2}}{2} \alpha\left\|u_{0}\right\|_{H^{1}(\mathbb{S})} .
\end{array}
$$

Then the corresponding solution to (1.1) blows up in finite time.
Proof. By assumption and the invariance property of $E_{2}(u)$, we have

$$
\int_{\mathbb{S}} u^{3}+\gamma u u_{x}^{2} d x=\int_{\mathbb{S}} u_{0}^{3}+\gamma u_{0} u_{0 x}^{2} d x=0
$$

Therefore, $u(x, t)$ must change sign, so there exists at least one zero point on $\mathbb{S}$. Then for each $t \in[0, T)$, suppose there is a $\xi_{t} \in[0,1]$ such that $u\left(\xi_{t}, t\right)=0$, for $x \in \mathbb{S}$ we have

$$
\begin{equation*}
u^{2}(x, t)=\left(\int_{\xi_{t}}^{x} u_{x} d x\right)^{2} \leq\left(x-\xi_{t}\right) \int_{\xi_{t}}^{x} u_{x}^{2} d x, \quad x \in\left[\xi_{t}, \xi_{t}+\frac{1}{2}\right] \tag{3.4}
\end{equation*}
$$

Thus, the relation above and an integration by parts yield

$$
\begin{align*}
\int_{\xi_{t}}^{\xi_{t}+\frac{1}{2}} u^{2} u_{x}^{2} d x & \leq \int_{\xi_{t}}^{\xi_{t}+\frac{1}{2}}\left(x-\xi_{t}\right) u_{x}^{2}\left(\int_{\xi_{t}}^{x} u_{x}^{2}\right) d x \\
& =\int_{\xi_{t}}^{\xi_{t}+\frac{1}{2}}\left(x-\xi_{t}\right)\left(\int_{\xi_{t}}^{x} u_{x}^{2}\right) d\left(\int_{\xi_{t}}^{x} u_{x}^{2}\right) \\
& \leq \frac{1}{4}\left(\int_{\xi_{t}}^{\xi_{t}+\frac{1}{2}} u_{x}^{2} d x\right)^{2} \tag{3.5}
\end{align*}
$$

Doing a similar estimate on $\left[\xi_{t}+\frac{1}{2}, \xi_{t}+1\right]$, we obtain

$$
\begin{equation*}
\int_{\mathbb{S}} u^{2} u_{x}^{2} d x \leq \frac{1}{4}\left(\int_{\mathbb{S}} u_{x}^{2} d x\right)^{2} \tag{3.6}
\end{equation*}
$$

In view of (3.4), we also have

$$
\begin{equation*}
\|u(x, t)\|_{L^{\infty}}^{2} \leq \frac{1}{2} \int_{\mathbb{S}} u_{x}^{2} d x \tag{3.7}
\end{equation*}
$$

Let

$$
q(t)=\int_{\mathbb{S}} u_{x}^{3} d x, \quad t \geq 0
$$

Multiplying both sides of (3.3) with $u_{x}^{2}$, then integrating by parts, we obtain the equation for $q(t)$ as

$$
\begin{align*}
\frac{d q(t)}{d t} & =-\frac{\gamma}{2} \int_{\mathbb{S}} u_{x}^{4} d x+\frac{3(3-\gamma)}{2} \int_{\mathbb{S}} u^{2} u_{x}^{2} d x-3 \int_{\mathbb{S}} u_{x}^{2} G * F(u) d x \\
& \leq-\frac{\gamma}{2} \int_{\mathbb{S}} u_{x}^{4} d x-\left(\frac{3 \gamma}{4 \sinh \left(\frac{1}{2}\right)}-\frac{3(3-\gamma)}{8}\right)\left(\int_{\mathbb{S}} u_{x}^{2}\right)^{2} \tag{3.8}
\end{align*}
$$

where we use the fact $\frac{1}{2 \sinh \left(\frac{1}{2}\right)} \leq G(x) \leq \frac{\cosh \left(\frac{1}{2}\right)}{2 \sinh \left(\frac{1}{2}\right)}$.
If $\gamma \in\left(\frac{3 \sinh \left(\frac{1}{2}\right)}{2+\sinh \left(\frac{1}{2}\right)}, 3\right)$, then $\frac{3 \gamma}{4 \sinh \left(\frac{1}{2}\right)}-\frac{3(3-\gamma)}{8} \geq 0$. On the other hand, we have $\int_{\mathbb{S}} u_{x}^{2} d x \geq \frac{2}{3}\left\|u_{0}\right\|_{H^{1}}^{2}$. Therefore, the above inequality yields

$$
\begin{align*}
\frac{d q(t)}{d t} d x & =-\frac{\gamma}{2} \int_{\mathbb{S}} u_{x}^{4} d x+\frac{3(3-\gamma)}{2} \int_{\mathbb{S}} u^{2} u_{x}^{2} d x-3 \int_{\mathbb{S}} u_{x}^{2} G * F(u) d x \\
& \leq-\frac{\gamma}{2} \int_{\mathbb{S}} u_{x}^{4} d x-\frac{4}{9}\left(\frac{3 \gamma}{4 \sinh \left(\frac{1}{2}\right)}-\frac{3(3-\gamma)}{8}\right)\left\|u_{0}\right\|_{H^{1}}^{4} \tag{3.9}
\end{align*}
$$

For simplicity, we set $\mu=\frac{4}{9}\left(\frac{3 \gamma}{4 \sinh \left(\frac{1}{2}\right)}-\frac{3(3-\gamma)}{8}\right)$ and in view of Holder's inequality, we get

$$
\begin{align*}
\frac{d q(t)}{d t} & =-\frac{\gamma}{2} \int_{\mathbb{S}} u_{x}^{4} d x+\frac{3(3-\gamma)}{2} \int_{\mathbb{S}} u^{2} u_{x}^{2} d x-3 \int_{\mathbb{S}} u_{x}^{2} G * F(u) d x \\
& \leq-\frac{\gamma}{2} q^{\frac{4}{3}}(t)-\mu\left\|u_{0}\right\|_{H^{1}}^{4} \tag{3.10}
\end{align*}
$$

First, since $q(t) \leq q_{0}-\mu\left\|u_{0}\right\|_{H^{1}}^{4} t$, it is easy to find that there exist a time $t_{0} \geq 0$ such that $q\left(t_{0}\right)<0$. Then for $t>t_{0}$, we have

$$
\frac{d q(t)}{d t} \leq-\frac{\gamma}{2} q^{\frac{4}{3}}(t), \quad \text { with } q\left(t_{0}\right)<0
$$

So the solution to (3.10) satisfies

$$
q(t) \leq\left(q^{-\frac{1}{3}}\left(t_{0}\right)+\frac{\gamma}{6}\left(t-t_{0}\right)\right)^{-3}
$$

which reaches to $-\infty$ before $t$ arrives at $T_{0}=-6 q^{-\frac{1}{3}}\left(t_{0}\right) / \gamma+t_{0}$.
On the other hand, since

$$
\left|\int_{\mathbb{S}} u_{x}^{3} d x\right| \leq C(s)\left\|u_{0}\right\|_{H^{1}}^{2}\|u\|_{H^{s}} \quad \text { for } \quad s \in\left(\frac{3}{2}, 3\right]
$$

then

$$
\int_{\mathbb{S}} u_{x}^{3} d x \geq \inf u_{x}(x, t)\left\|u_{0}\right\|_{H^{1}}^{2}
$$

shows that $\lim _{t \rightarrow T_{0}} \inf _{x \in \mathbb{S}} u_{x}(x, t)=-\infty$.
If $\gamma \in\left(0, \frac{3 \sinh \left(\frac{1}{2}\right)}{2+\sinh \left(\frac{1}{2}\right)}\right]$, we can derive an equation for $m(t)$ as

$$
\frac{d m}{d t}=-\frac{\gamma}{2} m^{2}+\frac{3-\gamma}{2} u^{2}(\xi(t), t)-[G * F(u)](\xi(t), t)=0
$$

Now combining the above equation and (3.2) together, we have

$$
\begin{equation*}
\frac{d m(t)}{d t} \leq-\frac{\gamma}{2} m^{2}(t)+\frac{3-\gamma-\gamma \alpha}{4}\left\|u_{0}\right\|_{H^{1}}^{2} \tag{3.11}
\end{equation*}
$$

If

$$
m(0)<-\left(\frac{3-\gamma-\gamma \alpha}{2 \gamma}\right)^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{1}}=-\frac{\sqrt{2}}{2} \alpha\left\|u_{0}\right\|_{H^{1}}
$$

then we can conclude the solution to (3.11) goes to $-\infty$ in finite time. This completes the proof.

Remark 3.1. $\int_{\mathbb{S}} u_{0} d x=0$ or $\int_{\mathbb{S}} y_{0} d x=0$ can be a substitute of the condition $\int_{\mathbb{S}}\left(u_{0}^{3}+\gamma u_{0} u_{0 x}^{2}\right) d x=0$; the theorem still holds. If $\gamma=1$, we recover the case for the Camassa-Holm equation [10]. Moreover, one may find Theorem 3.2 is different from Theorem 3.4 in [42]. However, in [39], Yin didn't consider the case (ii) of this theorem for (1.1).
4. Persistence properties and unique continuation. In this section, we shall investigate persistence properties of the solution to (1.1) in $L^{\infty}$-space. The main idea comes from a recent work of Himonas et al. [24].

ThEOREM 4.1. Assume that $u_{0}(x) \in H^{s}(\mathbb{R})$ and $s>\frac{3}{2}$, if for some $\theta \in(0,1)$,

$$
\left|u_{0}(x)\right|, \quad\left|u_{0 x}(x)\right| \sim O\left(e^{-\theta x}\right) \quad \text { as } \quad x \uparrow \infty
$$

Then the corresponding strong solution $u(x, t) \in C\left([0, T] ; H^{s}(\mathbb{R})\right)$ to (1.1) satisfies that

$$
|u(x, t)|, \quad\left|u_{x}(x, t)\right| \sim O\left(e^{-\theta x}\right) \quad \text { as } \quad x \uparrow \infty
$$

uniformly in the time interval $[0, T]$ before blow up.

## Notation.

$$
|u(x)| \sim O\left(e^{-\theta x}\right) \quad \text { as } \quad x \uparrow \infty \quad \text { if } \quad \lim _{x \rightarrow \infty} \frac{|u(x)|}{e^{-\theta x}}=L
$$

and

$$
|u(x)| \sim o\left(e^{-\beta x}\right) \quad \text { as } \quad x \uparrow \infty \quad \text { if } \quad \lim _{x \rightarrow \infty} \frac{|u(x)|}{e^{-\beta x}}=0
$$

Proof. The proof is organized as follows. Firstly, we will give estimates on $\|u(x, t)\|_{\infty}$ and $\left\|u_{x}(x, t)\right\|_{\infty}$. Here $\|\cdot\|_{p}$ means the $L^{p}$ norm. Secondly, we use the weight function to obtain the desired result.

Multiplying (1.1) by $u^{2 n-1}$, with $n \in \mathbb{Z}^{+}$, then integrating both sides with respect to $x$ variable, we can get

$$
\begin{equation*}
\int_{\mathbb{R}} u^{2 n-1} u_{t} d x+\gamma \int_{\mathbb{R}} u^{2 n-1} u u_{x} d x+\int_{\mathbb{R}} u^{2 n-1} \partial_{x} G * F(u) d x=0 \tag{4.1}
\end{equation*}
$$

The first term of the above identity is

$$
\begin{equation*}
\int_{\mathbb{R}} u^{2 n-1} u_{t} d x=\frac{1}{2 n} \frac{d}{d t}\|u(t)\|_{2 n}^{2 n}=\|u(t)\|_{2 n}^{2 n-1} \frac{d}{d t}\|u(t)\|_{2 n} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{\mathbb{R}} u^{2 n-1} u u_{x} d x\right| \leq\left\|u_{x}(t)\right\|_{\infty}\|u(t)\|_{2 n}^{2 n} \tag{4.3}
\end{equation*}
$$

In view of Holder's inequality

$$
\begin{equation*}
\int_{\mathbb{R}} u^{2 n-1} \partial_{x} G * F(u) d x \leq\|u(t)\|_{2 n}^{2 n-1}\left\|\partial_{x} G * F(u)\right\|_{2 n} \tag{4.4}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{d}{d t}\|u(t)\|_{2 n} \leq \gamma\left\|u_{x}(t)\right\|_{\infty}\|u(t)\|_{2 n}+\left\|\partial_{x} G * F(u)\right\|_{2 n} \tag{4.5}
\end{equation*}
$$

In view of the Soblev embedding theorem, then there exists a constant $M>0$ such that applying Gronwall's gives us

$$
\begin{equation*}
\|u(t)\|_{2 n} \leq e^{M t}\left(\|u(0)\|_{2 n}+\int_{0}^{t}\left\|\partial_{x} G * F(u)\right\|_{2 n} d \tau\right) \tag{4.6}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\lim _{p \rightarrow \infty}\|f\|_{p}=\|f\|_{\infty} \quad \text { when } \quad f \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R}) \tag{4.7}
\end{equation*}
$$

Taking limits in (4.6) we obtain

$$
\begin{equation*}
\|u(t)\|_{\infty} \leq e^{M t}\left(\|u(0)\|_{\infty}+\int_{0}^{t}\left\|\partial_{x} G * F(u)\right\|_{\infty} d \tau\right) \tag{4.8}
\end{equation*}
$$

Next, we will establish an estimate on $\left\|u_{x}(t)\right\|_{\infty}$ using the same method as above. Differentiating (1.1) with respect to $x$ variable produces the following equation:

$$
\begin{equation*}
u_{x t}+\gamma u u_{x x}+\gamma u_{x}^{2}+\partial_{x}^{2} G * F(u)=0 \tag{4.9}
\end{equation*}
$$

Multiplying the above identity by $u_{x}^{2 n-1}$, considering the second term with integration by parts,

$$
\begin{equation*}
\int_{\mathbb{R}} u u_{x x} u_{x}^{2 n-1} d x=-\frac{1}{2 n} \int_{\mathbb{R}} u_{x}^{2 n} u_{x} d x \tag{4.10}
\end{equation*}
$$

so we get

$$
\text { 1) } \int_{\mathbb{R}} u_{x}^{2 n-1} u_{x t} d x+\gamma \int_{\mathbb{R}} u_{x}^{2 n+1} d x-\frac{\gamma}{2 n} \int_{\mathbb{R}} u_{x}^{2 n} u_{x} d x+\int_{\mathbb{R}} u_{x}^{2 n-1} \partial_{x}^{2} G * F(u) d x=0 .
$$

Similarly, one can get the inequality

$$
\begin{equation*}
\frac{d}{d t}\left\|u_{x}(t)\right\|_{2 n} \leq 2 \gamma\left\|u_{x}(t)\right\|_{\infty}\left\|u_{x}(t)\right\|_{2 n}+\left\|\partial_{x}^{2} G * F(u)\right\|_{2 n} \tag{4.12}
\end{equation*}
$$

and therefore, as before, we obtain

$$
\begin{equation*}
\left\|u_{x}(t)\right\|_{2 n} \leq e^{2 M t}\left(\left\|u_{x}(0)\right\|_{2 n}+\int_{0}^{t}\left\|\partial_{x}^{2} G * F(u)\right\|_{2 n} d \tau\right) \tag{4.13}
\end{equation*}
$$

Taking limits in (4.13) to obtain

$$
\begin{equation*}
\left\|u_{x}(t)\right\|_{\infty} \leq e^{2 M t}\left(\left\|u_{x}(0)\right\|_{\infty}+\int_{0}^{t}\left\|\partial_{x}^{2} G * F(u)\right\|_{\infty} d \tau\right) \tag{4.14}
\end{equation*}
$$

In order to get the desired result, we introduce the function $\psi_{N}(x)$, which is independent on $t$ as follows:

$$
\psi_{N}(x)=\left\{\begin{array}{l}
1, x \leq 0  \tag{4.15}\\
e^{\theta x}, x \in(0, N) \\
e^{\theta N}, x \geq N
\end{array}\right.
$$

where $N \in \mathbb{Z}^{+}$. From (1.1) we obtain

$$
\begin{equation*}
\psi_{N} u_{t}+\psi_{N} \gamma u u_{x}+\psi_{N} \partial_{x} G * F(u)=0 \tag{4.16}
\end{equation*}
$$

while for (4.9), we get

$$
\begin{equation*}
u_{x t} \psi_{N}+\psi_{N} \gamma u u_{x x}+\psi_{N} \gamma u_{x}^{2}+\psi_{N} \partial_{x}^{2} G * F(u)=0 \tag{4.17}
\end{equation*}
$$

In order to get the estimate on $u_{x} \psi_{N}$, we need to remove the second derivatives, by using integration by parts, we obtain

$$
\begin{align*}
\left|\int_{\mathbb{R}} \psi_{N} u u_{x x}\left(u_{x} \psi_{N}\right)^{2 n-1} d x\right| & =\left|\int_{\mathbb{R}} u\left(\psi_{N} u_{x}\right)^{2 n-1}\left(\left(u_{x} \psi_{N}\right)_{x}-u_{x} \psi_{N}^{\prime}\right) d x\right| \\
& =\left|\int_{\mathbb{R}} u\left(\frac{\left(u_{x} \psi_{N}\right)^{2 n}}{2 n}\right)_{x} d x-\int_{\mathbb{R}} u u_{x} \psi_{N}^{\prime}\left(u_{x} \psi_{N}\right)^{2 n-1} d x\right| \\
& \leq 2\left(\|u\|_{\infty}+\left\|u_{x}(t)\right\|_{\infty}\right)\left\|u_{x} \psi_{N}\right\|_{2 n}^{2 n}, \tag{4.18}
\end{align*}
$$

where we use the fact $0 \leq \psi_{N}^{\prime}(x) \leq \psi_{N}(x)$ a.e. $x \in \mathbb{R}$. Next, we will do estimates on $\left\|u \psi_{N}\right\|_{\infty}$ and $\left\|u_{x} \psi_{N}\right\|_{\infty}$ step-by-step as before what were done on $\|u\|_{\infty}$ and $\left\|u_{x}\right\|_{\infty}$, we may get

$$
\begin{align*}
\left\|u(t) \psi_{N}\right\|_{\infty}+\left\|u_{x} \psi_{N}\right\|_{\infty} \leq & e^{2 M t}\left(\left\|u(0) \psi_{N}\right\|_{\infty}+\left\|u_{x}(0) \psi_{N}\right\|_{\infty}\right) \\
& +e^{2 M t} \int_{0}^{t}\left(\left\|\psi_{N} \partial_{x} G * F(u)\right\|_{\infty}\right.  \tag{4.19}\\
& \left.+\left\|\psi_{N} \partial_{x}^{2} G * F(u)\right\|_{\infty}\right) d \tau
\end{align*}
$$

On the other hand, computing the integral we see there exists a $c_{1}>0$, depending only on $\theta \in(0,1)$ such that

$$
\begin{equation*}
\psi_{N}(x) \int_{\mathbb{R}} e^{-|x-y|} \frac{1}{\psi_{N}(y)} d y \leq c_{1} \tag{4.20}
\end{equation*}
$$

Therefore, one gets

$$
\begin{align*}
\left|\psi_{N} \partial_{x} G * g^{2}(x)\right| & \leq \frac{1}{2} \psi_{N}(x) \int_{\mathbb{R}} e^{-|x-y|} \frac{1}{\psi_{N}(y)} \psi_{N}(y) g(y) g(y) d y \\
& \leq \frac{1}{2}\left\|\psi_{N} g\right\|_{\infty}\|g\|_{\infty}\left(\psi_{N}(x) \int_{\mathbb{R}} e^{-|x-y|} \frac{1}{\psi_{N}(y)} d y\right) \\
& \leq c_{1}\left\|\psi_{N} g\right\|_{\infty}\|g\|_{\infty} \tag{4.21}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\left|\psi_{N} \partial_{x}^{2} G * g^{2}(x)\right| \leq c_{1}\left\|\psi_{N} g\right\|_{\infty}\|g\|_{\infty} \tag{4.22}
\end{equation*}
$$

Thus, combining (4.21) and (4.22) with (4.19), it follows that there exists a constant $C_{1}=C_{1}(M, T)>0$ such that

$$
\begin{align*}
\left\|u(t) \psi_{N}\right\|_{\infty}+\left\|u_{x} \psi_{N}\right\|_{\infty} \leq & C_{1}\left(\left\|u(0) \psi_{N}\right\|_{\infty}+\left\|u_{x}(0) \psi_{N}\right\|_{\infty}\right) \\
& +C_{1} \int_{0}^{t}\left(\|u(\tau)\|_{\infty}+\left\|u_{x}(\tau)\right\|_{\infty}\right) \\
& \left(\left\|u(\tau) \psi_{N}\right\|_{\infty}+\left\|u_{x}(\tau) \psi_{N}\right\|_{\infty}\right) d \tau \\
\leq & C_{1}\left(\left\|u(0) \psi_{N}\right\|_{\infty}+\left\|u_{x}(0) \psi_{N}\right\|_{\infty}\right. \\
23) & \left.\quad+\int_{0}^{t}\left(\left\|u(\tau) \psi_{N}\right\|_{\infty}+\left\|u_{x}(\tau) \psi_{N}\right\|_{\infty}\right) d \tau\right) \tag{4.23}
\end{align*}
$$

Then for any $N \in \mathbb{Z}^{+}$and any $t \in[0, T], x>0$, we have

$$
\begin{align*}
\left\|u(t) \psi_{N}\right\|_{\infty}+\left\|u_{x} \psi_{N}\right\|_{\infty} & \leq C_{1}\left(\left\|u(0) \psi_{N}\right\|_{\infty}+\left\|u_{x}(0) \psi_{N}\right\|_{\infty}\right) \\
& \leq C_{1}\left(\left\|u(0) e^{\theta x}\right\|_{\infty}+\left\|u_{x}(0) e^{\theta x}\right\|_{\infty}\right) \tag{4.24}
\end{align*}
$$

Taking the limit as $N$ goes to infinity in (4.24), we obtain

$$
\begin{equation*}
\left(\left|u(x, t) e^{\theta x}\right|+\left|u_{x}(x, t) e^{\theta x}\right|\right) \leq C_{1}\left(\left\|u(0) e^{\theta x}\right\|_{\infty}+\left\|u_{x}(0) e^{\theta x}\right\|_{\infty}\right) \tag{4.25}
\end{equation*}
$$

This completes the proof.
The following result ensures that the only solution which can decay at a determined rate, at any two distinct times, is the trivial solution $u \equiv 0$.

Theorem 4.2. Assume that $u_{0}(x) \in H^{s}(\mathbb{R})$ and $s>\frac{3}{2}$, satisfies that for some $\delta \in\left(\frac{1}{2}, 1\right)$,

$$
\left|u_{0}(x)\right| \sim o\left(e^{-x}\right) \quad \text { and } \quad\left|u_{0 x}(x)\right| \sim O\left(e^{-\delta x}\right) \quad \text { as } x \uparrow \infty
$$

$u(x, t) \in C\left([0, T] ; H^{s}(\mathbb{R})\right)$ is the corresponding strong solution to (1.1), and there exists $t_{1} \in(0, T]$ for some $T>0$ such that

$$
\begin{equation*}
\left|u\left(x, t_{1}\right)\right| \sim o\left(e^{-x}\right) \quad \text { as } x \uparrow \infty \tag{4.26}
\end{equation*}
$$

then $u \equiv 0$.
Proof. Integrating (1.1) from 0 to $t_{1}$, we get

$$
\begin{equation*}
u\left(x, t_{1}\right)-u(x, 0)+\gamma \int_{0}^{t_{1}} u u_{x} d \tau+\int_{0}^{t_{1}} \partial_{x} G * F(u) d \tau=0 \tag{4.27}
\end{equation*}
$$

According to the hypothesis, we easily have

$$
\begin{equation*}
u\left(x, t_{1}\right)-u(x, 0) \sim o\left(e^{-x}\right) \quad \text { as } x \uparrow \infty \tag{4.28}
\end{equation*}
$$

At the same time, in view of Theorem 4.1 it follows that

$$
\begin{equation*}
\int_{0}^{t_{1}} u u_{x} d \tau \sim O\left(e^{-2 \delta x}\right) \quad \text { as } x \uparrow \infty \tag{4.29}
\end{equation*}
$$

and so

$$
\begin{equation*}
\int_{0}^{t_{1}} u u_{x} d \tau \sim o\left(e^{-x}\right) \quad \text { as } x \uparrow \infty \tag{4.30}
\end{equation*}
$$

If $u(x, t) \neq 0$, the following deduction tells us the last term of (4.27) is infinitesimal with the same order not higher order of $e^{-x}$. Thus, a contradiction occurs.

$$
\begin{align*}
\int_{0}^{t_{1}} \partial_{x} G * F(u) d \tau & =\partial_{x} G * \int_{0}^{t_{1}} F(u) d \tau \\
& =\partial_{x} G * f(x) \tag{4.31}
\end{align*}
$$

However,

$$
\begin{equation*}
0 \leq f(x) \sim O\left(e^{-2 \delta x}\right) \quad \text { so that } \quad f(x) \sim o\left(e^{-x}\right) \quad \text { as } x \uparrow \infty \tag{4.32}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\partial_{x} G * f(x)=-\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} f(y) d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} f(y) d y \tag{4.33}
\end{equation*}
$$

From (4.32) it follows that

$$
e^{x} \int_{x}^{\infty} e^{-y} f(y) d y=e^{x} \int_{x}^{\infty} e^{-y} o\left(e^{-y}\right) d y=o(1) e^{x} \int_{x}^{\infty} e^{-2 y} d y \sim o(1) e^{-x} \sim o\left(e^{-x}\right)
$$

If $f(x) \neq 0$, one has that

$$
\begin{equation*}
\int_{-\infty}^{x} e^{y} f(y) d y \geq C_{0} \quad \text { for } x \text { large enough. } \tag{4.34}
\end{equation*}
$$

Hence,

$$
\begin{align*}
-\partial_{x} G * f(x) & =\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} f(y) d y-\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} f(y) d y \\
& \geq \frac{C_{0}}{2} e^{-x} \quad \text { for } x \text { large enough. } \tag{4.35}
\end{align*}
$$

So a contradiction occurs by combination with (4.27)-(4.30) and (4.35). Thus, $f(x) \equiv$ 0 and consequently, $u(x, t) \equiv 0$. The theorem is proved.

At the end of this paper, we would like to make a simple comparison between the rod equation and the Camassa-Holm equation. In the whole paper, we do not discuss sufficient conditions to guarantee the global existence of smooth solutions to (1.1) for general $\gamma$, which was discussed in [17].

We know for (1.1), $y=u-u_{x x}$ satisfies

$$
y_{t}+\gamma y_{x} u+2 \gamma y u_{x}+\frac{3(\gamma-1)}{2}\left(u^{2}\right)_{x}=0
$$

It is a pity that we couldn't obtain the proper particle trajectory line equation to consider this problem just as it was done for the Camassa-Holm equation. Moreover, for $\gamma \neq 1$, few beautiful identities that appeared in the Camassa-Holm equation are obtained for (1.1).
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[^76]:    ${ }^{1}$ Other boundary conditions (e.g., shears) could be treated similarly.

[^77]:    ${ }^{2}$ Since the transformation strains defined in (2.4) satisfy $\varepsilon_{11}^{1}+\varepsilon_{22}^{1}=1, \varepsilon_{11}^{2}+\varepsilon_{22}^{2}=1$, and $\varepsilon_{11}^{0}+\varepsilon_{22}^{0}=0$, it follows that the quantity $f$ equals the volume fraction of grains that undergo a phase transition.
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[^79]:    ${ }^{4}$ In principle $\theta \in[0, \pi / 2]$. It follows from (2.4) that we are concerned only with $\sin ^{2} \theta$ and $\cos ^{2} \theta$. Since $\sin (\pi / 2-\theta)=\cos \theta$ and $\cos (\pi / 2-\theta)=\sin \theta$, we may and do assume that $\theta \in[0, \pi / 4]$. The orientation of a square crystalline lattice can be described uniquely by a value $\theta \in[0, \pi / 4]$.

[^80]:    ${ }^{5}$ Sometimes the term exchangeable is used instead of symmetric.

[^81]:    ${ }^{6}$ In this sense, we prove that the limits for large $n$ and large $L$ do not commute.
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